Abstract-The dominant traffic on the Internet has changed from text and graphics based Web content to more information-rich streaming media content, such as audio and video. With the dramatic increase of network bandwidth and the advancement of technologies on media authoring, encoding, and distribution, media traffic on the Internet has increased explosively and now accounts for the majority of traffic volume. Modern Internet streaming services have utilized various techniques to improve the quality of streaming media delivery. Proxy server is one of the main solutions used to improve Internet QoS, especially for the QoS of streaming media. Replacement algorithm optimization is the core of caching model research. However, existing techniques for caching text and image resources are not appropriate for the rapidly growing number of continuous media streams. Based on the concept of hit ratio, this paper makes use of 0-1 knapsack problem to set up a hit ratio model of proxy cache, by use of which a proxy cache policy is presented. As compared with the classical dynamic streaming scheduling strategies, the proposed algorithm is shown that it can make full use of space of proxy cache, and also get a higher hit ratio.
I. INTRODUCTION
With the dramatic increase of streaming media traffic on the Internet, existing media systems have shown their inefficiencies in resource utilization and performance bottlenecks on high quality media services [1] .The Internet is an open, complex system for a wide variety of applications. Delivering multimedia contents with high quality and low cost over the Internet is challenging due to the typical large size of media objects and the continuous streaming demand of clients. First, the delivery of media content has stringent requirements on network bandwidth, delay, and loss rate. However, the Internet has no Quality of Service (QoS) guarantee, and has no management and control for real-time media flows. Second, media traffic is user-behavior driven, and user requests often arrive in bursts. Despite different kinds of delivery techniques, existing media services are still far from being satisfactory. Modern media systems are often hosted by expensive, dedicated infrastructures, such as content delivery networks (CDNs). In order to provide quality service, these systems tend to over-supply or over-utilize scare server resource, causing high CPU and bandwidth consumption. To deal with these situations, caching is a basic technique to improve the performance of Internet systems with cost effective hardware, by exploiting temporal locality among memory accesses and user requests. The idea of caching is to keep frequently accessed data at locations close to the clients such as the client browsers or media servers. Retrieving data from these caching locations will not only reduce transmission time across the Internet, but also reduce workloads imposed on the server. Thus, caching trades storage space and currency of media content for access speed. One solution is to utilize existing proxies to cache media data. Many researchers have delved in the proxy caching approach, a successful approach used for delivering textbased Web content on the Internet. However, existing techniques for caching text and image resources are not appropriate for the rapidly growing number of continuous media streams.
Storing the entire contents of several long streams would exhaust the capacity of a conventional proxy cache. To handle the large size of media objects, researchers have developed a number of segment-based proxy caching strategies to cache partial segments of media objects instead of their entireties [2] [3] . These methods divide each media object into smaller units, more feasible for caching. Although the segment-based proxy caching technique has shown its effectiveness for media streaming, the quality of service it can provide is still not satisfactory to clients for the following reasons. First, the limited storage capacity of a proxy restricts the amount of media data it can cache for clients. This limits the number of objects that can be stored on a caching server. It also results in large startup latencies if the object is not already cached. Second, compared with traditional web page, the demand of continuous and timely delivery for media objects is more rigorous. This is especially challenging on the current Internet, which only provides best-effort services. Therefore, a lot of resources have to be reserved to maintain the QoS during the long playback duration [4] . Third, prior research has observed that most of the media objects are only partially viewed [5] . Using traditional, static web caching techniques to cache these large objects thus wastes storage and causes unnecessary network traffic.
The rest of this paper is organized as follows. We review related work in Section II. Section III proposes a new cache hit ratio model based on knapsack problem. Section IV describes the detail of the cache replacement policy, including the admission policy, segmentation strategy, and replacement policy. Section V evaluates the performance of proposed algorithm through experiment and analysis. Finally, Section VI concludes this paper.
II. RELATED WORK
The research on streaming media caching model has received much attention lately. S. Acharya et al. [6] have studied cluster of proxies for streaming media delivery. They considered little on one important feature of streaming media accessing. It is found that continuous media objects such as video or music clips are often partially accessed. Based on this observation, currently, the proxy can only store frequently accessed media data, which is a subset of media objects on the server. These partial caching methods are generally classified as two types: prefix caching and segment caching. The initial portions (called prefix) of multimedia objects have very high access probability. By storing an entire or partial prefix of popular streams in the prefix algorithm, the startup delay for a playback can be remarkably reduced because the proxy can immediately serve the cached prefix from the proxy to clients. The proxy can retrieve the subsequent segments from the origin server while serving the prefix. In prefix caching, the prefix size plays a vital role in system performance [4] [7] . Segment-based caching methods have been developed for increased flexibility. Typically two types of segmentation strategies are used. The first type uses uniformly sized segments. The second type uses exponentially sized segments. K. Wu et al. proposes the segment cache strategy, that grouping the frames of a media object into variable-size segments, with the length increasing exponentially with the distance from the start of the media. This strategy is based on the assumption that later segments of media objects are less likely to be accessed.
The access characteristics of media objects are dynamically changing. The media object's popularity and most-watched portions may vary with time. For example, some objects may be popular for an initial time period where most user access entire objects; then during the later time, there may be fewer requests for these objects and there may be fewer user accesses to the later portions of the objects. Studies [8] [9] have analyzed the logs from streaming media server and finds that the characteristics of user access to streaming media objects as follows: There are plenty of users stop accessing media objects after a period of time from the beginning, Then, as the time goes on, the stop access numbers will be stably. As figure1 shows, the exponential segmentation method accords with the patterns of user accessing the streaming media; it can significantly reduce network bandwidth consumption and clients' start-up delay by caching replacement.
Chen et al. [7] [10] proposes a new proxy caching strategy: Adaptive & Lazy, which responsively adapts to the real time accesses and lazily segments objects as late as possible, then the proxy segments the objects according to the average access duration, this strategy can presents the user access media pattern. Adaptive & Lazy method's segment replacement is differing from the uniform and exponential segmentation strategies. The latter usually prefers cache the ever cached segments. Adaptive & Lazy performs well in common scenarios in which the popularity characteristics of media objects vary over time. It is widely used in streaming network based P2P [11] .But Adaptive & Lazy also has its own fault, that is, each object is fully cached in proxy server when it is accessed for the first time. The fully cached object is kept in the cache until it is chosen as an eviction victim by the replacement policy. This effect may be potentially increases the additional traffic of server disk.
III. CACHE HIT RATIO MODEL

A. Performance Metrics
The main responsibility of the cache manager is to efficiently manager the proxy's storage resource so as to reduce the volume of the data that are fetched from the origin servers. In proxy cache system, the more data user direct accessed from cache the more original server bandwidth will be saved. This performance aspect is captured by the Byte Hit Ratio (BHR), which is the fraction of data that can be served directly from the local storage of the cache. In systems where partial caching is applied a hit in most cases is partial and should capture the portion of data currently on the proxy.
Simulating the description of cache byte hit ratio in the computer architecture, we define the byte hit ratio of streaming media proxy cache as follows:
BHR=（total bytes served from the cache）/ (total bytes requested by all clients)
BHR takes values between 0 and 1; 0 for a complete miss, and 1 for a complete hit. A BHR close to 1 implies good performance since most of the bytes requested by the users are served from the local cache. Byte hit ratio is the number of bytes that proxy cache served directly by providing from its cache as a percent of the total number of bytes for all requests. It corresponds to the ratio of the sum of the sizes of the requested files found in the cache, and the sum of the sizes of all the requested files. The total requested bytes can be calculated as:
Where n is the total number of media objects, m j is all requested of the j-th object, R ji denotes i-th request of j-th object's data bytes. Define the number bytes accessed from proxy cache as
. C j indicates the data bytes in cache of j-th object. Here, we assume that user access data from cache always from the start of the media. The calculation of bytes access from proxy cache will be considered two situations:
The data bytes user accesses from cache are less then the bytes cached of media object. If the object user requests in cache, what the bytes access from proxy cache is the data requested by user, expressed R ji . If requested object is not in cache, the number of bytes access from cache is 0, expressed C j . The data bytes user accesses from cache are more then the bytes cached of media object. Whatever the request object in cache or not, the number of bytes access from cache always is C j . The byte hit ratio of streaming proxy cache can be denoted as
Equation (1) implies the object accessed with high frequency (m j ) in cache has higher byte hit ratio. In addition, making the data bytes (C j ) cached in cache are equal to the bytes (R ji ) user requested can get the maximum cache byte hit ratio.
But the data user accessed is random, hardly to expect accessed data every time. On the other hand, the cache size is limited, it is impossible to cache the entire data user requested. Therefore, this question can be described as: how to choose the parameter C j can achieve the maximum of cache hit ratio. Such is a typical knapsack problem.
B. 0-1Knapsack Model
The 0-1knapsack problem has been studied extensively during the last few decades. The reason is that it appears in many real domains with practical importance. The knapsack problem is usually described as follows: A hitch-hiker wants to fill up his knapsack, selecting among various objects. Each object has a particular weight and obtains a particular profit. The knapsack can be filled up to a given maximum weight. How can he choose objects to fill the knapsack maximizing the obtained profit? The 0-1knapsack problem belongs to a large class of problem known as combinatorial optimization problems. In such problems, we try to "maximize" (or "minimize") some "quantity", while satisfying some constrains. For example, the knapsack problem is to maximize the obtained profit without exceeding the knapsack capacity. In fact, it is a very special case of the well-known Integer Linear Programming Problem. The problem has been used also in project selection, budget control, network flow, memory sharing, etc. 
PARAMETERS USED TO DESCRIBE THE PROXY CACHING MODEL
Let us formulate the 0-1 knapsack problem in a mathematical way. We number the objects from 1 to n and define, for all i, 0 i n ≤ ≤ , the non-negative numbers: w i =the weight of object i, and v i =the profit of object i. Also, let W be the capacity of the knapsack, i.e. the maximum weight it can carry. Finally, we introduce a vector X of binary variables x i ( i=1, …, n ) having the meaning:
Then the problem is stated as follows: Find a binary vector X that maximizes the objective function (profit) From the description above, C j can be considered the weight of j-th media object, the caching profit of j-th object is defined as follows:
Where M j represents all number requested of the j-th object, B j represents its caching efficiency. α β are scale factors.
The caching efficiency of the j-th object can be defined as,
According to the equation (3), B j reflects that the BHR is gained when C j is cached in the past period of time. That is, the higher B j we select in cache, the higher B j we will get in the next period of time largely. Byte hit ratio can be used to show traffic reduction in the sever side. Therefore more byte hit ratio means better cache performance.
IV. CACHE REPLACEMENT ALGORITHM
A. Admission Policy
There are two important cache management policies. One is the cache admission policy and the other is cache replacement policy. These two are closely related. The primary idea of cache admission control is to permit only segments from media objects which are popular enough to enter the cache. The admission control applies different criteria to different segments of the same media object. The basic consideration is the distance of a segment from the beginning of the media object, i.e., the segment number. The beginning segments of an object have a critical impact on the initial delay to start the media. If cached, the media may be streamed immediately to the requesters. The later segments, if not cached, can be prefetched after the request is received. However, fetching these later segments does have a significantly negative impact on network traffic. Thus, these later segments still should be cached if they are requested frequently enough.
Due to the huge sizes, intensive bandwidth use and high interactivity of typical multimedia objects, the methods of caching based segment and cache replacement algorithms are essential to improve and optimize the performance of media systems. Studies [8] [9] have been proved that the way of segmenting media object based on the access characteristics is better than the uniform or the exponential segmentation methods, which always use the fixed base segment size through the proxy. In this paper, we use the measure of Adaptive & Lazy segmentation based caching mechanism by delaying the segmentation as late as possible and determining the segment length based on the client access behaviors in real time.
For the new media object (user never accessed past), the object is requested for the first time. The system always caches the prefix of object and creates a log file for the object. How many times accessed and request's accessing duration of the object will be recorded in the log in the fixed time. The situation can be described with the following admission policy:
If there is enough free space in cache, the system caches the prefix of object and creates the log file.
If there is not enough free space in cache, the system will use the record in log and divide un-segmented object according to segmentation strategy. Then select the corresponding replacement segment based on replacement policy. In order to improve the segment replacement efficiency and save cache bandwidth, if the system receives a request for an un-segmented object's (cached in proxy), a segment will be added in cache and the segment's size is one prefix portion. If there is no enough cache space available, the second situation of admission policy will be considered.
B. Segmentation Strategy
Typical segment-based proxy caching approaches include prefix caching, uniform segmentation, and exponential segmentation. Prefix caching algorithm caches the initial portion of a media object, called prefix, at a proxy. Upon receiving a client request, the proxy immediately delivers the prefix to the client and meanwhile fetches the remaining portion, the suffix, from the server and relays to the client. As the proxy is generally closer to the clients than the origin server, the start-up delay for a playback can be remarkably reduced. Prefix caching always caches the prefix of objects to reduce the client-perceived startup latency because the proxy can immediately serve the cached prefix from the proxy to clients. In prefix caching, the prefix size plays a vital role in system performance. This largely depends on the available resources and the optimization objective of the system. If the server-to-proxy bandwidth is limited, to avoid discontinuity in streaming, a client has to delay its playback till enough data is buffered. The prefix caching can accelerate this process; yet the cache must be carefully allocated among the media objects to minimize the expected start-up delay. Prefix caching also reduces the traffic between the server and proxy, without having to store the entire stream. This may not a significant advantage for long streams, since the initial part of the stream would not represent a significant proportion of the transfer. But, many Internet audio and video clips are short. Although the size and duration of continuous media streams are likely to grow dramatically over time, particularly as high-bandwidth access networks become more common, the Internet is still likely to have a large number of short clips, such as advertisements and trailers. The proxy prefix cache can store all, or at least a sizeable portion, of these short streams. For popular streams that are accessed by multiple clients, this prefix caching can significantly reduce the load on the server, and on the network.
In uniform segmentation, objects are segmented according to a uniform length; while in exponential segmentation, the size of a segment is sensitive to its distance from the beginning of the media. In general, segment i is twice as large as segment i-1, except the last segment. The motivation is that a proxy can quickly adapt to the changing access patterns of cached objects by discarding big chunks as need. The utility of a segment is calculated as the ratio of the segment reference frequency over its distance from the beginning segment, which favors to cache the initial segments as well as those with higher access frequencies. Chen et al. [3] , however, argued that neither the use of a predefined segment length nor the favorable caching of the beginning segments is the best strategy for reducing network traffic. Instead, the segmentation should be postponed as late as possible, thus allowing the proxy to collect a sufficient amount of access statistics to improve the accuracy of segmentation. In addition, more information can be considered in calculating the utility function, such as, the length of cached portion and the predicted probability of future access.
The segmentation-based caching methods discussed above have greatly improved media caching performance. However, they do not address the following considerations: First, user access to media objects typically represents a skewed pattern: most accesses are for a few popular objects, and these objects are likely to be watched in their entirety or almost entirety. This is often true for movie content in a VoD environment. The segment-based caching strategy always favorably caches the beginning segments of media objects and does not account for the fact that most accesses are targeted to a few popular objects. Second, the access characteristics of media objects are dynamically changing. The media object's popularity and most-watched portions may vary with time. In this situation, using a fixed strategy of caching several early segments may not work, since during the initial time period this may overload the network as later segments need to be retrieved frequently; then during the later time, caching all the initial segments may become wasteful of resources. The lack of adaptiveness in the existing proxy caching schemes may render proxy caching to be ineffective. Third, the uniform or the exponential segmentation methods always use the fixed base segment size to segment all the objects through the proxy. However, a proxy is always exposed to objects with a wide range of sizes from different categories and the access characteristics to them can be quite diverse. Without an adaptive scheme, an overestimate of the base segment length may cause an inefficient use of cache space, while an underestimate may cause increased management overhead.
Segmentation strategy is one of the key factors to cache policy. Many cache strategies perform the segmentation with a predetermined base segment length before accessing an object for the first time, such as the exponential segmentation strategy. Base segment is the prime object of cache algorithm. An excellent segment strategy can accurately reflect the access characteristics of media objects. For different media object, user access characters can be quite diverse. Using the uniform or the exponential segmentation methods can not present the user access patterns. 
COMPARISONS OF THE DIFFERENT SEGMENTATION STRATEGIES
In this paper, we divide media object into prefix segment and base segment. Prefix segment is a uniform length segment; every object's prefix segment length is the same. Base segment is based on the reference frequency of an object; it is an elementary unit of implementing cache replacement policy. In admission policy, for the new (un-segmented) object is requested for the first time, but the cache space can't cache the new object entirely, if there is un-segmented object in cache, segment it in time. The system reads the log file, and then, the average access duration L ave at current time instance is calculated. It is used as the length of the base segment of this object. L ave denotes L sum /n. Where L sum is the sum of the duration of each access to the object; n is the number of accesses to the object. The caching utility of an object is proportional to the average duration of accesses.
C. Replacement Policy
Factors affecting the performance include the cache replacement algorithm used, the number of proxies in the cluster, the size of the file blocks, total cache size, and the request pattern. With the exception of the last, all the other factors can be varied in the system. However, the most critical design choice is the cache replacement policy, since this not only affects the performance of the system but also the balance of load among the proxies. A key factor that affects the performance of media caching is the cache replacement policy, which is a decision for evicting an object currently in the cache to make room for a new object. When the storage capacity on the proxy is not enough to store the content of a streaming media to be cached, cache replacement must be performed. The popularity of a streaming media, which is a primary criterion for cache replacement, changes over time. Our replacement policy is that a cache object should be replaced with lower popularity. When a cache replacement is performed, the algorithm must do the follow two situations. First, when space is released through replacement of a completely cached object, it is not completely released, for example, the completely cached object is converted into a partial cached object. Second, a cached object should not be replaced while being requested by users. We use a popularity-based replacement policy instead of LRU policy, because LRU is not efficient for file scan operations, which are typical in media streaming services, and can only exploit the locality of the accesses to the proxy instead of the whole system. When a user requests an object, if it is requested for the first time, the proxy cache stores the prefix of the object according to admission policy. If the storage capacity on the proxy is enough, the prefix segment is cached directly. When the storage is not enough to store the prefix of the streaming media to be cached, the algorithm must do the following:
When there are un-segmented objects in cache, segment all the objects according to the segmentation strategy. Only saving v base segments from the initial portion of media object, v denotes the number of prefix segments cached; the rest segments should be replaced.
When there is no un-segmented object in cache, we will calculate every object's profit I by formula (2) and the k-th segment of j-th object should be replaced, this object' profit is the smallest of all the objects. Then the access log is updated. If user request a cached object (segmented object), (k 1 +1)-th segment of object j 1 is cached, where k 1 is the number of segments of cached object j 1 .Caculate all the objects' profit I in cache. Then choose the smallest I and denote it as j 2 . We compute the variation v 1 and v 2 . v 1 is benefit I by caching (k 1 +1)-th segment of object j 1 . v 2 is benefit I by replacing k 2 -th segment of object j 2 . Compare v 1 and v 2 as follows: （i） 0 2 1
It can be seen from above that by caching (k 1 +1)-th segment of object j 1 and replacing k 2 -th segment of object j 2 can not improve the overall performance. If we do not replace k 2 -th segment of object j 2 ,
This situation shows that by caching (k 1 +1)-th segment of object j 1 and replacing k 2 -th segment of object j 2 can improve the performance. Especially, can obtain the greatest overall benefits when v 1 > v 2 >0. The main function is to decide which segment as a victim will be replaced, so that we may cache the most popular media in the local proxy. Thus, how to store different size of media objects in the limited capacity of the local proxy to raise the performance becomes very important. This problem is similar to the 0-1 knapsack problem because the capacity of the local proxy is limited, the size of the media objects and the popularity of the objects are all variable. Since the total size is smaller than proxy capacity, we can use the dynamic programming technique to obtain maximum profit. The main goal of the replacement policy is to reduce the provision of the home server. Thus, we hope the throughput getting from the local proxy is as much as possible. And, the size of a media multiplied by the frequency of the media is the network throughput.
V. EXPERIMENT AND ANALYSIS
Evaluation through simulating is a major measure to validate researcher's conclusion in streaming media cache research. It can truly evaluate research conclusion and condense the period of research. In this section, we investigate the performance of our media caching model via simulations. Factors affecting the performance include the cache replacement algorithm used, the number of proxies in the cluster, the size of the file blocks, total cache size, and the request pattern. With the exception of the last, all the other factors can be varied in the system. However, the most critical design choice is the cache replacement policy, since this not only affects the performance of the system but also the balance of load among the proxies. Load balancing is important because we want user machines to participate as proxies in the cache. User will not agree to this use if the load on their machines grows too high. The usual cache algorithm simulator is MiddleSim [6] in streaming system at present. It is a trace driven discrete-event simulator, which consists of about 5000 lines of Java code. But MiddleSim only supports the fixed segment size cache policy, such as, LFU, LRU and LRU-k etc. This paper improves the performance of the simulator and makes it satisfy the requirements of dynamic segment in our algorithm and Adaptive & Lazy.
In simulated experiment, the uniform segmentation, exponential segmentation and Adaptive & Lazy strategies are used for reference. Where Adaptive & Lazy [3] [7] had been proved that it is the best way to reduce the server workload and network traffic, other similar methods also had been proved that their efficiency is not better than the exponential segmentation and Adaptive & Lazy in study [10] .
For exponential segmentation strategy, we make 10% of total bytes cached store the prefix of media object, the segment size increases exponentially with the distance from the start of the media. If the prefix size c is 500k, that is, the size of segment i is P (i) =2 i-1 *c. In uniform segmentation, we set the same segment size is 500k. In Adaptive & Lazy strategy, we select the function factor as p 1 =1, p 2 =1, p 3 =1.They represent the different weights of the frequency, the average access duration and the weight of storage space respectively.
To test the performance, we used the trace from the logs produced by MiddleMan and Campus, where Campus logs records the requests spanned a period ranging late August 1997 to early March 1998, about six months in total. During an actual trace execution, MiddleSim logs all data transfers between the various cache components. After the run, the simulator outputs the number of bytes accessed from the server, the total number of bytes transacted in the system, the total number of bytes exchanged between the proxies, the bytes served by each proxy, and the other statistical data useful for our performance analyses. Performance evaluations are byte hit ratio (BHR) and request hit ratio. The higher BHR proxy cache has the more data will be offered from the proxy cache, therefore, BHR can effective reflects how many traffic reduced through proxy cache algorithm in backbone network. Moreover, the high request hit ratio shows the average startup latency is low. It is used to indicate the efficiency of these techniques in reducing the user perceived startup latency.
VI. CONCLUSION
Proxy caching is an effective means to reduce access latencies as well as resource consumption for networked applications. Due to the unique features of media objects like huge size and high bandwidth demand, how to reduce the server workload and network traffic is very important. At present, a number of novel streaming caching solutions have been reported in the literature. This article serves as a pioneer survey in this filed, although it by no means covers all aspects. Different from other streaming cache strategy, our method based on knapsack problem is proposed in this paper, which considers access popularity and cache efficiency of media object as far as possible. It is evaluated by simulations using synthetic traces and actual trace extracted from enterprise media server logs. Our replacement will obtain the best advantages and gain higher byte hit ratio consequently. It can be seen from the experiment that this strategy can improve the byte hit ratio of cache. Furthermore, compared with other methods ours can reduce the bandwidth consumption and enhance the efficiency of accessing cache to a certain extent.
Compared with the strategies of uniform segmentation, exponential segmentation and adaptive and lazy. Figure  2 (a) and figure 2(b) show that our streaming media caching model based on knapsack problem increases the byte hit ratio, but the model is not better than exponential segmentation on the request number of hit in figure 3 (a) and figure 3(b) . The results show that the replacement strategy based on knapsack problem is an efficient caching method that alleviates bottlenecks for delivery of streaming media objects.
Our future research direction is to investigate an efficient replacement technique and to dynamically allocate the segment in the cache depending on popularity. We will investigate the possibility of combining out partial caching replacement policy with other streaming content delivery techniques, such as patching and batching techniques at caching proxies. 
