This paper extends the stochastic conditional duration model by imposing mixtures of bivariate normal distributions on the innovations of the observation and latent equations of the duration process. This extension allows the model not only to capture the asymmetric behavior of the expected duration but also to easily accommodate a richer dependence structure between the two innovations. In addition, it proposes a novel estimation methodology based on the empirical characteristic function. A set of Monte Carlo experiments as well as empirical applications based on the IBM and Boeing transaction data are provided to assess and illustrate the performance of the proposed model and the estimation method. One main empirical finding in this paper is that there is a significantly positive "leverage effect" under both the contemporaneous and lagged inter-temporal dependence structures for the IBM and Boeing duration data.
Introduction
In this paper, we focus on a class of dynamic models for durations between consecutive financial events. In particular, we propose an extension to the existing stochastic conditional duration (SCD) models by incorporating a flexible structure of the "leverage effect" for the durations between stock market trades.
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In addition, we propose an empirical characteristic function (ECF) approach as an estimation method for our SCD model.
In contrast to the the autoregressive conditional duration (ACD) model first studied by Engle and Russell (1998) , the SCD model, proposed by Bauwens and Veredas (2004) , specifies the conditional mean of durations as a stochastic latent process, with the conditional distribution of durations defined on a positive support. A useful analogy can be readily drawn between the differences of the two specifications with the differences of the generalized autoregressive conditional heteroscedasticity (GARCH) and stochastic volatility (SV) frameworks for capturing the conditional volatility of financial asset returns. In addition, the SCD model relates to the logarithmic ACD model in the same way as the stochastic volatility model relates to the exponential GARCH model of Nelson (1991) .
To the best of our knowledge, there are only a few studies that focus on the SCD model. As the SCD model consists of two unobservable stochastic components for the duration, one of the stochastic terms must be integrated over the whole sample in the computation of the model's likelihood function. However, as the variables to be integrated enter the model nonlinearly, an evaluation of the high-dimensional integral in the likelihood function must be done by simulation as in the case of the SV model. Bauwens and Veredas (2004) propose a solution which circumvents the evaluation of this high-dimensional integral. In particular they employ a quasi-maximum likelihood (QML) estimation based on an approximation of the model by a linear state-space representation, rendering it possible to utilize the Kalman filter technique to approximate the likelihood function. This method has the advantage of being simple and fast in terms of numerical computation and of providing consistent and asymptotically normal estimators under suitable regularity conditions. However it is likely to be suboptimal in finite samples. To avoid 2 approximations, Knight and Ning (2008) propose to estimate the SCD models via an ECF and generalized method of moments (GMM). Feng, Jiang, and Song (2004) adopt maximum likelihood estimation based on an MCMC integration of the latent variables, proposed by Durbin and Koopman (2004) , to estimate the SCD model in the form originally proposed by Bauwens and Veredas (2004) as well as an extended model that allows for "leverage effect". MCMC is used also by Strickland, Forbes and Martin (2003) to estimate the SCD model in the Bayesian framework.
Another econometric challenge faced by the SCD model lies in the construction of the dependence structure between the innovations driving the observation and latent equation of the duration process. Appropriately modelling this dependence structure in the context of the SCD model is critical to capturing the leverage effect known to characterize the equity returns. In the standard SCD model set-up of Bauwens and Veredas (2004) , an i.i.d. Weibull or Gamma distribution is imposed on the duration innovation and an i.i.d. Gaussian on the latent equation error. To capture the leverage effect, Feng, Jiang and Song (2004) include an intertemporal disturbance term from the duration process in the latent equation. In contrast, we model the dependence between the two processes via a bivariate distribution, in which the correlation coefficient can be used for the interpretation of the leverage effect.
Specifically in this paper, we introduce a family of flexible discrete mixtures of bivariate normal distributions into the SCD model. The genesis of this idea can be traced back to Xu (2007) , who obtains general closed form expressions of the objective distance measures for discrete mixture of normals (MN) model with the exponential weighting functional form. An iterated estimation procedure is proposed in Xu (2007) to improve the efficiency of the continuous empirical characteristic function (CECF) estimator for the MN model. The CECF estimator is shown to produce good finite sample properties and is comparable to estimators derived from maximum likelihood estimator (MLE), moment generating function (MGF) method and discrete empirical characteristic function (DECF) approaches. The last two approaches are used in cases when the MLE fails to converge. Based on the above results, a discrete MN specification is then incorporated into the SV model, rendering the model's structure more flexible not only in capturing many of the stylized facts of asset returns, but also in accommodating a richer dependence structure between the innovations from the observation and latent equations of the duration process. Due to the difficulties involved in the likelihood-based methods, an estimator is presented in Xu (2007) as the minimizer of the integrated mean-square distance between the joint characteristic function and its empirical counterpart, and general closed form moment conditions are also derived.
In parallel to the extension of the SV model in Xu (2007) , our SCD model imposes mixtures of bivariate normal distributions on the innovations of the observation and latent equation of the duration process. This extension allows the model not only to capture the asymmetric behavior of the expected duration but also to conveniently accommodate a richer dependence structure between the two innovations driving the observation and latent equations of the duration process. A set of Monte Carlo studies are conducted to assess the performance of the proposed model and estimation method, and empirical illustrations of the model and estimation method are provided with the IBM and Boeing transaction data.
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The remaining parts of this paper are organized as follows. Section 2 discusses the SCD model under the MN specification and presents the CECF estimation procedure. Section 3 conducts several Monte Carlo experiments in three groups. Section 4 considers empirical applications of the proposed SCD framework to the IBM and Boeing transaction data. Section 5 concludes. All the proofs of the propositions are collected in the Appendix.
SCD Model under the Bivariate MN Specification

Model Specification
We begin this section by first presenting the SCD model proposed by Bauwens and Veredas (2004) . Let 0 =< τ 0 < τ 1 < ... < τ T denote the arrival times, and
. Then the SCD model can be written as
where v t is i.i.d. N (0, σ v ), e t denotes the innovation with a distribution on the positive real line. In Bauwens and Veredas (2004) , the distribution of e t is chosen to be either Weibull or Gamma with a shape parameter given by m. Assuming that the distribution of e t is parameterized, so that E(e t ) = 1, then h t is the logarithm of the unobserved mean of d t and is assumed to be generated by a Gaussian autoregressive process of order one, or AR(1) process, with |α| < 1 to ensure the stationarity of the process. It is also assumed that {e t } and {v t } are mutually independent sequences. The parameters to be estimated
The similarity between the SCD model and SV model in its cannonical form is striking, except that the distribution of e t in the SCD model is assumed to be non-normal since this is by definition a positive random variable. However this assumption makes it possible to identify the parameter m. This similarity also suggests that the estimation of the SCD model faces the same impediment as that faced by the estimation of the SV model. In particular, given a sequence d of T realizations of the duration process, the density of d given θ can be written as
where f (d|h, θ) is the density of d indexed by θ, conditional on a vector h of the same dimension as d, and f (h|θ) is the density of h indexed by θ. Equation (3) makes it clear that given the functional form assumed for the distribution of e t (such as Weibull or Gamma), its multiple integral, which has a dimension equal to the sample size (T ), cannot be solved analytically and must be computed numerically by simulation.
Also notably in (1), the duration time series, d t , follows a nonlinear product process. To reduce the complexity involved in a product of two random error processes, Bauwens and Veradas (2004) propose to transform it into the following linear state space form,
where the transformed disturbance is given by t = log(e t ), and the latent variable h t follows an AR(1) process given by (2).
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Bauwens and Veredas (2004) proposed a Weibull(m,1) or Gamma(m,1) distribution on e t and the Gaussian distribution for the innovation v t . In addition, the two innovations, e t and v t , are assumed to be uncorrelated. Through a logarithmic transformation, t will have a Log-Weibull(m, 1) distribution or Log-Gamma(m, 1) distribution. The two resulting density functions are given by:
Log-Weibull(m, 1)
Log-Gamma(m, 1)
As pointed out earlier, there is no closed form expression available for the likelihood function of the SCD model. However, as shown by Knight and Ning (2008) , there is a closed form expression for the characteristic function (CF) of y t . Since the CF carries the same amount of information as the distribution function itself, the SCD model can be uniquely and fully parameterized by the CF. This suggests that it is possible to estimate the model by minimizing the distance between the joint CF and ECF. This idea is implemented in Knight and Ning (2008) where they derive the moment conditions and joint CF expressions based on the i.i.d error distributional assumptions. However, to examine the appropriateness of the"leverage effect" captured by the SCD model, we need to specify certain dependence structure between the two innovations. As alluded to earlier, it is not straightforward to accommodate correlations between the Weibull or Gamma distribution and the Gaussian distribution. An obvious approach to model the dependence would be to use copulas with the specified marginals. Unfortunately, the estimation of such models would not be straightforward either; instead it requires simulation based estimators.
In this paper, we impose a bivariate MN distributional assumptions directly on the transformed errors, t , and v t . In the current literature, there are two popular specifications to model the correlations of the innovations:
where l = (1, 2, ... , L), L is number of mixture components, p l is the mixing proportion parameter, and
In the above specifications, the parameter ρ captures the correlation between the transformed errors t and v t . However we are interested in examining the relationships between e t and v t , which are the innovations from the original specification. So by way of transformation (i.e., e t = exp( t )), we need to back out the implied correlation expression from the above assumptions. This is given in the following proposition.
Proposition 1:
If t (where t = log (e t )) and v t are specified via the processes in (2) and (4), then under assumption (a) or (b), we have:
Proof: See the Appendix.
We also derive the general closed form moment expressions to examine the statistical properties of the model under these two dependence structures. (4), and t and v t satisfy assumption (a), for m, n, k ≥ 0, the closed form expression for cross-moments between d t and d t+k is given by:
Proof: See the Appendix. 
Estimation via CECF Procedure
Xu (2007) 
where r = (r 1 , r 2 , ..., r q+1 ), is a q + 1 dimensional vector and θ is the unknown parameter vector from the parametric distributional assumption. The empirical counterpart of (13) is defined as:
The CECF procedure involves the minimization of distance measure over (13) and (14) . To see this, let the the distance measure in L 2 space be written as:
where w(r) is a general weighting function. In this paper, we take w(r) = exp(−r
). Each moving block has q periods overlapping with its adjacent block.
The asymptotic covariance matrix of CECF estimators under an exponential weighting function can be expressed as,
The implementation of the CECF procedure requires the minimization of (15) with respect to the unknown parameter θ. For our SCD model, the CF can be derived in closed form, as stated in the following propositions.
Proposition 4 [Contemporaneous Dependence]:
If a transformed time series y t is defined under the processes in (2) and (4) and under assumption (a), the closed form expression of joint CF for y t ...y t+q is given by:
Proof: See the Appendix. (2) and (4) and under assumption (b), the closed form expression of joint CF for y t ...y t+q is given by:
Proposition 5 [Lagged Intertemporal Dependence]: If a transformed time series y t is defined under the processes in
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As the joint CF is in a closed form for each dependence structure, the autocorrelation function (ACF) of y t can be derived through the cumulant generating function (CGF), which is defined as the logarithm of the CF. Define the CGF as, φ(r, θ) = log(c(r, θ)), where c(r, θ) is the CF either from (16) or (17). Then the ACF can be calculated as follows,
Monte Carlo Study
To demonstrate the performance of our model structures along with the CECF estimation procedure, we conduct several groups of Monte Carlo simulations with a sample size of 8 10,000 and a replications number of 100 in each experiment.
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In the first group of the simulation experiments, the duration data, d t , is generated from the processes specified in (1) and (2), which assume no dependence between the two processes. The innovation in the duration process, e t , follows a Gamma or Weibull distribution, while the innovation in the latent equation, v t , follows a Gaussian distribution. Two different groups of parameter set-ups are used in the simulation. The first set of benchmark parameter values are set to be θ = (λ, α, σ v , m) = (0.003, 0.9, 0.1, 1), following the study by Strickland, Forbes and Martin (2003) . Note that when the degrees of freedom parameter is set to m = 1, the Weibull (1,1) distribution reduces to the Gamma (1,1) distribution. The second set of benchmark parameter values are set to be θ = (λ, α, σ v , m) = (0.003, 0.9, 0.1, 1.15) for the Weibull distributed innovation case, and θ = (λ, α, σ v , m) = (0.003, 0.9, 0.1, 1.23) for the Gamma distributed innovation case, following the study by Bauwens and Veredas (2004) . Since in our proposed SCD model under the MN specification, we do not assume any specific distribution directly on the innovation e t , the estimation does not provide the parameter estimates for the degrees of freedom parameter, m. Instead, a discrete MN distribution is used to capture the underlying behavior of e t . As a result, we obtain more estimates than those specified in the above parameter vector, θ. For instance, under the MN specification with two components of mixtures (MN (2)), the parameters of interests are θ *
However, once we have obtained the estimates of θ * , we can easily back out the implied error distribution based on the transformation between the e t and t .
Tables 1a and 1b report the results of this experiment. Only common parameters of interests are reported with the measures of BIAS, Standard Deviation (STD) and Root of Mean Squared Error (RMSE). To make the error density comparisons, we provide Figures 1a and 1b, which plot the densities of t generated from the estimates against the densities under the true parameter set-up. Table 1a (with m=1) and Table 1b (with m=1.15 for the Weibull case and m=1.23 for the Gamma case) reveal that the CECF estimates of the parameters in our model exhibit small bias and RMSE when e t follows the Gamma and Weibull distributions. The MN distribution with two components is flexible enough to capture the shape of the true density. This conclusion is reinforced by Figures 1a (m=1) , 1b (m=1.5) and 1c (m=1.23).
In the second group of simulations, the data generating process (DGP) are given by the processes specified in (2) and (4) allowing for either the contemporaneous dependence structure in (a), or the lagged intertemporal dependence structure in (b). In the literature, there is no clear-cut evidence to suggest either a positive or negative correlation between the innovations of the duration process and the latent process. Therefore in this experiment, we examine how our proposed model behaves with either sign of the correlation coefficient. Specifically, both the positive and negative correlations are considered in each of the simulated cases.
Tables 2a presents the results from the contemporaneous dependence structure case with the positive and negative correlation coefficients (+0.1454 and -0.1454) respectively, while Tables 2c and 2d consider the corresponding cases for the lagged intertemporal dependence structure. From all four tables, it is evident that the bias associated with the CECF parameter estimates of the model is quite small. In order to assess the overall 9 performance of our proposed estimator, we also plot the empirical densities generated from our estimates against the densities generated under the true parameters in Figures  2a and 2b for the case of the contemporaneous dependence structure and Figures 2c and 2b for the case of lagged intertemporal dependence structure. These figures reaffirm the previous findings reported in Tables 2a-2d .
We conduct the last group of experiments to see the performance of our proposed model under two DGPs that have been studied in the literature. First we consider a DGP generated from the ACD model structure, proposed by Engle and Russell (1998) ; that is, the data is generated by the following mechanism,
where e t is assumed to follow a Weibull distribution, namely, e t ∼ W eibull (1, 1) . Specifically, following Engle and Russell (1998), we set the benchmark values for the parameters as θ = (β 0 , β 1 , β 2 , m) = (0.0057, 0.0631, 0.9332, 1).
Second, we follow Feng, Jiang and Song (2004) and generate the sample from the SCD structure by including an intertemporal disturbance term in the latent AR(1) process. In particular, the DGP is specified as follows,
where t and η t are mutually independently distributed. Here, t is assumed to follow a log-Weibull (m, 1) distribution and η t is assumed to follow Gaussian N (0, σ 2 ). We use their empirical parameter estimates as our Monte Carlo parameters' values, i.e, we set θ = (µ, β, γ, m, σ) = (−0.7488, 0.9716, 0.0125, 0.9404, 0.1100).
For this last group of experiments, we apply the two types of dependence structures of the innovations in the estimation. To evaluate the simulation results, we provide moment comparisons in the Tables 3a and 3b since the parameters in the correctly specified model and the parameters in our misspecified SCD-MN models are not directly comparable. In addition, we also present the densities across different model specifications against the density under the true DGP, see Figures 3a and 3b. Consider Table 3a and Figure 3a first where the DGP is given by the ACD-Weibull case with parameter estimates reported in Engle and Russell (1998) . In a sense, this is the worst case scenario in which our misspecified model relative to the specified DGP is estimated. Evidently the first four moments of the the correctly specified ACD-Weibull model are extremely well matched by the corresponding moments produced by the CECF estimates of the incorrectly specified SCD-MN model under both the contemporaneous and lagged intertemporal correlation structures. Figure 3a illustrates this conclusion by showing a very close match of the model density to the true density. In Table 3b , the first two moments of the correctly specified SCD-Weibull model with leverage effect are also very well matched by the corresponding first two moments of the CECF estimates of the parameters of the misspecified SCD-MN models with the contemporaneous correlation structure and the lagged intertemporal correlation structure relative to the given DGP. It is clear from Table 3b that the third and fourth moments are also reasonably well matched by our model estimated with the CECF 10 procedure. A quick look ar the plotted densities of y t in Figure 3b further reinforces this conclusion.
To summarize our Monte Carlo results in this section, we conclude that the MN specifications of the SCD models perform remarkably well even with only two components of mixtures. Clearly increasing the number of mixtures will further enhance the performance of the models but at a rising computational cost due to the rapidly increasing number of parameters to be estimated. But based on the Monte Carlo evidence in this section, we are guardedly confident that the SCD-MN models with two components of mixtures will be sufficient for most practical purposes. To further illustrate this point, we turn to empirical examples in the next section.
Empirical Applications
In this section, we apply our SCD model to the IBM and Boeing transaction data. We estimate the model using the CECF procedure under both dependence structures. To evaluate the overall goodness of fit across the different model specifications, for the IBM data, we take some empirical results reported in Feng, Jiang and Song (2004) and Ning (2006) . The parameter estimates are collectively reported in Table 4 . For the Boeing data, we take the empirical results from Knight and Ning (2008) , which are reported in Table 6 . With both data sets, for all the models, the value of the persistent parameter, α, is high, which is consistent with the "high persistency of the duration process." From the estimates ρ * of our CECF procedures, we find some positive correlation between e and v. In particular, Feng, Jiang and Song (2004) utilize the same IBM data set in modelling the SCD with "leverage effect". However, the specification of the correlation between the innovations in their model is different from ours. In their paper, this intertemporal correlation parameter value is estimated to be 0.0125 with a log-Weibull specification, while in ours, the correlations are higher: 0.0467 (in the contemporaneous case) and 0.0598 (in the lagged intertemporal case). For theBoeing data, we also find some positive correlations: 0.1116 (in the contemporaneous case) and 0.1195 (in the lagged intertemporal case). In fact, the estimates of both the contemporaneous and lagged intertemporal correlations are statistically significant in our framework for both data sets.
To give an idea of the implied empirical distribution of t , Figure 4 (for the IBM data) and Figure 6 (for the Boeing data) plot the implied densities of t constructed from the empirical estimates under different models. We observe significant differences among the densities. This result suggests that it is not a good practice to mechanically impose a Weibull or Gamma distribution on the duration process. This is also one of the reasons why we introduce a more flexible distribution family (MN) into the structure of the SCD model.
To further compare the performance of the our model against other alternative models, we also report in Table 5 (for the IBM data) and Table 7 (for the Boeing data) the empirical moment comparisons across the models. The results indicate that our model provides a closer match for the first four moments than the other alternatives. The reasons for these results are relatively straightforward to explain: (i) the CECF procedure theoretically matches all the moments continuously; (ii) the MN is very flexible in capturing various shapes of continuous distributions; and (iii) the dependence structure are built into the SCD model as a generalization from the i.i.d. modelling framework.To visually assess the overall goodness of fit across different models, we plot the empirical density of y t = log(d t ) and the implied densities generated from the empirical estimates under each model in Figure 5 (for the IBM case) and Figure 7 (for the Boeing case). Clearly, our SCD model under the MN specification provide a better measure of the goodness of fit relative to other methods. In particular, the graphs show that our models provide a reasonable fit in a steady state distribution sense.
Conclusion
In this paper, we investigated the SCD model under the flexible bivariate MN specifications. General moment conditions and joint CF were derived in closed form. This not only renders statistical inference simpler, but also reduces the required computational costs. Another important advantage of our approach is that the structure of our SCD model could accommodate different correlation structures between the innovations from the duration and latent autoregressive processes. In addition, significantly positive correlations are found empirically under both the contemporaneous and lagged intertemporal dependence structures for the IBM and Boeing transaction data. This opens up an avenue for future research on the asymmetric behavior of the expected durations and the local dynamic behavior of the observed durations. Jiang, Knight, Wang (2005) examine the properties of the SV model under different dependence specifications, i.e. contemporaneous and lagged inter-temporal correlations between the two innovations. Recognizing that a SCD model posseses a similar framework as the SV model, it would be interesting to investigate the comparisons or model selections between these dependence structures in the context of the SCD model.
Appendix
Proof of Proposition 1
Through transformation under contemporaneous dependence structure, we obtain: t = log(e t ), then e t = exp( t ).
By definition of a joint moment generating function and under (a), we have that:
Hence,
Note that the proof for (10) is very similar to the above. The only difference is in the time subscripts of e.
Proof of Proposition 2
Under assumption (a), t and v t are contemporaneously correlated. Hence, we have that:
Since the latent variable h t follows an AR(1) process, we can write:
Hence, we have that:
where we have substituted 
Since the marginal distribution of v is N (0, σ 2 v ), we have that:
By the definition of the joint moment generating function of t and v t and under assumption (a), we have that:
It is straightforward to obtain the follwing results:
Combining all the above expressions, we have the general moment conditions stated in Proposition 2.
Proof of Proposition 3
The proof of Proposition 3 is similar to that of Proposition 2, except that, Under assumption (b), and v are lagged intertemporally correlated. Hence, we can show that:
Hence, we have
where we have substituted h t = 
Next by the definition of the joint moment generating function of t and v t+1 and under assumption (b), we obtain:
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It is also straightforward to obtain the following results:
Combining all the above expressions, we have the general moment conditions stated in Proposition 3.
Proof of Proposition 4
Without loss of generality, we first derive the joint CF under assumption (a) when k=2.
By definition,
From the AR(1) expression in (2), we have that:
Notice that, to work out the above expression, we only need to solve the last two expectations which are of similar forms, i.e E exp(iAv + iB ), and,
Under (a), we have that:
dv. Therefore, we obtain:
Next substituting back the expressions of A and B, we have that:
Tedious but similar steps (for k = 3, 4, ..., K ) will yield the general closed form expression stated in Proposition 4.
Proof of Proposition 5
The proof is similar to that of Proposition 4. The only difference is in the time subscripts of the two innovations. Without loss of generality, we also derive the joint CF under assumption (b) when k=2.
From the AR(1) expression in (2), we have, h t = λ + αh t−1 + v t Hence, we can write:
It is straightforward to solve for each expectation in the above expression. They are given by:
and, by using the joint moment generating function of t−1 and v t in the same manner as that used in the proof of Proposition 4, we obtain:
Collecting all the above expressions, (defining that if b < a, b j=a f j = 0, where f j is the functional form indexed by m.), it yields,
similar steps (for k = 3, 4, ..., K ) will yield the general closed form expression stated in Proposition 5. ♣
Derivation of the Asymptotic Covariance Matrix of CECF Estimator
Without loss of generality, we derive the asymptotic covariance structure when q=1. Referring to Xu (2007) , we have the following general expression for Ω:
The double summation covariance expressions are readily found in Knight and Satchell (1997) and Yu (1998) . These are given by:
In order to calculate the Ω, we also need to derive Ψ k (r, s). It is worth noting that the expressions for Ψ k (r, s) are different under Contemporaneous and Lagged Inter-Temporal dependence structure in our model. Below we consider each case separately.
Contemporaneous Dependence Structure
Hence, we have,
To work out the above expectation, we need to use the assumption (a). Tedious but straightforward steps yield the following results:
Lagged Intertemporal Dependence Structure
Lastly, based on the above results for Ω, the asymptotic covariance matrix can be calculated as: The leverage effect in the financial markets was originally introduced by Black (1976) , to capture the correlation between the innovation in the asset return process and the conditional volatility process. We borrow this terminology for use in the context of the SCD model. 2 The distribution of t can in principle be approximated by Gaussian and then Kalman filter can be applied to calculate the approximate likelihood as in Bauwens and Veredas (2004) . f j = 0, where f j is the functional form indexed by j. 6 The experiment in this section was done by using Fortran 90 on a Pentium IV PC. All the computations have been done in double precision. To eliminate the initial effect on the simulated data generator, 10500 data points are generated and the first 500 data points are discarded. 7 We would like to thank Qiao Ning for supplying the cleaned dataset to be used in this section. Two seasonal effects are considered: one is the day-of-week effects and the other is the time-of-day effects. For details on adjustment of the data, see Ning (2006) and Knight and Ning (2008) . 
