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Abstract 
We characterize all pairs F = (F(n,k)) and G = (G(n,k)) of inverse infinite, lower-triangular 
matrices by a 'dual' pair of recurrence relations that their entries F(n,k) and G(n,k) must sat- 
isfy. This characterization provides a unified approach towards all inverse relations based on 
such inversion problems. The computation of the inverse of a given infinite, lower-triangular 
matrix F is reduced to finding a recurrence of the required form that its entries must satisfy. 
The inverse matrix G is then determined in a similar way by the dual recurrence. We provide 
historical motivation, and then use o r characterization theorem to invert a number of important 
infinite, lower-triangular matrices. These include matrix inversions of Gould and Hsu, Kratten- 
thaler, Carlitz, Bressoud, as well as Andrews' matrix formulation of the Bailey Transform. These 
examples illustrate how shift operators or summation theorems uch as the q-Chu-Vandermonde 
summation are used to help find recurrence relations of the required type for the entries of F 
and G. ~) 1998 Elsevier Science B.V. All rights reserved 
AMS classification: primary 05A19; 05A10; secondary 33D15; 05A15 
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triangular matrices; 'dual' recurrence r lations; Inverse relations; Shift operators; q-Chu-Vande- 
rmonde summation; (matrix) Bailey transform; Basic hypergeometric series 
1. Introduction 
Consider the probl~me des rencontres, which P. R. de Montmort formulated in 
1708. In Montmort's problem, an urn contains n balls numbered 1-n. A permutation, 
or reordering of  the numbers, is formed by drawing the balls from the urn without 
replacement. A coincidence occurs if for some k, the kth ball drawn is labeled k. 
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Montmort computed the probability of drawing a derangement, that is a permutation 
without coincidences. Thus if Dn denotes the number of such permutations, with Do 
defined to be 1 for convenience, the required probability is Dn/n!. Montmort solved 
this problem in 1713; see the third edition of his book [20, pp. 131-138]. An alternate 
solution by N. Bernoulli may also be found on page 301. 
Bernoulli found Dn using what is now called the Principle of Inclusion-Exclusion, 
but we follow a more obvious - - though equivalent - -  path. Namely, we first enumerate 
all permutations according to the number of coincidences they have and obtain the 
relation 
k=0 
Eq. (1.1) is an implicit recursion for D,, and as such is not entirely satisfactory. 
Although, we may set, in succession, n = 0, 1 .... in (1.1), and compute Do,Dl,..., 
we are still no closer to finding the required probability. However, the above exercise 
does point out a way to approach the problem. By writing out this recursion for a few 
values of n, we see that it is a triangular system of equations, from which - -  at least 
for any specific value of n - -  we can find D,. Our approach is to consider it as an 
infinite system of equations, with the solution 
Dn = ,...., -1  n-k k!. (1.2) 
k=0 
This last expression may be simplified and yields 
D, x -L, ( -1 )  k 
I 
2.., n! k! ' 
k=0 
suggesting an unexpected connection of this probability with the number e; we refer 
the reader to [14] for the details. 
To complete the solution outlined above, we still have to solve the infinite triangular 
system (1.1) for D,; to this end we write it as the matrix equation 
a = Fb, (1.3) 
where F is an infinite, lower-triangular matrix with entries F(n, k) = (~) for 0 ~<k ~<n, 
and zero otherwise; and a and b are column vectors with entries n! and D,, respectively, 
for n = 0, 1,2 . . . . .  Clearly, since F is lower-triangular, Fb makes sense: only a finite 
number of quantifies are summed in obtaining any component of a. Similarly, the 
multiplication of two lower-triangular matrices may be defined. The identity matrix s 
(6,.~), where 6n~ is the familiar Kronecker delta. Moreover, lower-triangular matrices 
are invertible if and only if their diagonal entries are non-zero; the inverse - -  if it 
exists - -  is unique; and lower-triangular as well. Thus, solving an equation like (1.3) 
for b may be accomplished by finding the inverse of F. More precisely, if the infinite, 
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lower-triangular matrices F = (F(n,k)) and G = (G(n,k)) are inverses of each other, 
then, 
n n 
an = ZF(n,k)bk if and only if bn = Z G(n,k)ak, (1.4) 
k-0 k=0 
for any sequences (an) and (b,). 
The relations in (1.4) are known as inverse relations. The special case where bk -=-x k
sheds some light on how inversions arise. For example, when F(n,k)= (k) as above, 
we have 
an~an(x)=~(k)Xk .  
k=0 
By the binomial theorem, we have an(x)~ (1 +x)  n, and also 
X n = Z( - -1 )  n-k ak(X ). 
k=0 
Hence, G(n, k) = (-1 )n-k (~). This analysis is the prototype of connection coefficient 
problems: polynomials with complex coefficients form a vector space and the relations 
connecting two bases are always desired. Viewed in this manner, F is the transition 
matrix from the basis {(1 + x) n} to {xn}; and the inverse G represents the inverse 
transformation. 
A deeper example of such reasoning was provided by James Stirling in 1730. Stirling 
obtains the transformations between the bases {x n} and {x~-}, where x ~- is the falling 
factorial, defined as 
xn-:=(x)(x -1 ) ' ' ' (x -n+l ) ,  x0:= 1. 
The Stirling numbers of the first and second kind, denoted s(n,k) and S(n,k), respec- 
tively, appear as the entries of the transition matrices. 
Stirling made tables of these numbers, which appeared in his classic Methodus 
Differentialis [24]. Despite it's name - -  The Differential Method: a treatise of the 
summation and interpolation of infinite series - -  his book concerns the calculus of 
finite differences; the reader will find an excellent commentary in Tweedie's book, 
[26, pp. 30--45]. Stirling defines series by means of 'differential' equations: actually, 
difference quations which relate successive terms of a series. To explain Stirling's 
motivations, we present he following extract from page 5 of the introduction of his 
book: 
After we have brought theseries to differential equations, we must show how they 
are to be resolved in numbers. For it is the business of the analyst o bring out 
the quantities determined after any manner, either accurately, or as near as possible. 
The roots of differential equations are very commodiously resolved into series of 
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of following forms: 
A+Bz+Cz.z -  1 +Dz .z -  1 . z -2+Ez .z -  1 . z -2 .z -  3 +&c. 
B C D E 
,4+-+- -+ + +&c. 
z z . z+ l  z . z+ l . z+2 z .z+ l . z+2.z+3 
Wherefore, when z is a small quantity, the first form must be used; but the latter, 
when great. And these series . . . .  
The first of these series involves falling factorials, while Tweedie refers to the second 
as the inverse factorial series; both figure prominently in Stirling's work. 
Stirling found that interesting theorems follow for series whose terms may be written 
in one of the above two forms; see [26], and [14, Section 2.6]. This motivated him 
to find a way to expand powers in terms of falling factorials, and negative powers in 
terms of the inverse rising factorial series. Unlike Stirling, we will only write down the 
expansions in terms of the falling factorials; however, we do follow his example and 
consider the Stirling numbers of the second kind first. S(n,k) and s(n,k) are defined 
by the equations 
?l 






Explicit formulas for the Stirling numbers are fairly complicated; nonetheless, from
these definitions, we have the simple recurrence relations 
and 
S(n + 1,k) = S(n,k - 1) + kS(n,k ) 
s(n + 1,k) = s(n,k - 1) - ns(n,k ). 
(1.5a) 
(1.5b) 
Further, the initial conditions S(0,0) = 1 = s(0,0) allow us to make Pascal-type- 
Triangles for both of them. As it will become clear, the similarity between the two 
recursions i no accident. Indeed, we may characterize a pair of lower-triangular inverse 
matrices by a pair of recursions their entries satisfy. This characterization provides a 
unified approach toward all such inversion problems. 
Much work has been done in this direction before. Riordan [21,22] compiled a 
library of inverse relations and studied their applications. A unified method of proof 
was provided by Egorychev [10], using contour integrals; and by Krattenthaler [15], 
using operator methods. Inversion may also be accomplished via m6bius inversion ver 
partially ordered sets; see the exposition in [23]. 
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The present work, by contrast, is quite elementary. It builds upon an elegant observa- 
tion in [17] concerning the r cursions which entries of several inverse matrices atisfy. 
As before, we consider F = (F(n,k)) and G = (G(n,k)) to be infinite, lower-triangular 
matrices. In both the examples above, where F(n,k) = (~) and F(n,k) = S(n,k), ob- 
serve that F(n,k) and G(n,k) satisfy recurrences of the form 
F(n + 1,k) = F(n,k - 1) -4- f (k)F(n,k)  (1.6a) 
and 
G(n + 1,k) = G(n,k - 1) - f(n)G(n,k), (1.6b) 
where f (k )  = 1 in the case of binomial coefficients, and f (k )  = k for Stirling numbers. 
Conversely, in the presence of suitable initial conditions, recurrences of the type (1.6) 
always give rise to inversions. For example, suppose we have the initial conditions 
F(0,0) = 1 = G(0,0). When f (k )  = qk, or f (k )  = (1 +q+ ... + qk-l), then (1.6) 
determines the inverse relations for the q-binomial (or Gaussian) coefficients [9], and 
the q-Stifling numbers defined in [6], respectively. Thus, the proofs of the inverse 
relations for the q-analogues are virtually identical to those of the classical inversions 
- -  that is, when q equals 1. 
This program - -  of obtaining inversions from pairs of recurrences - - was signifi- 
cantly extended by Milne [1 8] to include all inverse relations, and we now have the 
characterization: 
Theorem 1.7. Let F = (F(n,k ) ) and G = ( G(n,k ) ) be infinite, lower-triangular, and 
invertible matrices. Let no be a nonneoative integer. Then F and G are inverses if 
and only if the followin# conditions hold: 
There are functions gv : 72 ~ C and f v : Z --~ C, such that the entries of F and 
G satisfy 
Z 9-v(n - v)F(n - v,k) + E fv(k + v)F(n,k + v) = 0 (l.8a) 
v >1 - -  n o v >1 - -no 
and 
Z 9-r(k)G(n'k + v) + Z fv(n)G(n - v,k) = O, 
v >1 - -no v >1 - -no 
(1.8b) 
respectively. Further, enough initial conditions are prescribed for the entries of F 
and G so that (1.8a) and (1.8b) uniquely determine F and G, respectively. 
2. Proof of  Theorem 1.7 
To prove Theorem 1.7, we recover the recursion for F(n,k) from the fact that F and 
G are inverses. Next, following Milne [ 1 8], we show that the entries of the inverse of 
F satisfy (1.8b). The converse follows from the uniqueness of inverses. 
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To show that the entries of F satisfy (1.8a), we compare the (n+ n0,k)th entry on 
both sides of the equation GF = I, where ! is the identity matrix, to obtain 
Z G(n + no, i)F(i, k) = 6n+no¢~. 
k <~ i ~n+no 
Changing the variable by setting i = n - v, we can rewrite this equation as 
G(n + no, n - v)F(n - v,k ) = 6n+n0~- (2.1) 
V >~ --nO 
Similarly, the equation FG = I yields 
F(n,k + v)G(k + v,k - no) = 6nS,--n0- (2.2) 
v >~ --no 
Subtracting (2.2) from (2.1) leads to (1.8a), where 9-v(X) = G(x + v + no,x) and 
f v(x) = -G(x ,x  - v - no). 
Now, let G be the inverse ofF.  To show that G(n,k) satisfies (1.8b), it is convenient 
to define the matrices 
= ((fv(k + v)6.~)), 
gv = ((gv(n + V)f~n,k ) ) 
and 
uv = ((~.+v,k)). 
Using the above matrices, it is not difficult to recognize (1.8a) as the (n,k)th entry in 
the matrix equation 
g_vU_vF + Z FU_vf~ = 0. (2.3a) 
v >~ -no  v >>. -no  
Multiplying both sides of (2.3a) by ¢7, we obtain 
Gg_~U_v+ Z U_vf iG=O. (2.3b) 
v >~ --no v >~ --no 
The (n,k)th entry in (2.3b) is the required recursion for G(n,k). 
Conversely, suppose G(n,k) satisfies the recursion (1.8b), and enough initial condi- 
tions ensure that G is uniquely determined. Since the entries of the inverse of F also 
satisfy (1.8b), it follows that G is the inverse. [] 
3. Krattenthaler's matrix inverse 
In this section, we use Theorem 1.7 to find the inverse of a specific matrix, con- 
sidered by Gould and Hsu in [13]. Our proof generalizes to yield a surprising matrix 
inversion, found by Krattenthaler [16]. 
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To find the inverse of a given matrix using our method, we need to find a recurrence 
for F(n, k) in the form (1 .Sa) or (l.Sb). Often, the obvious recursion satisfied by F(n, k) 
is not of the required form. Motivated by Wilf and Zeilberger's [27] computations, we 
use the algebra of shift operators to transform recursions into the desired form. The 
shift operators, N and K, are defined as No(n) := g(n + 1) and Kf (k )  := f (k  + 1); 
these definitions extend in the usual way: to integral powers, and sums and products, 
of N and K. For example, Ni l (n)  := f (n  + i), so that N- iN i f (n )  = N°f (n)  --- f (n) ;  
and similarly NiN -i = 1, where 1 is the identity operator. Thus N -i is the inverse of 
N i. All operators do not have inverses, but by restricting the functions on which they 
may be applied, we may find some inverses explicitly. The following lemma, providing 
inverses of two operators, is easily justified using a telescoping argument. 
Lemma3.1. Let f • 77 ~ C and g • Z ~ C be functions such that f (n)  = 0 if 
n < M1, and g(k) = 0 if k > M2, where M1 and M2 are any fixed integers. Then, 
(N+l ) (N- lZ ( -1 ) iN - i l f (n )=f (n )= (N-t~> ( -1 ) iN - i ) (N+l ) f (n )  
i>~O / i~O 
and 
( l ] -g )  (Y~(-1) ig i )  g(k)=g(k)= (~'~(-1)igi) \i> O / 
We will apply both parts of Lemma 3.1 to functions F(n,k) in which F(n,k) = 0 
unless n and k are non-negative integers with n ~>k. With this background, we now 
derive Gould and Hsu's matrix inversion. 
Theorem 3.2 (Gould and Hsu [13]). Let (ai) be a sequence of complex numbers and 
let the lower-triangular matrices F = (F(n,k)) and G = (G(n,k)) be defined as 
n--1 
F(n,k ) . -  I'IJ=k (aJ + k) 
(n - k)!  
and 
G(n,k ) := ( -1 )  n-kak + k I-Ij=k+l(aj + n) 
a,, + n (n - k)! 
where the product over an empty set is 1. Then, F and G are inverse matrices. 
Proof. Lemma 3.1 allows us to write the obvious recursion 
(Nn - an)F(n,k) = (N + 1)kF(n,k), 
in the form (1.8a), which is suitable to the application of our method: 
~--~(- 1)V(n - v)F(n - v,k ) - Z( -1)Van . . . .  iF(n - v - 1,k) = kF(n,k ). 
v>~O v>~O 
(3.3a) 
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Invoking Lemma 3.1 again, we rewrite the corresponding 'dual' recurrence in (1.Sb), 
which the entries of the inverse G of F satisfy, as 
(k - akK)(1 + K)- lG(n,k)  = nG(n,k). (3.3b) 
Solving for G(n,k) is easy once we make the substitution 
G(n,k) = (1 + K)H(n,k) 
in (3.3b). The initial condition, G(n,n)= 1, concludes the calculation. [] 
Gould and Hsu arrived at Theorem 3.2 in an attempt o generalize several inverse 
relations of Gould and Abel types found in Riordan's book [22]. But it is not the 
most general matrix inversion of this type. Indeed, a similar calculation gives us the 
inversion in 
Theorem 3.4 (Krattenthaler [15]). Let (ak) and (bk) be sequences of complex num- 
bers such that by ~ bk for j ~ k. Let F = (F(n,k)) and G = (G(n,k)) be lower- 
trianoular matrices defined by 
n--I l-[j=k (a: + bk ) 
F(n, k) := 




ak + bk I-Iy=k+l(aj + bn) 
an + bn l-In-lib lxj=k~ J - bn) 
where the product over an empty set is 1. Then, F and G are inverse matrices. 
Krattenthaler derived Theorem 3.4 using methods he developed in [15]. As he ob- 
served, the bk ~ k and the bk ~ qk cases of his matrix inversion are equivalent o 
Theorem 3.2, and Carlitz's [7] q-analogue, respectively. Moreover, the specialization 
bk ~-~ q-k + aqk and ak ~-+ -(aq-J/b) - bq ] yields Bressoud's [5] matrix inverse. 
Applications of these matrix inversions can be found, for example, in [8,12]. 
4. The Bailey Transform 
As a q-example of inverse relations we now present Andrews' matrix formulation 
of the Bailey Transform. This inversion, coupled with the Bailey Lemma [1], plays 
a central r61e in the development of q-series: for example, see the applications to 
Ramanujan's Mock Theta functions, and Andrews' proof of the celebrated Rogers- 
Ramanujan identities in [2,3]. 
n- - I  Defining the q-rising factorial as (~; q)n := l'-[k=0( 1 -us/k), with (~t; q)0 = 1, we 
have: 
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Theorem 4.1 (The Bailey Transform). Let a be an indeterminate and let the lower- 
triangular matrices F= (F(n,k)) and G= (G(n,k)) be defined as 
1 
F(n,k) := 
(q; q)n-k (aq; q)n+k 
and 
(1 - aq 2n) (a; q)n+k , . ,n-k (n~,) 
G(n,k) := ",7-----¢-7,--z---- t - l )  q ,. 
0 - a)tq; q)n-k 
Then F and G are inverse matrices. 
Theorem 4.1 is a special case of Theorem 3.4, but we provide an alternate proof, 
dispensing with the use of Lemma 3.1. We find the required recursion for the entries 
of F from the identity 
E (-1)yq-(~) (q-n; q)y (b; q)y Y 1 
y=O (q; q)Y ~- b-~" (4.2) 
Eq. (4.2) is the c ~ c~ case of a q-analogue of the Chu-Vandermonde summation 
[11, p. 236, Eq. (II.7)]: 
2dp, [ q -n 'b  ;q,--ff-cqn] _ ~-~(q-n;q)y(b;q)Y (~_)  y = (c/b;q)n 
C y=O (q; q)Y (¢' q)Y (e; q)n 
Proof. Using the case n ~-+ n - k and b ~-~ a- lq -"-k of (4.2), it is easy to see that 
F(n, k) satisfies the recursion 
)Vq(~) 
E ( -  1 F(n - v, k)a-nq -n~ = F(n, k)a-kq -~.  (4.3a) 
~0 (q; q)v 
Eq. (4.3a) is in the form of (1.8b), once the r61es of F and G are interchanged. 
Now, let G* = (G*(n,k)) be the inverse of F. The corresponding recurrence which 
G*(n,k) has to satisfy is 
)Vq(~) 
E ( -  1 G*(n, k + v)a-(k+~)q -(k+v)2 = G*(n, k)a-nq -n2. (4.3b) 
v>_-0 (q; q)~ 
Note that (4.3b) determines G*, once its diagonal entries G*(n,n) are known. But 
G*(n,n)F(n,n) = 1, which gives 
G*(n, n) = (aq; q)2n" (4.4) 
To verify that the entries of G satisfy (4.3b), we use (4.2) again, this time with the 
specialization  ~-~ n -k  and b ~-+ aq n+k. Clearly G(n,k ) satisfies (4.4). Thus, G is the 
inverse of F. [] 
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5. Concluding remarks 
Theorem 1.7 is useful in the study of  sequences which satisfy triangular recursions 
similar to (1.6). Since inversion is one of the desired properties of  such sequences, 
only special cases of  (1.8) need to be considered, see [25]. 
The matrix inversion in Theorem 3.4 may be extended [4] to a more general sum- 
mation theorem which generalizes Gosper's indefinite bibasic sum [11, p. 240, Eq. 
(11.34)]. 
Theorem 1.7 extends readily to the case of  multivariate matrix inversions, where 
the rows and columns of  a multivariate matrix are indexed by vectors, ordered lexico- 
graphically. The statement and proof of  Theorem 1.7 are unchanged, except for a trivial 
replacement of  n,k, and v by vectors, and other similar adjustments. Egorychev's [10] 
multivariate inversions are derived by calculations imilar to those of  Theorem 3.2, as 
are Krattenthaler's examples [15], The proof of  Theorem 4.1 extends to give alternate 
proofs of  Milne and Li l ly 's [19] Af and Ce Bailey Matrix inversions. 
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