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I. INTRODUCTION
Quantization is a word which should be used with caution, since it means many things to many people. We understand it here in the sense first sketched by Weyl,1 where it describes a "harmonic analysis" procedure. It consists in Fourier analyzing a (fairly arbitrary) function on phase space, and then replacing the "elementary building blocks" (i.e., exponentials on phase space) by appropriate operators (which have since been known as Weyl operators, and are exponentials of linear combinations of the operators X and P).
A satisfactory and intrinsic description of the procedure became possible when von Neumann z proved the uniqueness theorem (Steps towards the theorem can be found in Weyl's book. I) which states that for a given (finite) number of degrees offreedom there exists-up to unitary equivalence--essentially only one irreducible family ofWeyl operators in Hilbert space. This theorem is a cornerstone of quantum mechanics for a finite number of degrees of freedom. It seems however to have appeared too late to be fully incorporated in the mainstream of texbooks on the subject.
The intrinsic and symplectic formulation of quantum mechanics, made possible by von Neumann's theorem, was developed by Segal 3 ,4 and Kastler,5 largely as a by-product of work aimed at systems with infinitely many degrees of freedom (The MIT thesis of R. Lavine 6 is devoted to finite numbers of degrees offreedom). The ingredients are as follows:
(1) A phase space E which is defined (without any "a priori" decomposition into position and momentum) as an even-dimensional vector space (dim E = 2v) with an antisymmetric nondegenerate bilinear form fT.
(2) A Weyl system W which is a family of unitary operators, labeled by points in phase space, acting irreducibly on a Hilbert space ~ and satisfying where ('»HS is the inner product in the Hilbert space if HS of Hilbert-Schmidt operators in ~, and that the map HS' Consequently, (fIJZ) L'(El = «Q (f1) ,Q (fZ)))HS ' (1.5)
J-Q (f) is unitary from L Z(E) onto if
If e a denotes the function e O(v) = eia(o.v) we have Q (e Q) = W ( -a12), and so, by extension of Eq. (1.5)
«Q (eQ),Q (eb»)HS = J e -Q(v)e b (v)dv = 2 zv D(a -b),
in a sense to be made precise (see, e.g., Ref. 7) . This map is discussed in more detail by Pool. 8 In Ref. 9, one of us made the remark that step (a) of the quantization procedure (Fourier analysis) can be avoided at the price of replacing the Weyl operators W(v) by Wigner operators II (v) which are simply Weyl operators multiplied by parity, i.e., if II (0) is the parity operator (which can be defined intrinsically up to a sign in any Hilbert space that carries a Weyl system), and if ll(v) is defined by
then Q (J) can be written directly as
and we do not have to consider the Fourier transform! of the function! The reason for calling II (v) 
is the oriented area of the triangle spanned by VI' V 2 ' v 3 ;  thus, Eq. (1.7) is affine (i.e., independent of the choice of origin in phase space) while Eq. (1.1) is vectorial (i.e., dependent on the choice of origin). We can again invert formula (1.6) to obtain an expression analogous to Eq. (1.4), but giving now a direct correspondence between/and Q r :
Wigner operators (without the name) were already present in Ref. 11. They can also be found in Ref. 12 , where a decomposition of operators with respect to Wigner operators is given, analogous to Eq. (1.6), and relation (1.8) is derived for the function used in this decomposition. The Wigner operators were however not discussed in Ref. 12 as a means to do Weyl quantization without having to pass through the Fourier analysis step. That the II (v) formulas (1.6) and (1.8) may be more convenient then the W(v)formulas (1.3) and (1.4) was also implicitly recognized in Ref. 13, where indeed some nondiagonal matrix elements involving a parity operation were used rather than the diagonal ones to compute classical function, which amounts exactly to preferring Eq. (1.8) as a direct formula to the indirect version (1.4) containing still a Fourier transform.
In this paper we will exploit Eq. (1.6) to study directly the relationship between the function/and matrix elements of the corresponding operator Qf' Weare particularly interested in the matrix elements of Qf between coherent states. So the coherent state formalism will be the second main input in this paper.
The coherent state formalismhas"a long and proud history in quantum theory.,,14 Coherent states can be considered as eigenstates of a displaced harmonic oscillator (it is in this form they historically made their first appearance; see Ref. 15) , as wave packets satisfying the minimum-uncertainty conditions, or as the eigenfunctions of the annihilation operator associated to the harmonic oscillator. The coherent states have many interesting properties and have therefore been widely used in quantum physics. One property which has been frequently made use of is the resolution of the identity operatorl6:
One can use this property to represent every vector tP in JY' by the wavefunction t/J", defined as t/J",(v) = (n v,tP).
(1.11)
The set of wavefunctions constructed in this way forms a Hilbert space when equipped with the L 2 norm, and one has V q;>,~: J",; ~l· The irreducible representation of the Weyl commutation relations obtained in this way is the coherent state representation of the canonical commutation relations. Note that to define the coherent state representation we have used the harmonic oscillator vacuum n. To define this n in an unambiguous way some additional structure on E, u is needed. Therefore, one introduces a complex structure J on E, compatible with u (see Sec. 2). This is analogous to but weaker than the usual decomposition of E into a direct sum of x space and p space.
In what follows we will define an integral transform which relates/to the matrix elements of Qf between coherent states:
(aIQflb)=(na,Q~b)= f dvla,blvlf(v) . (1.14) Such a direct relationship between/and the matrix elements of Qf enables us to study some aspects of the quantization procedure by means of a correspondence between function or distribution spaces instead of as a map from functions on phase space to operators on a Hilbert space. Of course, we could achieve this by using directly the classical functions, equipped with the twisted product rather than the usual product-this is the point of view of deformation theory; see for instance the functions occurring in the socalled diagonal or P respresentation. 16.20-23 In both these ap-proaches, however, functions corresponding to very nice operators may have quite singular features: the classical function corresponding to the parity operator is a delta function, and it is a well-known fact that theP-representation function of a trace class operator may have such big growth at infinity that it is not even a tempered distribution. Working with the correspondence!-(a I Qf Ib ) we gain in smoothness with respect to these two approaches; the price we pay for this is an increase of the numbers of variables used (4v variables instead of 2v).
Coherent states can be defined in any Hilbert space carrying an irreducible Weyl system, which means that the matrix elements (1.14) can be computed in any representation, and are representation independent. We will use this to choose one specific representation, namely, the coherent state representation (written in an intrinsic, i.e., coordinateless way), which is particularly well suited for calculations with coherent states; the matrix elements we compute will however be independent of this particular choice of repre- The integral transform (1.4) which is discussed in Sec. 4 is analogous in many ways to the transform of Bargmann. 17 This analogy and the differences are discussed in Sec. 6.
The discussion of the integral transform given here is not at all exhaustive: a deeper study will be carried out in a forthcoming paper; we will study in particular the correspondence between some classes of distributions and the corresponding operators. A first application of Eq. (1.14) can be found in the computation of the classical functions corresponding to linear canonical transformations in Ref. 25.
THE GEOMETRICAL SETTING
We find it convenient to work in phase space without coordinates whenever possible. We shall however also rewrite some of the main formulas in a notation with coordinates which may be more familiar to most readers.
A. Affine phase space (symplectic geometry)
We denote by E a set which has the structure of an affine space (i.e., which can be identified to a real vector space after the choice of an origin). Assume that E is even dimensional and that we have associated an "oriented area" qJ(a, b, c) to every triangle with vertices a, b, c (taken in a given order).
We assume the following:
(i) qJ does not change if all its arguments are shifted by the same vector.
(ii) If a point ° is chosen as the origin, then u (a, b) defined by (a,o,b ) is symplectic (i.e., bilinear, anti symmetric, and nondegenerate ).
The function qJ can now be expressed in terms of u:
We see that it is totally antisymmetric: it changes sign if any two arguments are interchanged.
B. Phase space with a symplectic and a Euclidean geometry
Consider in E a reference frame, i.e., a family of vectors aI ' b l , .. ·, a v , b v that span E and such thatu(aoa) = u(bob j ) = 0, and u(aob) = 8ij' For our purposes (the building of a representation space for the Heisenberg commutation relations) all the relevant information is contained in the map J defined by
Notice that J has the following properties:
(2.1) (which is expressed by saying that J is a complex structure),
( 2.3)
It follows that the bilinear form We shall also use the complex combination 5) which makes E into a v-dimensional Hilbert space. Examples: (1) Take E = ICV with 9) and all the conditions above are satisfied. (2) Take
(2.10) (2.11) (2.12) and all our conditions are fulfilled again. We can now use this structure to build a representation of the cannonical commutation relations.
C. A representation space for canonical commutation relations
On E, we consider the space of holomorphic functions
On the other hand, we define the Gaussian n by
(2.14)
We shall say that a function ¢J on E is modified holomorphic if it is the product of a <pEfY and of the Gaussian:
This combination of both fY and n gives us Z, the space of modified holomorphic functions:
An alternative way of defining Z is
The Hilbert space we will use in the sequel whenever we want to consider a concrete representation space is now given by
where dv is the Lebesgue measure, translationally invariant, normalized by the requirement (2.17)
On this Hilbert space, we define a set of unitary operators W(a) by
These W (a) are called Weyl operators. It is easy to check that
which implies we have a representation of the canonical commutation relations. One can easily see this in the example given above:
This is exactly what one would have expected from
The representation given by Eq. (2.18) in the space (2.16) is irreducible.
Owing to von Neumann's uniqueness theorem for representations of the canonical commutation relations for a finite number of degrees offreedom, any result we will obtain in our particular representation on Yo can be transcribed to any irreducible representation.
Some particular functions in Yo will playa special role in the sequel: They are called the coherent states and are defined as (a,v»n (v -a). (2.20) These coherent states have the following "reproducing" propertyI6.17:
Writing this otherwise, we have
It is now easy to see that the n a are normalized elements of Yo:
As we already mentioned in the Introduction it is often useful to introduce Wigner operators, i.e., products ofWeyl operators with the parity operator. We define
24) -v) . This operator conserves the modified holomorphy properties of and is thus an involutive unitary operator from Yo to itself. Moreover, one easily sees that
Hence, II represents the parity v--v on phase space. The Wigner operators II (a) are now defined as
It is easy to check that (2.25) segment (a, b) . It takes its maximal value (which is 1) when v is the midpoint of (a, b) .
If we denote by t the pair I a, b ) we have If the arguments of (a, b Iv) are shifted, we have , b Ivl. (3.5) One has 
(3.9)
C. Analyticity and regularity properties
The expression (3.2) can be rewritten as
(3.10) where h (a, v) is defined by Eq. (2.5). In coordinates, Eq. (3.10) is just Eq. (3.8).
Since Eq. (3.10) can be rewritten as we see that (a, b I v) is modified holomorphic in a, modified antiholomorphic in b, and a product of a modified holomorphic function with a modified antiholomorphic one in v. In each of these variables it is infinitely differentiable and of Gaussian decrease at infinity.
D. Fourier transforms and integrals
The (symplectic) Fourier transform F can be defined by
(3.11) b Ivl· (3.13) In particular,
(3.14)
Similarly,
In particular,
(3.16)
The Fourier transform in the variable v can be comput-
K J !a,b Iv') dv' =Kn -b(a).
(3.18)
One has also f (a, alv) da = 1.
(3.19)
We now consider integrals that are bilinear in the symbols (a, b Iv). Particularly important is the relationship f J la,blvllb,alv 'j dadb=D(V-V') , (3.20) which can also be written as
I (tlvlltlv') dt= f (tlv)~ d~={j(v-v'). (3.21)
We shall derive it here, in order to show how simple the calculations are: f f [a, b Ivllb, alv') ',v» n (2v -2v') 
Another useful relation is f la,blvl!c,dlvjdv=nd(a)nb(c).
We give finally two integrals of triple products: 
1, Generalities
For any orthonormal base en in JY', we define the functions e mn by It is now obvious that m,n 2. In the representation on .Yo
Let leI" '" e tor (see also Sec. 5). In the following we shall drop the square brackets in the notation h [nl, In this particular case we have
(3.29) m,n Formula (3.29) implies we can also write the h mn as
where D a and va are defined in Sec. 2c.
If one identifies E with C v, the h n are simply
V n! and the h mn are given by
(3.30)
In particular, we have h nn (x,p) (3.31) whereL n is the Laguerre polynomial with multi-index [n] in the variables xJ + pJ (j = l, ... ,v).
As a consequence ofEq. (3.17), we see that 
THE INTEGRAL TRANSFORM: MAIN PROPERTIES A. The map from f(v) to Q,(Q

Let/ES '(E) bea tempered distribution on E. Let! be its
Fourier transform, which we write freely as [iq(v,v')V(v') 
with ~(v) =f( -4v). (4.4)
In fact, this relationship between the matrix elements of QJ and Qj. is just a consequence of the equivalence of formulas (1.3) and (1.6). Indeed, we have from Eqs. (1.3) and (1.6) 
B. Inverting the map f--O,
Given Qt< 0, we can reconstructfthrough
(4.6) provided the integrals converge. This is an immediate consequence of (3.21).
In other words, the same kernel is used for (4.3) and its inverse just as in Fourier transforms and the integral transforms 17 of Bargmann.
C. Physical Interpretation
So far, we have only defined some integral transform f(v)--Qt< t) by means of the kernel {t 1 v j. Of course, we always had in mind the physical interpretation of all this when we defined our map from one function space to another. This physical interpretation follows immediately from formula (1.6) and definition (3.1) of the kernel {a, b Iv I. fl a,n(v)fl b) = (fl a,Qf fl b) .
One has
So for any a, bin E, Qt<a, b) is the matrix element between the coherent states fl a and fl b of the quantum mechanical operator Qf corresponding to the "classical observable" f
In an analogous way, the Fourier coefficient Vtf; E!.
t' o(E) : (Qftf;)(a) = I db Qf(a,b )tf;(b). (4.8)
E. Unitarity of the correspondence f--O,
The function Qf( t ) is an element of Z (E X E;
(J, -J»,i.e., modified holomorphic in its first variable and modified antiholomorphic in its second variable.
Define !.t'(E XE) = L 2(E XE; dv ®dv)nZ (E XE;
(J, -J». Equipped with theL 2 norm, this is a Hilbert space.
Supposefis square integrable. Then
; its inverse is defined by Eq. (4.6). In fact, this unitarity is nothing else than the wellknown unitarity of the correspondence between square integrable functions and Hilbert-Schmidt operators.
8 Indeed, one can check that the operator Qf is Hilbert-Schmidt if the function Qf(.) is square integrable, and one has the equality . IIQfll~s = Tr(Q;Qf) = I d~ IQ/ ~w·
F. Products
Let A and B be operators on 2"0' Then (A, B )(a,b ) 
We define the twisted productJo g by Qfo g = Qf·Qg· Hence, (v,v',v") ]dv ' dV", (4.10) which is a well-known expression. 10.28
G. Bounds on Q,(a,b)
Define the following two regularizedJunctions associat-
(4.12) They can be obtained by choosingJas the the initial value of a diffusion (heat) equation and waiting the appropriate time.
Assume now thatJis a (locally integrable) function so that II/ (the absolute value off) is well defined. Denote by /IIR the regularized Eq. (4.11) of I II. Then Eq. (4.3) gives
(4.13)
On the other hand, if the Fourier transformj ofJis a function (here one should not think of Qf as, say, a Hamiltonian but for example a resolvent),and if 1 j I, is the regularized Eq. (4.12) of /i/. we obtain from Eq. (4.4)
(4.14)
Ifboth/andjare functions we obtain 2 (O+b) - '(2v -0)exp[2ia(v,0) ] J (v) do dv;;;.O, (4.18) provided we are allowed to change the order of the integrations, which is certainly true, for example, forJEL 2(E;dv).
We can rewrite condition (4.18) as [iC7(aj ,a k 
as here, is due to their studying the correspondence f-S dvf (v) W(v) and notf-S dvf(v)ll(v) .
Examples: Using Eq. (4.20), one can easily check that the following functions yield positive operators: (I -al(2v) , with a < 1.
EXAMPLES A. Operators corresponding to elementary functions
For some functions we shall use Eq. (4) to compute both
Qf and Qr
= K-1n -b(a) . This implies Qo = K-1ll, which is, of course, exp[ia(c,v) 
As a consequence of the fact
we see that
(4) As a special case of (3), we have
hence, v,v) . This is the Hamiltonian of the harmonic oscillator. We have 'r--+h (b,.) 
fl b.
We see here the expected vacuum energy term v/2; moreover, one can easily check that for Un = h nfl, one has NU"=nu,,, which is in accordance with the well-known fact that the Un are the harmonic oscillator eigenfunctions. 17 (e, v) . This gives Q; (a,b) h (b, e) -h (e,a) ]. Define He : if; 't--+h (e,.) In particular, fnd) (!l'l(v) (I, ... ,n) [P(1, ... ,n) is the set of all permutations of (1, ... ,n)], we define P rr :E-+E,
To compute the classical function corresponding to Q7l"' we split up 1T into a product of independent cyclic permutation operators. The classical function splits up in a product of independent functions, corresponding to these cyclic permutations. For the cyclic permutation 1T = (1, ... ,m) (this permutation maps 1 to 2,2 to 3, ... , m -1 to m, m to 1), we get for m even, with Y-k(v 
The kernel A (v, x) ' Another way of seeing that the integral transform Q is not merely a double Bargmann transform is to look at the explicit expressions for the kernels A (v, x) and [~ Iv J. In a certain sense these differences are due to the fact that the integral transform Q has to do with quantization, while A is just a unitary map from one quantum mechanical realization to another. Indeed, if we look at Eqs. Another way of seeing this is the following: By taking a double Bargmann transform one treats Xv and PI' as two equivalent but independent ("commuting") variables: in Eq. (6.6) Xv is only linked with Xu,Pa' andpv only with Xb,h. However, this is not what happens in a quantization procedure; there x" andpu are linked with thex a ,Pa as well as with x b , Pb: some mixing has taken place.
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