Abstract. We study the interaction between a dissipative term and a source term of cubic convolution type for the wave equation in . These terms have both the same form and involve convolutions with a singular kernel. The investigation will depend on the coefficient of the source term which is a function of the time variable. Some results on the boundedness of the solutions are proved. Moreover, we establish an asymptotic stability result.
Introduction
We consider the following problem where Vy = |x| -7 , (V^, * w)(x) = Vy(x -y)w(y)dy, 0 < 7 < N and m, H, A > 0. The potential h(t) € C^R 4 ",!" 1 ") and A stands for the Laplacian in R n . In case = 0 and h(t) is constant, some global existence, scattering (existence of asymptotically free solutions) and global non existence results are shown in Perla Menzala and Strauss [9] , In fact, a blow up result has been proved but only for large enough initial data. For small initial data we cite the result of Hidano [3] established in case N = 3 and provided that the initial data are in addition spherically symmetric.
When A = 0, some global existence results may be found in [5, 8, 10] . As for the asymptotic behavior we mention the work of Mochizuki and Motai in [7] . There the authors, using a weighted energy norm, obtained some results on the decay of the classical energy and determined its rate of convergence.
They also established a non-decay result. It has been proved that one can find initial data for which the energy never decays at infinity.
In the present work we consider the case where both /i and A are different from zero {¡JL ^ 0, A ^ 0) and a non constant potential h(t). Using more or less standard arguments one can prove several existence theorems. These results will depend on the space dimension N, the parameters m (m > 0 or m = 0) and 7, and the regularity of the initial data (UQ, UI). In particular, we have global existence of a solution in C([0,00);
2 with some restriction on N (if m = 0 we consider initial data with compact support). The restriction on N may be relaxed by assuming more regular initial data (for instance
Here we shall not be concerned about these restrictions as our results are valid for all (uo, ui) € H 1 x L 2 (provided that we have existence) and some conditions only on 7. In this paper, our main interest is to investigate the balance between the dissipation and the source terms. To this end we shall follow closely the work of Georgiev and Milani [2] where a different problem was treated. Namely, they studied the wave equation in a bounded domain with dissipation and source terms of polynomial type (u t |ut| p_1 and u\u\ p~l respectively). We will rely on some of their estimates.
The deal with the difficulties generated by the unboundedness of the spatial region, the nonlocal nature of the dissipation and the source terms as well as the singularity of the kernel represents the feature of our present investigation.
As we shall see, we obtain essentially the same results as in [2] . Namely, when h(t) = 0((1 + t)~s) as t -* +00 and 0 < S < 3 there are initial data yielding polynomial growth of the energy as t -• +00. If 6 > 3, the energy is uniformly bounded for any choice of the initial values. In addition, an asymptotic stability result is proved. The power S = 3 is then the critical exponent. Roughly, this means that the cubic convolutions behave as power nonlinearities of order 3. Finally, we mention here that in case of a polynomial source of the form u with p > 5 the author proved in [11] a blow up result in finite time.
Polynomial growth
In this section we state and prove our first result. It asserts that we can find initial data for which the corresponding energy goes to infinity as t -> +00, provided that the potential is weakly decaying. The rate of growth is polynomial. Although we assume m > 0, the results remain valid (under additional hypotheses) for the case m = 0 (see the Remarks 3 and 4 below).
LEMMA 1 (Hardy-Littlewood-Sobolev inequality, see [4] or [6] ). 
. Suppose that h(t) is not constant and is such that (2) -ah(t)% < h'(t) <0, a > 0.
Then, there exists ao > 0 and {ito,«i}€ H 1 x L 2 such that if a < c*o> the solution of (1) grows polynomially as t -• +00.
Proof. A multiplication of the equation (1) by ut and an integration over R n yield Inserting (5) and (3) into (4) 
Therefore (5) may be written as
By the Parseval equality, the Cauchy-Schwarz inequality and the convolution property enjoyed by the kernel V7 (see [4, We put
F(t) = E^(t) --h(t) J ti 2 (F 7 * u 2 )dx.
On the wave equation 
RN
We may write (recall that h(t) < h(0)) we obtain
abhl(t) -^h-%(t)ti(t) o = abh%(t) -^h~%(t)ti(t) o -° ?) -a ( 6+ ?) -2a)h3(i). Also, O The inequality (10) reduces to

< k(t)F(t).
u N Now letting H(t) = -F(i), we see that H'(t) > k(t)H(t).
If for some positive constant C. We conclude that |M|#i goes to infinity polynomially as t -* +oo.
• REMARK 1. It is easy to see, using some Sobolev embeddings and (3) (see also [9] ), that if the initial data ui(x) and U2(x) are of compact support, (say supp ui(i) U supp U2(x) c {|a:| < R], for some R > 0), then the solution u(x,t) is also of compact support (supp u(t,.) C {|x| < R + t}, for any t < T m , where T m is the maximal time of existence). REMARK 3. The result of Theorem 1 is still valid in case M = 0 with initial data of compact support. To see this we use Remarks 1, 2 and an additional condition. Namely, we need the boundedness of (R + t)hi (t). This condition is not needed in case N = 2. Observe that this condition is not in contradiction with the assumption (2) 
In this way, we may control (jc(t)ip(t) -ijj (t)^j
Jrat utudx in (10) by the negative terms in u 2 dx and |Vu| 2 dx in the same inequality. We obtain (11) .
Secondly, in (12) we use the estimate
Here again we need the boundedness of (R + t)h% (t) and a should be small enough so that a 2 C 2 hi{t){R +1) 2 < 1.
Boundedness
In this section and the forthcoming one we take A = ¡j, for simplicity. 
THEOREM 2. If m > 0 and the potential h(t) satisfies
^(jMiiW-^fc-iWfc'w) E(t).
On the other hand, as h(t) is decreasing to zero we may choose io > 0 such that 2 1 /i3(t) < -m for t > to. 4 Therefore, for t > to 1 2 
E(t) < 2E^(t 0 ) + J () -E(s)ds.
