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Abstract
Causal Set theory is an approach to quantum gravity. In this approach, the spacetime
continuum is assumed to be discrete rather than continuous. The discrete points in a causal
set can be seen as a continumm spacetime if they can be embedded in a manifold such
that the causal structure is preserved. In this regard, a manifold can be constructed by
embedding a causal set preserving causal information between the neighboring points. In
this thesis, some of the fundamental properties of causal sets are discussed and the curvature
and dimension information of Minkowski, de Sitter and Anti-de Sitter spaces is approximated
using chain length distributions. The accuracy of the results is compared with the continuum
manifold and the feasibility of such approach is discussed. In the first chapter, the need for
quantizing gravity is addressed and the concept of spacetime and Lorentz boosts is delineated
at length. The second chapter begins with a formal definition of a causal set and delves
deep into how points can be sprinkled on a causal manifold. In the third chapter, the
chain distribution on different manifolds are calculated computationally and the result is
compared with the theoretical approximation. The fourth chapter is devoted to analyzing
the curvature information of a manifold using causal set theory. The Dimension of such
manifold is calculated using the Myrheim-Meyer relation and the computational error is
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With Einstein’s advent of revolutionary ideas on gravity, new doors were opened and de-
manded a change of view on the inner workings of the fabric of cosmos. The bland com-
monsense perspective of the world was no longer valid. Thousands of experiments have been
performed since that validate Einstein’s theory of gravity. However, his theory of gravity
does not provide us with a complete picture of reality. The laws seem to break down at
severely intense gravitational fields such as the center of a black hole and event horizon. A
theory that is universal has been sought for ever since but to dismay no such theory has
been constructed to this day.
At some excruciatingly intense gravitational fields, quantum effects come into play and
their influence on the behavior of gravity itself cannot be neglected. As stated earlier, several
attempts have been made to construct a framework capable of coherently describing gravity
in the light of quantum mechanics; A theory of quantum gravity (QG). A complete lack of
experimental evidence to validate the theory of QG has made this subject a field of almost
pure conjecture. Some endeavors are considered more successful than the others not because
they delineate the underlying physics of QG but because they address the problem more
rigorously. Although the theories of QG constructed to this day differ widely as to how they
view the working of the cosmos may be at a fundamental scale, they all have same common
goal of understanding gravity. Among these approaches is the Causal Set theory.
1.2 Causal Set theory as an approach to Quantum Gravity
The causal set approach to quantum gravity postulates that the spacetime is built out of
fundamentally discrete substratum or spacetime points. These spacetime points possess no
fundamental property of their own but only carry information on whether they are causally
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related to any of their neighbors. At the most fundamental level, the continuum approxi-
mation of spacetime therefore becomes a patch of locally finite partial order sets - posets or
“causal sets”. When seen from a macro world, the causality between events is nothing but
the invariant causal relation between the elements of a causal set embeddable in a manifold.
For a particular causal set to approximate a spacetime continuum with its metric field,
the causal set must be embeddable in the spacetime continuum with every causal relation
between each pair of elements preserved. The spacetime points carry metric field property
and preserve Lorentz invariance in the continuum approximation. The finite structure of
a causal set limits its cardinality and therefore the elements are countable. The volume
between two causally related spacetime points is nothing but the cardinality of the causal
set that represents such a patch. [4]
1.3 The notion of Spacetime and Spacetime Interval
In the classical view of spacetime, space and time are treated separately as distinct funda-
mental quantities. An event happens at a particular location in space at a certain time.
Time is fundamental and flows in the exact same way for all observers whether they are at
rest or in motion. Also, there is no classical limit as to what maximum distance an object
can cover in a given time interval.
Figure 1: Motion of a particle in Newtonian Spacetime
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As seen in Figure 1 above, the whole of the Newtonian space can be constructed by an
assembly of planes of simultaneous events. The events therefore happening at a particular
time slice all happen together. It then follows that there is universal agreement as to whether
different spatially separated events occur at the same time.
Figure 2: Particle Worldline in the light of Special Relativity
Figure 2 represents the worldline of a moving particle in the context of Special Relativity.
As discussed earlier, in Newtonian Spacetime a particle moves through an absolute unchang-
ing space which is the same for all observers at a particular moment in time. However, in
special relativity there is no absolute notion of “all of space at one moment in time”. Rather,
we define the light cone at every event in the particle worldline which dictates the set of all
allowable trajectories of that particle in the future. And for two events that are outside each
other’s light cones, there is no universal notion of which event occurred earlier in time.
This does not mean that events are not simultaneous in special relativity, but the events
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that are simultaneous in one frame of reference can be non-simultaneous when viewed from
some other moving frames. It can therefore safely be said that no events can be assigned an
absolute label of space and time but rather they are relative as to which frame of reference
the events are being viewed from. The notion of simultaneous events is therefore completely
thrown out of the window in special relativity. Consequently, no two or more observers agree
on the simultaneity of different events unless they all view the event from same local frame of
reference. If neither space nor time label of an event are the same for different observers, the
natural question arises; Is there anything that remains invariant under a change of reference
frame? And the answer is there is! Well, actually there are two things that remain invariant.
The first one is the speed of light in vacuum and the second one is what physicists call the
‘Spacetime Interval’.
Thousands of experiments have confirmed that the speed of light in vacuum is invariant
under a change of reference frame. Even when an observer is moving close to the speed of
light, light travels from them at the same speed. This might seem a little contradictory but
it is one of the most astounding results arising from Maxwell’s equations of electrodynamics.
Here, the trouble of delving deep as to why the speed of light is constant for all observers is
boldly avoided but it is rather taken as a physical law of our universe.
The second invariant under the change of reference frame is the ‘Spacetime Interval’. Just
like distances are invariant under a change of coordinate system in which they are measured,
the spacetime interval between two events is invariant under a change of reference frame. To
understand this clearly, let us start by considering how spatial distances are preserved under
a change of coordinate system. In Cartesian coordinates, the distance between two points is
calculated using Pythagoras’s theorem. As shown in the figure below, any arbitrary point
can be labelled in either coordinate system S or S ′. The distance between these points when
measured in either frame is the same. This is clearly demonstrated in Figure 3 below:
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Figure 3: Distance Invariance under coordinate rotation. [5]
∆s2 = ∆x2 + ∆y2 = ∆x′2 + ∆y′2.
Notice how the coordinate axes were rotated in the above figure by a certain angle to
obtain a completely new coordinate system S ′. Although the label that describes each point
changes, the distance between any two points remains unchanged, therefore preserving the
essence of the geometry. This cannot be done with Newtonian space and time, because space
and time are fundamental and different. There is no useful notion of rotating space and time
into each other but rather we take all of the space at a particular moment in time. The story
with special relativity is different.
In special relativity, there is no universal agreement to the distance and the time interval
between two events. Rather, they are observer dependent. An observer moving in one frame
relative to the observer at rest in some other frame assigns a shorter spatial length and longer
time interval between events occurring in the rest frame on account of the relative velocity.
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Albeit two observers in different inertial frames do not agree on the time interval and
spatial separation between two events, there is a quantity all the inertial observers agree
upon. The quantity that is invariant under a change of inertial coordinate frame in special
relativity is called the ‘Spacetime Interval’. Just like the distance in Newtonian physics is
invariant under coordinate transformations (keeping the basis unchanged), the spacetime
interval in special relativity is invariant under any change of inertial coordinate frame.
Let an event A be labelled in the frame S with the coordinates (x1, y1, z1, t1) and event B
with (x2, y2, z2, t2). The same event when viewed from some other reference frame S
′ moving













2). The spacetime interval between these events in frame S is
∆s2 = (x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 − c2(t2 − t1)2,
and in frame S ′ is
∆s′2 = (x′2 − x′1)2 + (y′2 − y′1)2 + (z′2 − z′1)2 − c2(t′2 − t′1)2.
Since the spacetime interval is invariant, ds2 = ds′2. Unlike distance in three dimensions,
which is always positive, the spacetime interval can either be positive, negative or zero.
The physical interpretation of spacetime interval (when negative) is minus the square of
the time interval measured by an observer that sees itself at rest between two events. For
instance, if a rocket ship leaves planet 1 (event A) and arrives at planet 2 (event B) moving
at a uniform velocity, then the time that has elapsed for an observer inside the rocket ship
is the square root of minus the spacetime interval and often called the proper time, i.e.,
dτ 2 = −ds2 = −ds′2. It is customary to work in the system of units where we keep c = 1.
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Therefore, the spacetime interval is usually written as
ds2 = −dt2 + dx2 + dy2 + dz2. (1)
We classify two events as per the sign of the spacetime interval,
ds2 > 0→ the spacetime interval is spacelike
ds2 < 0→ the spacetime interval is timelike
ds2 = 0→ the spacetime interval is lightlike.
A Spacelike interval means that two events can happen at the same time (simultaneously),
but they never happen at the same location when viewed from any inertial reference frame.
If two events are spacelike related, they can have no influence on each other whatsoever. For
instance, if two events are very far in space, it is not possible to witness both of these events
traveling below the speed of light limit. If one were to travel as fast as possible from event
A to event B, it is impossible to notice event B because it would have occurred already at B
before one arrives there to notice.
A Timelike interval means that two events can happen at the same location but they
never occur at the same time when viewed from some inertial reference frame. Two timelike
related events can influence one another. It is possible to witness two timelike related events
travelling below the light speed limit. One can leave event A and arrive at event B before it
has occurred if event A and B are timelike related.
A Lightlike interval means that two events are located sufficiently far in space such that
only light can leave event A and arrive at event B just when it is happening. Anything
travelling below the light limit cannot make it to event B. For instance, if a photon leaving
a star is event A and the same photon hitting our retina is event B, then these events are
lightlike related.
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1.4 Lorentz Transformation and Boost
A frame of reference that moves with a non-zero acceleration (uniform velocity) with respect
to an observer at rest or uniform motion is an inertial frame. Measurements made in one
inertial frame (time/position of an event) can be co-related (transformed) to a different
inertial reference frame. Such sets of rules that let us map between two different inertial
frames of reference in special relativity are called Lorentz Transformations. In order to
understand coordinate transformation rules between observers moving at a constant velocity
with respect to one another, it is essential first to understand what coordinate frames mean.
Therefore, priority is made to understand such transformations intuitively rather than plainly
formulating the mathematics.
Figure 4: Spacetime Coordinate grid lines in 1+1 dimensions.
It is customary to draw spacetime axes as shown in the Figure 5. In general, one con-
structs such graph to label events in one-dimensional spacetime. But it is necessary to
understand why these coordinate axes are at 90◦ angles with one another. It is in fact, a
crucial idea in the comprehension of Lorentz transformations. The coordinate grid lines are
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made orthogonal to indicate simultaneity of events. For instance, in Figure 5, the events
at (1,1) and (4,1) are simultaneous. Here, the horizontal lines (t = constant) represent the
lines of simultaneity. The events that occur on these lines, all occur at the same time. One
important idea to note from Figure 5 is that all the simultaneous events are always spacelike
separated.
To visualize how the lines of simultaneity change with the change in reference frame, a
thought experiment is illuminating. Imagine two observers (A and B) initially at rest and
a distance ‘d’ apart relative to the observer at O (at rest). Imagine that both A and B
hold a mirror and a laser light. They have their clocks synchronized and at t = 0, A fires
off the laser beam that reflects off the mirror from B at time ∆t1 = d/c. The clock of B
reading the time d/c and the light beam hitting B’s mirror happen exactly at the same time
(simultaneous). Also, the reflected light hitting A’s mirror and his clock reading the time
∆t2 = 2d/c both happen simultaneously. Therefore, we can draw a straight line connecting
the events: i) Light beam hitting B’s mirror and ii) A’s clock reading the time d/c to indicate
the simultaneous events. All lines parallel to this line then represent the lines of simultaneous
events in A’s and B’s frame of reference.
Now, imagine that both A and B are inside a train moving to the right at speed v = 0.2c
with respect to an observer (C) at rest. As seen from the frame of C, both A and B are
moving to the right and therefore they are travelling a distance of 0.2c each second. If C
maps their distance each second in his frame, he draws a straight line oriented at an angle
tan−1(1/0.2) from his vertical (distance = 0) axis because he is at rest. This tilted line is
then the time axis in the frame of A and B. Every line parallel to this denotes an object in
rest in their frame. But, what about the distance axis? Since the distance axis is a line of
simultaneous events in frame of A and B, it is contrary to view the distance axis of C as
same as the distance axis of A and B. This is because simultaneous events in C’s frame aren’t
simultaneous in A and B’s frame. Imagine A shoots a laser beam at t′ = t = 0 which is
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reflected from B located at a distance d in their frame. The light takes d/c seconds to reach
B and 2d/c seconds to reach back to A in their frame. However, as seen by C, the light beam
takes a longer time to reach B since B is moving away from it and it takes a shorter time
for the reflected light to reach A since A is moving towards it. If T is the time C measures
for the light beam to make a round trip, then an event at time T/2 must be simultaneous
with light just hitting B’s mirror. If C draws a line connecting these two events, he obtains
a line of simultaneous events (distance axis) in A’s and B’s Frame. This line is tilted at an
angle tan−1(1/0.2)− π
4
with respect to C’s distance axis. This is shown clearly in Figure 6.
Figure 5: Coordinate transformation between rest and moving (v = 0.2c) frame
In general, if a stationary observer in frame S measures an event with the coordinates
t, x, y, z and another observer in uniform motion with respect to S assigns an event with the
coordinate t′, x′, y′, z′ such that corresponding axes are parallel and the velocity is along the
xx′ axis and at t = t′ = 0, the coordinate axes align perfectly, i.e., (x, y, z) = (x′, y′, z′) =
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(0, 0, 0) then the event label can be mapped from one frame to another with the rules
x′ = γ(−βct+ x) (2)
ct′ = γ(ct− βx). (3)









γ −γv/c 0 0
−γv/c γ 0 0
0 0 1 0









where v is the relative velocity, γ = 1/
√




The causal set theory was proposed by Dr. Luca Bombelli, Dr. Rafael Sorkin, Dr. Joohan
Lee, and Dr. David Meyer in 1987 [3]. According to the causal set theory, the structure
of spacetime is discrete at the most fundamental level. Spacetime is composed of discrete
events that are related to one another, which gives rise to the causal structure in spacetime. A
causal set is a set X with a relation ‘≺’ among its elements which must have three important
basic properties:
1. Irreflexive: x ⊀ x ∀x ∈ X
2. Transitive: x ≺ y and y ≺ z ⇒ x ≺ z ∀x, y, z ∈ X
3. Locally finite : I[x, y] = {z | x ≺ z ≺ y} is finite, ∀x, y ∈ X
The causal information between each pair of discrete spacetime events in the causal set can
be encoded in a matrix with elements 0s and 1s called the relations matrix R. If any two
events in the causal set are causally related, the relation matrix entry is 1. If they are not
causally related, the relation matrix entry is 0. Also, any element in the causal set cannot
be causally related to itself and therefore all entries Rii are 0 by default.
Rij =

1 when xi ≺ xj
0 Otherwise.
It is convenient to number the causal set elements in the order of increasing time label. In this
sense, for a 100-element causal set embedded in a manifold, the first element is the one that
has the smallest time label and is termed as the minimal element and the hundredth element
is the one that has the largest time label and is called the maximal element, irrespective
of their spatial labels. The first element precedes every element in this causal set (except
itself) and therefore all the entries (except R11) of the first row of the relations matrix are
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1s. Also, given xi ≺ xj and i < j, Rii = Rjj = 0 and Rij = 1 ⇒ Rji = 0 ∀ i, j. This makes
the relations matrix R upper triangular.
A relations matrix contains causal information about every pair of elements, and is ex-
haustive of the knowledge of geometry of the manifold encoded in the causal set if the latter
is embeddable. Therefore, the relations matrix can be used to obtain the dimension and the
curvature information of the spacetime manifold, which shall be discussed in more detail in
the subsequent chapters. Figure 6 shows a causal set with 10 elements (including maximal
and minimal elements). A relations matrix R that corresponds to this causal set is shown
right below Figure 6.
Figure 6: A causal diamond with 8 elements embedded in a flat 2D manifold. The elements
are labelled in the order of increasing time. The minimal and maximal elements are [1] and
[10] respectively.
In order to obtain the relations matrix for a particular causal set, each element is checked
for the causal relation with every other element in the causal set, as described above. For




0 1 1 1 1 1 1 1 1 1
0 0 0 0 1 0 1 1 1 1
0 0 0 0 0 1 0 1 0 1
0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 1 0 1 1
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0

.
2.2 Sprinkling on a causal manifold
A causal manifold is one in which we know which manifold points precedes which other
ones. In order to obtain the relations matrix as shown above for a specific causal set, one
can randomly scatter causal set elements inside a n-dimensional causal diamond centered
at the origin with maximal and minimal elements x and y respectively. This process of
obtaining a causal set by randomly scattering the spacetime points, which is dictated by the
spacetime metric, is called sprinkling. In any 2-D conformally flat spacetimes, if the causal









This can be understood intuitively. Imagine that an event happens at the location (0, tmin).
The maximum spatial influence that this event can make in the time tmin is the distance
ctmin and −ctmin from the origin to the right and to the left respectively. Therefore space
can range from −tmin to tmin in the units where c = 1. For a causal diamond centered at
the origin in two dimensions, this is mirrored in (5). Now the main objective is to obtain
random points inside the square around a causal diamond with the use of a random number
generator. This random number r ∈ [0, 1] can then be translated to a random number R
between (tmax, tmin) or (xmax, xmin). Each mapping of a pair of random numbers into a
point (x, t) inside the square around a causal diamond can then be checked for adherence to
21
causality with the maximal and minimal element (0, tmin) and (0, tmax). Finally, keeping
only the points that are causally related to the maximal and minimal elements yields the
desired causal set.
2.2.1 Minkowski Space
The flat 3+1 dimensional spacetime manifold is often called Minkowski space. It has the
Lorentzian signature of (−1, 1, 1, 1) and therefore the spacetime interval is ds2 = −dt2 +
dx2 +dy2 +dz2. The structure of Minkowski manifold will be discussed in more detail in the
subsequent chapters. Here, the graph below shows the causal diamond with 200 elements
sprinkled on 2D flat spacetime.
Figure 7: A causal diamond on a flat 2D space with 200 elements. The minimal and the
maximal elements are not causally related to the points outside the diamond and therefore
the blue points outside the red diamond are disregarded.
As discussed earlier, a computer random number generator was used to obtain the points
inside the square centered around the causal diamond. In 2D flat spacetime, the differential
volume is, dv = dxdt. It can be seen from the volume element that the volume of the causal
diamond is independent of time and space label and is constant. This yields the relation,
t = r (tmax − tmin) + tmin. (6)
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In a similar way, the random number can be used to obtain a coordinate point along the
spatial axis x,
x = r (xmax − xmin) + xmin. (7)
Equations (6) and (7) are quite easy to understand. Our main goal is to obtain a number
between tmin and tmax or xmin and xmax using r ∈ [0, 1]. Since r is generated randomly and
can be anywhere between 0 and 1, multiplying r with the time interval (tmax− tmin) yields a
number anywhere between 0 and (tmax− tmin). Now, adding tmin to this number generates a
number anywhere in between tmin and tmax which was our goal all along. A different random
number is used to find x in between xmin and xmax using the same reasoning as before.
Once a coordinate point (x, t) is generated inside the square, it can be checked for causality
relation with the maximal and minimal points: (t−tmin)2 > x2 and (t−tmax)2 > x2, which is
to say that the time separation should be greater than spatial separation in the units where
c = 1. Now, only the points that lie inside the causal diamond are kept and the other points
are disregarded as shown in Figure 7.
2.2.2 de Sitter Space
An n-dimensional de Sitter space is a maximally symmetric Lorentzian manifold with con-
stant positive scalar curvature. Figure 8 is a causal diamond embedded in a 2-D de Sitter




[−dt2 + dx2]. (8)
The structure of de Sitter space will be discussed in more detail later.
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Figure 8: A causal diamond with 200 elements embedded in a 2-dimensional de Sitter Space.
The differential volume element of a 2-dimensional de Sitter space is d2x = 1
H2t2
dxdt. It
can be noted how the volume element is a function of time. As t approaches 0, the volume
element approaches infinity. A small region of spacetime near t = 0 has larger volume as
compared to the spacetime region of seemingly same size that lies somewhere far in time.
It can then be expected that the region of spacetime near t = 0 contains more spacetime
points on account of its larger volume. Our main aim is to use a computer generated random
number r ∈ [0, 1] to obtain a number between tmin and tmax. However this time we know
that the probability of getting a number that lies near tmax (time ranges from −∞ to 0 in
de Sitter space) has to be greater because this region has more volume contained. Now, r
can be taken rather as a probability. For a point t that lies in between tmin and tmax, the
probability that a randomly selected point lies inside the rectangle between tmin and t is the
ratio of volume of this region to the volume of the entire square. Therefore r is the ratio
of volume between minimal point (xmin, tmin) and randomly generated point (x, t) and the
























r(tmin − tmax) + tmax
. (9)
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The spatial part works just like in flat 2-D space because the volume element is independent
of the spatial coordinate. Thus,
x = r(xmax − xmin) + xmin.





r[(tmin)n−1 − (tmax)n−1] + (tmax)n−1
. (10)
The sprinkled points in the square can then be checked for causality relation with the max-
imal and minimal element which yields a causal diamond as shown in Figure 8.
2.2.3 Anti-de Sitter Space
Anti-de Sitter Spaces of n dimensions are the maximally symmetric Lorentzian spaces with
constant negative scalar curvature. Figure 10 is a causal diamond embedded in a 2D Anti-
de Sitter space with the spacetime line element ds2 = 1
H2x2
[−dt2 + dx2]. The structure of
Anti-de Sitter space will be discussed in more detail later. The differential volume element
Figure 9: A causal diamond with 200 elements embedded in a 2-dimensional Anti-de Sitter
Space.
of a 2-D Anti-de Sitter space is, d2x = 1
H2x2
dxdt. Applying the same set of arguments as we
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did in the case of de Sitter space, a pair of computer generated random number r ∈ [0, 1]
























r(xmin − xmax) + xmax
. (11)
The temporal part works just like in flat 2-D space because the volume element is independent
of the time coordinate. Thus,
t = r(tmax − tmin) + tmin.





r[(xmin)n−1 − (xmax)n−1] + (xmax)n−1
. (12)
The sprinkled points in the square can then be checked for causality relation with maximal
and minimal element which yields a causal diamond as shown in Figure 9.
2.3 Chains and chain-length distributions
A chain of length k is a chronological ordering of causal set elements such that each one is
causally related to all the other elements, i.e., p1 ≺ p2 ≺ p3 ≺ · · · ≺ pk. Under the assumption
that sprinkling is done uniformly inside the causal diamond and the differential volume
element in n dimensional space dnv is much smaller than the volume of the causal diamond
V , chains of any length can be approximated theoretically for any spacetime manifold of a
known metric. Figure 10 shows a causal diamond with 8 elements and all chains of length 2
between the minimal and the maximal element. It is worth noting from Figure 10 that the
total number of chains of length 2 on any causal diamond is the total number of spacetime
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elements inside the diamond.
Figure 10: Chains of length 2 on 8-element causal diamond
Figure 11: A chain of length 3 on 8-element causal diamond
Figure 11 shows one of many chains of length 3 for a causal diamond of 8 elements. Since
chains of length 2 yield the total number of elements inside the causal diamond, they do
not carry any relevant information regarding the geometry of the manifold. It is therefore
the chains of length 3 and higher that can be used to obtain the knowledge regarding the
dimension and curvature of the manifold the causal set is embedded into.
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Figure 12: A chain of length 4 on 8-element causal diamond
Figure 12 shows a chain of length 4 for a causal diamond with 8 elements embedded in a
flat 2-dimensional manifold. In general, chains of length k are less abundant than the chains
of length k+1 until they reach a maximum value when the number of chains of a given length
starts to decrease. In order to get a theoretical approximation to the expected number of
chains of length k between the maximal element b and minimal element a, we start by finding
the probability of getting exactly n points inside a volume element dnv. If the volume of n-
dimensional causal diamond is V , then the probability that an element sprinkled is inside the
small volume element dnv is p = d
nv
V
. The probability that it does not lie inside dnv is 1− p.
For instance, if the causal diamond has volume V and a total of 5 elements and one desires
to find the probability of getting exactly 1 element inside the volume element dnv. Since
there are a total of 5 elements, they can be sprinkled one at a time. Exactly one element can
be inside the volume dnv in the following way: IN-Out-Out-Out-Out, Out-In-Out-Out-Out
and so on. There are 5 ways in which one can get exactly one element inside the volume
dnv. Also, there have to be exactly 4 elements outside dnv. Therefore, the probability that










. In general, if the causal










, which is a binomial distribution.
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Since the probability of getting exactly one element inside the volume dnv is p, if N points
are sprinkled, then on average one expects to get (x = Np) points inside the volume dnv.
Also, in the limit where N approaches infinity, the binomial distribution of points inside a
































If the density of elements in a causal set of volume V is ρ, then there are (x = ρ dnv) elements
inside a n-dimensional volume element in average. The probability that there is exactly one
element inside this differential volume is
lim
N→∞








It is now to be noted that in order to get a chain of length k, there has to be exactly 1 element
in each of the differential volume elements dnV1, d
nV2, d
nV3 . . . d
nVk−1 [1]. The probability
that there is exactly one element in each of these volume element can be precisely determined
and finally the expected number of chains of length k can be approximated theoretically.
This is shown clearly in Figure 13.
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Figure 13: Causal diamond in a 2-D Minkowski manifold with one element in each of k − 1




is the initial density of elements inside a causal diamond with N elements and
volume V0, choosing a first point decreases the number of elements inside the new volume
bound and therefore decreases the density too, i.e., ρ1 =
N−1
V0
. The probability that there




nx3 . . . ρk−2d
nxk−1. (14)
Finally, the expected number of chains of length k can be calculated by integrating (9) over


















For the ease of integration, a coordinate system is constructed along the null-geodesic of an
n-dimensional causal diamond assuming the minimal point to be the origin. In Figure 14,










It is fairly easy to compute (15) in u− v coordinates in 2-D. The nested integral (15) can be








































2V1 · · ·
∫
Ak−3
(N − (k − 2))(N − (k − 3))
V 2
(uk − uk−2)(vk − vk−2)duk−2dvk−2
= · · ·
∫
Ak−4








(N − (k − 2))(N − (k − 3)) . . . (N − 1)×N
V k−1
× (uk − u0)
k−1
(k − 1)!









In an n-dimensional space in general, the chain length is calculated in a similar manner.
This involves finding the volume element in the u − v coordinate system, which can then
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be used to find the volume of the double cone from any point (u, v) to the maximal point
(uk, vk). Performing the integrals in (15) in n-dimensional space finally yields the relation [6]
〈Ck〉 =
N !








Figure 14 compares the chain length distributions obtained theoretically from (18) and from
computer simulation with the aid of the relations matrix Rij. Although the chain distribution
can vary tremendously between two causal sets of the same number of elements, an average
chain length distribution over a large number of causal sets minimizes the deviation from its
true theoretical value. In Figure 14, the results from simulation and theory overlap perfectly
with only a small deviation. This method of obtaining a chain distribution in a flat spacetime
manifold can be used to approximate the dimension of the space the causal set is embedded
into. Similarly, working out the chain length distribution in a curved spacetime manifold
allows one to calculate the scalar curvature of that space. The procedure of obtaining
dimension and curvature information will be discussed at length in the next chapter. Here,
one important point to make a note of is, for a n-element causal set, Rk1n gives the number
of chains of length k. For the relations matrix worked out previously in Chapter 2, squaring
the relations matrix and extracting an element from first row and last column tells us the
total number of chains of length 2, cubing it tells us about total 3-length chains, and so on.
32
Figure 14: Chain length distributions in flat 3-D, 4-D, 5-D and 6-D spacetime manifold with




A manifold is a topological space that locally resembles Euclidean space near each point. An
n-dimensional manifold is therefore a topological space that has every point whose neighbor-
hood is homeomorphic to Euclidean flat space of n-dimensions. The word ‘homeomorphic’
is derived from Greek, which means same or similar in shape/form. Two spaces are home-
omorphic if one can be stretched and bent to resemble the other without tearing the space.
The idea of manifold was initially derived from flat Euclidean space of n-dimensions. In
Rn, one can perform differentiation, integration and general calculus. However, there are
other spaces that are not flat in general. For instance, a 2-D sphere has curvature and is
embedded in a flat 3-D Euclidean space. The concept of manifold therefore includes every
space, flat and curved, where one can still perform calculus. These curved spaces locally
resemble flat Euclidean space although they are equipped with a different metric and can
vary significantly globally. This means that the notion of function and coordinates works in
a similar way locally as in Euclidean space. The entire manifold can then be constructed
by tailoring together these local regions. The dimension of Euclidean space that is used to
make these patches must be equal to the dimension of the manifold.
3.2 Dimension
In general, dimension of a manifold is defined as the minimal number of independent coordi-
nates needed to specify any point within that manifold. A line (straight or curved) therefore
has a dimension of one because only one coordinate can completely define the position of a
point in a line. A plane has two dimensions and a bulk matter 3 dimensions and so on. It is
quite difficult to intuitively understand a higher dimensional manifold because we live in 3
dimensional space. In general relativity, three dimensions of space and one dimension of time
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collectively create a four dimensional spacetime manifold. In order to completely specify the
location of an event on a spacetime diagram, one would then require three spatial and one
temporal dimensions. Spaces equipped with an extra temporal dimension are collectively
called pseudo-Riemannian manifolds. Just like distances are invariant in spatial manifolds,
spacetime intervals are invariant in pseudo-Riemannian manifolds. In the regime of causal
set, one can use the relation obtained from the distribution of chain length in flat space to
solve for its dimension. Recall from (12),
〈Ck〉 =
N !






Γ((k − 1)d/2) Γ(kd/2)
.
In a flat space, one can use chains of length three (k = 3) to solve for d as;
〈C3〉 =
N !















Using (13), it is then possible to numerically solve for the dimension of n-dimensional flat
space. For a curved manifold, the expected chain distribution takes a different form and
the scalar curvature term has to be incorporated within. This will be discussed later on
the curvature section. The numerical solution to the dimension of flat space for different
sprinklings of points over an average of 100 causal sets is shown in Figure 15.
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Figure 15: Numerical solution to the dimension of flat spacetime using chains of length 3.
Each point in this figure is an estimation for the dimension of flat spacetime manifold the
causal set is embedded into.
3.3 Curvature
Curvature is a straightforward notion when dealing with 2-D surfaces embedded in a 3-D
space. One can justify curvature by comparing the degree by which a curve deviates from a
straight line or a 2-D surface from a plane. However for higher dimensional manifolds that
may or may not be embeddable in a Euclidean space of one higher dimension, the notion
of curvature is not so intuitive. Nevertheless, it is possible to define curvature intrinsically,
i.e., without having to embed the manifold into a higher dimensional Euclidean space. For
instance, imagine a 2-D sphere of radius r. When viewed from a 3-D world, it is fairly
easy to see that the surface of the sphere is a curved surface. However for an ant that
is walking on the surface of this spherical shell, it becomes an arduous task to provide a
clear justification for the curvature. In the 19th century, a mathematician named Bernhard
Riemann formulated a rigorous method to define curvature for manifolds of arbitrary metrics.
In general, one can define curvature of a manifold either through i) Holonomy or ii) Geodesic
Deviation. Holonomy is the twisting of a vector when it is moved around in a small loop
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pointing as straight as possible. This method of keeping the vector point straight as possible
when moved from a point in a manifold to some other point is called parallel transport.
Figure 17 shows a parallel transported vector in a 2-D sphere.
Figure 16: Parallel transporting a vector from A → N, N → B and B → A results in a
different vector. [Image by Fred the Oyster: Wiki]
3.3.1 The scalar curvature of a 2-Sphere
Let us start by taking a sphere in a two dimensional (θ, φ) plane. A continuous mapping
from (θ, φ) → [X(θ, φ), Y (θ, φ), Z(θ, φ)] generates a 2-Sphere. One can now use the
Riemann curvature tensor to calculate if the sphere has any non vanishing curvature term.
The Riemann curvature tensor is defined as:
Rdcab = ∂a Γ
d
bc − ∂b Γdac + Γibc Γdai − Γjac Γdbj (20)
It is important to note that this expression is written in Einstein’s notation where repeated
indices are summed over. Here, Γkij are the Christoffel symbols and are generally called
connection coefficients. In order to obtain these Christoffel symbols, we use a vector ~R
representing a generic point on the sphere which is given by (18). They tell us the projection
of a family of vectors ∂
2 ~R
∂ui ∂uj








coordinate system θ and φ and they track how the basis vectors change when one moves
from a point on the surface to the other. Therefore, finding all the non-vanishing connection
coefficient terms is a first step to obtaining all the curvature tensor terms. The connection
















A nice way to visualize Christoffel symbols for a sphere is shown in Figure 17. In this figure,
n̂ denotes a normal vector to the surface. The vector ∂2 ~R/∂θ∂φ does not lie on the tangent
plane spanned by the vectors ∂ ~R/∂θ and ∂ ~R/∂φ but has a projection on this plane. Γθθφ
and Γφθφ gives the projection of the vector ∂
2 ~R/∂θ∂φ in the direction ∂ ~R/∂θ and ∂ ~R/∂φ
respectively.
Figure 17: Visual representation of Christoffel symbols for a 2-sphere.
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In a two dimensional space, i, j and k can range from 1 to 2 and the connection co-
efficients can have 6 independent components. In Euclidean space, each mapping of (θ, φ)
generates a point [X(θ, φ), Y (θ, φ), Z(θ, φ)] on the sphere defined by



















= cosφ cos θ
∂ ~R
∂X
+ sinφ cos θ
∂ ~R
∂Y





= − sin θ cosφ ∂
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− sin θ sinφ ∂
~R
∂Y






















= sinφ sin θ
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∂X








= − sin θ cosφ ∂
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∂X

















= − cos θ sinφ ∂
~R
∂X







Recall that in 2-D, i, j and k can range from 1 to 2. When k = 1, there are 3 independent
terms in i and j and when k = 2, there are the other 3 terms.










































In (θ, φ) coordinates θ and φ are orthogonal, where u1 = θ, u2 = φ and ûi · ûj = δij. All the
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− cos θ sinφ
cos θ cosφ
0
 = sin θ cos θ.




21. Now, using the inverse
metric tensor, the connection coefficient terms can be calculated. i.e.,




cos θ sin θ
sin2 θ
= cot θ
Since all indices can range freely from 1 to 2 in two dimensional space, the curvature tensor
has 16 components. However due to symmetry of the curvature tensor, one ends up with
only 1 independent non vanishing term. It is helpful to point out symmetries of curvature
tensor before working out the math. i.e.,





abc = 0 Bianchi Identity
Rbacd = −Rabcd 1,2 symmetry
Rabcd = −Rcdab FLIP
Where, Rabcd = gaeR
e
bcd.
From the symmetries of Riemann curvature tensor, finding a non-zero term R1212 can lead
us in finding all of the four non-vanishing terms. Since, R1212 = −R1221 = R2121 = −R2112.
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Now, we are equipped with tools that can lead us to all terms of (15). Finally,
Rdcab = ∂a (Γ
d
bc)− ∂b (Γdac) + Γibc Γdai − Γjac Γdbj
R1212 = ∂1 Γ
1











[− sin(u1) cos(u1)]− ∂
∂u2





[− sin(θ) cos(θ)]− cot(θ)[cos (θ) sin (θ)]
= sin2 θ
It is important to note here that instead of using the usual partial derivative notation ∂
∂ui
,
a simplified notation ∂i is used. In this sense,
∂
∂u
and ∂1 mean the same thing, since u
1 = θ
and u2 = φ. Similarly, repeated indices are summed over as mentioned earlier. Now, it is
quite an easy task to compute the other curvature terms using symmetries of the curvature
tensor, i.e.,
R1212 = g11 R
1




R1212 = −R1221 = R2121 = −R2112 = sin2(θ)
If one takes a sphere of radius r instead of a unit 2-Sphere, then R1212 = r
2 sin2 (θ). Since
we have exhaustive knowledge of the curvature components of a 2-Sphere, it is now possible
to calculate the Ricci tensor Rij and finally the scalar curvature R. The Ricci tensor Rij is
defined as
Rij = g
ab Raibj = R
k
ikj. (24)
Using (19), it is possible to compute all Ricci tensor components. Note that gab has only
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two non-zero components among four, i.e., g11 and g22,
R11 = g




(r2 sin2(θ)) = 1
R12 = g
11 R1112 + g
22 R2122 = 0
R21 = g
11 R1211 + g
22 R2221 = 0
R22 = g




(r2 sin2(θ)) = sin2(θ).
The scalar curvature is now computed as
R = gijRij. (25)
Since the inverse metric only has g11 and g22 non-vanishing terms as mentioned before,













It is therefore clear that the curvature of a 2-Sphere decreases on increasing the radius. This
makes an intuitive sense because making the radius infinity would be equivalent to making
the surface look like a plane. The curvature of an arbitrary manifold can also be estimated
sprinkling points in it, and using the chain length distributions derived from the relations
matrix. The next chapter deals with the evaluation of the scalar curvature of de Sitter and
Anti-de Sitter spaces using the chain distribution.
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3.4 Scalar Curvature from the chain distribution in Minkowski,
de Sitter and Anti-de Sitter spaces
The expected number of chains of length k was explicitly derived in (12) for a two dimensional
flat space, which for a generalized n dimensional flat space becomes (13). Notice that this
relation can only be used when the manifold is curvature-free everywhere. The general case
for a manifold that has curvature ingrained in the metric was derived in [8] and [2]. (For more
details on the calculation see also [BB Pilgrim, Dissertation prospectus, UM 2019]). For the
ease of integration, it is convenient to construct a coordinate system along the null geodesic
of a n-dimensional causal diamond with the minimal point considered as an origin. In order
to solve for the chain length distributions in an arbitrary two dimensional curved manifold,
Riemann normal coordinates [7] will be used. This is followed by a coordinate transformation
from x and t coordinates to u−v coordinates using the metric transformation properties, and
finally the expected chain length distributions is calculated. In Riemann normal coordinates
based at a reference point xµo the metric tensor is, up to second order in the displacement
from xµo ,
gµν = ηµν −
1
3
Rµανβ(x− xo)α(x− xo)β. (26)
As seen in the previous section, Rµανβ has four non-vanishing components in 2-dimensional
space, i.e.,
R1212 = −R1221 = R2121 = −R2112 = Rµανβ. (27)
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g12 = g21 = −
1
3











The curvature tensor components can be written in terms of the scalar curvature R as
R = gµνRµν = η
µνηρσRρµσν = −2R1212 = −2R2121, (28)
where we have only kept the zeroth order terms in gµν . This enables one to write the
differential line element in Riemann normal coordinates
















(x− xo)(t− to)dxdt. (29)
As discussed earlier, it is convenient to change the x − t coordinates to u − v coordinates
along the null geodesic of the causal diamond. A metric transformation allows one to do
so. If one denotes the metric in the conformal coordinate (Explain) u − v as g′αβ and the







In conformally flat metric, g′11 = g
′
22 = 0. This enables one to find the conformal transfor-
mation which is given by [BB Pilgrim, Dissertation Prospectus, UM 2019], in leading order
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((v − vo)(u− uo)2 + (v − vo)2(u− uo)). (32)
Finally, the line and volume element can be worked out in conformal coordinates, which is
listed below:
ds2 = [−2−R(v − vo)(u− uo)]dudv (33)
d2V =
√
−g(u, v) duodvo, where√
−g(u, v) = 1 + R
2
(u− uo)(v − vo). (34)
Ignoring the second order and higher terms in scalar curvature, the expected number of




























2k3 − 3k2 + k
12(k!)2




The scalar curvature can now be worked out from (30), which is unique for each k ≥ 3. As
mentioned earlier, chains of length 2 only yield the number of elements inside the causal
diamond and do not tell us anything about the geometry of the embedding manifold. We
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(N − (k − 1))!
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It can be seen from (31) that finding the mean chain length of an N element causal set
under a constant density ρ enables one to obtain the scalar curvature of the manifold. In
Minkowski space, a 100-element causal set was constructed from a causal diamond centered
at the origin (0, 0). The volume of this diamond was calculated followed by a calculation
of density. Now, a causal diamond of 200, 300 . . . 1000 elements was constructed with the
density and the minimal point (0,−1) kept constant and the chain distribution was obtained
for each causal set. The scalar curvature was calculated for each causal set with k = 3 and
a graph of estimated scalar curvature vs. number of elements was constructed as shown in
Figure 18. Similarly, in de-Sitter space a causal diamond centered at (0,−3) was constructed
initially with the minimal point at (0,−4). The density and minimal point were fixed and
the chain length distributions calculated for 10 causal set whose number of elements ranged
from 100 to 1000 with an increment of 100. Also, in Anti-de Sitter space, the causal diamond
was initially centered at (3, 0). A similar process of keeping the density and minimal point
(4, 0) yielded a chain length distribution for 10 causal sets which led to a calculation of the
estimated scalar curvature.
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Figure 18: Estimated scalar curvature in two dimensional Minkowski, de-Sitter and Anti-de
Sitter space for k = 3, with density kept at unity i.e., ρ = 1 and chain length averaged over
50 causal sets.
As can be seen from Figure 18, the approximation of the scalar curvature using chain
distribution is quite accurate with very small fluctuations from the continuum observation.
The continuum scalar curvature of Minkowski space is 0 and that of de-Sitter and Anti-de
Sitter space is 2/H2 and −2/H2 respectively in two dimensions, where H is the Hubble
parameter. The value of H was fixed as 1. Also, to kept the density at unity, the estimated




It took years of devoted research and thousands of failed experiments before we finally
accepted the discrete view of the “atomic” world around us. We see the world as being
continuous rather than discrete because the length scale at which we live our everyday lives
is humongous as compared to the length scale of atoms. The claim that not only atoms
and all the elementary particles have discrete nature encoded in them but also the stage in
which they play around (spacetime continuum), is rather a difficult notion to comprehend
and is a revolutionary one. The field of “Causal Sets” was established with the goal to dis-
cretize spacetime continuum such that the very fundamental conception of time and gravity
would become emergent or rather a bi-product of the mathematical structure of Causal Sets.
The majority of the thesis was concerned about whether discrete substratum of spacetime,
preserving causality between every related pair, could approximate the continuum.
The dimension of the flat Minkowski space was estimated with very small fluctuations
from the continuum limit with the aid of the chain length distributions. Similarly, the
scalar curvature of the Minkowski, de-Sitter and Anti-de Sitter spaces was estimated with
high accuracy using the expression for expected chain length distributions in curved spaces.
The magnificent accuracy of dimension and scalar curvature obtained using the causal set
approach for as small as 100-element causal sets suggests discreteness of spacetime structure.
An interesting future work that can be done is to approximate Einstein’s field equations using
the causal set approach. Also, I am immensely enthusiastic in entropy formulation of a black
hole using the causal sets.
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