In a recent issue of Human Heredity , Dadd et al. [1] questioned the appropriateness of the simulation methods we employed in our two previous publications [2, 3] , concerning our delta-centralization (DC) method of dealing with population stratification (PS). Based on the results of their simulations, the authors concluded that DC does not control for PS. The aim of this paper is to show that a small adjustment to the original DC method remedies the situation, giving DC reasonable type I error rates in realistic situations. We also investigate the power of this adjusted method.
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Dadd et al. [1] noted that the simulations we performed did not follow the Balding-Nichols (BN) model [4] , a widely used method (especially in forensics) for generating allele frequencies at loci in structured populations. The major difference between the BN model and our simulations, as correctly explained by Dadd et al., is that the BN model assumes that the subpopulation allele frequencies at both the test locus and the null loci are distributed according to a The reason we pre-specified subpopulation allele frequencies at the test locus in (i) above is so that we could fix different values of our PS parameter ( ␦ ) and then be able to compare the performances of DC and genomic control (GC) under different levels of PS. It is the PS at the test locus that needs to be corrected, and only by fixing allele frequencies at the test locus were we able to investigate the performance of these methods under different levels of PS. Our original aim was to show that GC fails to control for PS under high levels of PS. Irrespective of the simulations used, this statement remains true and was proved in our earlier paper [2] by using distribution theory. Regarding the second difference in (ii) above, in all of our simulations (see below), we let p ref be the population-average allele frequency at the test locus. We performed two types of simulations. First, we allowed the subpopulation allele frequencies at both the test and null loci to vary according to a beta distribution, with p ref as the population-average allele frequency at the test locus, as in the BN model used by Dadd et al. [1] . Second, we implemented a modified BN model, which shares all the features of the first type of simulations, except that it prespecifies the subpopulation allele frequencies at the test locus. This is done so as to be able to compare the performance of the different procedures under different levels of PS. Both of these simulation procedures allow for extra variability in allele frequencies at the null loci, and correcting for PS under these models requires an adjusted DC method . Before we describe this adjustment, we make an important observation about the simulation results of Dadd et We now explain why the original DC method we used [in our studies, 2, 3 ], does not work under the BN model, and how the method can be made to work through a simple adjustment of the DC test statistic. This adjusted method performs reasonably well under both simulation models. Consider the hypothetical scenario shown in table 1 .
Both null loci 1 and 2 in table 1 match the test locus in genotype frequencies (in the controls) to within a window of 8 0.15, but only the estimated ␦ at null locus 1 has the same sign as the ␦ to be estimated at the test locus. Therefore, ␦ should be estimated by using the estimated ␦ at the first locus only, not by simply averaging the two estimated values. Thus, if one simply selects all null loci that match without taking into account the sign of the corresponding ␦ , the overall ␦ is always considerably underestimated since, at many of the null loci, the estimated ␦ s are negative. In our original simulations, the sign 'mismatch' hardly ever arose because the subpopulation allele frequencies at all the null loci were fairly close to those at the test locus (as we explained above). The strategy of simply averaging at matched loci performed well for the type of simulations we performed, but is inadequate for more general simulations, such as those Dadd et al. performed. Thus, the adjusted DC statistic is 2 test statistic for association at the test locus, and ␦ ˆ adj is the ␦ estimate obtained by averaging across only those matched loci whose ␦ estimates have the same sign as the ␦ at the test locus. The adjusted statistic looks the same as the original DC statistic [2, 3] , except that, in the latter, ␦ was estimated by averaging across all matched loci.
We used two types of simulation procedures: a full BN simulation (the same as Dadd et al. used), and a modified BN simulation, which we will describe below. With these, we show that when null loci are selected that both match (say, to within 8 0.15 and 8 0.10) and whose ␦ estimates have the correct sign (i.e. have the same sign as the ␦ at the test locus), DC does maintain reasonable type I error rates compared to GC. In all of our simulations, we performed matching at the population level, as in Dadd et al. [1] . All scenarios we used are listed in the Appendix.
First, we used the full BN simulation procedure as Dadd et al. [1] did, with exactly the same parameters. Complete simulation details can be found in that paper. We evaluated the DC test using two procedures for estimating ␦ : (i) as in Dadd et al. [1] , simply by averaging across matched loci (the original DC method, using ␦ ˆ 2007 ), and (ii) as we explained above, by averaging across matched loci 'that have the correct sign' (the adjusted DC method, using ␦ ˆ adj ). We also evaluated the uncorrected 2 test (UN), GC using a mean correction (GC mu ), and Fbased GC (GCF). (Further details on the latter two methods can be found in Gorroochurn et al. [2] and Dadd et al. [1] .) We tested exactly the same scenarios as Dadd et al. used in their tables 2 and 3, as shown in our table 2 . The only difference is that we used 5,000 simulations instead of 10,000. We also varied the number of null loci ( L = 100, 150, 200), and we tried two different matching criteria ( 8 0.15 and 8 0.10), as opposed to Dadd et al. who used 100 null loci and 8 0.15 matching. Table 2 confirms Dadd et al.'s claim that, for the original DC method (i.e. using ␦ ˆ 2007 ), the type I errors (Type I ( ␦ ˆ 2007 ) ) are substantially larger than the nominal ␣ , for BN-simulated data. However, the adjusted DC method (i.e. using ␦ ˆ adj ) yields improved error rates, although the results are somewhat mixed. Although the adjusted DC method no longer has the overly anti-conservative error rates of the original DC method, it is very conservative for extremely small ␦ s ( ; 0.5, i.e. when there is very little PS). On the other hand, GC does not become very conservative for small ␦ s.
Similar results were obtained when the alleles at null loci are generated according to a fairly broad range of distributions (results not shown). Some of the distributions we examined include: (i) a uniform (0.1, 0.9) distribution, and (ii) a BN model with p ref generated from a uniform (0.1, 0.9) distribution. We also investigated simulations where those discarded markers that matched but whose ␦ gave the incorrect sign had their ␦ signs changed (results not shown). Overall, this did not change our main conclusions. Note also that table 2 contains neither the true ␦ values nor their estimates. Again, since the allele frequencies at the test locus vary under each replication of the simulation procedure under the BN model, calculation of these values is meaningless. Moreover, we note that, overall, there are no significant changes in the performance of the adjusted method either when the number of null markers is increased or when the window is made narrower.
We also investigated the power of the adjusted DC method when applied to BN-simulated data. This uses the same parameters as for the type I errors, except that, within each subpopulation, the marker genotype in the cases was assumed to have a frequency 1.4 times that in the controls. Table 3 shows that all three correction methods (GC mu , GCF and adjusted DC) have comparable power values, although GC mu and GCF have slightly higher power.
Secondly, we performed modified BN simulations. These were the same as the first, except that we pre-specified the allele frequencies at the test locus. Again, this allows us to fix the amount of PS at the test loci, and en- M  M  M  M  M  D  30  10  40  D  33  7  40  D  15  25  40  D  20  20  40  D  19  21  40  D  19  21 Tables 4 and 5 give type I error rates and power values, respectively. Note that here, as opposed to previously, there is a true ␦ value and it is meaningful to compare it with its estimated values. Both tables show that the strategy of matching and keeping the correct sign results in much better ␦ estimates and type I errors than the strategy of matching only. However, the overall results are again somewhat mixed. The adjusted DC method maintains reasonable type I error rates except for very high levels of PS ( ␦ = 2.00) when it becomes anti-conservative. On the other hand, GC maintains reasonable type I error rates except for moderate to high levels of PS ( ␦ 6 1.0) when it becomes even more anti-conservative than the adjusted DC method. We previously proved GC performs well only for small ␦ s (i.e. small levels of PS) [2] . Again, there are no significant changes in the performance of the adjusted method either when the number of null markers is increased or when the window is made narrower.
We have shown that, when ␦ is estimated by matching at null loci and by selecting only those null loci whose ␦ estimates have the same sign as ␦ at the test locus, the problem recognized by Dadd et al. [1] is resolved to a reasonable extent. We are grateful to Dadd et al. for pointing this problem out.
The other important issue concerns the value of the GC method. Dadd et al. [1] state that GC is computationally simple and should be favored. However, as several authors [5] [6] [7] have pointed out, GC applies a uniform correction factor for all test loci, despite the fact that these loci may have different allele frequencies and thus may require locus-specific correction factors. In contrast, DC, though computationally more intensive, provides a locus-specific correction method. Pow er (␦ 2007 ) and Power (␦ adj ) are the power using ␦ 2007 and ␦ adj , respectively, where ␦ adj is the estimated ␦ by matching (at the population level) and making sure all matched loci have the correct sign. The four scenarios represent situations with true associations (and with PS) and are listed in the Appendix. They use the same parameters as in table 2, except that within each subpopulation, marker genotype in cases is assumed to have a frequency 1.4 times that in controls. Thi s model shares all features of the usual BN model, except that it pre-specifies the subpopulation allele frequencies at the test locus; however, matching is at the population level, as in Dadd et al. [1] .
Power (␦ 2007 ) and Power (␦ adj ) are the power using ␦ 2007 and ␦ adj , respectively, where ␦ adj is the estimated ␦ by matching and making sure all matched loci have the correct sign. The four scenarios represent situations with true associations (and with PS) and are listed in the Appendix. They use the same parameters as in table 4, except that within each subpopulation, marker genotype in cases is assumed to have a frequency 1.4 times that in controls. 
