Abstract. We study the rate of convergence of interpolating simultaneous rational approximations with partially prescribed poles to so called Nikishin systems of functions. To this end, a vector equilibrium problem in the presence of a vector external field is solved which is used to describe the asymptotic behavior of the corresponding second type functions which appear.
Generalized Hermite-Padé approximants
Let ∆ 1 be a bounded interval of the real line R. By M(∆ 1 ) we denote the set of all Borel measures with constant sign (positive or negative) whose support supp(·) is contained in ∆ 1 and contains infinitely many points. Let s = (s 1 , · · · s m ) be a vector of measures belonging to M(∆ 1 ). The Markov function corresponding to the measure s i ∈ M(∆ 1 ) is given by
Certainly, s i is a holomorphic function in C \ ∆ 1 . We restrict our attention to a special class of vector measures introduced by E. M. Nikishin in [11] and adopt the notation introduced in [8] . Let σ 1 and σ 2 be two measures supported on R with constant sign and let ∆ 1 , ∆ 2 denote the convex hull of supp(σ 1 ) and supp(σ 2 ) respectively; that is, ∆ i = Co(supp(σ i )). Suppose that ∆ 1 ∩ ∆ 2 = ∅. Set d σ 1 , σ 2 (x) = dσ 2 (t) x − t dσ 1 (x) = σ 2 (x)dσ 1 (x).
When it is convenient we use the differential notation of a measure. Then σ 1 , σ 2 is a measure with constant sign and supported on supp(σ 1 ) ⊂ ∆ 1 .
Definition 1. Given a system of closed bounded intervals ∆ 1 , . . . , ∆ m satisfying ∆ j−1 ∩ ∆ j = ∅, j = 2, . . . , m, and finite Borel measures σ 1 , . . . , σ m with constant sign and Co(supp(σ j )) = ∆ j , we define inductively
We say that S = (s 1 Proving the existence of R reduces to solving a system of (m + 1)|n| + mκ homogeneous linear equations on (m + 1)|n| + mκ + 1 unknowns, and this always has a non trivial solution. We call the vector rational function R a generalized Hermite-Padé approximant (GHPA) of S relative to (n, α, β). When α ≡ β ≡ 1 generalized Hermite-Padé reduce to classical Hermite-Padé.
It is well known that the denominator Q of classical Hermite-Padé approximants share orthogonality relations with each measure in the system S. An analogous result takes place for GHPA. In fact, from ii) we have that
Let Γ be a closed curve with winding number 1 for all its interior points such that all the zeros of α lie exterior to Γ and ∆ 1 is surrounded by Γ. Integrating (2) along Γ and using Cauchy's Theorem, we obtain
Substituting (1) in (3), using Fubini's Theorem, and Cauchy's Integral Formula, it follows that
where
Notice that s i = ( s 1 , . . . , s m ) = N (ϑ 1 , σ 2 , . . . , σ m ), where
In Section 6 we study the rate of convergence of sequences {R n }, n ∈ Λ, of GHPA (see Theorem 7 and Corollary 2) where Λ ⊂ Z m + is a sequence of multi-indices. To this end, it is important to study the logarithmic asymptotic behavior of the corresponding sequence {Q n }, n ∈ Λ, of common denominators which is done in Section 5 (see Theorem 5) . The instruments used are potential theoretic arguments developed in Section 4 (see Theorem 4) relative to the existence of the solution of a vector equilibrium problem in the presence of a vector external field and some orthogonality relations satisfied by second type functions associated with the Nikishin system of functions described in Section 3 (see Theorems 2 and 3). In all this the normality of the multiindices considered play a crucial role. The class of multi-indices from which the sequence Λ is extracted is introduced in Section 2.
Normality of indices of GHPA.
In general, the uniqueness of Q is not known to occur. When for a multi-index n, Q is uniquely determined, we say that n is weakly normal. A multi-index n is said to be normal if the conditions i)-ii) imply that deg Q = |n|. If additionally the |n| zeros of Q are simple and lie in the interior of the interval ∆ 1 then n is said to be strongly normal. (In reference to the interior of intervals of the real line we consider the usual Euclidean topology of R.) Obviously, strong normality implies normality and this in turn implies weak normality. Systems S for which all multi-indices n are weakly normal, normal, or strongly normal are called weakly perfect, perfect, or strongly perfect, respectively.
In [11] , E. M. Nikishin defines AT systems. This concept is very appropriate in proving strong normality . Definition 2. Let g i , i = 1, . . . , m, be continuous functions with constant sign on an interval F . We say that (g 1 , . . . , g m ) defines an AT system for the multi-index n = (n 1 , . . . , n m ) on F if for any polynomials
, not all simultaneously identically equal to zero, the function
has at most |n| − 1 zeros on F (deg h i ≤ −1 means that h i ≡ 0). The system (g 1 , . . . , g m ) is an AT system on F , if it defines an AT system on that interval for all multi-indices n ∈ Z m + .
We denote
• For each i = 1, . . . , m, we introduce the measures
Denoting s 2,1 ≡ 1, according to the orthogonality conditions (4), we have
where Notice that this means that under the assumptions of Theorem 1 a system of functions formed by 1 and a Nikishin system of functions determines an AT system on any closed interval disjoint from the support of the measures integrating the Nikishin system of measures. In this form this result will be used below in the proof of Theorem 2 (see the last statement of the proof).
Functions of second type and orthogonality
Let n ∈ Z m + ( * ) and Σ = (σ 1 , . . . , σ m ) be given such that S = N (Σ) forms a Nikishin system of measures. Take Ψ 0 = Qβ/α where Q is the common denominator of the GHPA of S relative to (n, α, β). Set n = n 0 and Σ = Σ 0 . Inductively, we will construct multi-indices n j ∈ Z 
Therefore, n
and when r j ≥ j + 2
where s Before defining Σ j+1 , we need some more notation. For the system
In particular, the measures in 
For a proof see the Appendix in [9] .
Suppose that r j = j + 1, then 
Consequently, we can write,
where q j+1 is a monic polynomial whose zeros are simple, lie in the interior of ∆ j+1 , deg q j+1 ≥ |n j | and ψ j preserves the same sign on ∆ j+1 .
Proof. We shall prove (8) by induction on j. For j = 0 the relations (8) coincide with (4). Thus, for j = 0 the statement holds, and if m = 1 we have concluded the proof. Let us assume that these relations are verified for some fixed j, 0 ≤ j ≤ m − 2, m ≥ 2, and let us prove that
Take i ∈ {j + 2, . . . , m} and 0 ≤ ν ≤ n j+1 i − 1. Substituting Ψ j+1 defined by (7) into the left hand of (10), we have
see the definition (6) of r j ) and the induction hypothesis, the first of the last two integrals equals zero. Therefore,
If Let us suppose that r j ≥ j + 2. In order to consider this situation we need some less obvious relations between the measures in S j and S j+1 . Their proof may be found in Theorem 3.1.3 of [3] . In order to avoid confusion, we state these relations with the notation introduced above. We have
and
where a i,j , c i,j are constants and j is a first degree polynomial. Relation (13) was already mentioned above in a more general context. We repeat it here to unify the notation. First let us consider that r j + 1 ≤ i ≤ m. If r j = m this is an empty set and we have nothing to prove. Assume that j + 2 ≤ r j ≤ m − 1. Substituting (14) into the right hand of (11), we obtain
by the induction hypothesis the last two integrals vanish and we obtain (10) for these indices i.
Using (12) several times until i − 1 reduces to j + 2 (when i ≥ j + 3) and once (13), we obtain
where L i,j denotes a first degree polynomial, s j j+2,j+1 ≡ 1, and c k , k = j +1, . . . , i−1, are constants and c i−1 = 1. Notice that
Substituting (15) into the right hand of (11) and using (16), we have
all the integrals in the right hand of this equality vanish and we conclude the proof of (10) . Therefore, the induction is complete and (8) takes place.
According to (8)
where ,m ) forms an AT system on ∆ j+1 with respect to n j and, consequently, from (17) it follows that Ψ j must have in the interior of ∆ j+1 at least |n j | sign changes. Since Ψ j is not identically equal to zero, it may have only a finite number of sign changes inside ∆ j+1 . Let q j+1 be the monic polynomial whose zeros are the distinct points inside ∆ j+1 where Ψ j changes sign inside ∆ j+1 . We immediately obtain (9) , that deg q j+1 ≥ |n j |, and the sign preserving property of ψ j . 2 To complete the notation, set
Notice that according to (6) ,
where h is an arbitrary polynomial such that deg h ≤ n j rj , j = 0, . . . , m − 1. Using (7) and the definition of Ψ m given above, this last relation may be rewritten as
Proof. From (8) and (18), it follows that
Integrating along a simple closed curve Γ with winding number one for all its interior points which surrounds ∆ j+1 such that ∆ j+2 lies in the exterior of Γ, using Cauchy's Theorem, the definition of Ψ j+1 , Fubini's Theorem, and Cauchy's Integral formula, we find that
Since n + ( * ) are those strictly increasing (n 1 < n 2 < n 3 ). For those indices it is also possible to prove analogues of Theorems 2 and 3 using the type of transformation employed in [4] to solve strong normality for such multi-indices. 
The i-th component of W µ is given by
where V µ j is the logarithmic potential of the measure µ j ,
We define the mutual energy of two vector measures
The energy of the vector measure µ ∈ M θ (∆) can be written as
These formulas may be rewritten as
These concepts may be interpreted in electrostatic terms. ∆ is a system of charge conductors where on each conductor ∆ i acts an external field f i , i = 1, · · · m. The vector θ characterizes how much charge is allowed on each conductor. The measure µ ∈ M θ (∆) gives the distribution of the charges. The entry a i,j of the matrix A represents the law of interaction between the conductors
For each µ ∈ M θ (∆), we define
In the sequel, we will assume that f is such that there exists µ ∈ M θ (∆) with I(µ i , µ i ) < +∞ , i = 1, . . . , m, and
Theorem 4. Each of the following problems (1) − (3) has a unique solution µ ∈ M θ (∆); the solution of all these problems is the same.
The measure µ = µ(∆, θ, A, f ) is called extremal or equilibrium measure with respect to the initial data (∆, θ, A, f ). For applications, the second statement is the most important. This part may be restated as follows: there exists a unique measure µ ∈ M θ (∆) and certain constants
Theorem 4 extends to the vector case a known result concerning the existence of an equilibrium measure in the presence of an external field. The vector case without external field has been treated in [6] and [12] . Our proof for the general case follows the scheme proposed in [12] . A similar result also holds for general regular compacts sets in the complex plane.
Of particular interest is the scalar case (m = 1) which we state in the form of a corollary, since it formally follows from the statement above, but will be used in proving Theorem 4. Here (
Before proving Theorem 4 we need some auxiliary results. Proof. It is sufficient to show that the mutual energy is lower semi-continuous since J(µ) = J(µ, µ). Since the components of f are lower semi-continuous functions, it is easy to prove that each one of the integrals associated with these components in (21) defines a lower semi-continuous functional on M θ i (∆ i ) respectively. Therefore, it is sufficient to prove the lower semi-continuity property for the sum
Let us separate this sum in two.
1 contains all the terms for which a i,j ≥ 0, and 2 the rest which have a i,j < 0. By Theorem 2.1 page 168 in [12] each term of the first sum is lower semi-continuous and, therefore, so is 1 . In the second sum all the terms are continuous because by assumption if a i,j < 0 then ∆ i ∩ ∆ j = ∅ and, hence, the logarithmic kernel is continuous on the compact set ∆ i × ∆ j .
2 Let us consider the following problem. Find
and the extremal measure µ for which the infimum is attained.
Since the intervals ∆ i , i = 1, . . . , m, do not reduce to points they have positive logarithmic capacity. Therefore there exist vector measures µ = (µ 1 , . . . , µ m , ) whose components have finite energy
By assumption, for at least one such vector measure f dµ < +∞. Therefore,
Lemma 2. The extremal measure µ in M * θ (∆) exists and is unique. This is the unique measure satisfying
Proof. The existence of µ is an immediate consequence of the weak star compactness of M θ (∆) and the lower semi-continuity of the functional (22).
Set
This quantity represents the mutual energy of the vector measures µ 1 , µ 2 in the absence of an external vector field. Let µ = (µ 1 , . . . , µ m ) be a vector charge; that is, each component of µ is a signed measure (charge). It is well known that each µ i admits a unique decomposition
into two (positive) measures µ i,+ , µ i,− . Let us assume that µ i,+ , µ i,− , have finite energy, then there is no problem in defining I(µ i , µ j ) according to (21). In fact,
Therefore, if µ 1 , µ 2 are two vector charges whose components decompose into positive measures with finite energy we can define for them their mutual energy through formula (28). Set
is the vector space of all vector charges whose components decompose into measures with finite energy.
Substituting µ by its expression in terms of µ and µ, we have
Dividing by and letting tend to zero, it follows that
which is (27).
Making an appropriate change of variables, it is easy to verify that there is no loss of generality in the proof if we restrict to the case when
Propositión 4.2, page 178, in [12] (here, the assumptions on A are used) states that if (30) takes place, then I(µ) = I(µ, µ) ≥ 0 for all µ ∈ M * (∆) and I(µ) = 0 if and only if µ ≡ 0. Let us assume that µ is another vector extremal measure. Take = 1. We have that J( µ) = J(µ) = J(µ). From (29) we deduce that
which together with (27) implies that I(µ − µ) ≤ 0. Hence, I(µ − µ) = 0 and, consequently, µ ≡ µ, as we needed to prove. Now, let us assume that a certain vector measure λ ∈ M * θ (∆) satisfies
Proceeding as above, we obtain
since both terms on the right hand are non-negative. This implies that λ is the extremal measure and the proof is complete.
2.
We say that a property holds quasi everywhere (q.e.) if it is true except on a set of capacity zero.
Proof. To the contrary, let us assume that for some i there is a compact subset K ⊂ ∆ i with positive logarithmic capacity such that
Take an arbitrary measure µ i ∈ M * θ i (K). The existence of such a measure is guaranteed by the positivity of the logarithmic capacity of K. Consider the vector measure µ = (µ 1 , · · · , µ m ), where
which contradicts (27). 2
Proof. Suppose that for some j there exists
is lower semi-continuous it follows that there exists a neighborhood V of x 0 such that for all x ∈ V we have that W µ j (x) > w j . On the other hand, x 0 ∈ supp(µ j ); therefore, µ j (V) > 0. Using Lemma 3 and that a measure of finite energy has measure zero on any set of capacity zero, we obtain
which is absurd. 2 Proof of Theorem 4. By Lemma 2 we know that problem 1 has a unique solution. Let us show that this solution solves problem 2.
In fact, since an interval is a regular set in the sense of the solution of Dirichlet's problem, from (31) it follows that W
Consequently, using (32), we obtain that
Therefore, w j = w µ j and µ solves the second problem in Theorem 4. Let us show that any solution λ of problem 2 also solves problem 1. Notice that
Hence, (27) takes place and by Lemma 2, λ = µ as needed. In order to solve problem 3 let us start with the scalar case. Of course, from what was proved above we know that problems 1' and 2' of the corollary are equivalent and have the same solution. Let us prove that problem 3' has as unique solution the equilibrium measure µ ∈ M θ (∆) in the presence of the external field f .
Since
and show that then µ = µ. This would prove that the supremum in 3' is certainly attained and only by the equilibrium measure. We know that (
The function a(V µ − V µ ) is subharmonic in C \ supp(µ). Recall that a > 0 and potentials are superharmonic everywhere and harmonic in the complement of their support.
On supp(µ) the function (aV µ +f ) is continuous since it takes a constant value on that set, and f is lower semi-continuous. Hence on supp(µ), aV µ is upper semi-continuous but being a potential it is also lower semi-continuous; therefore, it is continuous on supp µ and by the continuity principle for potentials it is continuous on all C. This yields that a(V µ − V µ )(x) is upper semi-continuous on all C. In particular, for x ∈ supp(µ), because of (33)
By the maximum principle for subharmonic functions it follows that
Taking limit as z → x ∈ supp(µ), z ∈ C \ supp µ, we obtain
From all these relations, we have that
from which follows that indeed µ = µ. We have completed the proof of the corollary. Following the proof of the scalar case, it is easy to verify that the equilibrium vector measure µ = (µ 1 , . . . , µ m ) is a solution of problem 3. Let λ = (λ 1 , . . . , λ m ) be any other solution of this problem. Fix i ∈ {1, . . . , m} and let λ ∈ M i (λ). We have that
and F i is lower semi-continuous on ∆ i ; therefore, λ i is the solution of the scalar equilibrium problem in the presence of the external field F i . Since for the scalar case problem 3' is equivalent to 2', this means that
Therefore, λ solves problem 2 and by the uniqueness of the solution of this problem we conclude that λ is the solution of the vector equilibrium problem which is what we wanted to prove. 2
Asymptotic behavior of the second type functions
In this section, we study the logarithmic asymptotic behavior of sequences of second type functions {Ψ n,j } along certain sequences Λ ⊂ Z m + ( * ) of multi-indices such that |n| → +∞. To this end we must consider the logarithmic asymptotic behavior of the sequences of monic polynomials {q n,j }, n ∈ Λ, as defined in Theorem 2. In the sequel, we explicitly indicate the dependence of all quantities on the multi-index n.
Let us fix a probability distribution p = (p 1 , · · · , p m ) with the property that there do not exist 
Let q n,j = q j , j = 1, . . . , m + 1, be the polynomials defined in (9) . Recall that q n,1 = Q n and q n,m+1 ≡ 1. Therefore, q n,j has simple zeros all lying in the interior of ∆ j and
Let χ(q) be the zero counting measure associated with the monic polynomial q. That is, χ(q) assigns measure 1 to each point which is a zero of q (counting multiplicities) and measure zero to all other points.
We are given two sequences of monic polynomials {α n }, {β n }, n ∈ Λ, with real coefficients such that deg β n = κ n , deg α n ≤ |n| + κ n + min{n 1 , . . . , n m }. The zeros of β n have even multiplicity and lie on ∆ 1 and the zeros of α n belong to a compact subset E of D = C \ ∆ 1 . We assume that there exist measures α, β with support contained in E ⊂ D and ∆ 1 respectively such that
The convergence of measures is in the weak star sense. Set
By (36) and known properties of the potential (see [7] and [10] ), it follows that:
, where convergence is in measure on ∆ 1 .
• Each f n,1 as well as f 1 is lower semi-continuous on ∆ 1 .
• Each f n,1 and f 1 is weakly approximatively continuous on ∆ 1 . A function g is weakly approximatively continuous at x 0 ∈ ∆ 1 , if there exists a set e(x 0 ) ⊂ ∆ 1 of positive measure such that lim inf
• lim n→∞ min ∆1 f n,1 (x) = min ∆1 f 1 (x) . This type of convergence will be denoted
This function f 1 is taken for the first component of f above. We must verify that (26) takes place. In fact, take any µ ∈ M * θ (∆) such that µ 1 is the equilibrium measure on ∆ 1 in the absence of an external field. Then
and V α are continuous on ∆ 1 . Let σ be a finite positive Borel measure supported on a compact subset of the real line. We say that σ ∈ Reg if lim
where κ l > 0 denotes the leading coefficient of the orthonormal polynomial of degree l with respect to σ and Cap(·) the logarithmic capacity of the indicated set. For more details on this definition and properties of the so called class of regular measures see Chapter 2 in [13] . In particular, it is well known that σ > 0 almost everywhere (on its support) implies that σ ∈ Reg. Moreover, the class of regular measures is substantially larger than the class of measures for which σ > 0 almost everywhere. We have the following result which generalizes Theorems 3 to 5 from [8] in the case of Nikishin systems of measures. The proof follows the same scheme but taking into consideration the solution of the vector equilibrium problem in the presence of an external vector field.
Theorem 5. Let us assume that σ 1 > 0 almost everywhere on ∆ 1 , and σ j ∈ Reg for j = 2, . . . , m,. We also assume that (35) and (36) take place. For each j = 1, . . . , m, we have
Therefore,
uniformly on compact subsets of C \ ∆ j . Moreover,
uniformly on each compact subset of the complement of
Proof. Different multi-indices n ∈ Λ ⊂ Z m + ( * ) may have associated different Σ j and r j , j = 0, . . . , m − 1. See the definitions in the beginning of Section 3. In particular, the measures s j r j , j = 0, . . . , m − 1 may depend on n. For simplicity in the notation, we have not indicated this above. So far this has not been important because the preceding results were proved for fixed n, but now we are taking limit on n. Nevertheless, under the assumptions of theorem 5 this fact has no influence. Notice that according to the construction, there are only a finite number of possible systems Σ j , j = 0, . . . , m − 1, and measures s j r j , j = 0, . . . , m − 1, associated to different multiindices. We will assume that we have taken a subsequence of multi-indices Λ ⊂ Λ, with an infinite number of elements, such that for all n ∈ Λ we obtain the same measures s j r j , j = 0, . . . , m − 1, and prove that (37)- (40) hold true. Since the right hand sides of (37)- (40) only depend on the initial data of the equilibrium problem, which is independent of the construction of the auxiliary systems Σ j , j = 0, . . . , m − 1, and Λ may be partitioned into a finite number of Λ plus a finite number of multi-indices, the result holds true as stated. In the sequel, without loss of generality, we will assume that all n ∈ Λ have associated the same Σ j , j = 0, . . . , m − 1. Using (9) and (19) it follows that
That is
(Recall that ψ n,j and q n,j+2 have constant sign on ∆ j+1 .) The polynomial q n,j+1 is orthogonal with respect to the varying measure
and set µ n = (µ n,1 , . . . , µ n,m ). Since the sequence {µ n }, n ∈ Λ, is weakly compact, in order to prove (37) it is sufficient to show that any convergent subsequence {µ n }, n ∈ Λ , Λ ⊂ Λ, satisfies
Therefore, without loss of generality, we can assume that there exists
and we must show that µ = µ. To this end we make use of Theorem 1 in [7] and Theorem 3.3.3 in [13] related with the nth root asymptotic behavior of orthogonal polynomials with respect to varying measures. For convenience of the reader, we state the corresponding result in a combined statement. The result with weaker assumptions on the sequence of functions {g l } l∈Λ follows [7] whereas the weaker assumptions on σ correspond to [13] .
Suppose that a sequence of monic polynomials {q l } l∈Λ satisfies the orthogonality relations
Let us assume that either σ > 0 almost everywhere on its support given by an interval ∆, the functions in the sequence {g l } l∈Λ as well as g are lower semi-continuous functions on ∆ and verify
or σ ∈ Reg, the functions in the sequence {g l } l∈Λ as well as g are continuous functions on ∆ and satisfy
uniformly on ∆. Assume that there exists
where µ = µ(∆, θ, 2, g) is the solution of the scalar equilibrium problem given by Corollary 1 with a = 2, external field given by g, and w = w µ is the associated equilibrium constant.
, from (36) we get
. Using (41) for j = 0 and Theorem 6 (see (42), (44) and (45)), we obtain that µ 1 satisfies the equilibrium conditions
Let us prove that for each j = 1, . . . , m, there exists the limit
We proceed by induction. We know that v 1 = w µ 1 for j = 1. Let us assume that the limit exists for some j, 1 ≤ j ≤ m − 1 and show that the assertion is also true for j + 1.
It is well known and easy to verify (see, for example, page 158 in [13] ) that for each compact subset K of C \ ∆ j there exist positive constants C 1 (K) and C 2 (K) such that
From these inequalities and (47) it follows that
uniformly on each compact subset of C \ ∆ j ; in particular, on ∆ j+1 . Therefore,
uniformly on ∆ j+1 . Using (41) and Theorem 6 for j + 1 (notice that now it is only required that σ j+1 ∈ Reg) , it follows that µ j+1 satisfies the scalar equilibrium problem
for x ∈ supp µ j+1 , and
From (46) and (49) it follows that the vector measure µ satisfies the equilibrium conditions for all j = 1, . . . , m. Therefore, by Theorem 1 we have that µ = µ and thus obtained (37), (38), and (39). Formulas (38) and (48) yield (40) and we conclude the proof of Theorem 5.
2
Remark . If β n ≡ 1, n ∈ Λ (that is, we do not fix poles), then lim n∈Λ f n,1 = f 1 uniformly on ∆ 1 and f 1 is continuous on ∆ 1 . In this situation we can also use Theorem 3.3.3 in [13] for the initial step in the proof of Theorem 5 replacing the condition σ 1 > 0 a. e. on ∆ 1 by the much weaker one σ 1 ∈ Reg. If this is the case, regarding the conditions on the measures, in Theorem 5 it is sufficient to assume that σ j ∈ Reg, j = 1, . . . , m.
6. Rate of convergence of GHPA
. . , σ m ) be a Nikishin system of measures and S = ( s 1 , . . . , s m ) the corresponding Nikishin system of functions. We will assume that σ j > 0 almost everywhere on ∆ j , j = 1, . . . , m, although this assumption may be weakened as explained in the last remark. Let Λ ⊂ Z m + ( * ) be such that (35) takes place. For each n ∈ Λ, let R n = (R n,1 , . . . , R n,m ) be the GHPA associated with S with respect to the monic polynomials α n , β n as indicated in Section 1, where the sequences {α n }, {β n }, n ∈ Λ, satisfy (36). The object of this section is to study the rate of convergence of {R n,j }, n ∈ Λ, to s j , j = 1, . . . m. For this purpose, we use an integral formula for the remainder and the asymptotic formulas obtained in Theorem 5.
According to ii) the function on the left has a zero of order at least one at infinity and is holomorphic in the complement of ∆ 1 . Integrating along a close curve Γ with winding number 1 for all its interior points such that the zeros of α n and z lie in the exterior of Γ, and ∆ 1 is surrounded by Γ, we obtain
Substituting s j by its integral expression and using Fubini's Theorem, for each j = 1, . . . , m, we have
By Theorem 5 (recall that q n,1 = Q n ) and (36) we know that
uniformly on each compact subset of the region
. On compact subsets of D the same holds taking upper limit instead of limit in (51). Therefore, the problem reduces to finding the limit of {Φ n,j }, n ∈ Λ, j = 1, . . . , m. To this end we must establish the connection between the functions Φ n,j and Ψ n,j . We shall do this in two steps. First, we see the relation between Ψ n,j and the remainder of an auxiliary Nikishin system of functions. Then, we compare the remainder functions of the two Nikishin systems. Let us introduce the auxiliary Nikishin system.
To each n ∈ Z m + we can associate a permutation τ = τ n of {1, . . . , m} as follows. For each i ∈ {1, . . . , m}
. In other words, {1, . . . , m} may be partitioned into two subsets on which τ is increasing. We say that τ ∈ S m ( * ) if this property holds true. Obviously, each τ ∈ S m ( * ) is associated to infinitely many multi-indices in Z (7) of Section 3. Set (ϑ 1,1 , . . . , ϑ 1,m 
) be the sequence of GHPA corresponding to the system of functions ( ϑ 1,1 , . . . ϑ 1,m ) , the sequence of multi-indices Λ, and the sequences of polynomials α n and β n (the same polynomials as for the initial system considering the correspondence n ↔ n).
In Theorem 1 of [1] it was proved that the common denominator Q n of R n satisfies the same orthogonality relations as the common denominator Q n of R n . Therefore, Q n = Q n . Moreover, the functions Ψ n,j defined for the initial Nikishin system equal the corresponding ones for the auxiliary Nikishin system which we have just introduced; therefore, both generate the same polynomials q n,j , j = 1, . . . , m.
From (50) applied to the auxiliary Nikishin system, we have that
where 
where the functions u j,k are analytic in C \ ( Proof. We begin proving (53). From the definition Ψ n,j (z) =
For j = 1, Φ n,j (z) = Ψ n,j (z) (= Φ n,r 0 ). When 2 ≤ j ≤ m, we have
Taking (x 1 − x j ) = (x 1 − x 2 ) + · · · + (x j−1 − x j ), we obtain Ψ n,j (z) = (−1)
where ϑ j,k = ϑ j , . . . , ϑ k+1 , 1 ≤ k ≤ j − 1. Substitute j by i in this relation. Using this formula for i = 1, . . . , j, we obtain a triangular linear system of equations by which we can express Φ n,j in terms of Ψ n,k , k = 1, . . . , j, as indicated in (53). For the proof of (54), the idea is to untangle the transformations we have introduced in defining the auxiliary Nikishin system. This is done using formulas (12)-(14) backwards. It is sufficient to show that for each n we have 
where j,k , k = 0, . . . , j − 1, denote polynomials which do not depend on n ∈ Λ of degree ≤ m − 1. Indeed, from the triangular structure of this relation with respect to j, formula (54) follows immediately. First let us obtain a similar formula for the functions ϑ 1,j , j = 1, . . . , m. We will show that for all j = 1, 2, . . . , m
where j,k , k = 0, . . . , j − 1, denote polynomials of degree ≤ m − 1 which do not depend on n ∈ Λ. The proof of (56) is carried out by induction on the number of measures in the original Nikishin system. Let us assume that Σ 0 = (σ in order that (67) takes place. Here, before checking the condition on β we only have to determine how much mass we want it to hold and then select any measure with that much mass dominated by the right hand side of the inequality. Certainly, if β = 0 then (67) is satisfied. This is the case when no poles are fixed. Ω 2 = {z ∈ D : U j (z) < U j−1 (z)}. Since U j−1 (z) ≤ ξ j−1 (z), on Ω 2 ∪ Γ we have that ξ j−1 (z) = ξ j (z) and thus (V µ 1 +f 1 +ξ j ) < 0. On Ω 1 the function V µ 1 +f 1 +U j is subharmonic and on its boundary Γ equals V µ 1 + f 1 + U j−1 < 0. Since (V µ 1 + f 1 + U j )(z) → −∞ as z → ∞ it follows that on Ω 1 we have (V µ 1 + f 1 + U j )(z) < 0. Therefore, (V µ 1 + f 1 + ξ j ) < 0 on Ω 1 . With this we conclude the proof.
