Abstract-This paper deals with the filtering problem for a general class of nonlinear time-delay systems with Markovian jumping parameters. The nonlinear time-delay stochastic systems may switch from one to the others according to the behavior of a Markov chain. The purpose of the problem addressed is to design a nonlinear full-order filter such that the dynamics of the estimation error is guaranteed to be stochastically exponentially stable in the mean square. Both filter analysis and synthesis problems are investigated. Sufficient conditions are established for the existence of the desired exponential filters, which are expressed in terms of the solutions to a set of linear matrix inequalities (LMIs). The explicit expression of the desired filters is also provided. A simulation example is given to illustrate the design procedures and performances of the proposed method.
I. INTRODUCTION

N
ONLINEAR filtering is one of the important issues in signal processing and has been an active research area over the past three decades. A recent overview on nonlinear filtering in the deterministic case can be found in [2] . For the stochastic case, the nonlinear filtering problem has been extensively studied. Due to the fact that the time evolution of the probability density of the state vector conditional on the measurements cannot be directly calculated in most cases, a lot of approximations have been developed in the literature, such as Gram-Charlier expansion, Edgeworth expansion, extended Kalman filters, weighted sum of Gaussian densities, generalized least-squares approximation, and statistically linearized filters; see, e.g., [4] . In particular, the nonlinear filtering problem was investigated in [15] through the concepts of observers for stochastic nonlinear systems, and an important stochastic stability approach to designing the observers with guaranteed convergence was developed. The results of [15] were then extended in [18] to more general stochastic nonlinear systems and measurement models, and excellent results were obtained that can ensure the exponential rate of convergence. under Grants GR/S27658/01 and GR/R35018/01, and the Alexander von Humboldt Foundation of Germany. The associate editor coordinating the review of this paper and approving it for publication was Dr. Zhi-Quan (Tom) Luo.
Z. Wang It is now well known that the delayed state is very often the cause for instability and poor performance of systems. In the past few years, we have seen an increasing interest in the control of linear systems with certain types of time-delays; see [12] for a survey. Concerning the robust and/or filtering of time-delay systems, see [11] and [17] . However, the nonlinear filtering problem for general time-delay stochastic systems has received very little attention. In [16] , the nonlinear filtering problem was studied for uncertain time-delay stochastic systems where the nonlinearities were introduced in the form of additional nonlinear disturbances.
On the other hand, many physical systems are subject to frequent unpredictable structural changes, such as random failures, repairs of sudden environment disturbances, abrupt variation of the operating point on a nonlinear plant, etc. Markovian jump systems (MJSs), which comprise an important family of models subject to abrupt variations, are very often used to describe the above class of systems. Loosely speaking, a jump system is a hybrid one with state vector that has two components and . The first one is in general referred to as the state, and the second one is regarded as the mode. In its operation, the jump system will switch from one mode to another in a random way, and the switching between the modes is governed by a Markov process with discrete and finite state space. In the past decade, the optimal regulator, controllability, observability, stability, and stabilization problems have been extensively studied for jump linear systems (JLSs); see, e.g., [6] and [10] . The stability analysis of a class of linear/nonlinear stochastic systems with Markovian switching has been addressed in [9] , and a number of stability test criteria have been proposed. In addition, the filtering problem for JLSs has recently received initial attention; see [14] and references therein.
In practice, a nonlinear system with Markovian jumping parameters may be more reasonable to account for the nonlinearities and structural changes. To the best of the authors' knowledge, so far, there have been very few papers dealing with filter design problem for general nonlinear time-delay systems with or without Markovian jump parameters. This may be because the stochastic exponential stability analysis problem is quite involved for nonlinear time-delay jump systems. This situation encourages us to study the filtering problem for a class of nonlinear time-delay systems with Markovian switching.
This paper is concerned with the exponential filtering problem for nonlinear jump time-delay systems. Our aim is to design a nonlinear full-order filter such that the dynamics of the estimation error of each system mode is stochastically exponentially stable in the mean square. We show that both the filter analysis and the filter synthesis problems can be solved in terms of the solutions to a set of linear matrix inequalities (LMIs; see [1] ). Note that over the past few years, LMIs have gained much attention for their computational tractability and usefulness in control engineering [1] as the so-called interior point method [3] has been proved to be numerically very efficient for solving the LMIs. Therefore, in our study, the powerful Matlab LMI toolbox [3] can be ideally employed to facilitate the filter design problem. We demonstrate the usefulness and applicability of the developed theory by means of a numerical simulation example.
Notation: The notations in this paper are quite standard. and denote, respectively, the dimensional Euclidean space and the set of all real matrices. The superscript " " denotes the transpose, and the notation (respectively, ), where and are real symmetric matrices, means that is positive semi-definite (respectively, positive definite).
is the identity matrix with compatible dimension. We let and denote the family of continuous functions from to with the norm , where is the Euclidean norm in . If is a real matrix, denote by its operator norm, i.e.,
, where (respectively, ) means the largest (respectively, smallest) eigenvalue of .
is the space of square integrable vector. Moreover, let be a complete probability space with a filtration satisfying the usual conditions (i.e., the filtration contains all -null sets and is right continuous). Denote by the family of all -measurable -valued random variables such that , where stands for the mathematical expectation operator with respect to the given probability measure . The shorthand diag denotes a block diagonal matrix with diagonal blocks being the matrices . Sometimes, the arguments of a function will be omitted in the analysis when no confusion can arise.
II. PROBLEM FORMULATION AND ASSUMPTIONS
Let be a right-continuous Markov process on the probability space which takes values in the finite space with generator given by if if where , and is the transition rate from to if and . Let us consider a nonlinear state delayed jump system in a fixed complete probability space described by 
where are known constant matrices, is a vector, and , and are known positive constants. Remark 1: The nonlinear descriptions (4)-(6) (see [18] ) reflect the "distance" between the originally nonlinear model (1)-(3) and the "nominal" linear model, whose system parameters are . Such nonlinear descriptions are actually similar to the Lipschitz conditions on the nonlinear functions . In applications, the linearization technique may be exploited to quantify the maximum possible derivations from the nominal model. One of the future research topics is to describe the nonlinearities in a more general way.
Throughout this paper, we will employ the full-order nonlinear filter that is of the following structure: (7) where is the state estimate, and the constant gains are the filter parameters to be designed.
Notice that the Markov process takes values in the finite space . For notational convenience, we write (8) (9) Let the error state be . It then follows from (1)- (3) and (7) that (10) Now, we will work on the system mode . To continue, we introduce the following definitions:
Then, we can obtain from (8)- (13) (7) is said to be exponential (respectively, asymptotic) if, for every , the system (14) is exponentially stable (respectively, asymptotically stable) in the mean square.
The primary objective of this paper is to provide a practical design procedure for an exponential filter of the nonlinear timedelay system (1)- (3) . In other words, we will design the filter parameter such that the dynamics of the estimation error (i.e., the solution of the system (14)) is guaranteed to be stochastically exponentially stable.
III. MAIN RESULTS AND PROOFS
In this section, we will obtain a solution to the filter design problem formulated in the previous section by using a linear matrix inequality approach.
We first recall several lemmas that will be needed in the proof of our main results. The following theorem, which acts as a main key for solving the addressed nonlinear filtering problem, shows that the exponential stability of a given filter for the nonlinear time-delay stochastic system (1)-(3) can be guaranteed if positive definite solutions to a set of modified algebraic Riccati-like matrix inequalities (quadratic matrix inequalities) are known to exist. where is the positive definite solution to the matrix inequality (18) , and is defined in (19). The weak infinitesimal operator (see [6] ) of the stochastic process is given by
It is obvious from (17) and (19) To show the expected exponential stability (in the mean square) of the system (14), we need to perform some standard manipulations on (31) by utilizing the technique developed in [7] and [8] . The details are along the similar line of the proof of [8, Th. 2.1] and are thus omitted here. We just mention that for the exponential stability of (14) , the required constant in (16) is the unique root of the equation (32) and the required constant can be determined by . This completes the proof of Theorem 1.
Remark 2: In Theorem 1, we establish the analysis results for the exponential stability of the nonlinear time-delay jump systems. That is, for a given filter structure, we derive the sufficient conditions under which the estimation error dynamics are stochastically exponentially stable in the mean square. We arrive at the conclusion that the solvability of the addressed particular nonlinear filtering problem is closely related to the solutions to a set of quadratic matrix inequalities.
The following corollary reveals that for the nonlinear timedelay jump system (14) , the exponential stability in the mean square also implies the almost-surely exponential stability. The proof can be found in [7] .
Corollary 1: Under the same conditions as in Theorem 1, the nonlinear time-delay system (14) is almost-surely exponentially stable in the mean square. That is almost surely holds for all , where is the the unique root of the (32).
Having obtained the analysis results in Theorem 1, we are now ready to tackle the corresponding synthesis problem. That is, we need to derive the explicit expression of expected filter gains and propose a practical design procedure. It should be pointed out that in most literature concerning nonlinear filtering, the solution to the nonlinear filtering problem has not been given as an explicit representation.
For presentation convenience, we further define
where is defined in (19). In principle, our task now consists of two parts. One is to find the necessary and sufficient conditions for the existence of filter gains such that there exist positive definite matrices satisfying (18) , and the other one is to express all expected filter gains in terms of the positive definite solutions and, if any, some other free parameters. The following theorem accomplishes the above specified task. 
for , and is an arbitrary orthogonal matrix (i.e., ). Proof: It is straightforward to rearrange the matrix inequality (18) as (40) where is defined in (33), or
It is apparent that there exist filter gain matrices such that the inequalities (18) (or equivalently, (41) for ) hold for some positive scalars and positive definite matrix if and only if the right-hand side of (41) is positive definite. That is (42) or holds. Notice that (42) is neither linear on nor linear on . Our next goal is to convert (42) into an LMI so that the powerful Matlab LMI Toolbox can be applied. To do this, we continue to rewrite (42) as (43) where is defined in (37) (let ), and 
where is an arbitrary orthogonal matrix. Therefore, (38) follows from (48) immediately, and the proof of this theorem is complete.
Noticing that (17) is the same as the LMI (49) we summarize our main results as follows, which are easily derived from Theorems 1 and 2. Theorem 3: Consider the nonlinear jump state delayed system (1)-(3) and the corresponding nonlinear filter (7) . If there exist a sequence of positive scalars and positive definite matrices such that the LMIs (36) and (49) hold, then the filter (7) with its parameter given in (38) will be such that the dynamics of the estimation error (i.e., the solution of the error-state system (14) ) are stochastically exponentially stable in the mean square.
Remark 3: The solution to the addressed filter design problem for nonlinear jump time-delay systems is given in Theorem 3. Note that the design procedure of the filter parameters depends solely on the feasibility of the LMIs (36) and (49) that are linear on the scalar variables and the matrix variable . Fortunately, with the recently developed Matlab LMI Toolbox [3] , we can check the solvability of the LMIs (36) and (49) readily and reliably. This makes our proposed design approach very practical.
Remark 4:
We can see that if the set of desired filter gains is not empty, it is often very large. We may utilize the freedom (such as the choices of matrices and ) in the filter design to improve other system properties. One of the future research topics is to exploit such remaining freedom to achieve the specified reliable constraint on the filtering process. It would also be interesting to study the case when the nonlinear function is regarded as an unknown perturbation. Finally, we point out that it is not difficult to obtain parallel results for both the multidelay case and for the case where there are bounded nonlinearities and uncertain disturbances. The reason why we discuss the relatively simple system (1)-(3) associated with (4)- (6) is to make our theory more understandable and to avoid unnecessarily complicated notations.
IV. NUMERICAL EXAMPLE
In this section, a numerical example is presented to illustrate the usefulness and flexibility of the developed theory.
The nonlinear time-delay jump system under consideration is assumed to have two modes. The Markov process that governs the mode switching has generator , where Let the system mode 1 be given by and the system mode 2 be described by Considering the system (1)-(3) with the constraints (4)-(6), we can obtain the system data as follows:
Solving the LMIs (36) and (49) by using the LMI toolbox [3] , we obtain that We are now ready to compute the desired filter parameters . To illustrate the design flexibility, we will make use of the freedom in selecting the parameters and . We first consider the system mode 1.
Case 11: In this case, we choose (meeting ) and the orthogonal matrix as . It then follows from (38) that Denote the error states . The responses of the error dynamics to initial conditions are shown in Fig. 1 . The simulation result implies that the desired goal is achieved.
Case 12: In this case, we select (meeting ), which is the orthogonal matrix and therefore obtain the filter gain , respectively, as follows: diag
The responses of the error dynamics to initial conditions are shown in Fig. 2 . Next, let us consider the system mode 2.
Case 21: In this case, we set as and the orthogonal matrix as . The filter gain is then calculated as and the simulation result is given in Fig. 3 , which indicates that our expected performance is guaranteed.
Case 22: We now let be and the orthogonal matrix be diag . Then, we obtain and give the simulation result in Fig. 4 . 
V. CONCLUSION
In this paper, we have investigated the filter design problem for a class of nonlinear time-delay systems with Markov jumping parameters. Both the filter analysis and design issues have been discussed in detail by means of linear matrix inequalities. We have derived the existence conditions as well as the analytical parameterization of desired filters. The method relies not on the optimization theory but on Lyapunov-type stochastic stability results that can guarantee a mean square exponential rate of convergence for the estimation error. It has been emphasized that the desired exponential filters for this class of nonlinear time-delay systems, when they exist, are usually a large set, and the remaining freedom can be used to meet other expected performance requirements. The results of this paper have been demonstrated by a numerical example.
Finally, we point out that we may generalize our results to more complex systems such as sampled-data systems and stochastic parameter systems, which gives us future research topics.
