Шифрування зi збереженням формату by Тузовська, М. А.
УДК 536.244:621.438
ШИФРУВАННЯ ЗI ЗБЕРЕЖЕННЯМ ФОРМАТУ
М.А. Тузовська1
1Нацiональний технiчний унiверситет України
«Київський полiтехнiчний iнститут iменi Iгоря Сiкорського»,
Фiзико-технiчний iнститут
Анотацiя
Аналiз перестановок на невеликiй множинi та шифруваня що зберiгає формат, еквiвалентнiсть з максимально
незбалансованою мережею Фейстеля.
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Вступ
Досить часто виникає потреба у шифруваннi за до-
помогою симетричного шифру зовсiм невеликих повi-
домлень як то 5-значний поштовий iндекс, 4-значний
PIN-код або 10-значний iдентифiкацiйний код, але
за умови, що шифротекст також буде мати неве-
ликий розмiр (наприклад, з мiркувань оптимiзацiї
обсягу використовуваної пам’ятi). Тобто, без втрати
загальностi необхiдним є застосування симетричного
шифру 𝐸 : 𝐾 ×𝑀 → 𝑀 , де 𝑀 = {0, 1, . . . , 𝑁 − 1}
для невеликого значення натурального числа 𝑁 . Ви-
користання ендоморфного шифру також не обмежує
загальностi, тому вважатимемо, що для довiльного
значення ключа 𝑘 ∈ 𝐾 вiдображення 𝐸𝑘 = 𝐸(𝑘, ·) є
перестановкою на множинi {0, 1, . . . , 𝑁 − 1}. Одним
з можливих варiантiв вирiшення цiєї задачi є ви-
користання вiдображення множини повiдомлень 𝑀
у множину повiдомлень одного з вiдомих блокових
шифрiв, наприклад, шифру AES, використання са-
мого шифру для шифрування, а потiм використати
обернене вiдображення результату шифрування у
множину повiдомлень 𝑀 . Але через те, що значен-
ня 𝑁 є достатньо невеликим, використання вiдомих
шифрiв, у яких потужнiсть множини повiдомлень є
значно бiльшою, ставить пiд сумнiв стiйкiсть таких
конструкцiй.
Згадана вище проблема шифрування невеликого
простору була дослiджена Блеком та Рогвеєм [9],
але автори не змогли знайти практичних доведень
безпеки для 𝑁 значень, де 𝑞 >
√
𝑁 запитiв та ши-
фрування потребує 𝑁 обчислювальних крокiв, тодi
коли 220 < 𝑁 < 250. У цiй статтi наведенi розв’язки
даної проблеми. Пiдхiд базується на перестановцi
Торпа. Гарним розв’язком буде реалiзувати випадко-
ве перемiшування.
1. Види перестановок на невеликiй множинi
Деякi способи перемiшування карт призводять
до схем шифрування. Для гарного перемiшування
карт потрiбна iдея, яку запропонув Наор [10]: можна
простежити траекторiю карти, не звертаючись до
iнших карт в колодi. Бiльшiсть звичайних перетасо-
вок, таких як riffle, залежать вiд попереднiх крокiв,
або вiд iнших карт у колодi. Перестановка Торпа i
Swap-or-not – не залежать.
Перестановка Торпа для 𝑁 карт. Послiдовнiсть
карт дiлиться на двi рiвнi частини: по 𝑁/2 кожна.
Далi, обирають двi першi карти з лiвої та правої
частини i виконують перестановку, в залежностi вiд
значення, отриманого в результатi пiдкидання че-
сної монети. Тобто, кожна пара карт на позицiях 𝑥
та 𝑥 + 𝑁/2, 𝑥 ∈ {1, 2, ..., 𝑁/2} будуть переставля-
тись вiдповiдно значенню функцiї, яка генерує ви-
падковий бiт 𝐶, який визначить, переставляти пару
мiсцями чи нi.
Для зручностi обирають 𝑁 = 2𝑛, тобто 𝑁 є поту-
жнiстю 2.
Алгоритм перестановки Торпа. Th[N, R], 𝑁 = 2𝑛
Для перемiшування колоди з 𝑁 карт, для раундiв
𝑟, 𝑟 ∈ {1, 2, ..., 𝑅}:
1. Потрiбно роздiлити множину 𝑁 навпiл.
2. Використовуючи випадковий бiт 𝐶, згенерова-
ний незалежно, такий що: (𝑃 (𝐶 = 0) = 1/2 = 𝑃 (𝐶 =
1)), для карт на позицiях 𝑥 та 𝑥+𝑁/2 випадковий
бiт 𝐶 визначає, карти переставляємо на мiсця 2𝑥 та
2𝑥+ 1, якщо (𝐶 = 0), або 2𝑥 та 2𝑥+ 1, якщо (𝐶 = 1).
Iнверсiя Th[R,N] буде мати вигляд:
{︀
𝑍(𝑙, 𝑡) : 𝑙 ∈
{0, 1}𝑑−1, 𝑡 ∈ {0, 1, ...}}︀ – послiдовнiсть випадкових
бернулевих величин ∼ 𝐵(1/2).
Внесок алгоритму випадкового пермiшування Тор-
па для криптографiї та теорiї складностi. Наор [10]
помiтив, що перемiшування Торпа не залежить вiд
карт у колодi та попереднiх крокiв. Тобто, можна вiд-
творити маршрут до будь-якої карти, не звертаючи
увагу на усi iншi карти в колодi. Якщо перемiшуван-
ня Торпа виконує випадкову перестановку достатньо
швидко, то ця властивiсть робить його актуальним
для шифрування у невеликому просторi. Випадко-
вий бiт 𝐶 використовується для карт 𝑥 та 𝑥+𝑁/2
у раундi 𝑟, 𝐶 визначений випадковою функцiєю 𝐹 ,
заданою певним ключем 𝐾 для 𝑥 та 𝑟. Рядок 𝐾
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компактно викликає усi 𝑁/2 ·𝑅 випадкових бiтiв –
достатньо, щоб перемiшати усю колоду випадковим
чином.
Шифрування 𝑛-бiтового рядка Swap-or-not. Ви-
значимо 𝑁 точок – це розмiщення карт на позицiях
𝑋 ∈ 𝑁 , де 𝑁{0, 1, ..., 𝑁 − 1}. Пiсля перемiшування
колоди переглядають положення карти на позицiї
𝑋. Це перетворення i є виходом 𝑌 вiд 𝑋. Секретним
ключем має бути випадковiсть, що виникла у момент
перемiшування.
Простiр повiдомлень - це набiр 𝑋 = {0, 1}𝑛, 𝑟 —
раундовий ключ блочного шифрування 𝐾𝐹 та по-
слiдовнiсть 𝐾1, ..., 𝐾𝑟 ∈ {0, 1}𝑛 пiдключiв для раун-
дових функцiй 𝐹1, ..., 𝐹𝑟, кожна з яких вiдображає
𝑛-бiтовий рядок в 1 бiт: 𝐹𝑖: {0, 1}𝑛 → {0, 1}.
Алгоритм шифрування Swap-or-not.
1. for 𝑖← to 𝑟 do
2. 𝑋’← 𝐾𝑖 ⊕𝑋, 𝑋←ˆmax(𝑋,𝑋’)
3. if 𝐹𝑖(𝑋 )ˆ = 1 then 𝑋 ← 𝑋 ′
4. return 𝑋
Отримуємо перестановку𝐾 → 𝐾𝑖⊕𝑋, {X,𝐾𝑖⊕𝑋}.
Розшифрування Swap-or-not iдентичне шифруванню:
виконуємо алгоритм вiд 𝑟-кроку до першого кроку.
Кожен вiдкритий текст вiдображається в шифро-
ваний, шляхом операцiї XOR з ключами 𝐾1, ..., 𝐾𝑟.
Припустимо, що у нас є 𝑁 карт, по однiй на кожну
позицiю. 𝑋 ∈ N, де 𝑁 = 2𝑛. Для перемiшування
обираємо випадковий 𝐾 ∈ {0, 1}𝑛, а потiм кожну
пару позицiй карток 𝑋 та 𝐾 ⊕𝑋, повертають, в за-
лежностi вiд значення результату пiдкидання чесної
монети. Якщо значення монети — 1, переставляємо,
iнакше — залишаємо на вхiдних позицiях. Процес
можна повторити будь-яким числом разiв 𝑟, вико-
ристовуючи незалежнi значення пiдкинутої монети
для кожного перемiшування:
1. 𝐾 ← {0, 1}𝑛
2. for each pair of positions {𝑋, 𝐾 ⊕𝑋}
3. 𝑏← {0, 1}
4. if 𝑏 = 1 then swap the cards at the positions
𝑋 and 𝐾 ⊕𝑋
Перемiшування колоди 𝑁 = 2𝑛 карток, кожна з
яких на позицiї 𝑋 ∈ {0, 1}𝑛. В алгоритмi показано
один раунд перестановки. Для гарного перемiшуван-
ня, слiд використати бiльшу кiлькiсть раундiв.
2. Практична реалiзацiя з FPE
Iснує багато альтернативних поглядiв на те, що
вiдбувається в алгоритмi перемiшування Торпа, та
найбiльш вагомим для криптографiв є те, що алго-
ритм поводить себе як максимально незбалансована
мережа Фейстеля.
Th[N, R] = максимально незбалансована мережа
Фейстеля.
Розглянемо мережу Фейстеля для 𝑁 = 2𝑛. Мо-
жливi атаки:
1. для визначеної кiлькостi раундiв — 2𝑛/2
2. для 𝑟 раундiв — 2𝑛/2+log10 𝑅
Для Th[N, R], 𝑁 = 2𝑛, для раунду 𝑟 перемiщеня
картки в положення 𝑥 ∈ {0, ..., 𝑁 − 1} до позицiї:
{︂
2𝑥+ 𝐹𝑘(𝑟, 𝑥), якщо 𝑥 ≤ 𝑁/2
2(𝑥−𝑁/2) + (1− 𝐹𝑘(𝑟,𝑥−𝑁/2)), iнакше
— еквiвалентно мережi Фейстеля (Рисунок 1)
Рис. 1. Один раунд максимально незбалансованої
мережi Фейстеля
У незбалансованiй мережi Фейстеля [11, 5], лiва
i права частини в 𝑛-бiтовому рядку, в якому ви-
конуються дiї – можуть мати рiзнi довжини. Для
максимально незбалансованої мережi Фейстеля має-
ться на увазi, що функцiя округлення забирає 𝑛−1
бiт i повертає один бiт, який визначатиме перетво-
рення. Якщо ця функцiя визначить випадковi бiти,
незалежнi один вiд одного, то для кожного раунду
перестановки – незбалансована мережа Фейстеля i
буде перемiшуванням Торпа.
3. Практична реалiзацiя алгоритму випад-
кового перемiшування Торпа.
Бiльш ефективною реалiзацiєю Th[N, R] є технiка,
яка дозволить одним викликом забезпечити п’ять ра-
ундiв шифрування або дешифрування (Рисунок 2).
Рис. 2. Приклад реалiзацiї п’ятикратного прискорен-
ня детермiнованого шифрування алгоритмом Торпа.
Виклики AES були б необхiднi, щоб зробити рiзну
кiлькiсть проходiв над рядками рiзних розмiрiв.
Послiдовнi 𝑛-бiтовi рядки 𝑥𝑗 (Рисунок 2), шифру-
ємо пiднiмоючись вгору або розшифровуємо спуска-
ючись вниз. Для будь якого 𝐴 ∈ {0, 1}𝑛−5 та для
раунду 𝑗 яке дiлиться на 5, один виклик обчислює
𝐶 для усiх (𝑛− 1) – бiтових рядкiв:
А для раунду j: * * * * А
А для раунду j + 1: * * * А *
А для раунду j + 2: * * А * *
А для раунду j + 3: * А * * *
А для раунду j + 4: А * * * *
(*) - може бути 0 або 1
𝑋 записується 𝑋[𝑖, ..., 𝑗], 𝑖 > 𝑗. Якщо 𝑣1, ..., 𝑣𝑘
бiтовий рядок або цiле число, 𝑣1, ..., 𝑣𝑘 – це кортеж
(𝑣1, ..., 𝑣𝑘), закодований деяким фiксованим спосо-
бом.
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Позначимо зашифрований текст 𝑋 ∈ {0, 1}𝑛 пiсля
того як 𝑖 раундiв Th[N, R] з 𝑋𝑖, 𝑋0 = 𝑋. Замiсть
того щоб оцiнювати 𝑝 в 𝑋𝑖[1, . . . , 𝑛 − 1], 𝑖 > 𝑗, –
витягнемо достатню кiлькiсть бiтiв, щоб визначити
усi 𝐶(𝑈 , 𝑟), якi можуть бути необхiднi в тiй самiй
групi iз п’яти послiдовних раундiв. Реалiзацiя цiєї
iдеї дещо складна, оскiльки важливо щоб кожна
монета 𝐶(𝑈 , 𝑟) взята з виходу p була чiтко визначена,
як це значення може виникнути i водночас бути
незалежним з 𝐶(𝑉 , 𝑠), 𝐶(𝑉 , 𝑠) = 𝐶(𝑈 , 𝑠)
Стратегiя проiлюстрована на рис. 2. Використаємо
той факт, що для 𝑗 ∈ {0, 1, 2, 3, 4}, рядки 𝑋5𝑖, 𝑋5𝑖+𝑗
мають (𝑛− 5)-бiтовий спiльний рядок з 𝐴.
Реальна складнiсть виникає тодi, коли 𝑁 є поту-
жнiстю 2. Ретельно узагальнюючи, iдея виконується
шляхом замiни рядкових операцiй арифметикою за
модулем, дає початок п’ятикратному прискоренню
для Th[N, R] будь-якого числа точок 𝑁 за умови,
що 𝑁 кратна 32. П’ятикратне прискорення викори-
стовує 5 · 24 = 80 з 128 бiтiв виходу PRF. Це узагаль-
нення того, що 𝑘-кратне прискорення виводиться,
якщо PRF-вихiд рiвний 𝑘 ·2𝑘−1 бiтiв, хоча це вимагає
округлення N до наступного кратного вiд 2 · 𝑘.
Висновки
Розглянено термiн FPE, та проблематику, чому ми
використовуємо шифрування зi збереженням фор-
мату. Багато систем використовують FPE, тому що
даний вид шифрування — гарне наближення для
сiм’ї рiвномiрних перестановок має гарнi статисти-
чнi властивостi. У данiй роботi визначенi алгоритми
перемiшування, шифрування.
Алгоритм Торпа набуває найбiльшої ефективностi
при модифiкацiї п’ятикратного прискорення [3].
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