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SUBSPACE ARRANGEMENTS AND CHEREDNIK ALGEBRAS
STEPHEN GRIFFETH
ABSTRACT. The purpose of this article is to study the relationship between numerical invariants
of certain subspace arrangements coming from reflection groups and numerical invariants aris-
ing in the representation theory of Cherednik algebras. For instance, we observe that knowledge
of the equivariant graded Betti numbers (in the sense of commutative algebra) of any irreducible
representation in category O is equivalent to knowledge of the Kazhdan-Lusztig character of the
irreducible object. We then explore the extent to which Cherednik algebra techniques may be
applied to ideals of linear subspace arrangements: we determine when the radical of the polyno-
mial representation of the Cherednik algebra is a radical ideal, and, for the cyclotomic rational
Cherednik algebra, determine the socle of the polynomial representation and characterize when
it is a radical ideal. The subspace arrangements that arise include various generalizations of the
k-equals arrangment. In the case of the socle, we give an explicit vector space basis in terms
of certain specializations of non-symmetric Jack polynomials, which in particular determines
its minimal generators and Hilbert series and answers a question posed by Feigin and Shramov.
These results suggest several conjectures and questions about the submodule structure of the
polynomial representation of the Cherednik algebra.
1. INTRODUCTION
1.1. Overview. Given a graded module over a polynomial ring, there are a number of invari-
ants encoding its structure and complexity. In roughly increasing order of subtlety and com-
putational inaccessibility, some of these are the degrees of its minimal generators, its Hilbert
polynomial, its Hilbert series, and its Betti table. In general, these invariants are difficult to
calculate explicitly, but for certain classes of modules with more structure one might hope for
closed formulas or combinatorial algorithms. Together with Berkesch-Zamaere and Sam [BGS],
we observed that one (type of)module forwhichmore can be said is the ideal of the k-equals ar-
rangement in n-space. The key point is that this ideal is a unitary irreducible object of category
Oc for the rational Cherednik algebra of the symmetric group, so that technology developed for
representation theory may be applied to study it. In this paper we develop a general frame-
work for handling this interaction between Cherednik algebras and commutative algebra, and
attempt to answer the natural (if somewhat vague) question: which graded modules may be
studied using Cherednik algebras? As it turns out, the class of ideals to which Cherednik al-
gebra techniques may be fruitfully applied is much broader than we realized in [BGS], in two
different senses: firstly, we can potentially apply representation theoretic tools to compute the
graded equivariant Betti numbers of any irreducible object of category Oc , unitary or not, and
secondly, it is not necessary to actually construct a BGG-type resolution to do so. In the re-
mainder of this introduction we will make these observationsmore precise, and state our main
theorems.
We thank Steven Sam and José Simental for very helpful comments on a preliminary version of this paper. We
acknowledge the financial support of Fondecyt Proyecto Regular 1190597.
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1.2. Subspace arrangements and their ideals. Here, to orient the reader unfamiliarwithChered-
nik algebras and their representations, we give a class of examples of the type of ideal to which
our methods apply, and state two of our main theorems: we give a set of minimal generators
and a combinatorial formula for the coefficients of the Hilbert series. Although our proof of the
two theorems we are about to state requires a good deal of the machinery developed to study
the representation theory of Cherednik algebras, the theorems themselves may be stated with-
out any of the representation theoretic language (though the statement of the second theorem
requires certain orthogonal polynomials). Fix integers k,ℓ,m, and n such that ℓ,n ≥ 1, 2≤ k ≤ n
and 0≤m ≤ k−1. Define the sets
Xk,ℓ,n = {(x1, . . . ,xn) ∈C
n
| ∃S ⊆ {1,2, . . . ,n} with |S| = k and xℓ
i
= xℓ
j
∀i , j ∈ S}
and ifm = 0 define Ym,n =;, while for 1≤m ≤ k−1, put
Ym+1,n = {(x1, . . . ,xn) ∈C
n
| ∃S ⊆ {1,2, . . . ,n} with |S| =m+1 and xi = 0 ∀i ∈ S}.
Let I = Ik,ℓ,m,n ⊆ C[x1, . . . ,xn] be the ideal of polynomial functions vanishing on the union
Xk,ℓ,n ∪Ym+1,n . Notice that if m = k − 1 then Ym+1,n ⊆ Xk,ℓ,n and hence I is simply the ideal
of Xk,ℓ,n .
First we will give an explicit set of generators for I . To do so, we require certain partitions,
which we will visualize as Young diagrams. Firstly, divide n by k − 1 to obtain a quotient q
and remainder r with 0 ≤ r < k −1. Let ((k −1)q ,r ) be the partition recording the result of this
division. For example, if n = 8 and k = 4 then the Young diagram of this partition is
.
Now we split this into two partitions λ0 and λ1 as follows: if m = k −1 take λ0 to be the parti-
tion itself and λ1 = ;. Otherwise take λ1 to be the partition whose shape consists of all boxes
(weakly) down and to the right of the m+1th box along the top row, and take λ0 to be the re-
maining diagram. Thus for example, with k = 4 and n = 8 as above, ifm = 1 then the pair (λ0,λ1)
is
.
We define a standard Young tableau on the pair (λ0,λ1) to be a bijection from their boxes to the
set of integers {1,2, . . . ,n} that is increasing from top to bottom and left to right (within each λi ).
An example is
1
4
5
2 3
6 7
8 .
Finally, given a standard Young tableau T , we define a polynomial fT to be the product
fT =
∏
b∈λ1
xT (b)
∏
b,b′∈λ·
b above b′ in the same column
(xℓT (b)−x
ℓ
T (b′)).
So for our example T above,
fT = x2x3x6x7x8(x
ℓ
1 −x
ℓ
4 )(x
ℓ
1 −x
ℓ
5 )(x
ℓ
4 −x
ℓ
5 )(x
ℓ
2 −x
ℓ
6 )(x
ℓ
2 −x
ℓ
8 )(x
ℓ
6 −x
ℓ
8 )(x
ℓ
3 −x
ℓ
7 ).
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We refer to the polynomial fT as theGarnir polynomial associated toT . Their representation-
theoretic significance is that, for ℓ = 1 or m = k −1, their span is the lowest occurrence of the
G(ℓ,1,n)-representation indexed by (λ0,;, . . . ,;,λ1).
Theorem 1.1. The ideal I is generated by the set of Garnir polynomials fT for T ranging over all
standard Young tableaux on (λ0,λ1). Moreover, if ℓ> 1 or m = k−1 this is a minimal generating
set.
The theoremanswers a question posed by Feigin and Shramov in [FeSh]: in their Remark 2.21
the equalities hold (in fact, this paper started as an attempt to answer a number of questions
suggested by their work and that of Feigin [Fei], all having to do with unitarity and deciding
when certain reprentations of the Cherednik algebra arising from the ring of polynomial func-
tions are irreducible). We mention two previously known consequences of this theorem: when
m = 0 and ℓ= 1 Li and Li [LiLi] obtained this result (and a new proof of a graph-theoretic result
of Turán [Tur]), and Sidman [Sid] generalized their result tom = 0 and ℓ arbitrary (see also [ScSi]
for a survey of results on subspace arrangements). In fact, both of these papers work first with
much larger sets of generators, but it is not difficult to find the minimal generating set given
their work ([LiLi] does this explicitly). We note that de Loera [deL] has conjectured (in the case
ℓ = 1 and m = 0) that these much larger sets of generators are actually Groebner bases. The
generators in the conjectural Groebner basis are indexed by set partitions of n with k−1 blocks;
there are many more of these than there are standard Young tableaux on the shape λ. For in-
stance, when n = 12 and k = 5 there are 462 standard Young tableaux of shapeλ, but 611,501 set
partitions of 12 with 4 blocks. On the other hand, already for n = 4,m = 0, ℓ = 1 and k = 3, the
minimal generating set appearing in our theorem is not a Groebner basis with respect to the lex
order.
Our proof of the theorem is of a completely different flavor to those of Li-Li and Sidman: it
is a consequence of our study of the structure of the ring of polynomials as a module over the
rational Cherednik algebra for the complex reflection groupG(ℓ,1,n). The main point, parallel
to the case ℓ = 1, is that I may be realized as the socle of the polynomial representation of the
rational Cherednik algebra, and in fact, itmay be realized as a unitary representation (our paper
[Gri3] contains a classification of unitary representations in category Oc of cyclotomic rational
Cherednik algebras).
Our next theorem involves the non-symmetric Jack polynomials for the cyclotomic reflec-
tion group G(ℓ,1,n); for the precise definition we refer to Section 4. We write fµ for the non-
symmetric Jack polynomial indexed by a compositionµ ∈ Zn
≥0 with the parameter c0 specialized
to 1/k. If ℓ= 1 then fµ is the classical non-symmetric Jack polynomial, and for general ℓ these
may be expressed rather simply in terms of the ℓ= 1 version (see [DuOp]). The composition µ
is ( j ,k)-admissible if for all k ≤ i ≤ n we have µ−
i
≥µ−
i−(k−1)+ j with equality implying
w−1µ (i )<w
−1
µ (i − (k−1)),
where µ− is the non-decreasing re-arrangement of µ and wµ ∈ Sn is the longest permutation
with wµ ·µ=µ−. The next theorem is a non-symmetric, cyclotomic analog of a result of Feigin-
Jimbo-Miwa-Mukhin [FJMM]. Its proof will be given in Section 4 after a detailed study of the
socle of the polynomial representation of the rational Cherednik algebra.
Theorem 1.2. The ideal I has the following vector space basis:
I =C{ fµ | µ
−
m+1 ≥ 1 and µ is (ℓ,k)-admissible}.
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By noting that the polynomial degree of fµ is µ1+µ2+·· ·+µn this theorem in particular gives
combinatorial formulas for the coefficients of the Hilbert series of I (that is, for the dimensions
of the homogeneous pieces of I ). In fact, our proof of Theorem 1.1 goes via first proving The-
orem 1.2. Along the way we observe that (for ℓ> 1 orm = k −1) I may be realized as a unitary
representation of the Cherednik algebra (we then deduce the case ℓ = 1 from the case ℓ = 2).
We remark that the lowest degree Jacks appearing here do always give a minimal generating set
for I , even in case ℓ= 1.
Wewill further leverageunitarityof I to getmore detailed information: in the sequel [FGM] to
this paperwewill give a non-negative combinatorial formula for the Betti numbers of I in terms
of Littlewood-Richardson numbers. For the caseW = Sn , Bowman, Norton and Simental [BNS]
have another approach to the calculation of these via a direct construction of the BGG reso-
lution that was conjectured in [BGS] (and together with Norton, in [GrNo] we gave yet another
method for producing resolutionsby standardobjects, but for a class of examples different from
the unitary representations). The BNS approach also applies to some unitarymodules for ℓ> 1,
but the conditions they impose are too strict to include, for instance, the ideal I for most values
of k, ℓ andm.
1.3. Dunkl operators and Cherednik algebras. In order to make the remainder of this intro-
duction as self-contained as possible, before stating the rest of our main theorems we must in-
troduce some of the notation and terminology from the theory of rational Cherednik algebras.
The starting point isDunkl operators.
Dunkl operators were first introduced by Dunkl [Dun], whose aim was to deform harmonic
analysis on the unit sphere. Each family ofDunkl operators arises fromafinite groupW of linear
transformations of a vector space, which in Dunkl’s original theory was required to be a real
reflection group; Dunkl and Opdam [DuOp] later generalized the construction to all complex
reflection groups.
TheDunkl operators are a family of commuting operators on polynomial functions in several
variables, deforming the usual partial derivatives. Given a finite linear groupW ⊆GL(h), where
h is a finite dimensional C-vector space, and a vector v ∈ h, the formula for the Dunkl operator
Dv is
Dv ( f )= ∂v ( f )−
∑
r∈R
crαr (v)
f − r ( f )
αr
for f ∈C[h],
whereC[h] is the ring of polynomial functions on h, R is the set of reflections inW , and for each
r ∈ R we have fixed a number cr ∈ C and a linear form αr ∈ h∗ with zero set equal to the fixed
space of r . The numbers cr are required to be constant onW -conjugacy classes, cwrw−1 = cr
for all w ∈W and r ∈ R . We will write c = (cr )r∈R for the collection of all of them, and call c the
deformation parameter.
The rational Cherednik algebra is the algebraHc of operators on C[h] generated by the Dunkl
operatorsDv for v ∈ h, the algebra C[h] acting on itself by multiplication, and the groupW . We
define category Oc to be the category of finitely-generated Hc modules on which each Dunkl
operator act locally nilpotently. Thus, for example, C[h] belongs to Oc . Each object of Oc is a
finitely generated graded C[h] module. The grading involves certain numerical invariants: the
c-function cE is defined to be the functionwhich assigns the scalar bywhich the central element
zc =
∑
r∈R
cr (1− r )
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acts on the irreducible representation E of CW . Thus in particular for the trivial representation
E we have cE = 0. We will writeMd for the degree d subspace ofM .
The most accessible objects of Oc are the standard modules. Given an irreducible represen-
tation E of CW the corresponding standard module for Hc is ∆c (E ) = C[h]⊗E , which may be
constructed via parabolic induction. Namely, the PBW theorem for the rational Cherednik alge-
bra states that multiplication induces an isomorphism of vector spaces
C[h]⊗CW ⊗C[h∗]∼=Hc ,
and hence
∆c (E )= Ind
Hc
C[h∗]⋊W
∼=C[h]⊗E .
In particular, the defining representation C[h] of Hc is isomorphic to the standard module
∆c (triv) ∼= C[h]. The Cherednik algebra possesses an anti-automorphism (the Fourier trans-
form) which interchanges C[h] and C[h∗], and using it and the usual arguments produces a
contravariant form (·, ·)c on ∆c (E ). The quotient of ∆c (E ) by the radical of this form is the ir-
reducible head Lc(E ) of ∆c (E ), and we say that Lc(E ) is unitary if the induced form is positive
definite.
Given an Hc-moduleM we define H0(h∗,M) = C⊗C[h]M , where C is a C[h]-module via eval-
uation at the origin 0 ∈ h. This defines a right-exact functor from Oc to graded CW -modules,
and we write Hi (h∗,M) for the homology of its left derived functor. If we regardM as a graded
module over C[h], then Hi (h∗,M) = Tori (M ,C) is of graded dimension
∑
βi , j t
j , so we recover
the graded Betti numbers from knowledge of the graded vector space Hi (h∗,M). Similarly, we
define
H0(h,M)= {m ∈M |Dv (m)= 0 for all v ∈ h}.
This is a left-exact functor from Oc to graded CW -modules, and we write H i (h,M) for the
cohomology of its right derived functor. We note that there is an isomorphism of functors
HomHc (∆c (E ), ·)
∼= HomCW (E ,H0(·)), allowing us to recover the higher Ext’s from standard ob-
jects from knowledge of H i (h, ·).
The following theorem is a synthesis of Theorem 3.1, thematerial from subsection 3.6, Corol-
lary 3.2, and results of Huang-Wong [HuWo] and Ciubotaru [Ciu] that we have reproduced here
in Section 3.
Theorem 1.3. Let L be an irreducible object of Oc . Then there exists an isomorphism of graded
W -modules:
Hi (h
∗,L)∼=H i (h,L)
and consequently an isomorphism of gradedW -modules
Tori (L,C)∼=
⊕
E∈Irr(CW )
Exti
Oc
(∆c (E ),L)⊗CE .
Moreover, for any object M ofOc the following equivariant purity propertyholds: if the E-isotypic
component of the degree d piece of the Tor-group Tori (M ,C)E ,d 6= 0 is not zero, then d = cE . Fi-
nally, if L is a unitary irreducible object of Oc , then
Exti (∆c (E ),L)∼=HomCW (E ,LcE−i ⊗Λ
ih∗).
For the first assertion of the theorem, the fact that irreducible objects are self-dual is crucial.
We remark that the assertion about unitary irreducibles in the theorem is essentially a result of
[Ciu] and [HuWo]; it should be regarded as an analog of the Hodge decomposition theorem for
compact manifolds. So our new contributions are the observations that for irreducible objects
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of Oc the Tor-groups and the h-cohomology are isomorphic, and that the grading on the Tor-
groups satisfies the equivariant purity property, allowing us to recover the graded equivariant
Betti table of L from the Kazhdan-Lusztig character formula.
Our next results are our attempt to make precise the generality in which the Cherednik alge-
bra technology (and in particular the preceding theorem)may be applied to obtain information
about the ideals of subspace arrangements. There are two situations in which this is straight-
forward: first, if the coordinate ring of the subspace arrangement is an irreducible object of Oc ,
and second if the ideal of the subspace arrangement is an irreducible object of Oc . Our next
two main theorems deal with these two possibilities. We note that if the coordinate ring of a
subspace arrangement is an irreducible object of Oc , then since it is generated by 1 as a C[h]-
module it must be equal to Lc (triv) and hence its support (the subspace arrangement) must be
a single W -orbit of strata whose ideal is the radical of ∆c (triv) (on the other hand, when the
ideal of a subspace arrangement is an irreducible object, it is not in general so easy to identify
its lowest weight). For the terminology involving Schur elements of complex reflection groups
and positive hyperplanes, we refer to [GrJu].
Theorem 1.4. Let O be a single W -orbit of strata of the reflection arrangement of W . Suppose
that for some p ∈O, Wp =W1× ·· · ×Wp is the product decomposition of the stabilizer Wp of p
into irreducible reflection subgroups, and write h∗
i
for the dual reflection representation of Wi .
Then Rad(∆c (triv))= I (O) if and only if
(a) ch∗
i
= 1 for all i , and
(b) The parameter c does not belong to any positive hyperplane H such that the quotient s/s ′
of the principal Schur element s for W by the principal Schur element s ′ for Wp vanishes
on the intersection of H with the positive cone. (See [GrJu] for the notation and an explicit
description of the relevant Schur elements).
We note that condition (a) of the theorem above has appeared already in the work [Fei] of
Feigin, who classified when the ideals of subspace arrangements are stable by the Dunkl op-
erators (in fact, the theorem above is an immediate consequence of his work in combination
with our theorem with Juteau). Aside from its application to the calculation of Betti numbers
of subspace arrangements arising from reflection groups, our interest in this theorem is that it
gives an explicit construction of the module Lc (triv) in a number of interesting cases.
For the groups in the infinite familyG(ℓ,1,n) the theoremmay bemademuchmore explicit.
The deformation parameter in this case is a tuple c = (c0,d0, . . . ,dℓ−1) (see Section 4 for this).
Corollary 1.5. SupposeW =G(ℓ,1,n). Let O be theW -orbit of strata corresponding to the para-
bolic subgroup (Sk)
×p ×G(ℓ,1,m). Then the radical of ∆c (triv) is I (O) if and only if
(a) c0 = 1/k,
(b) d0−dℓ−1+ℓ(m−1)c0 = 1,
(c) ⌊n/k⌋ = p+⌊m/k⌋, and
(d) no equation of the form d0−d− j +ℓm
′c0 = j holds, for j a positive integer not congruent
to 0mod ℓ and m ≤m′ ≤ n−1.
We note that condition (c) imposes a restriction on the integersm and p given k, indepen-
dent of the parameters, which implies that only for relatively large m, p can I (O) be equal
to the radical. This corollary, combined with Theorem 1.3 and the result of Rouquier-Shan-
Varagnolo-Vasserot [RSVV] expresses the Betti numbers of the ideal of O in terms of parabolic
affine Kazhdan-Lusztig polynomials.
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The other possibility is that the ideal of the subspace arrangement is an irreducible object
of Oc , or in other words, equal to the socle of the polynomial representation. We are able to
achieve a characterization of this situation only for the groups in the infinite family G(ℓ,1,n);
for these groups we can in fact give a much more detailed result giving a vector space basis of
the socle of the polynomial representaiton for all c such that c0 ∉ Z>0 (the non-symmetric Jack
polynomials involved have poles at such c0). The result (see Theorem 4.4) is rather technical, so
herewe state only the characterizationof when the socle is the ideal of a subspace arrangement.
Theorem 1.6. Suppose W =G(ℓ,1,n). Then the socle of the polynomial representation is a radi-
cal ideal if and only if one of the following mutually exclusive possibilities occurs:
(a) It is equal to C[h],
(b) there exists 2≤ k ≤ n such that it is the ideal of Xk,ℓ,n ,
(c) there exists 0≤m ≤ n−1 such that it is the ideal of Ym+1,n , or
(d) there exist 2≤ k ≤ n and 0≤m ≤ k−2 such that it is the ideal of Xk,n ∪Ym+1,n .
The necessary and sufficient conditions on the deformation parameter c for each case to occur are
as follows:
(a) The parameter c0 is not of the form j/k for positive coprime integers j and k with k ≥ 2,
and no equation of the form
d0−d−p +ℓmco = p
for integers p andm with 0≤m ≤ n−1 and p > 0 not divisible by ℓ holds.
(b) We have c0 = 1/k for some integer k ≥ 2 and no equation of the form
d0−d−p +ℓmc0 = p
for integers m and p with 0≤m ≤ n−1, p not divisible by ℓ, and
p > xℓ if x(k−1)+1≤m ≤ (x+1)(k−1) for an integer x holds.
(c) We have d0−dℓ−1+ℓmc0 = 1, the parameter c0 is not of the form j/k for positive coprime
integers j and k with k ≥ 2, and no equation of the form
d0−d−p +ℓm
′c0 = p
holds for integers m′ and p such that either 0≤m′ <m or 0≤m′ ≤ n−1 and p > 1.
(d) We have c0 = 1/k for an integer k ≥ 2 and d0−dℓ−1+ℓmc0 = 1, and no equation of the
form
d0−d−p +ℓm
′c0 = p
holds for integers m′ and p such that p is not divisible by ℓ, 0 ≤m′ ≤ n−1, and for each
x ∈ Z≥0
p > xℓ if x(k−1)≤m′ < x(k−1)+m
and
p > xℓ+1 if x(k−1)+m ≤m′ < (x+1)(k−1).
Moreover, in each case there are choices of parameters for which the socle is unitary.
Wemay paraphrase the last assertion of the theorem as follows: for the groupW =G(ℓ,1,n),
if the ideal of a subspace arrangement is a simple representation of the Cherednik algebra for
some value of the parameter c, then in fact c may be chosen so that it is a unitary irreducible
representation. This tendency for the socle to be unitary when it is a radical ideal does not hold
for all groupsW . In particular, Feigin and Shramov [FeSh] give an example where this fails for
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W a Weyl group of type D. It would be very interesting to explore this phenomenon for the
exceptional groups, but at the moment we do not have the necessary tools. Combining this
theorem with Theorem 1.3 is the starting point of our joint work with Fishel and Manosalva
[FGM], where we will obtain a non-negative combinatorial formula for the Betti numbers of
the ideals of these subspace arrangements as a consequence of our study of unitary simple
modules.
1.4. Structure of the paper. In Section 2 we recall the basic definitions in the theory of ratio-
nal Cherednik algebras and characterize when the radical of its polynomial representation is a
radical ideal (proving Theorem 1.4). In Section 3 we relate commutative algebra to representa-
tion theory and in particular prove Theorem 1.3. Finally, in Section 4 we study the cyclotomic
groups in more detail, prove Theorems 1.1, 1.2, and 1.6 and state a number of questions and
conjectures on the structure of the polynomial representation.
2. THE RATIONAL CHEREDNIK ALGEBRA, AND WHEN THE RADICAL IS RADICAL
2.1. Here we will give the basic definitions around Cherednik algebras and category Oc . We
refer the reader to [GGOR] for more details.
2.2. Reflection groups. Let h be a finite dimensional C-vector space and let W ⊆ GL(h) be a
finite group of linear transformations of h. The set of reflections inW is
R = {r ∈W | codim(fixh(r ))= 1}.
The linear groupW ⊆GL(h) is a reflection group if it is generated by R . We emphasize that this
notion depends not only onW as an abstract group, but also on its representation as a linear
group.
2.3. Dunkl operators. With the preceding notation, for each reflection r ∈ R we fix a linear
form αr ∈ h∗ with zero set equal to the fixed space of r ,
{v ∈ h | r (v)= v}= {v ∈ h | αr (v)= 0}.
The form αr is well-defined up to multiplication by a non-zero scalar. We also choose cr ∈ C a
complex number, subject to the requirements
cwrw−1 = cr and cr−1 = cr for all r ∈R and w ∈W .
The second condition is not standard; we include it so that the Fourier transform and con-
travariant forms are well-defined.
We write C[h] for the ring of polynomial functions on h. For a vector v ∈ h and f ∈ C[h] we
will write ∂v ( f ) for the derivative of f in the direction h, defined by
∂v ( f )(x)= lim
h→0
f (x+hv)− f (x)
h
.
The action ofW on h induces an action on C[h], and for w ∈W and f ∈ C[h] we write w( f ) for
the action of w on f . Given v ∈ h, we define theDunkl operator Dv by its action on C[h]:
Dv ( f )= ∂v ( f )−
∑
r∈R
cr 〈αr ,v〉
f − r ( f )
αr
.
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2.4. The rationalCherednik algebra. The rational Cherednik algebra is the subalgebraHc(W ,h)
of EndC(C[h]) generated by
(a) The groupW ,
(b) the algebra C[h],
(c) for each v ∈ h, the Dunkl operatorDv .
2.5. The Euler element. The Euler field is the differential operator
eu=
n∑
i=1
xi
∂
∂xi
,
where x1, . . . ,xn is a basis of h∗. It belongs to Hc : one checks
eu=
∑
xiDvi +
∑
r∈R
cr (1− r )
for any choice of basis v1, . . . ,vn of hwith dual basis x1, . . . ,xn of h∗.
2.6. Category Oc . The category Oc is the full subcategory of Hc-mod whose objects are finitely
generated Hc modules on which each Dunkl operator acts locally nilpotently. Given an irre-
ducible representation E of CW the standard module ∆c (E ) is defined by
∆c (E )= Ind
Hc
C[h∗]⋊W (E ),
where C[h∗]⋊W is the subalgebra of Hc generated by the Dunkl operators andW , and where
Dv (e)= 0 for all e ∈ E and v ∈ h. These are objects of Oc . As a C[h]⋊W -module, we have
∆c (E )=C[h]⊗E ,
and the Euler element acts on the polynomial degree d part of ∆c (E ) by the scalar d + cE . The
category Oc is the Serre subcategory of Hc-mod generated by the standard modules. Hence
each objectM of Oc is C-graded with finite dimensional weight spaces,
M =
⊕
d∈C
Md , where Md = {m ∈M | (eu−d)
N
·m = 0 for N sufficiently large}.
Moreover,Md = 0 unless d ∈ cE +Z≥0 for some irreducible representation E ofW .
2.7. Duality. Fix a conjugate linear W -equivariant isomorphism h→ h∗, written v 7→ v , with
inverse also written x 7→ x. There is a conjugate-linear anti-automorphism of CW determined
by w 7→ w−1 for w ∈W . These maps extend to a conjugate linear anti-automorphism of Hc
(here it is important that we have imposed the reality condition cr−1 = cr on the parameters),
whichwe alsowriteh 7→ h. IfW acts irreducibly on h, this is determinedup to a non-zero scalar.
For a finite-dimensionalC-vector space V we write
V ∨ = { f :V →C | f (av1+bv2)= a f (v1)+b f (v2) for all v1,v2 ∈V and a,b ∈C}
for the conjugate linear dual of V . This defines a contravariant functor from the category of
finite-dimensional vector spaces to itself, which is conjugate-linear on Hom sets.
Given an objectM of Oc , with gradingM =
⊕
Md , we set
M∨ =
⊕
M∨d .
We might regard M∨ as a restricted dual of M via the obvious embedding of M∨ in the full
conjugate linear dual ofM . We endowM∨ with the structure of an Hc-module by
h ·φ(m)=φ(h ·m) for h ∈Hc , φ ∈M∨, andm ∈M .
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This defines a contravariant functor from Oc to itself, which is conjugate linear on Hom sets.
2.8. The contravariant form. Each standard module ∆c (E ) carries a contravariant form (·, ·)c
defined by
( f1⊗e1, f2⊗e2)c = (e1, ( f1 · f2⊗e2)(0)),
where (·, ·) is a fixed positive definiteW -invariant Hermitian form on E and for m ∈ ∆c (E ) we
writem(0) for the evaluation of m at 0 ∈ h (which is an element of E ). This form is Hermitian
and its radical is the radical of ∆c (E ). The quotient Lc (E ) of ∆c (E ) is irreducible and carries an
induced non-degenerate contravariant form, which we also write (·, ·)c . When this is positive
definite, we call Lc (E ) unitary. In any case, the contravariant form defines an isomorphism
Lc(E )∼= Lc(E )∨.
2.9. Parabolic subgroups. A parabolic subgroup ofW is a subgroupWv of the form
Wv = {w ∈W | w(v)= v}
for some v ∈ h. Given a parabolic subgroupW ′ ofW , the stratum of h associated withW ′ is
SW ′ = {v ∈ h |Wv =W
′}.
Conversely, given a stratum S, the parabolic subgroup ofW associated with S is
WS =Wv for some (any) v ∈ S.
The maps S 7→WS andW ′ 7→ SW ′ are inverse bijections between the set of parabolic subgroups
ofW and the set of strata in h. Moreover, the bijection is equivariant for theW -action on the
set of strata induced by its action on h, and theW -action by conjugation on the set of parabolic
subgroups.
2.10. Parabolic subgroups andDunkl stable ideals. Let v ∈ h and letWv be the corresponding
parabolic subgroup. Write
h= hWv ⊕U ,
whereU is the (unique)Wv -stable complement to the fixed space hWv . The following lemma
appeared in [BGS]; we repeat it here for the convenience of the reader.
Lemma 2.1. Let I ⊆ C[U ] be an ideal that is stable by the action of Hc (Wv ,U ) and let J be the
ideal generated by I in C[h]=C[hWv ]⊗C[U ]. Then the ideal
K =
⋂
w∈W
w(J )
is Hc (W ,h)-stable.
Proof. By construction,K is aW -stable ideal in C[h]. We need only verify that it is stable by the
Dunkl operators. Let f ∈K . ByW -equivariance of the Dunkl operators, it suffices to verify that
D y ( f ) ∈ J for all y ∈ h. We have
D y ( f )= ∂y ( f )−
∑
r∈R\Rv
cr 〈αr ,v〉
f − r ( f )
αr
−
∑
r∈R\Rv
cr 〈αr ,v〉
f − r ( f )
αr
.
Now observe that f − r ( f ) ∈ J for all r , and that if αr g ∈ J for some r ∈ R \Rv and g ∈C[h] then
g ∈ J . Thus each term in the last sum belongs to J . Finally, use the fact that I is Hc (Wv ,U )-
stable. 
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Later on, we will apply this lemma to construct submodules in high rank starting with sub-
modules in low rank. To use it, we have to start somewhere, and the next lemma states when
the ideal of 0 ∈ h is Hc (W ,h)-stable.
Lemma 2.2. The ideal I ⊆ C[h] of 0 ∈ h is Hc(W ,h)-stable if and only if cE = 1 for all irreducible
representations E of CW occurring in the degree one piece of C[h].
This is a special case of an observation of Etingof-Stoica [EtSt], and of the following theorem
of Feigin [Fei]:
Theorem2.3. Let S be a stratum of the reflection arrangement ofW . SupposeWS =W1×·· ·×Wp
is the product decomposition of WS into irreducible reflection subgroups, and write h
∗
i
for the
dual reflection representation of Wi . The ideal I = I (W ·S) is Hc-stable if and only if ch∗
i
= 1 for
all i .
2.11. When the radical of C[h] is a radical ideal. We now combine Feigin’s theorem with our
joint results with Juteau to obtain the promised characterizaiton.
Theorem2.4. Let S be a stratum of the reflection arrangement ofW . SupposeWS =W1×·· ·×Wp
is the product decomposition of WS into irreducible reflection subgroups, and write h
∗
i
for the
dual reflection representation of Wi . Then Rad(∆c (triv))= I (W ·S) if and only if
(a) ch∗
i
= 1 for all i , and
(b) The parameter c does not belong to any positive hyperplane H such that the quotient s/s ′
of the principal Schur element s for W by the principal Schur element s ′ for WS vanishes
on the intersection of H with the positive cone.
Moreover, if the radical is a radical ideal, it must be of the form I (W ·S) for some stratum S.
Proof. Suppose (a) and (b) hold. By condition (a), the radical contains the ideal I (W ·S). When
condition (b) holds, our result with Juteau implies that the support of Lc (triv) containsW ·S,
which gives the other containment. Conversely, assuming the radical is a radical ideal, by
Bezrukavnikov-Etingof [BeEt] it must be equal to some ideal I (W · S) for a single stratum S.
By Feigin’s theorem (a) holds, and by our theoremwith Juteau, (b) holds. 
3. HOMOLOGY
3.1. Conventions for graded algebras and graded modules. We will work throughout with Z-
graded algebras and C-gradedmodules.
3.2. Betti numbers. LetM be aC-graded S =C[x1, . . . ,xn]-module and letCbe the one-dimensional
S-module on which each xi acts as 0. We define F (M)=M⊗SC, which is a graded vector space.
This defines a functor from the category S-modg of finitely generated graded S-modules to the
category Vectg of finite-dimensional graded vector spaces. It is right exact, and its left derived
functor LF is then a functor LF : Db(S-modg) → Db(Vectg) from the bounded derived cate-
gory of graded S-modules to the bounded derived category of finite dimensional graded vector
spaces. The Tor groups Tori (M ,C) are the homology groups of the complex LF (M); these are
then graded vector spaces. The graded Betti numbers of M record the graded dimensions of
these Tor groups. More precisely, the graded Betti numbers ofM are the dimensions
βi , j = dim(Tori (M ,C) j ),
where we write Tori (M ,C) j for the degree j piece of the Tor group.
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In our applications, we will always work with modules M that are also equipped with an
action of a finite groupW of automorphisms of S. We package this extra structure as follows:
let S⋊W be the twisted group ring ofW over S: as a vector space, this is simply S⊗CW , with
multiplication given by
(s1⊗w1) · (s2⊗w2)= s1w1(s2)⊗w1w2.
The injection S ,→ S⋊W induces an embedding of the category S⋊W -modg of finitely gener-
ated graded S⋊W -modules into S-modg. We will write F also for the functor F induces from
S⋊W -modg to the category CW -modg of finite-dimensional graded CW -modules. Thus for
a finitely generated graded S⋊W -moduleM the Tor groups Tori (M ,C) are finite dimensional
graded CW -modules.
3.3. h∗-homology and Tor groups. Since every object of Oc is a finitely-generated graded S =
C[h]-module, we have an embedding e : Oc ,→ S⋊W−grmod of Oc into the category of finitely
generated graded S⋊W -modules. This embedding is exact and maps projective objects in Oc
to free S-modules, and it follows that the left derived functors of the composite C⊗ e(·) are the
Tor groups Tori (e(·),C). These left derived functors are denotedHi (h∗,M), andwe refer to them
as the h∗-homology ofM . Thus forM ∈Oc we have an equality
Tori (M ,C)=Hi (h
∗,M) for all i ∈Z,
where on the left-hand side we regard M simply as an S = C[h]-module. Here and in the rest
of the paper we will omit mention of the forgetful functor taking an objectM of Oc to a graded
C[h]⋊W -module.
3.4. h-cohomology, and duality. Given a module M in Oc , we define its h-cohomology as fol-
lows: firstly,
H0(h,M)= {m ∈M | ym = 0 for all y ∈ h}.
Evidently this is a left-exact functor from Oc to the categoryCW -modg of graded CW -modules,
and abbreviating it by G(M) = H0(h,M) we write RG for its right derived functor. We define
H i (h,M) to be the i th cohomology group of the complex RG(M). The duality M 7→ M∨ on
category Oc relates the functors RG and LF as follows:
Theorem 3.1. There is an isomorphism of functors
LF (M)∨ ∼=RG(M∨).
Proof. By definition, the canonical map
M→ (M∨)∨ m 7→ [φ 7→φ(m)]
is an isomorphism. By observing that the annihilator of h∗M inM∨ is H0(h,M∨), we obtain an
induced isomorphism of functors
H0(h
∗,M)=M/h∗M ∼= (M∨)∨/H0(h,M∨)⊥ =H0(h,M∨)∨,
and hence an isomorphism of derived functors LF (M) ∼= RG(M∨)∨. Taking duals produces the
desired isomorphism LF (M)∨ ∼=RG(M∨). 
SUBSPACE ARRANGEMENTS AND CHEREDNIK ALGEBRAS 13
3.5. h-cohomology and Ext groups. The functor H0(V ,M) decomposes as a direct sum
H0(V ,M)=
⊕
E∈Irr(CW )
HomCW (E ,H
0(V ,M))⊗E
implying
H i (V ,M)=
⊕
E∈Irr(CW )
HomCW (E ,H
i (V ,M))⊗E
There is an isomorphism of functors
HomCW (E ,H
0(V ,M))∼=HomOc (∆c (E ),M).
Taking right derived functors gives
Exti
Oc
(∆c (E ),M)∼=HomCW (E ,H
i (V ,M)).
Thus
H i (V ,M)∼=
⊕
E∈Irr(CW )
Exti
Oc
(∆c (E ),M)⊗E
Now for each irreducibleCW -module F , the irreducible object Lc(F ) of Oc is self dual, Lc(F )∨ ∼=
Lc(F ). Hence by Theorem 3.1 we obtain an isomorphism of CW -modules
Hi (h
∗,Lc (F ))∼=Hi (h
∗,Lc(F ))
∨ ∼=H i (V ,Lc (F ))∼=
⊕
E∈Irr(CW )
Exti
Oc
(∆c (E ),Lc(F ))⊗E .
3.6. Tor and Ext. Finally, putting together the previous isomorphisms, regarding Lc (F ) simply
as an S =C[h]-module we have
Tori (Lc (F ),C)∼=Hi (h
∗,Lc (F ))∼=
⊕
E∈Irr(CW )
Exti
Oc
(∆c (E ),Lc(F ))⊗E .
This shows that we may compute the Betti numbers of Lc(F ) in terms of Kazhdan-Lusztigmul-
tiplicities
miEF = dimC(Ext
i
Oc
(∆c (E ),Lc (F ))).
Presently we will se that in fact the graded Betti numbers may be computed via this formula as
well.
3.7. The Clifford algebra. Here we follow [Ciu]. Let V = h∗⊕h, and define a non-degenerate
symmetric form (·, ·) onV by taking h∗ and h to be isotropic, and requiring (x, y)= x(y) for x ∈ h∗
and y ∈ h. The Clifford algebra C (V ) for this form is the algebra generated by h and h∗ subject
to the relations: x2 = 0= y2 for all x ∈ h∗ and all y ∈ h, and
yx+xy = (x, y) for x ∈ h∗ and y ∈ h.
The exterior algebrasΛ•h andΛ•h∗ are subalgebras ofC (V ) andmultiplication induces a vector
space isomorphismΛ•h∗⊗Λ•h→C (V ).
3.8. The spin representation ofC (V ). The spin representation ofC (V ) is the induced represen-
tation
Λ
•h∗ = IndC (V )
Λ•h
C,
where C is the one-dimensional Λ•h-module on which the elements y ∈ h all act by 0. As a
Λ
•h∗-module the spin representation is isomorphic to Λ•h∗. The spin representation carries a
positive definite Hermitian contravariant form defined in the obvious fashion.
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3.9. Cohomology via Koszul complex. To compute Hi (h∗,M) one introduces the Koszul com-
plexM ⊗Λih∗ with differential obtained as follows: let y1, . . . , yn be a basis of h with dual basis
x1, . . . ,xn of h∗. Working in the tensor product algebra C[h]⊗C (V ), define
Dx =
∑
xi ⊗ yi ∈C[h]⊗C (V ),
which is independent of the choice of basis. A straightforward computation shows D2x = 0.
Given any C[h]-module M , the operator Dx then defines a differential on the complex M ⊗
Λ
•h∗, and the homology of this complex is precisely Hi (h∗,M) (as we will explain in the next
subsection).
3.10. Weyl and Clifford. One defines similarly
D y =
∑
yi ⊗xi ∈C[h
∗]⊗C (V ).
Writing D(h) for the Weyl algebra of polynomial coefficient differential operators on h, then
identifying yi with
∂
∂xi
we may regard both Dx and D y as elements of D(h)⊗C (V ), and check
that as such we haveD2x = 0=D
2
y and
DxD y +D yDx =
n∑
i=1
xi yi ⊗1+1⊗xi yi .
This identity shows that the complex C[h]⊗Λih∗ is exact except at i = 0, where it has homology
C, the one-dimensional C[h] module on which h∗ acts trivially. Thus the Koszul complex for
C[h] is a free resolution of C, so the homology groups Hi (h∗,M) may be computed by tensoring
M with this and taking homology.
3.11. The Dirac operator. The remainder of this section largely follows [HuWo] and [Ciu]. We
now deform the previous construction, replacing D(V ) with Hc . Specifically, we will consider
the tensor product algebra Hc ⊗C (V ). TheDirac operator is the elementD ∈Hc ⊗C (V ) defined
by
D =
n∑
i=1
(xi ⊗ yi + yi ⊗xi )
for any choice of dual bases y1, . . . , yn and x1, . . . ,xn as above. We have
D =Dx +D y with Dx =
∑
xi ⊗ yi and D y =
∑
yi ⊗xi .
Since
D2x =
∑
i , j
xi x j ⊗ yi y j =
∑
i< j
(xi x j −x j xi )⊗ yi y j = 0
and similarlyD2y = 0, we obtain
D2 =DxD y +D yDx .
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Now
DxD y +D yDx =
∑
i , j
xi y j ⊗ yi x j +
∑
i , j
yi x j ⊗xi y j =
∑
i , j
xi y j ⊗ yi x j + y j xi ⊗x j yi
=
∑
i , j
xi y j ⊗ yi x j + (xi y j +δi j −
∑
r∈R
cr 〈αr , y j 〉〈xi ,α
∨
r 〉r )⊗x j yi
=
∑
i , j
xi y j ⊗ (yi x j +x j yi )+ (δi j −
∑
r∈R
cr 〈αr , y j 〉〈xi ,α
∨
r 〉r )⊗x j yi
=
∑
i
(xi yi ⊗1+1⊗xi yi )−
∑
i , j ,r
cr r ⊗〈αr , y j 〉x j 〈xi ,α
∨
r 〉yi
=
∑
i
(xi yi ⊗1+1⊗xi yi )−
∑
r∈R
cr r ⊗αrα
∨
r
= eu⊗1+
∑
i
1⊗xi yi −
∑
r
(cr (1− r )⊗1+cr r ⊗αrα
∨
r )
= eu⊗1+
∑
i
1⊗xi yi −
∑
r
cr (1⊗1− r ⊗ (1−αrα
∨
r ))
= eu⊗1+
∑
i
1⊗xi yi −
∑
r
cr (1− r ⊗ r˜ )
where for r ∈R we write r˜ = 1−αrα∨r . We have obtained:
DxD y +D yDx = eu⊗1+
∑
i
1⊗xi yi −
∑
r
cr (1− r ⊗ r˜ ) (3.1)
as elements of Hc ⊗C (V ) and hence
D2 = eu⊗1+
∑
i
1⊗xi yi −
∑
r
cr (1− r ⊗ r˜ ) (3.2)
We remark that the action of r˜ on the i th graded pieceΛih∗ is the same as the action of r ∈W .
3.12. The grading on Tor and equivariant purity. The Tor-groups of a C[h]-moduleM may be
calculated via the resolutionM ⊗Λih∗ with differentialDx .
Corollary 3.2. Let M be an object of Oc . If the E-isotypic component of the j th graded piece of
the Tor group is non-zero
Tori (M ,C)d ,E 6= 0
then we must have
d = cE .
Proof. By equation (3.1), a for a cocycle c ∈M j ⊗Λih∗ representing a non-zero homology class
of isotype E and degree d = i + j we have
DxD y (c)= ( j + i −cE )c =⇒ j + i −cE = 0.

3.13. Dirac cohomology. If M is a H ⊗C (V )-module then we define the Dirac cohomology of
M by
HD(M)= kerM (D)/kerM (D)∩ imM (D).
WhenM is an H-module we abuse notation somewhat by defining
HD(M)=HD (M ⊗Λ
•h∗).
We hope this will not cause confusion.
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The Dirac cohomologymay be calculating within ker(D2): evidently
HD(M)= kerker(D2)(D)/imker(D2)(D).
That is, it is the cohomology of the operatorD restricted to ker(D2).
Dirac cohomology is Z/2-graded: the operator D is of degree one with respect to the Z/2-
gradation given by
(M ⊗Λ•h∗)even =
⊕
i∈2Z
M ⊗Λih∗ and (M ⊗Λ•h∗)odd =
⊕
i∈2Z+1
M ⊗Λih∗.
We write
HD(M)=H]D (M)
even
⊕HD (M)
odd
for the corresponding decomposition of HD(M).
It follows from (3.2) that if M is eu-diagonalizable, then the D2 action on M ⊗Λ•h∗ is given
by the formula
D2m = (a+ i −cE )m form ∈ (Ma ⊗Λih∗)E ,
where for aW -module N we write NE for the E-isotypic subspace. In particular the kernel of
D2 is the sum
ker(D2)=
⊕
cE=a+i
(Ma ⊗Λ
ih∗)E , (3.3)
and is hence finite dimensional.
3.14. Hodge decomposition for unitarymodules. SupposeM is a unitary representation ofH .
Then product of the form on M and the contravariant form on the spin representation gives a
form onM ⊗Λ•h∗ which is positive definite as well.
Lemma 3.3. Suppose M is a unitary H-module on which eu acts locally finitely.
(a) M ⊗Λ•h∗ is an orthogonal direct sum M ⊗Λ•h∗ = ker(D2)⊕ im(D2).
(b) ker(Dx)∩ker(D y )= ker(D)= ker(D2).
(c) im(Dx)+ im(D y )= im(D)= im(D2).
(d) ker(Dx)= ker(D2)⊕ im(Dx) is an orthogonal direct sum, and likewise for
ker(D y )= ker(D
2)⊕ im(D y ).
Proof. For (a) we observe that since eu is self-adjoint and locally finite, it is diagonalizable. It
follows that
ker(D2)=
⊕
a+i=cE
(Ma ⊗Λ
ih∗)E and im(D
2)=
⊕
a+i 6=cE
(Ma ⊗Λ
ih∗)E ,
proving (a).
It is clear that ker(Dx)∩ ker(D y ) ⊆ ker(D) ⊆ ker(D2). Conversely, if D2v = 0 then DxD yv =
−D yDxv implies
−(Dxv,Dxv)= (−D yDxv,v)= (DxD yv,v)= (D yv,D yv)
so that since (·, ·) is positive definite we haveDxv = 0=D yv , proving (b).
If v ∈ ker(Dx) then 0 = (Dx(v),w) = (v,D y (w)) implies that v ∈ h is orthogonal to im(D y ),
and likewise ker(D y ) is orthogonal to im(Dx). Evidently im(D2) ⊆ im(D) ⊆ im(Dx)+ im(D y ). If
v ∈ im(Dx) or v ∈ im(D y ) then by (a) and the above it is orthogonal to ker(D2) an hence belongs
to im(D2), proving (c).
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By (b) ker(D2)+ im(Dx)⊆ ker(Dx). Moreover, (a), (b) and (c) together imply thatM ⊗Λ•h∗ is
the orthogonal direct sum
M ⊗Λ•h∗ = ker(D2)⊕ im(Dx)⊕ im(D y ).
If v ∈ ker(Dx) then since v is orthogonal to im(D y ) it belongs to im(Dx)+ker(D2). The proof for
D y is the same. 
The next two results summarize what we have proved.
Corollary 3.4. If L = Lc (E ) is a unitary Hc-module, then
H•(h
∗,L)∼=HDx (L)
∼=HD(L)= ker(D
2)∼=HDy (L).
Moreover, we have
HD(L)=
⊕
cF=a+i
(La ⊗Λ
ih∗)F
and
a+ i ≥ cF for all F such that (La ⊗Si )F 6= 0.
Corollary 3.5. Suppose L is a unitary Hc-module. Then as graded CW-modules
Hi (h
∗,L)∼=
⊕
cF=a+i
(La ⊗Λ
ih∗)F
and
dim
(
Exti (∆c (F ),L)
)
= dim
(
HomCW (F,Hi (h
∗,L)
)
.
This completes the proof of Theorem 1.3.
4. THE POLYNOMIAL REPRESENTATION OF THE CYCLOTOMIC RATIONAL CHEREDNIK ALGEBRA
4.1. Here we specialize to the case of the cyclotomic reflection groups. We refer the reader
especially to [Gri] for the facts we will need about intertwining operators.
4.2. The monomial groups. For the remainder of the paper we will focus on one particular
class of reflection groups. The group G(ℓ,1,n) consists of all n by n matrices with exactly one
non-zero entry in each row and each column, and such that the non-zero entries are ℓth roots
of 1. We fix ζ, a primitive ℓth root of 1, and will write ζi for the diagonal matrix with 1’s on
the diagonal except in position i , where ζ appears. Write si j for the transposition matrix in-
terchanging the i th and j th basis vectors. The group G(ℓ,1,n) contains ℓ conjugacy classes of
reflections: the class containing s12, and for each 1≤ k ≤ ℓ−1, the class containing ζk1 .
4.3. Parabolic subgroups ofG(ℓ,1,n). Let v ∈ h = Cn havem coordinates equal to zero. Some
of the non-zero coordinates may be equal to one another up to multiplication by ℓth roots of
one; bymultiplicationby the appropriate diagonalmatrices inG(ℓ,1,n)we assume that the first
m coordinates are zero, the next n1 are equal, the next n2 are equal, and so on, and that there
are no other equalities between any coordinates. The stabilizer of h is then the subgroup
G(ℓ,1,m)×Sn1×Sn2 ×·· ·×Snk ⊆G(ℓ,1,n)
with m+n1+ ·· · +nk = n. This shows that up to conjugacy, every proper parabolic subgroup
of G(ℓ,1,n) is of the form G(ℓ,1,m)× Sn1 × Sn2 × ·· · × Snk with 0 ≤ m ≤ n − 1 and (n1 ≥ n2 ≥
·· ·) a partition of n−m. There are inclusions between these governed by the merge order on
partitions. In particular, the maximal parabolic subgroups, up to conjugacy, are
G(ℓ,1,m)×Sn−m for 0≤m ≤ n−1.
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4.4. The cyclotomic rational Cherednik algebra. We will write c = (c0,d0,d1, . . . ,dℓ−1) for the
deformation parameter, with the conventions that
d0+d1+·· ·+dℓ−1 = 0 and d j = d j+ℓ
for all j ∈ Z (this determines d j for all j once d1, . . . ,dℓ−1 are fixed). We note that if ℓ = 2 then
setting d = d0 gives the usual type B parameter.
The cyclotomic rational Cherednik algebra Hc is generated by C[x1, . . . ,xn], C[y1, . . . , yn], and
the groupW =G(ℓ,1,n) subject to the relations w f w−1 =w · f for w ∈W and f ∈ C[x1, . . . ,xn]
or f ∈C[y1, . . . , yn],
yi xi = xi yi +1−c0
∑
1≤ j 6=i≤n
0≤r≤ℓ−1
ζri si jζ
−r
i −
ℓ−1∑
r=0
(dr −dr−1)ei r (4.1)
for 1≤ i ≤ n, where
ei r =
1
ℓ
ℓ−1∑
t=0
ζ−tr ζti
and
yi x j = x j yi +c0
ℓ−1∑
r=0
ζ−r ζri si jζ
−r
i (4.2)
for 1≤ i 6= j ≤ n.
4.5. Basic submodules of type E . The first type of submodule we will consider occurs for c0 =
j/k, where j and k are positive coprime integers with 2 ≤ k ≤ n. Let I be the (unique) non-
trivial submodule of the polynomial representation of the type Sk rational Cherednik algebra at
parameter c0 = j/k; the zero set of I is the origin. Applying Lemma 2.1 to a product of s copies of
Sk embedded inG(ℓ,1,n) gives a submoduleEs ofC[h], with Es ⊆ Es+1. Thoughwewill not need
or prove this here, these exhaust the non-trivial submodules of C[h] for c Weil generic subject
to c0 = j/k.
With c0 = j/k fixed as above, we will continute to write E1 ⊆ ·· · ⊆ E⌊n/k⌋ for the chain of non-
trivial submodules constructed above. Examining the construction shows that the zero set of
Es consists of those points x = (x1, . . . ,xn) that possess s disjoint blocks of k coordinates each
such that the ℓth powers of the coordinates in a given block are equal to one another. It is thus
a generalization of the k-equals arrangement (and this explains our choice of the notationE for
this type of submodule).
4.6. Non-symmetric Jack polynomials. Following [DuOp] we define
zi = yi xi +c0φi ,
where
φi =
∑
1≤ j<i
0≤k≤ℓ−1
ζki si jζ
−k
i .
The subalgebra t of Hc generated by z1, . . . ,zn ,ζ1, . . . ,ζn is commutative, and acts in an upper-
triangular fashion on C[h] = C[x1, . . . ,xn] with respect to a certain partial ordering of the basis
of monomials. Treating c0 as a formal variable for the moment, the eigenfunctions are polyno-
mials whose coefficients are rational functions of c0, and we write fµ ∈ C(c0)[x1, . . . ,xn] for the
eigenfunction with leading term equal to xµ = xµ11 · · ·x
µn
n . We refer to fµ as the non-symmetric
Jack polynomial of type G(ℓ,1,n). Dunkl and Opdam (Cor. 3.13 of [DuOp]) have observed the
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following relationship between these polynomials for ℓ = 1 and for ℓ arbitrary: writing gµ for
the ℓ= 1 version, we have
fℓµ = gµ(x
ℓ
1 , . . . ,x
ℓ
n) for all µ ∈Z
n
≥0. (4.3)
We will first describe the submodule structure of C[x1, . . . ,xn] in case ℓ = 1 (soW = Sn is the
symmetric group). We need a bit of notation. Fix coprime positive integers j and k with k ≥ 2.
For each integer s with 1≤ s ≤ ⌊n/k⌋, we divide n− (sk−1) by k −1 to obtain a quotient qs and
remainder rs defined by
n− (sk−1)= qs(k−1)+ rs with qs ,rs ∈Z≥0 and rs < k−1.
We define µs ∈ Zn
≥0 by
µs = (( j (s+qs))
rs , ( j (s+qs −1))
k−1, ( j (s+qs −2))
k−1, . . . , ( j s)k−1,0sk−1).
We also define a partition τs by
τs = (sk−1,(k−1)qs ,rs).
Now combining work of Dunkl [Dun2] (see also [Dun3]) and Etingof-Stoica [EtSt] as in [BGS]
we have the following description of the submodule structure of C[x1, . . . ,xn] when ℓ= 1:
Theorem 4.1. The non-symmetric Jack polynomial gµs has no pole at c0 = j/k, the non-trivial
submodules ofC[x1, . . . ,xn] at c0 = j/k are precisely Es for 1≤ s ≤ ⌊n/k⌋, we have Es =Hc ·gµs and
Es ⊆ Es+1 for 1≤ s ≤ ⌊n/k⌋−1. Moreover, the lowest weight space of Es is Sτ
s
, which is generated
as an Sn-module by gµs .
We observe that by (4.3) the CG(ℓ,1,n)-submodule generated by fℓµ = gµs (x
ℓ
1 , . . . ,x
ℓ
n) is iso-
morphic to the representation indexed by the ℓ-partition (τs ,;, . . . ,;). The next lemma is a
consequence of this fact, the preceding theorem, Theorem 3.3 from [BGS] and the formula
zi = yi xi +c0φi .
Lemma 4.2. Suppose c is a parameter with c0 = j/k. We have Es =Hc · fℓµs for all 1≤ s ≤ ⌊n/k⌋,
and the lowest weight space of Es isCG(ℓ,1,n)· fℓµs , which is isomorphic to theG(ℓ,1,n)-module
indexed by the multi-partition (τs ,;, . . . ,;). In particular, for any choice of parameter c, the
submodule E1 has the vector space basis
E1 =C{ fµ | µ is ( jℓ,k)-admissible}
4.7. Lattices. In this subsectionR is a principal ideal domainwith field of fractions F , L is a free
R-module of finite rank, andV = F ⊗R L. We regard L as a subset of h via the inclusion ℓ 7→ 1⊗ℓ
for ℓ ∈ L.
Lemma 4.3. LetW ⊆V be a subspace and define M =W ∩L. Then
(a) The canonical map F ⊗R M→W given by f ⊗m 7→ f m is an isomorphism.
(b) M is a free R-module of rank equal to the dimension of W .
Proof. For each w ∈W there is some r ∈ R such that rw ∈ L. Thus the map in (a) is surjective.
It is also injective since F is a flat R-module, proving (a) (this part uses only that R is an integral
domain). For (b), we observe that M ⊆ L is free since submodules of free R-modules are free,
and by (a) its rank is the dimension ofW . 
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4.8. Basic submodules of type Z . We will use the previous lemma together with the theory
of non-symmetric Jack polynomials to describe a collection of submodules that we conjecture
generate the lattice of submodules of ∆c (triv). Let R = C[c] be the polynomial ring in one vari-
able c and let F = C(c) be its field of fractions. We fix d0, . . . ,dℓ−1 ∈ F with d0+ ·· · +dℓ−1 = 0.
We will write HF = F ⊗H(W ,V ), ∆F (triv), etc... for the base change to F corresponding to the
choice of parameters d0, . . . ,dℓ−1 and c0 = c generic. Similarly, HR , ∆R (triv), etc... denote the
base change to R .
We now define certain R-submodules of ∆R(triv), which will turn out to be HR-stable along
certain hyperplanes in the parameter space. Given integers k andmwith k > 0 and 0≤m ≤ n−1
we put
Wk,m = F { fµ | µ
−
m+1 ≥ k}
and
Mk,m =Wk,m ∩∆R (triv).
By Lemma 4.3 applied to each graded piece of the standard module, Mk,m is a free graded R-
module of graded rank equal to the graded dimension ofWk,m .
Suppose now that the parameters satisfy
d0−d−k +ℓmc0 = k and k 6= 0 mod ℓ.
In this case [Gri] showsWk,m is an HF -stable subspace and henceMk,m is an HR-submodule of
∆R(triv). Given a further specialization of c0 to a complex number,we will write Zk,m =C⊗Mk,m
for the specialization ofMk,m , which is an Hc-submodule of C[h] of graded dimension equal to
the graded dimension ofWk,m . Suppose that the parameters c are (Weil) generic subject to the
equation
d0−d−k +ℓmc0 = k and k 6= 0 mod ℓ.
In this case, by Theorem 7.5 of [Gri2] , there is a unique non-trivial submodule of C[h], and
it follows that Zk,m is this unique non-trivial submodule. In particular, when m = n − 1 the
quotient ofC[h] by Zk,n−1 is finite dimensional and hence the zero set of Zk,n−1 is just the origin
0 ∈ h.
On the other hand, using Lemma 2.1 we can construct a non-trivial submodule of C[h] from
the non-trivial submodule of the polynomial representation of Hc (G(ℓ,1,m+1). It follows that
the zero set of Zk,m is the set of points x ∈Cn with at leastm+1 zeros amongst the coordinates
x1, . . . ,xn (this is our reason for using the letter Z ).
4.9. The submodule structure of E1. In Lemma 4.2 we observed that the submodule E1 is al-
ways t-diagonalizable. Suppose that
d0−d−p +ℓmc0 = p
for integers p andm with p > 0,m ≥ 0, and p 6= 0 mod ℓ. Then the vector space
Z ′p,m =C{ fµ | µ is ( jℓ,k)-admissible and µ
−
m+1 ≥ p}
is anHc-submodule of E1. By applying exactly the same argument as in Theorem7.5 from [Gri2]
it follows that its submodule lattice is generated by the submodules Z ′p,m where p > 0 andm ≥ 0
are integers such that the equation
d0+d−p +ℓmc0 = p
holds. In particular:
SUBSPACE ARRANGEMENTS AND CHEREDNIK ALGEBRAS 21
Theorem 4.4. Suppose c0 = j/k for positive coprime integers k and j with k ≥ 2. The socle S of
C[h] has vector space basis
S =C{ fµ | µ
−
m+1 ≥ p if d0−d−p +ℓmc0 = p, p 6= 0mod ℓ, and µ is (ℓ j ,k)-admissible}.
Next we prove the following more precise version of Theorem 1.2:
Theorem4.5. Suppose ℓ≥ 2 and c satisfies the conditions frompart (d) of Theorem1.6, so that in
particular c0 = 1/k and d0−dℓ−1+ℓmc0 = 1withm minimal. Then the socle of C[h] is E1∩Z1,m ,
the ideal of the union Xk,ℓ,n ∪Ym+1,n , with vector space basis
E1∩Z1,m =C{ fµ | µ
−
m+1 ≥ 1 and µ is (ℓ,k)-admissible}.
If moreover the inequalities
d0−d−p +ℓm
′c0 < p
hold for all pairs (m′,p) as in (d) of Theorem 1.6 with 0< p < ℓ then the socle is unitary.
Proof. For a generic choice of parameter c satisfying the equation c0= j/k and d0−d−p+ℓmc0 =
p, we have also
d0−d−p +ℓ(m+xk)c0 = p+x jℓ
for all x ∈ Z, but no other equations relevant for the submodule structure of E1 hold. Thus
for such a choice of parameter, the lattice of submodules of E1 is generated by those of the
form Z ′
p+x j ,m+xk . Notice that if µ ∈ Z
′
p,m then µ
−
m+1 ≥ p and µ is ( jℓ,k)-admissible, implying
µ−
m+1+k ≥µ
−
m+k
≥µ−m+1+ℓ j ≥ p+ℓ j . Hence we have Z
′
p,m ⊆ Z
′
p+ jℓ,m+k . Wemay andwill assume
m ≥ 0 is minimal among all such equations that hold with positive p. Thus the only non-trivial
submodules of E1 are among the submodules in the chain
Z ′p,m ⊆ Z
′
p+ jℓ,m+k ⊆ Z
′
p+2 jℓ,m+2k ⊆ ·· · .
Suppose now that j = p = 1 and 0≤m ≤ k−2 in the above. Z1,m is the ideal of the set Ym+1,n of
points with at leastm+1 zeros amongst their coordinates and E1 is the ideal of the set Xk,ℓ,n of
points such that some k coordinates’ ℓth powers are equal. The intersection E1∩Z1,m is strictly
smaller than E1 (here we use m ≤ k − 2) and not zero, and hence must be equal to one of the
Z ′1+xℓ,m+xk for x ∈ Z≥0. We claim x = 0. Otherwise, there is a non-symmetric Jack polynomial
fℓµ ∈ E1∩ Z1,m for some partition µ such that the last k −1 coordinates of µ are zero. But the
ideal Z1,m is the monomial ideal generated by the squarefree monomials of the form xν with ν
consisting of n−m entries 1 and the rest 0. Thus Z1,m is equal to the span of those monomials
xν in which there are at least n−m positive entries. In particular, the leading term xℓµ of fℓµ is
not in Z1,m (since µ has only n− (k−1)< n−m positive entries), contradicting fℓµ ∈ Z1,m . Thus
Z ′1,m = Z1,m∩E1 for generic parameters c such that c0 = 1/k and d0−dℓ−1+ℓmc0 = 1, and hence
for all such choices of parameters.
Now suppose that the parameter c satisfies the conditions from (d) of Theorem 1.6. Then
arguing as in [Gri2] shows that the submodule Z ′1,m is simple and hence equal to the socle. This
proves the first assertion of the theorem, and the assertion about unitarity is proved along the
same lines. 
With this descriptionof E1∩Z1,m in hand, we will deduce amore precise version of Theorems
1.1 and 1.2 for ℓ> 1 orm = 0. We write λ for the ℓ-partition λ= (λ0,;, . . . ,;,λ1) with λ0 and λ1
as in the introduction. There is a unique lowest degree occurrence of Sλ in C[x1, . . . ,xn], which
is spanned by the Garnir polynomials fT .
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Theorem 4.6. Suppose ℓ≥ 2. The ideal E1∩Z1,m is generated by its lowest degree homogeneous
piece, which is isomorphic to Sλ as a G(ℓ,1,n)-module and is the unique lowest-degree occur-
rence of Sλ in C[h]. This lowest-degree occurrence of Sλ has a vector space basis consisting of the
(generalized) Garnir polynomials fT as T ranges over all standard Young tableaux of shape λ.
Proof. We first observe that (for any group W ) the socle, being a simple module for Hc , is
generated as a C[h]-module by its lowest degree homogeneous piece. Next, examining the t-
eigenvalues of the fµ’s in this lowest degree piece, the formula zi = yi xi + c0φi allows one to
compute the φi -eigenvalues of the fµ’s, and a direct calculation then shows that this lowest
degree homogeneous piece is isomorphic to Sλ as a CG(ℓ,1,n)-module. By degree considera-
tions this is the unique lowest occurrence of Sλ in C[h], and it therefore has vector space basis
consisting of the Garnir polyomials. 
Finally we complete the proof of Theorems 1.1 and 1.2 by deducing the case ℓ = 1 from
the case ℓ = 2 proved above. We recall that in this paper we use the notation fµ for the non-
symmetric Jack polynomial for the groupG(ℓ,1,n) and gµ for the classical non-symmetric Jack
polynomial, related by the formula
fℓµ = gµ(x
ℓ
1 , . . . ,x
ℓ
n). (4.4)
Theorem 4.7. Let I be the ideal of the set Xk,1,n ∪Ym+1,n . As a vector space I has basis
I =C{gµ | µ
−
m+1 ≥ 1 and µ is (1,k)-admissible}.
Moreover I is generated by its lowest degree homogeneous piece, which is spanned by the polyno-
mials fT where T ranges over all standard Young tableaux on λ.
Proof. To distinguish between the Sn situation and theG(ℓ,1,n) situation we write C[x1, . . . ,xn]
for the polynomial representation of the G(ℓ,1,n) Cherednik algebra, and C[y1, . . . , yn] for the
polynomial representation of the Sn Cherednik algebra. We consider the map s : Cn → Cn that
squares the coordinates, defined by
s(a1, . . . ,an)= (a
2
1, . . . ,a
2
n).
We have s(Xk,1,n ∪Ym+1,n)= Xk,2,n ∪Ym+1,n . The inducedmap on coordinate rings
s∗ :C [y1, . . . , yn]→C[x1, . . . ,xn] with yi 7→ x
2
i
is injective, and s∗(I )= E1∩Z1,m ∩C[x21 , . . . ,x
2
n]. The first assertion of the theorem now follows
from the relationship (4.4) between the classical Jack polynomials and the G(2,1,n) version.
The fact that I is generated by its lowest degree homogeneous piece may be verified as follows:
use the intertwining operators as in [Gri] to see that the ideal
C{ fµ | µ
−
m+1 ≥ 1 and µ is (2,k)-admissible}⊆C[x1, . . . ,xn]
is generated by its lowest degree piece, which then implies the same fact for I by using the
(Z/2)n grading. Finally, the ℓ = 2 version of the polynomials fT generate the ℓ = 2 version of
I , and again using the (Z/2)n-grading shows that the same thing is true for the ℓ = 1 version
(though these are not linearly independent in general). 
Proof. (Of Theorem 1.6) Now we will complete the proof of Theorem 1.6. Assuming that the
conditions from (d) hold, Theorem 4.5 proves that the socle is the ideal of Xk,n ∪Ym+1,n . The
cases (a), (b), and (c) are similar but easier. We suppose the socle S is a radical ideal. If its zero
setV is all of Cn , then we are in case (a) of the theorem, and [DuOp] implies that the conditions
on the parameter stated there hold. Otherwise, V must contain some stratum, with stabilizer
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group that wemay assume isG(ℓ,1,m)×Sn1×·· ·×Snr for certain integersm and n1, . . . ,nr with
m+n1+·· ·+nr = n.
Case 1. We have c0 = j/k for some coprime positive integers j and to k ≥ 2. By Theorem 4.4
the socle has basis
S =C{ fµ | µ
−
m+1 ≥ p if d0−d−p +ℓmc0 = p, and µ is (ℓ j ,k)-admissible}.
If the socle is the ideal of Xk,ℓ,n then this implies the parameters are as in case (b) of Theorem
1.6. Otherwise the socle must be smaller, or in other words, its zero set must be larger than
Xk,ℓ,n . Hence its zero set must be Xk,ℓ,n ∪Ym+1,n for some 0 ≤m ≤ k −2, and by Theorems 4.4
and 4.5 the parametersmust be as in (d) of Theorem 1.6.
Case 2. c0 is not of the form c0 = j/k for coprime positive integers j and k ≥ 2. Then by [BeEt]
the zero set V of the socle is V = Ym+1,n for some 0 ≤m ≤ n−1, and the socle is therefore the
ideal of Ym+1,n . By Feigin’s theorem we have d0−dℓ−1+ℓmc0 = 1 andm is minimal among all
0≤m′ ≤ n−1 such that there exists a positive integer p not divisible by ℓwith
d0−d−p +ℓm
′c0 = p.
Suppose therefore that such an equation
d0−d−p +ℓm
′c0 = p
holds for somem′ ≥m and p > 1. Ifm′ =m then Zp,m ( Z1,m is Hc-stable and hence contains
the socle, contradiction. Otherwisem′ >m. In this case the equations
d0−dℓ−1+ℓmc0 = 1 and d0−d−p +ℓm
′c0 = p
both hold. For generic choices of c0, this implies that the socle is strictly smaller than the ideal
of Ym+1,n , hence it is so for all choices of c0, contradiction. The parametersmust therefore be in
case (c) of Theorem 1.6. 
Finally, we state two conjectures and one question on the submodule structure of the poly-
nomial representation.
Conjecture 4.8. With the notation as above, we have Z ′p,m = Zp,m ∩E1.
This would be implied by the second conjecture, which is much stronger:
Conjecture 4.9 (EZ submodule conjecture). Suppose c0 = j/k with k and j relatively prime pos-
itive integers, and 2 ≤ k ≤ n. The lattice of submodules of C[h] is generated by the submodules
E1 ⊆ ·· · ⊆ E⌊n/k⌋ together with those Zp,m such that
d0−d−p +ℓmc0 = p.
The evidence for this conjecture is as follows: it is true for parameters c0 that are not of the
form c0 = j/k for positive coprime integers j and k with 2 ≤ k ≤ n−1 and it is true for generic
parameters c subject to the condition c0 = j/k. We hope that the submodule structure is then
determined by this behavior in codimension 1,as is the case in other problems of a Lie-theoretic
flavor. The evidence against the conjecture: it would imply that there are only finitelymany sub-
modules of the polynomial representation, but it is easy to find examples of standard modules
in category Oc with infinitely many submodules (obviously we do not have an example of this
behavior for the polynomial representation of typeG(ℓ,1,n)).
If the conjecture is true, it gives hope for solving a problem posed by Dunkl, de Jeu, and
Opdam [DJO]: determine the singular polynomials for the group G(ℓ,1,n). Each irreducible
space of singular polynomials arises as the lowest weight of some submodule (thought not every
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submodule is generated by singular polynomials, and different submodulesmay have the same
lowest degree subspace).
Question 4.10. For which pairs (W ,c) is the submodule lattice of the polynomial representation
of Hc (W ,h) finite?
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