In this paper we introduce the incremental assignment problem. In this problem, a new pair of vertices and their incident edges are added to a weighted bipartite graph whose maximum weighted matching is already known, and the maximum weighted matching of the extended graph is sought. We propose an O(|V | 2 ) algorithm for the problem.
newer algorithms are not suitable for an incremental version of the problem. The goal of this paper is to present an algorithm for the incremental assignment problem without imposing any restriction on the weights.
To the best of our knowledge there exists no reference work on the incremental assignment problem, which can be described as follows:
Given a weighted bipartite graph and its maximum weighted matching, determine the maximum weighted matching of the graph extended with a new pair of vertices, one on each partition, and weighted edges connecting these new vertices to all the vertices on their opposite partitions.
The incremental assignment problem can be solved with an algorithm of the ordinary assignment problem. However, such an approach does not use already known information about the maximum weighted matching of the subgraph with only one less pair of vertices of the given bipartite graph (i.e., the maximum-weighted-matched part of the bipartite graph). In this paper, we propose a novel algorithm, based on the Kuhn-Munkres algorithm, that utilizes the given maximum weighted matching of the maximum-weightedmatched part of the bipartite graph in order to determine the maximum weighted matching of the whole (extended) bipartite graph with O(|V | 2 ) complexity. We will use the descriptions and terminology of [3] throughout the paper.
Preliminaries
A bipartite graph G = (V, E) is an undirected graph whose vertices are divided into two disjoint sets (partitions) X and Y (i.e. V = X ∪Y and X ∩Y = ∅) and no edge connects vertices in the same partition (i.e. E ⊆ X × Y ). A matching M is a subset of the edges E (M ⊆ E), such that every vertex can be incident to only one edge in the matching. A matching saturates a vertex a if some edge of M is incident with a; otherwise vertex a is unsaturated. If every vertex of G is saturated, then the matching is perfect.
In this paper, we are interested in matching in weighted bipartite graphs with same-sized partitions (|X| = |Y |). Unless otherwise stated, we will use the term bipartite graph to represent this kind of weighted bipartite graph. The weight of the matching is the total weight of the edges in the matching. In the assignment problem, maximum-weighted perfect matching is sought in bipartite graphs.
An augmenting path A in a graph with matching is a path that starts and ends with unmatched edges and alternates between matched and unmatched edges.
The matching edges form the set M (A). If a path starts with an unmatched edge, but ends with a matched edge, then it is called an alternating path. All alternating paths originating from the same unmatched vertex form a tree, which is grown from its matched leaves by a pair of unmatched and matched edges, respectively, when it is executed. Such trees are known as Hungarian trees.
A weighted bipartite graph G = (X ∪ Y, X × Y ) having partitions with size V can be represented by a weight matrix W of size V × V . In the weight matrix, rows correspond to the X partition and columns correspond to the Y partition of vertices. Each entry W ij represents the weight of the edge between the vertices X i and Y j .
Feasible vertex labeling l is defined on the vertices of both partitions of the bipartite graph as follows:
The subgraph corresponding to the feasible vertex labeling l defined by the edges satisfying the following equality is called the equality subgraph G l :
This means that the edges whose weights are equal to the sum of the labels of their end vertices and of their incident vertices form the equality subgraph G l .
The Algorithm
Our algorithm for the incremental assignment problem adds a new pair of vertices to the maximum-weighted-matched bipartite graph whose feasible vertex labeling is also given, together with the maximum weighted matching. Then, it assigns any feasible labeling to the newly added pair of vertices and, by using this labeling, determines the maximum weighted matching of the whole extended bipartite graph. Our algorithm is adopted from the Kuhn-Munkres algorithm, which produces the feasible vertex labeling of the vertices together with the maximum weighted matching. Similarly, our algorithm also generates the new feasible vertex labeling of the extended graph while producing the maximum weighted matching.
When the maximum-weighted-matched graph is extended with a new pair of vertices, this extension is reflected in the form of a new weight matrix by adding a new row and a new column to the previous weight matrix as the (V + 1)st row and column corresponding to the edges incident to the new vertices.
A detailed description of our algorithm is as follows:
Input: The extended bipartite graph G, its (V + 1) × (V + 1) weight-matrix W , a feasible vertex labeling l of the first V vertices for both partitions such that it corresponds to the equality subgraph that contains the maximum weighted matching among the first V vertices, and this maximum weighted matching M * V among the first V vertices of the partitions.
Output: Maximum weighted matching M * V +1 and the updated labels l of the vertices of the extended bipartite graph.
Incremental Assignment Algorithm:
(1) Determine a feasible vertex labeling of the extended weight matrix by using the feasible vertex labelings for the maximum-weighted-matched subgraph, and by choosing labels for the new vertices, such that the feasible vertex labeling constraints are satisfied for the new row and the new column. This is done by using the following equations:
The equality subgraph that corresponds to this labeling contains all matching edges of the maximum weighted matching of the first V pair of vertices. Thus, if an edge between the two new vertices is in the equality subgraph, then add this edge to the current matching, and stop. Otherwise, two new vertices, one on each partition, are the only unsaturated vertices of the equality subgraph. (2) On the equality subgraph G l , using the matching M * V grow a Hungarian tree rooted at the new (unsaturated) vertex, of the partition X (called U ). While growing the Hungarian tree, include all the vertices encountered in X (including U ) into S and all the vertices encountered in partition Y into T . (3) If an augmenting path A is found, interchange matched and unmatched edges in the augmenting path. We call this interchanged path A . Then determine the new matching by increasing the cardinality by one as follows:
represents the maximum weighted matching of the extended bipartite graph. The algorithm stops.
(4) If a Hungarian tree is obtained and no augmenting path is found, revise the labeling l in order to preserve all the matching edges in G l , while adding new edges from S to Y − T . As in the Kuhn-Munkres algorithm, labeling is revised by decreasing the total summation of the labels, which is also equivalent to the maximum weight matching when perfect matching exists in the graph. During the revision of the labels, the labels of the nodes in S are decreased by the smallest possible amount which will add at least one edge between S and Y − T . At the same time, the labels of the nodes in T are increased by the same amount in order to preserve all the current matchings between S and T . Adding such edges will potentially increase the chance of producing an augmenting path. This is achieved as follows: (a) Determine the smallest possible change in labels:
Direct implementation of the calculation of λ l requires O(|V |
2 ) time. However, this calculation can be done more efficiently if for every vertex in Y − T , an edge with the smallest slack is kept as follows:
Then, λ l can be calculated as:
Revise the feasible labelings using the change:
otherwise (5) Go to step 2 to search for an augmenting path with the new equality subgraph defined by the new labelings.
Theorem 1 (Correctness of the algorithm) The Incremental Assignment Algorithm determines the maximum weighted matching of the extended bipartite graph with size (V + 1) × (V + 1).
Proof: When the maximum-weighted-matched bipartite graph is extended with a new pair of vertices, a feasible vertex labeling for the extended bipartite graph can be determined by using the labelings on the maximum-weightedmatched part of the graph and by choosing labels for the new vertices such that the feasible labeling constraints are satisfied. With these labelings all the matched edges will be in the equality subgraph. Also, if there is no edge between the new pair of vertices, then these two vertices will be the only unmatched vertices in the equality subgraph. Since there is only a single unmatched vertex pair, one on each partition respectively, it is possible to find only a single augmenting path in the equality subgraph. Therefore, the cardinality of the matching must only be incremented by one by inverting the matchings/unmatchings of the edges on the augmenting path when it is discovered. As a result, finding and inverting the augmenting path yields a perfect matching. If the equality subgraph has a perfect matching, then it is the maximum weighted matching (see the related theorem 2 in [3] , which refers to [6, 19, 23] ). If the augmenting path is not discovered with the current feasible vertex labelings, then labels must be modified in order to grow the Hungarian tree (note that there is only a single Hungarian tree rooted at the unmatched vertex of one partition). Since each time the labels are modified as described in the algorithm, alternating paths of the Hungarian tree are extended at least by one edge (see the description of Hungarian method in [3] ) and eventually an augmenting path that starts with the only unmatched vertex in one partition and ends with the only unmatched vertex in the other partition will be discovered. That equality subgraph will include the perfect matching and, thus, it is the maximum weighted matching of the bipartite graph. Proof: In the first step of the algorithm the feasible vertex labeling of the new vertices are determined. As is seen in the algorithm, choosing the feasible vertex labeling for the new row and the new column can be done simply by performing a linear scan, so it has O(|V |) complexity. In the proof of the theorem given above, it was shown that discovering only one augmenting path is sufficient for completing the execution of the algorithm. Therefore, the main iteration is the relabeling of the vertices in order to extend the Hungarian tree to seek an augmenting path. The feasible vertex labeling modifications always grow the Hungarian tree by at least one vertex from each partition. Thus, in the worst case, after V iterations it will be possible to obtain the augmenting path. In each iteration, finding the minimum slack and growing the Hungarian tree with the newly introduced edges on the equality subgraph requires O(|V |) operations by using the proper data structure described in the algorithm (proposed by [21] ). The computation of these slack values for the first time requires O(|V | 
Example
Consider the 4 × 4 weighted bipartite graph described by its weight matrix as follows:
Assume that we are given the assignment among the first 3 vertices, which corresponds to the diagonal elements of the weight matrix. The last row and column correspond to the newly added vertex pairs. First, feasible labels are assigned to X 4 and Y 4 as shown above. Then, an augmenting path will be determined that yields an assignment on the weighted bipartite graph that was extended by the vertex pair.
In Figure 1 , the weight matrix, the feasible vertex labelings of its vertices, the S and T sets, corresponding to the Hungarian tree rooted at vertex X 4 , are shown. The equality subgraph obtained from the weight matrix and the feasible vertex labeling is shown in Figure 2 .
As seen in Figures 1 and 2 , X 4 and Y 4 are the only unsaturated vertices and there is no augmenting path in the equality subgraph. Figure 3 depicts the new labelings on the weight matrix after labels are revised using λ l which is obtained from the previous labeling. Also, Figure 4 shows the equality subgraph corresponding to the new labeling, which includes an augmenting path. The augmenting path is shown in bold. It is inverted to increase the cardinality of the matching by one and this produces a perfect matching, which also corresponds to the maximum-weighted matching (i.e., the assignment) of the extended bipartite graph.
• Circled edges represent the equality subgraph.
• Matching edges are marked in bold.
• S and T mark the corresponding set of vertices.
• λ l increment/decrement values are indicated by (+1)/(−1) Fig. 1 . Situation before the first iteration of the algorithm: Weight Matrix 
Conclusion
In this paper, we proposed an O(|V | 2 ) algorithm for the incremental assignment problem. By using the same technique, the decremental assignment problem can also be solved. In the decremental assignment problem a pair of vertices, not necessarily connected with a matching edge, and their incident edges are removed from a weighted bipartite graph with a given assignment. Also, when an already maximum-weighted-matched bipartite graph with size V is extended with k new pairs of vertices, where k is much smaller than V Fig. 4 . Situation after the first iteration of the algorithm: Equality Subgraph (k << V ), the use of this incremental algorithm will be more efficient (which will take O(k|V | 2 ) time) compared with determining the full assignment from scratch by using a standard assignment algorithm (which will take O(|V | 3 ) time).
