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ABSTRACT
A new detection algorithm for uncoded multiple input-mul-
tiple output (MIMO) systems based on the complex version
of the sphere decoder (SD) is presented in this paper. The
algorithm performs a ﬁxed number of operations to detect
the symbols, independent of the noise level. The algorithm
achieves this by combining a novel channel matrix prepro-
cessing with a search through a small subset of the complete
receive constellation. Simulation results show it has only a
very small bit error ratio (BER) degradation compared to the
original SD while being suited for a fully-pipelined hardware
implementation due to its ﬁxed complexity.
1. INTRODUCTION
The use of multiple input-multiple output (MIMO) technol-
ogy has become the new frontier of wireless communications.
It enables high-rate data transfers and improved link qual-
ity through the use of multiple antennas at both transmitter
and receiver [1]. The optimum receiver for MIMO systems is
the maximum likelihood detector (MLD), but its exponential
complexity makes it unrealizable in practical systems when a
large number of antennas and higher order constellations are
used. The sphere decoder (SD) has been proposed as an al-
ternative, providing maximum likelihood (ML) performance
with reduced complexity [2]. Although its average complex-
ity is believed to be polynomial for small array sizes [3], the
actual complexity depends on the channel conditions and the
noise level, making it difﬁcult to integrate in an actual system
where data needs to be processed at a constant rate (i.e. ﬁxed
complexity).
Different methods have been proposed to reduce or limit
the complexity of the SD although most of them still have
a variable complexity depending on the channel conditions.
They can be classiﬁed in the following categories:
² Modiﬁcations of the algorithm to marginally reduce the
complexityrequiringadditionaloperationsorthecalcu-
lation of limiting thresholds [4]-[6].
² Simpliﬁcations of the algorithm for speciﬁc constella-
tion types [7].
² Application of the K-Best lattice decoder [8] (equiva-
lent to the sequential M-algorithm [9]).
² A combination of the SD and the K-Best lattice de-
coder [10].
The K-Best lattice decoder is the only one that provides a
ﬁxed complexity although it is considerably higher than the
complexity of the SD in order to guarantee a quasi-ML per-
formance. The other alternatives give a reduced complexity
thatisstillvariableandmakesthealgorithmarchitecturemore
complex for practical implementation.
In this paper, a new MIMO detector based on the complex
SDisproposedthatachievesquasi-MLperformanceinaﬁxed
number of operations. Thus, a parallel implementation of the
algorithm can be fully pipelined making it suitable for next-
generation wireless communication systems.
2. MIMO SYSTEM MODEL
The system model considered has M transmit and N receive
antennas, with N ¸ M, denoted as M £ N. The transmit-
tedsymbols aretakenindependentlyfrom aquadrature ampli-
tude modulation (QAM) constellation of P points forming an
M-dimensional complex constellation C of PM points. The
received N-vector, using matrix notation, is given by
r = Hs + v (1)
where s = (s1;s2;:::;sM)T denotes the vector of transmit-
ted symbols with E[jsij2] = 1=M, v = (v1;v2;:::;vN)T
is the vector of independent and identically distributed (i.i.d.)
complex Gaussian noise samples with variance ¾2 = N0 and
r = (r1;r2;:::;rN)T is the vector of received symbols. H
denotes the N £ M channel matrix where hij is the complex
transfer function from transmitter j to receiver i. The entries
of H are modelled as i.i.d. Rayleigh fading with E[jhijj2] = 1
and are perfectly estimated at the receiver.
Since the elements of H are i.i.d. complex Gaussian, H
has rank M and, therefore, the set fHsg can be considered as
the complex lattice ¤(H) generated by H. The detector pro-
posed here is directly applied to the complex lattice so that itcanbeusedforcomplexconstellationsdifferentfromQAMin
a similar way to [11]. In addition, avoiding the more common
real decomposition would result in a more efﬁcient hardware
implementation as shown for the SD in [12]. This new detec-
tor can also be applied to the real decomposition of the system
giving a similar performance and complexity trade-off.
3. FIXED-COMPLEXITY SPHERE DECODER (FSD)
The main idea of the SD is to reduce the computational com-
plexity of the MLD by searching over only those points of
the lattice that lie within a hypersphere of radius R around
the received signal [2], [13]. The value of the initial radius
R limits the number of points of the lattice searched, there-
fore reducing the complexity compared to the MLD. If the
Fincke-Pohst (FP) enumeration is used, the initial radius is se-
lected according to the noise variance per antenna, in order to
make sure that, at least, one points is found inside the hyper-
sphere [14]. On the other hand, if the Schnorr-Euchner (SE)
enumeration is used, the initial radius can be set to a very
large value without affecting the ﬁnal complexity of the algo-
rithm and removing the need for an estimate of the noise level
at the receiver [12], [15]. The SD search can be represented
by
^ sml = argfmin
s
kr ¡ Hsk2 · R2g (2)
where the presence of the initial radius has been mantained to
indicate the spherical nature of the search.
The sphere constraint in (2) can also be written, after ma-
trix decomposition and removal of constant terms, as
kU(s ¡^ s)k2 · R2 (3)
where U is an M £ M upper triangular matrix, with entries
denoted uij, obtained through Cholesky decomposition of the
Gram matrix G = HHH (or, equivalently, QR decomposi-
tion of H) and^ s = (HHH)¡1HHr is the unconstrained ML
estimate of s [11].
The solution of (3) can be obtained recursively starting
from i = M and working backwards until i = 1. For each
level, the constellation points si that satisfy
jsi ¡ zij2 ·
Ti
u2
ii
(4)
are selected as partial ML candidates, where
zi = ^ si ¡
M X
j=i+1
uij
uii
(sj ¡ ^ sj) (5)
and
Ti = R2 ¡
M X
j=i+1
u2
jjjsj ¡ zjj2: (6)
The points si on each level that satisfy (4) can be obtained
through direct calculation of the P jsi ¡ zij2 values or de-
composing the QAM constellation in concentric circles and
identifying the valid points in each circle as presented in [11].
When a new point is found inside the hypersphere (at i = 1)
the radius is updated with the new minimum Euclidean dis-
tance and the algorithm continues the search with the new
sphere constraint.
3.1. FSD Algorithm
From an implementation point of view, the SD has two main
drawbacks. Firstly, the detector complexity depends on the
noise level and the channel conditions and, secondly, the se-
quential nature of the search limits the performance and the
level of parallelism of a hardware implementation of the al-
gorithm. A new ﬁxed-complexity sphere decoder (FSD) is
proposed to overcome those two problems by searching, in-
dependently of the noise level, over only a ﬁxed number of
lattice points Hs, generated by a subset S ½ C, around the
received point r.
The algorithm makes use of the fact that the diagonal en-
tries of U, uii, are such that 2u2
ii are real-valued and have
a Chi-square (Â2) distribution with 2(N ¡ i + 1) degrees of
freedom and E[u2
ii] = N ¡ i + 1, with i = 1;:::;M, as
shown in [16] and references therein. Therefore, the diagonal
elements uii satisfy
E[u2
MM] < E[u2
M¡1M¡1] < ¢¢¢ < E[u2
11]: (7)
If we denote ni the number of candidates at level i that
satisfy (4), with 1 · ni · P, we obtain from (7) that
E[nM] ¸ E[nM¡1] ¸ ¢¢¢ ¸ E[n1]: (8)
Using the result in (8), the FSD assigns a ﬁxed number
of candidates, ni, to be searched per level independent of the
initialradius. Thiscanbeexplainedasfollows: whereasinthe
ﬁrst level, i = M, more candidates need to be considered due
to interference from the other levels, the decision-feedback
equalization (DFE) performed on zi and the increase in E[u2
ii]
reduces the number of candidates that need to be considered
in the last levels.
The total number of candidates whose Euclidean distance
is calculated is, therefore, NS =
QM
i=1 ni, where simulations
show that quasi-ML performance is achieved with NS ¿
PM, i.e. S is a very small subset of C. The ni candidates
on each level i are selected according to increasing distance
to zi, following the SE enumeration [15].
Fig. 1 shows a hypothetical subset S in a 4£4 system
with4-QAMmodulationwherethenumberofpointsperlevel
nS = (n1;n2;n3;n4)T = (1;1;2;3)T. In each level i, the
ni closest points to zi are considered as components of the
subset S.
A trade-off exists between the complexity and the per-
formance of the FSD. If more candidates are searched, the
performance will be closer to that of the original SD but the
required computational power will increase. That makes theroot
i=4  n4 = 3
i=3  n3 = 2
i=2  n2 = 1
i=1  n1 = 1
Ns = 1·1·2·3 = 6
-1-j -1+j 1-j 1+j
Fig. 1. Example of points s 2 S in a 4£4 system with 4-
QAM modulation
FSD suitable for reconﬁgurable architectures where the num-
ber of candidates can be made adaptive depending on the
MIMO channel conditions.
3.2. FSD Preprocessing of the Channel Matrix
A novelmethod is proposed for the preprocessing of the chan-
nel matrix in the FSD. It determines the detection ordering of
the signals ^ si according to the distribution of candidates, nS,
that is used in the receiver.
The FSD preprocessing iteratively orders the M columns
of the channel matrix. On the i-th iteration, considering only
the signals still to be detected, the signal ^ sk (the index k is
used to indicate that it does not necessarily coincide with the
index i) with the smallest post-detection noise ampliﬁcation,
as calculated in [17], is selected if ni < P. If ni = P, the
signal with the largest noise ampliﬁcation is selected instead.
The steps performed in every iteration are the following
(for i = M;:::;1):
1. The matrix H
y
i = (HH
i Hi)¡1HH
i is calculated, where
Hi = Hki+1 is the channel matrix with the columns
selected in previous iterations zeroed (represented by
the index vector ki+1).
2. The signal ^ sk to be detected is selected according to
k =
½
argfmaxj k(H
y
i)jk2g; if ni = P
argfminj k(H
y
i)jk2g; if ni 6= P
(9)
where (H
y
i)j represents the jth row of H
y
i with j 2
[1;M] ¡ fki+1g.
The following heuristic supports this ordering approach:
ifthemaximumpossiblenumberofcandidates, P, issearched
in one level, the robustness of the signal is not relevant to
the ﬁnal performance, therefore, the signals that suffer the
largest noise ampliﬁcation can be be detected in the levels
where ni = P.
Preprocessing of H
No ordering FSD ordering
mean std deviation mean std deviation
n1 1.0 0.0 1.0 0.0
n2 1.0069 9.2513£10
¡2 1.0005 2.3771£10
¡2
n3 1.0466 2.7643£10
¡1 1.0006 2.4598£10
¡2
n4 1.3896 9.9812£10
¡1 1.7326 1.3916£10
0
Table 1. Mean and standard deviation of ni for the SE-SD in
a 4£4 system with 16-QAM for different preprocessings of
H at Eb
N0 = 15dB
4. RESULTS
The performance and complexity of the FSD has been ob-
tained via Monte Carlo simulations for different constella-
tions and MIMO conﬁgurations. The main aim is to evalu-
ate its suitability for quasi-ML detection in a ﬁxed number
of operations in systems where the MLD is unfeasible due to
its complexity. The results have been obtained using 50,000
channel realizations with 200 uncoded symbols transmitted in
every channel realization.
A key aspect in the performance and complexity of the
FSD is the choice of the distribution of points nS. However,
the correlation between the values ni, due to the DFE per-
formed on zi, and the FSD ordering of the channel matrix
make it difﬁcult to obtain a close analytical expression for the
distribution of points. Simulations results have been used to
initiallyidentifyoptimumdistributionsandinfertheevolution
for different number of antennas and constellation orders.
Table 1 shows the mean and the standard deviation of
the number of points ni that need to be considered per level
to ﬁnd the ML solution in the SE version of the SD for a
4£4 system with 16-QAM. The results have been obtained
for a signal to noise ratio (SNR) per bit of 15 dB. The SD
without channel matrix ordering has been compared with the
FSD ordering applied to the SD. In the latter, the signal with
the largest noise ampliﬁcation is detected in the ﬁrst level,
i = M.
It can be seen that, in the FSD ordering, the mean and the
standard deviation of the number of points in the ﬁrst level,
n4, is higher than in the no ordering case. This is consistent
with the fact that the signal with the lowest quality is detected
in the ﬁrst level. On the other hand, for the subsequent lev-
els, the standard deviation is signiﬁcantly reduced, while the
mean is slightly reduced. From an implementation point of
view, the standard deviation results in Table 1 for the FSD
ordering indicate that, in the ﬁrst level, more points should
be checked in order to ﬁnd the ML solution. In addition, the
ordering presented in section 3.2 requires that all the constel-
lation points should be considered (nM = P), given that the
signal that suffers the largest noise ampliﬁcation is detected0 5 10 15 20 25 30
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Fig. 2. BER performance of the FSD as a function of the SNR
per bit for different distributions of points.
in that level. For the remaining levels (i 6= M), the reduction
in the standard deviation indicates that considering only one
point (ni = 1 for i 6= M) would give the ML solution with
higher probability than for the no ordering case.
In order to validate the previous reasoning, different simu-
lations have been run to compare the performance of the FSD
using different distributions of points with and without FSD
ordering. Fig. 2 shows the bit error ratio (BER) performance
of the FSD as function of the SNR per bit in a 4£4 system us-
ing 16-QAM compared to the ML performance provided by
the SD. The FSD checks a total of 16 points using the distrib-
utions nS1 = (1;1;1;16)T and nS2 = (1;1;2;8)T. With no
ordering of the channel matrix, the distribution nS2 yields a
better performance at low SNR, given that the noise level re-
quires more points to be checked in the levels where i 6= M.
At high SNR, the distribution nS1 gives a better performance
(with a cross over at Eb=N0 = 18 dB). In this case, due to the
low level of noise, it is more relevant to check all the points
in the ﬁrst level (to capture the cases with high power noise
samples) than to check additional points in the following lev-
els.
The performance has also been measured when the FSD
ordering is applied to the channel matrix. In both cases, the
signal with the largest noise ampliﬁcation is detected in the
ﬁrst level independently of the number of points checked. It
can be observed how the distribution nS2 has a worse perfor-
mance compared to the no ordering case. In that case, check-
ing only 8 points in the ﬁrst level is not sufﬁcient due to the
noise ampliﬁcation in that level. On the other hand, the FSD
ordering considerably improves the performance of the nS1
distribution, achieving quasi-ML performance. The FSD or-
dering yields a gain of 3.35 dB at a BER = 10¡3 when using
the distribution nS1 and provides the FSD with a diversity
order (i.e. slope of the BER curve) equal to that of the MLD.
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Fig. 3. BER performance of the FSD and the SD as a function
of the SNR per bit in a 4£4 system.
Fig. 3 shows the bit error ratio (BER) performance of the
FSD in a 4£4 system using 4-,16- and 64-QAM modulation.
Using the results presented above, the total number of points
searched in the FSD is NS = P for a P-QAM constellation
following the distribution nS = (1;1;1;P)T. This distribu-
tion has the additional advantage that the SE enumeration is
not necessary, further simplifying the receiver. The channel
matrix has been ordered using the FSD preprocessing, min-
imizing the BER for the selected distribution of candidates
nS. It can be observed that the FSD gives practically ML per-
formance independent of the SNR, especially for larger con-
stellations, by calculating only P Euclidean distances. The
performance curves for the K-Best lattice decoder have not
been included for clarity purposes. However, we have ob-
served that, for 16-QAM and at a BER=10¡3, the perfor-
mance degradation of the FSD compared to the SD is of 0.06
dB while the K-Best decoder (with K = 16) has a degrada-
tion of 0.015 dB.
The number of real ﬂoating point operations of the FSD
is shown in Fig. 4 where its ﬁxed nature can be observed.
The FSD is compared to the SE-SD with and without chan-
nel matrix ordering in a 4£4 system using 16-QAM mod-
ulation (vertical Bell Labs layered space time-zero forcing
(VBLAST-ZF) ordering used as in [13]). The 90-percentile is
plotted to indicate the number of operations required to per-
form the detection process in 90% of the cases. It can be
seen how only at high SNR is the number of operations of
the FSD slightly higher than of the SD. However, the ﬁxed
structure of the FSD would allow a fully-pipelined parallel
implementation of the algorithm achieving a higher through-
put (i.e. number of bits detected per second) compared to the
SD. The number of operations of the complex version of the
K-Best lattice decoder is also plotted where it can bee seen
that it suffers from a considerably higher ﬁxed complexity.0 5 10 15 20 25 30
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Fig. 4. Complexity of the search stage of the FSD and the
SE-SD as a function of the SNR per bit in a 4£4 system.
5. CONCLUSION AND FUTURE WORK
A new ﬁxed complexity MIMO detector has been proposed
that provides quasi-ML performance independent of the noise
level. The algorithm calculates the Euclidean distances of a
very small subset of points of the complete receive constel-
lation and uses a novel preprocessing method of the channel
matrix tailored to that subset. Its ﬁxed complexity makes it
a very suitable algorithm for hardware implementation and
integration in a complete wireless system where a minimum
throughput needs to be guaranteed.
The analysis of the FSD and the required distribution of
points for larger systems and a real-time hardware implemen-
tationofthisalgorithmarethemainsubjectsofongoingwork.
6. ACKNOWLEDGEMENT
The authors would like to thank Alpha Data Ltd., company
that partially sponsors this research.
7. REFERENCES
[1] G. J. Foschini, “Layered space-time architecture for wireless
communication in a fading environment when using multi-
element antennas,” Bell Labs Technical Journal, pp. 41–59,
Oct. 1996.
[2] E. Viterbo and J. Boutros, “A universal lattice code decoder for
fading channels,” IEEE Trans. Inform. Theory, vol. 45, no. 5,
pp. 1639–1642, July 1999.
[3] B. Hassibi and H. Vikalo, “On the expected complexity of
sphere decoding,” in Proc. 35th Asilomar Conference on Sig-
nals, Systems and Computers, vol. 2, Monterey, CA, Nov.
2001, pp. 1051–1055.
[4] L. Brunel, “Multiuser detection techniques using maximum
likelihood sphere decoding in multicarrier cdma systems,”
IEEE Trans. Wireless Commun., vol. 3, no. 3, pp. 949–957,
May 2004.
[5] Z. Guo and P. Nilsson, “Reduced complexity Schnorr-Euchner
decoding algorithms for MIMO systems,” IEEE Commun.
Lett., vol. 8, no. 5, pp. 286–288, May 2004.
[6] W. Zhao and G. B. Giannakis, “Sphere decoding algorithms
with improved radius search,” IEEE Trans. Commun., vol. 53,
no. 7, pp. 1104–1109, July 2005.
[7] Z. Safar, W. Su, and K. R. Liu, “Fast sphere decoding of
space-frequency block codes via nearest neighbor signal point
search,” in Proc. 5th European Wireless Conference (EW ’04),
vol. 1, Barcelona, Spain, Feb. 2004.
[8] K. wai Wong, C. ying Tsiu, R. S. kwan Cheng, and
W. ho Mow, “A VLSI architecture of a K-best lattice decod-
ing algorithm for MIMO channels,” in Proc. IEEE Interna-
tional Symposium on Circuits and Systems (ISCAS ’02), vol. 3,
Scottsdale, AZ, May 2002, pp. 273–276.
[9] J. B. Anderson and S. Mohan, “Sequential coding algorithms:
A survey and cost analysis,” IEEE Trans. Commun., vol. 32,
no. 2, pp. 169–176, Feb. 1984.
[10] J. Tang, A. H. Tewﬁk, and K. K. Parhi, “Reduced complexity
sphere decoding and application to interfering IEEE 802.15.3a
piconets,” in Proc. IEEE International Conference on Com-
munications (ICC ’04), vol. 5, Paris, France, June 2004, pp.
2864–2868.
[11] B.M.HochwaldandS.tenBrink, “Achievingnear-capacityon
a multiple-antenna channel,” IEEE Trans. Commun., vol. 51,
no. 3, pp. 389–399, Mar. 2003.
[12] A. Burg, M. Borgmann, M. Wenk, M. Zellweger, W. Ficht-
ner, and H. B¨ olcskei, “VLSI implementation of MIMO detec-
tion using the sphere decoding algorithm,” IEEE J. Solid-State
Circuits, vol. 40, no. 7, pp. 1566–1577, July 2005.
[13] M. O. Damen, H. E. Gamal, and G. Caire, “On maximum-
likelihood detection and the search for the closest lattice
point,” IEEE Trans. Inform. Theory, vol. 49, no. 10, pp. 2389–
2402, Oct. 2003.
[14] U. Fincke and M. Pohst, “Improved methods for calculating
vectors of short length in a lattice, including a complexity
analysis,” Mathematics of Computation, vol. 44, no. 170, pp.
463–471, Apr. 1985.
[15] C. P. Schnorr and M. Euchner, “Lattice basis reduction: Im-
proved practical algorithms and solving subset sum problems,”
Mathematical Programming, vol. 66, pp. 181–199, 1994.
[16] A. M. Tulino and S. Verd´ u, Random Matrix Theory and Wire-
less Communications. Hanover, MA: Now Publishers, 2004,
p. 22.
[17] P. W. Wolniansky, G. J. Foschini, G. D. Golden, and R. A.
Valenzuela, “V-BLAST: An architecture for realizing very
high data rates over the rich-scattering wireless channel,” in
Proc. URSI International Symposium on Signals, Systems and
Electronics (ISSSE ’98), Atlanta, GA, Sept. 1998, pp. 295–
300.