A major problem in reviewing the published results of different epidemiologic studies of the relation between a quantitative variable and the risk of disease is that the results are presented in many different ways. The purpose of this paper is to exemplify methods by which results expressed either as risks (or rates) according to quantile groups of the quantitative variable or as results derived from a logistic regression analysis can be reexpressed in a uniform manner, as a mean difference in the quantitative variable between the cases of disease and the other subjects in the study. An important assumption of the methods is that the quantitative variable has an approximately normal distribution, and a way of investigating the appropriateness of this assumption is given. The methods can be applied to both prospective and case-control studies and are exemplified by a number of studies of serum albumin concentrations and mortality. In some applications, these methods can be used as a precursor to formal meta-analysis, for example, when differential control of potential confounding factors is not a problem. At the least, the methods can be useful either in quantitatively reviewing published studies before undertaking new research or in putting the results of a new study into the context of previously published ones. Am J Epidemiol 1996;144:610-21. epidemiologic methods; logistic models; meta-analysis; regression analysis; risk; serum albumin Summarizing the results of published studies is an important part of any research and moreover provides the essential ingredients for formal meta-analysis (1). However, to achieve an effective review of different studies, a consistent presentation of their results is necessary. When the interest is in the relation of a continuous variable to the risk of a particular disease, many different methods of presentation may be used. The purpose of this paper is to exemplify some ways in which different methods of presentation may be transformed into a common one that can then form the basis for quantitative comparisons between studies. Although diere has been work in this area focusing on qualitative or categorical variables (1), there has been little discussion relevant to continuous variables.
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As an illustration, we consider studies of the relation between albumin levels and subsequent mortality, a topic of current scientific interest. However, the problem that is presented to a reviewer is illustrated in table 1, which gives details of nine relevant studies (2) (3) (4) (5) (6) (7) (8) (9) (10) , identified primarily by a Medline search. All of the studies are observational, with most being prospective cohort studies and the others, nested case-control studies. Although the principal aim of these studies is identical, namely to describe the relation between serum albumin and subsequent mortality, different methods of presentation were used in different publications. Some studies presented crude numbers of deaths, mortality rates, or relative risks in groups defined according to serum albumin concentration. Different studies used between three and six groups, some using equally sized groups and others not. These studies, except two (8, 9) , also expressed the risk relation in another way, either as a logistic regression coefficient (or equivalently an odds ratio for a given increment in serum albumin) or as the mean difference in serum albumin concentrations between those subjects who died and those who survived. The logistic regression coefficients were in fact always adjusted for a number of confounding factors, but inevitably different confounding factors were used in different studies (see table 1 footnotes). Furthermore, standard errors for either the logistic regression coefficients or the mean differences were not always available, although sometimes a statement about the p value (e.g., nonsignificant or/? < 0.001) was given.
The task of summarizing these studies in a consistent manner thus appears formidable. In this paper, we show how results expressed in quantile groups or as logistic regression coefficient can be reexpressed as a mean difference between those subjects who died and those who survived. The derivation of standard errors is also described. The appropriateness of the methods used depends on the approximate normality of the continuous variable, in this case serum albumin concentrations; and a way of investigating normality is given. Mainly, we focus on crude mortality results in developing the methods and comment on adjustments for confounding factors in the Discussion. Applying these methods requires a certain level of available information in the publication, and these requirements are also reviewed in the Discussion. We use the notation N(IA, a 2 ) to denote a normal distribution with mean /x and standard deviation o\
Results on the relation between serum albumin concentration and mortality, as published by the British Regional Heart Study (2) , are shown in table 2. The numbers of men in each of six serum albumin groups, the number of deaths that occurred during a 9.2-year average follow-up period, and the corresponding crude and adjusted mortality rates are presented. In the first section below, we use this example to show how the overall mean and standard deviation of serum albumin for all subjects can be estimated from data presented in quantile groups. In the second section, we show how the mean albumin concentration in each of the six groups can be estimated, hence facilitating a graph of mortality rate against albumin level. These methods are extended in the third and fourth sections to estimate the mean albumin concentration in cases (deaths) and controls (survivors) separately, and hence the mean case-control difference and its standard error (SE). Methods relating to the use of logistic regression coefficients are developed in the fifth and sixth sections; and in the last section, other examples of applying the methods presented in the paper to the studies of serum albumin and mortality are given.
ESTIMATION OF OVERALL MEAN AND STANDARD DEVIATION
Suppose k groups of a continuous variable, X, are presented with categories defined by the quantiles or cut-offs, Xj, j = 1, 2, .. ., k -1. The number of subjects in each group is Nj,j = 1,2,... ,k, with total N = 2* =1 N,. We define the cumulative proportions Pj = 2^, Nj/N. Pj is then the proportion of subjects with values of the continuous variable less than Xj. Note that P k = 1. We will write Zj = <£"' (PJ) ( (11) and is displayed in figure 1 . Because the points lie close to a straight line, this plot suggests a normal distribution for serum albumin concentrations.
A regression of Xj on Zj as in figure 1 yields an estimated intercept m and slope s, being estimates of the mean y. and standard deviation a, respectively. Such a regression should be weighted inversely pro- portional to the variances of the individual quantiles. Under the model, the variance of the quantile x jt as an estimator of the Pjth point of the distribution of X from a sample of size n, varixj) = a 2 X var(Z/), and varfo,) is approximately Pj{\ -Pj)/n<f>, 2 , where 4>j is the N(0, 1) density corresponding to Pj (12) . Hence the weights (wj) do not require prior knowledge of cr 2 , being taken proportional to <j), IP, (1 -Pj), as shown in table 3.
Applying weighted regression of Xj on Zj to the data of the British Regional Heart Study yields the results shown in the top half of table 4. In this case, the overall mean and standard deviation of serum albumin were published (also shown in table 4) so that a comparison of estimated and published results can be made. The estimated mean is very close to the published mean, whereas the standard deviation is slightly underestimated. The latter probably stems from heavy tails or outliers in the original distribution of serum albumin, compared with the assumed normal distribution, which are not detectable in figure 1. Overall however, the method has yielded good estimates of the mean and standard deviation.
In many situations, the results of unweighted regression will be very similar to those of weighted regression. This will be the case particularly when the normal plot of figure 1 is nearly linear or when the quantiles are not extreme so that the variation in weights Wj is not large. However, weighted regression is preferred in general. For some studies, it may be more appropriate to consider the cut-offs Xj as fixed and the normal deviates Zj, which reflect the proportion of subjects in each group, as variable. This would indicate a regression of Zj on Xj, rather than Xj on Zj as used above. However, for the former, the interpretation in terms of an overall mean and standard deviation is slightly more complex; and again, when the normal plot of figure 1 is nearly linear, it will give very similar results. Hence we adopt weighted regression of Xj on z, in the rest of the paper. 
ESTIMATING THE MEANS IN EACH QUANTILE GROUP
From the results of a study presented as in table 2, it is difficult to graph the mortality rate against albumin concentration because of uncertainty over the appropriate albumin level to use for each group. Here we estimate the mean albumin concentration in each group to overcome this problem.
The 
, where m and s are the overall mean and standard deviation estimated in the first section.
Results from the British Regional Heart Study are shown in the far right column of table 3. Not only does this method yield estimated means for the central four groups, but it also provides estimates for the two extreme open-ended groups for which suitable values would be more difficult to guess. Hence a graph to show how the mortahty rate decreases with increasing albumin level can be constructed, as shown in figure 2. Using this method, it is then possible to superimpose such graphs from a number of observational studies that had originally presented their results using different cut-offs to define groups for serum albumin.
ESTIMATION OF THE MEAN DIFFERENCE: MEAN IN CASES AND IN OTHERS ESTIMATED SEPARATELY
The method used in the first section can be extended to estimate the mean serum albumin concentration in those subjects who died and the mean in those who survived, and hence the mean difference between the two. For brevity, we will call the latter the mean case-control difference. In a case-control study, the terminology is obvious; in a prospective study the "cases" refer to the deaths (or other disease outcomes) and the "controls" to the survivors (or disease-free subjects).
We need first to know the numbers of cases and controls by quantile group. Given the number of subjects included and the number of deaths in each quantile group, the number of controls is simply calculated by subtraction. These numbers are used as cases and controls under the assumption that all of the people included can be classified in one of these categories or, in other words, that there is no loss to follow-up. The mean and standard deviation are then estimated in the cases and controls separately, applying the weighted regression method, as shown in the first section. The total number of cases and controls will be denoted by N a and N b , respectively.
Results from the British Regional Heart Study, in which a very low proportion (1 percent) of subjects was lost to follow-up, are shown in 
ESTIMATION OF THE MEAN DIFFERENCE: PARALLEL REGRESSION
Because the standard deviations of serum albumin in cases and controls were so similar, it might be reasonable to assume that they are equal. This could be done using a pooled standard deviation rather than the separate standard deviations s a and s b above. It can be approached more directly, however, by extending the regression used for figure 1 for the whole group of subjects to a parallel regression for cases and controls, as follows.
In cases and controls separately, each albumin cutoff is plotted against the corresponding standard normal deviate for the proportion of subjects below that cut-off. The normal plots for cases and controls in the British Regional Heart Study are displayed in figure 3 . The points are close to parallel straight lines in the study, suggesting normal distributions with equal stan- In this case, the estimate for the mean case-control difference, d, is the regression coefficient of the variable group, b v which represents the vertical distance between the two lines in figure 3 . The regression coefficient, b 2 , can be interpreted as the common standard deviation (s) of cases and controls (14) . An approximate standard error for the mean difference is \\ 1 given by SE(d) = •* W-+ -.
The mean serum albumin difference estimated by parallel regression in the British Regional Heart Study is shown in table 5. The estimate of the mean difference and its standard error are close to those obtained from the means and standard deviations estimated separately, as expected. We note that knowledge of the degree of rounding used in recording albumin levels, which was needed in the first section to estimate an overall mean, is not necessary to estimate a mean case-control difference, inasmuch as the effect of any mistaken assumption about rounding will be the same in cases and controls.
ESTIMATION OF THE MEAN CASE-CONTROL DIFFERENCE FROM A LOGISTIC REGRESSION COEFFICIENT
In this section, the mean case-control difference, d, is derived algebraically from the logistic regression coefficient, b. If the logistic regression coefficient is not published, it can be estimated from data presented in quantile groups by weighted regression of logit risks or log rates. This latter method is explained in the next section, but for the moment we assume that a logistic regression coefficient is available.
Suppose the cases have a normal N(fx a , cr 2 ) distribution of the continuous variable (X), and the controls have a normal N(n b , or 2 ) distribution. The mean casecontrol difference is then written as 8 = fjb a -\i b . The odds of being a case at a particular value X = x is equal to the prior odds (NJN b ) multiplied by the ratio of the densities at X = x:
The log odds of disease at X = x can therefore be written, after simplification, as a linear function of x:
In ( Thus, the log odds of disease increases by S/cr 2 for each unit increase in X. This is precisely the interpretation of the regression coefficient, b, in a logistic regression analysis of either prospective or casecontrol studies, so that b can be interpreted as an estimate of 5/cr 2 . Note that the log odds is a linear function of x only in the situation in which the standard deviations in the cases and controls are equal.
A logistic regression coefficient derived in the analysis of a prospective study will be very similar to a Cox (proportional hazards) regression coefficient derived in the same study, provided the disease is rare (15) , as can be assumed in many applications. Cox regression modeling of course provides an analytic technique to allow for censored follow-up information, which logistic regression does not. Hence, a logistic or Cox regression coefficient, b, can be interpreted as an estimate of 8/cr The logistic regression coefficient is thus extracted as b = log (standardized odds)/standard deviation, so that using the published overall standard deviation, b = log(0.68)/2.55 = -0.1512, the mean case-control difference can be estimated as d = -0.1512 X 2.55 2 = -0.983. This estimate of d is close to the ones obtained using methods of the third and fourth sections despite the fact that the published odds ratio was adjusted for several confounding factors. The standard error of the mean difference could be estimated from a published standard error of the logistic regression coefficient or alternatively calculated from a published confidence interval for the odds ratio or an exact p value (1). However, only a p value of <0.0001 was quoted in the publication, which allows no more than putting an upper limit on the standard error: the corresponding normal statistic is Z > 3.90, so that SE(b) < 0.1512/3.90 = 0.0388 and SE(d) < SE(b) X s 2 = 0.252, a result that is certainly consistent with previous results (table 5) . Because published logistic regression coefficients are very often adjusted for several confounders that may vary from study to study, or because a logistic regression coefficient is not always published at all, it can be useful to estimate it from published information on the risks in quantile groups. This is presented in the next section.
ESTIMATING A LOGISTIC REGRESSION COEFFICIENT BY REGRESSION OF LOGIT RISKS OR LOG RATES
From data presented in quantile groups, a crude logistic regression coefficient and its standard error can be estimated directly by using logistic regression on exposure level or by weighted linear regression of logit risks as explained by Greenland (1). Logit risk is defined as \og e [pl{\ -/?)], where p is the risk. A logistic regression coefficient can also be estimated from a weighted regression of log rates, provided the risks of disease are small (1) . The methods we propose here closely follow those developed by Greenland (1), except that we estimate the quantile group means as in the second section of this paper and Greenland used quantile groups midpoints. We believe our approach to be less arbitrary, especially for the open-ended extreme categories. The regression method assumes approximate normality of the dependent variable (log rate or logit risk), which will be the case if the expected number of events contributing to the rates or risks is, say, at least about four (16) .
As Greenland (1) showed, for log person-time rates, the appropriate weights are (Rj/SEj) 2 
OTHER EXAMPLES A case-control study: data from the Multiple Risk Factor Intervention Trial
The same methods described in the first six sections were applied to the Multiple Risk Factors Intervention Trial nested case-control study (5) , and the results are shown in table 6. The same methods of estimating a case-control difference can be applied as for the prospective British Regional Heart Study. In the publication, the number of cases and controls are presented in quartile groups of serum albumin concentration. In all subjects, the mean and standard deviation of serum albumin estimated by weighted regression of the cutoffs on the normal deviates were 45.490 and 2.630 g/liter, respectively-very close to the published values 45.5 and 2.8 g/liter. The estimates obtained in cases and controls separately are shown in table 6. Again, these estimates are close to the published values. Checking for normality was done by inspecting the normal plot. For the whole sample and for cases and controls separately, the points lay close to a straight line, indicating no apparent departure of distribution of serum albumin concentrations from normality. A mean case-control difference was also estimated from an estimated logistic regression coefficient using the methods of the fifth and sixth sections, and this result is also shown in table 6 .
In this case, a published mean case-control difference allows comparison with the estimates. As shown in table 6, the different estimates are very close to each other. Noting that the published mean values were presented only to the nearest 0.1 g/liter, the estimates are also satisfactorily close to these.
Extraction of the mean case-control difference: the Rancho Bernardo Study
In the Rancho Bernardo Study (7), although the mean case-control difference of serum albumin concentration was not published, it could be extracted from the results presented for men and women separately as d = -0.61 g/liter. As no data by quantile groups were available in this paper, we could not reproduce a mean case-control difference by regression methods as presented in the third and fourth sections. However, an adjusted logistic regression coefficient was published, b = -0.768 (SE = 0.439), and it was then possible to deduce a mean case-control difference as in the fifth section. Note that because the overall standard deviation was not published, it first must be extracted from the published standardized odds ratio. The standardized odds ratio was given for one standard deviation decrease of serum albumin concentration, and so the overall standard deviation was then calculated as s --log(standardized odds ratio)/* = -log(1.24)/-0.768 = 0.28 mg/dl. Thus, the mean case-control difference estimated from the logistic regression coefficient was d -b X s 2 = -0.768 X 0. 0.344 g/liter, a result that was not available in the publication.
Other studies of serum albumin and mortality
The nine studies of serum albumin in table 1 have  been reproduced in table 7 , each now with an estimated mean case-control difference and standard error. Two of the 10 studies (5, 10) were nested casecontrol studies and published such a mean difference; the other eight did not. Four studies (2, 3, 6, 9) published numbers of cases, risks, or rates by quantile groups from which mean case-control differences could be estimated using the methods of the fourth section. Two studies (4, 7) presented logistic regression coefficients from which mean case-control differences were estimated as in the fifth section. The remaining study (8) published relative risks in quantile groups of serum albumin relative to one of those groups (i.e., an internal reference group). Here we used the methods proposed by Greenland (1) and Greenland and Longnecker (17) to estimate logistic regression coefficients and hence derive estimated mean case-control differences. Although inevitably different adjustments for confounders have been used in different studies, as detailed in table 7, we are now in a much better position to summarize the overall evidence on serum albumin and mortality. Not only can we see that the mean albumin concentration is uniformly lower in cases than in controls (reflecting an inverse risk relation), but also that the mean dif- t Extracted as log (standardized oddsystandard deviation. ference is of the order of -0.5 to -1.0 g/liter in four studies. Moreover, five studies apparently have rather different results (4, 6, (8) (9) (10) , and additional investigation of the reasons for this might be scientifically rewarding (18) .
DISCUSSION
We have proposed methods for estimating a mean case-control difference in published studies on the relation between a quantitative variable and the risk of a particular disease. In the examples, the methods gave results consistent with each other and, when a comparison was possible, close to the published result. The usefulness of these methods for providing a consistent summary of the results of different studies is clear by comparing tables 1 and 7, where the large variety of published presentations in table 1 have been transformed into a common one in table 7. The mean case-control differences and standard errors in table 7 could also provide the beginnings of a formal metaanalysis of studies.
Expressing results from an epidemiologic study of risk in terms of a mean case-control difference may seem rather perverse because such a presentation is not apparently informative about the risk relation. However, we can use the results of the fifth section to rectify this. The mean case-control difference expressed as a fraction of the standard deviation of the quantitative variable can be reinterpreted as the log odds ratio per standard deviation increase in the quantitative variable. In the notation of the fifth section, dls = b X s; and it is possible to derive a confidence interval from SE{dls) = SE(b) X s. For example, in the British Regional Heart Study (2), the mean casecontrol difference in serum albumin concentrations was estimated as d = -1.0 g/liter (table 5) Moreover in some situations, one might expect the logistic regression coefficients (b) to be more consistent than the mean differences (d) across studies-for example, if the standard deviations (s) vary considerably. Hence one might prefer a summary in terms of logistic regression coefficients (or odds ratios per unit increase in the quantitative variable) rather than in terms of mean differences, as can be obtained using the methods of the fifth and sixth sections. It should be noted that for these calculations, as before, we are assuming a normal distribution for serum albumin concentrations and a log-linear risk association. For example, a zero case-control difference does not necessarily imply a flat risk relation inasmuch as it might reflect a symmetrical U or inverted U-shaped relation. Thus, of course, a mean case-control difference like a logistic regression coefficient does not tell one everything about the nature of a risk relation.
A major assumption of the methods developed in this paper is the normality of the quantitative variable. With numbers of subjects by quantile group given, the linearity or otherwise of the normal plot (e.g., figures 1 and 3) is the best guide as to whether this assumption is appropriate. In the case of serum albumin concentrations, normality appeared to be a satisfactory assumption. However, the normal plot based on quantile groups is not sensitive to outliers or the shape of the extremes of the distribution, especially if there are few quantile groups. This probably underlies the fact that in our experience, the estimated standard deviation from the normal plot tends to underestimate the published standard deviation when it is available. Moreover, the usefulness of the normal plot decreases as the number of quantile groups diminishes; for example, tertile groups have only two points on the normal plot, and it is impossible to check the normality in this case. It is possible to perform a x 2 goodness-of-fit test of the normal distribution, comparing observed numbers of subjects and the numbers expected on the basis of the fitted normal distribution. However, we have not found this approach helpful, principally because the test gives only ap value assessing the evidence against normality, and so the result depends heavily on the sample size involved. We are more concerned with the extent of nonnormality, which is perhaps better assessed from a careful inspection of the normal plot itself. It would be possible to attempt transformations, such as a log transformation, to see whether normality could be improved. However, the usefulness of this approach is usually limited in practice because the results of different studies become expressed with the quantitative variable transformed in different ways. If normality is seen to be a totally inappropriate assumption, then the results in quantile groups can still be expressed as logistic regression coefficients as in the sixth section; however, results expressed only as mean case-control differences cannot easily be compared with these. The other assumption in the methods developed is the equality of the standard deviations in cases and controls, which again can be checked using the normal plot as in figure 3 .
A formal meta-analysis could in principle be pursued by combining the mean case-control differences across studies, weighted inversely by their variances, and reinterpreting the pooled difference as a log odds ratio. However, the main practical limitation of the present methods as an entry point into formal metaanalysis is that usually different confounders are adjusted for in different studies. It is reasonable to assume that an analysis based, for example, on ageadjusted risks will lead to an age-adjusted mean casecontrol difference. Similarly, a mean case-control difference from a matched case-control study will be adjusted by design for the variables constituting the matching. Thus, in the final column of table 7, some of the mean case-control differences are unadjusted, some are adjusted for age and sex, and others are adjusted for more variables. Whether these discrepancies constitute a major interpretative problem depends on the relevance and strength of the confounding factors considered. The comparison of unadjusted and adjusted published (or estimated) results for particular studies is useful in providing guidance on the potential importance of confounding factors. In some cases, confounding is thought to be of relatively little consequence, and a formal meta-analysis can be pursued. For example, the mean age-adjusted case-control difference was successfully used as the summary measure in a meta-analysis of the relation between serum cholesterol and the risk of cancer (14) . In other situations, progress cannot be made without more detailed information from the individual studies. We note that matched case-control studies can also be problematic in this regard, for although a "matched" odds ratio, derived from a conditional logistic regression, can be reexpressed as a mean matched case-control difference, the numbers of cases and controls by quantile groups are not very useful because the matching is necessarily broken.
The methods proposed in this paper require the availability of certain minimal information in the published paper. For example, the exact cut-offs of the quantitative variable and the numbers of cases and controls in each quantile group should be given. In practice this may not be so, and one may be required to make assumptions to make progress. For example, one may have to assume that published "quintile groups" have exactly equal numbers of subjects in each. From the point of view of being able to investigate normality, at least five quantile groups are desirable. If risks or rates rather than numbers of cases in quantile groups are given, then for the purposes of this paper, these should be given precisely rather than severely rounded. Unfortunately this contradicts another purpose of numerical data presentation, which is the reader's easy assimilation of results. Similar comments apply to the precision of presented logistic regression coefficients or odds ratios. Another practical problem that often arises is the absence of standard errors. For this the demands described here, and those of clear scientific presentation, are in agreement: Standard errors should be provided. Of course, confidence intervals or exact p values (not simply p < 0.01 orp > 0.2, for example) are sufficient inasmuch as standard errors can be calculated from these (1) .
We have presented a number of ways of manipulating the published results of epidemiologic studies that investigate the relation between risk and a quantitative variable so that a common method of presentation can be obtained. Despite the assumption of approximate normality that is required of the quantitative variable, these methods have proved useful not only for quantitative review but also in formal meta-analysis (14, 19) . Applying these methods provides a greater insight than a simple narrative or qualitative review of studies, and one that is more objective. They should be useful both in reviewing published studies before undertaking new research or, indeed, for putting the results of a new study into the context of previously published ones.
