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D o k u m en ta tio n
Helmut Frosch
DIE SOM M ERSCHULE DER DGfS „SPRACHW ISSENSCHAFT IM 
COMPUTERZEITALTER“
Die D eutsche Gesellschaft für Sprachwissenschaft (DG fS) veranstaltete von 1. -  19. 
Septem ber 1986 ihre zweite Sommerschule, die dem Them a „Sprachwissenschaft im 
C om puterzeitalter“ gewidmet war. Es nahm en etwa 260 Personen teil, davon 200 S tuden­
ten und 60 D ozenten bzw. sonst Berufstätige. Es w urden 20 them atische Kurse und 5 
P rogram m ierkurse (für LISP und PR O L O G ) angeboten. Die them atischen K urse betra­
fen vor allem maschinelle Sprachverarbeitung, aber auch ‘linguistischere’ Them en wie 
spezielle Problem e von Syntax, Sem antik, Sprachlichem H andeln und Intonation . Die 
K urse w urden ergänzt durch V orträge und Podium sdiskussionen am  A bend, die es den 
Teilnehm ern erm öglichen sollten, sich einen Ü berblick über Gebiete zu verschaffen, die 
nicht au f  dem  eigenen K ursprogram m  standen. Es war vorgesehen, daß  maximal drei 
them atische und ein Program m ierkurs besucht werden sollten, was sicher auch ein 
M axim um  für die A ufnahm efähigkeit der Teilnehm er darstellte.
D em entsprechend ist es kaum  möglich, als Teilnehm er über m ehr als die V eranstaltun­
gen zu berichten, die m an besucht hat. Ich denke aber, daß  eine kleine Auswahl doch den 
Eindruck verm ittelt, der als Basis für eine ‘H ochrechnung’ au f die Sommerschule dienen 
kann.
Z unächst zum  Program m ierkurs von Wolfgang Kreitmair „PR O L O G  (für A nfänger)“ .
PR O L O G  ist eine Program m iersprache, die sich in den letzten Jahren  als A lternative zu 
LISP durchzusetzen beginnt. Im U nterschied zu LISP enthält PR O L O G  einen eingebau­
ten D eduktionsm echanism us, der es erlaubt, sämtliche Schlußfolgerungen aus einer als 
P rogram m  eingegebenen Menge von F akten  und G eneralisierungen über diese Fakten 
autom atisch  zu erhalten. Ein solches P rogram m  kann ‘deklarativ’ form uliert werden, d. h. 
in Form  von Sätzen in standardisierter Form , vergleichbar den Form eln der Prädikatenlo- 
gik. Aus diesem G rund  ist PR O LO G  auch für pogram m ierunerfahrene Benutzer relativ 
leicht zu lernen. In der Linguistik läßt sich PR O L O G , neben der Program m ierung von 
Syntaxtestern, z. B. dazu verwenden, schnell kleinere D atenbanksystem e zu erstellen.
Von den wissenschaftlichen V eranstaltungen soll zunächst über „U nification in Lan- 
guage G eneration  and A nalysis“ von Martin Kay berichtet werden. U nifikation wurde zu 
dem  heimlichen H auptthem a in M ünchen. Es handelt sich dabei um eine O peration, die 
a u f  ein Paar von Beschreibungen angewendet wird, um zu prüfen, ob  diese Beschrei­
bungen m iteinander kom patibel sind. W enn das der Fall ist, werden diese Beschrei­
bungen zu einer neuen vereinigt, die alle Inform tion aus den ursprünglichen Beschrei­
bungen enthält. U nifikation liegt z. B. dem  oben dargestellten D eduktionsm echanism us 
von P R O L O G  zugrunde. F ür die G ram m atik theorie  kann etwa gefragt werden, ob eine 
gegebene S trukturbeschreibung und eine spezifische S truktur unifiziert werden können. 
U nifikationsgram m atiken können also jeweils als eine Menge von W ohlgeform theitsbe- 
dingungen aufgefaßt werden, die (im U nterschied etwa zu A T N -G ram m atiken) neutral
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sind in bezug a u f  Analyse und G enerierung von Sätzen. Entsprechend können nach 
diesem Prinzip konstru ierte Syntaxtester sowohl zum Parsen als auch zum Erzeugen von 
A usdrücken verwendet werden.
Sebastian Löbner berichtete über neuere A nsätze und eigene Ergebnisse zur „Q uantifika- 
tio n “, die spätestens seit den A rbeiten M ontagues zu einem zentralen Forschungsgegen­
stand der Sem antik geworden ist. M ontague nahm  an, daß  Q uantoren  in natürlichen 
Sprachen im Prinzip N P ’s sind. Die Q uantoren der P rädikatenlogik können diesen 
zugeordnet werden, indem aus quantifizierten Sätzen via A bstraktion  P rädikate zweiter 
Stufe erzeugt werden. Barwise und C ooper haben diesen A nsatz verallgem einert, indem 
sie annahm en, daß  natürlichsprachliche Q uantoren generell als P rädikate zweiter Stufe 
aufgefaßt werden können. L öbner kritisiert diese Auffassung, denn erstens seien nicht 
alle N P ’s Q uantoren  und zweitens nicht alle Q uantoren  N P ’s. Die eigentlichen Q uan to ­
ren, zu denen er z. B. auch bestim m te Adjektive und Adverbien zählt, können nun au f 
ihre algebraischen Eigenschaften hin untersucht werden, wobei sich G ruppierungen 
bezüglich M onotonie, F iltereigenschaften u. ä. ergeben.
Hans Uszkoreit stellte „D as G ram m atikm odell der G eneralisierten P hrasenstruk tu rg ram ­
m atik (G P SG )” vor, das von G azdar, Pullum  und anderen in den letzten Jahren  als 
A lternative zur T ransform ationsgram m atik  und M ontagues Syntax entwickelt wurde. Es 
ist der Versuch, eine möglichst schwache Syntax (kontextfrei oder wenig stärker) zu 
entwickeln, die eine explizite sem antische In terpreta tion  durch Ü bersetzung in inten- 
sionale Logik erlaubt. D a die Anzahl der benötigten kontextfreien Regeln im Verhältnis 
zu transform ationeilen Lösungen erheblich steigt (z. B. seperate Regeln für alle W ortstel­
lungsvarianten), erscheint das Verfahren zunächst unelegant. Es können aber eine Reihe 
von (zum Teil notationellen) G eneralisierungen eingeführt werden, die diesen Nachteil 
ausgleichen: kom plexe Symbole, T rennung von D om inanz- und Präzedenzregeln, M e­
taregeln. T ro tz dieser G eneralisierungen bleibt der Form alism us kontextfrei; die Frage, 
ob natürliche Sprachen darin  beschreibbar sind, läuft also au f die alte Frage hinaus, ob 
natürliche Sprachen kontextfrei sind.
Abschließend m öchte ich noch einige m ehr allgemeine A nm erkungen zu dieser Som ­
merschule machen. D ie in den letzten Jahren rapide zunehm ende ‘C om puterisierung’ 
der Linguistik ist zu begrüßen, weil dam it erstm als in der Geschichte der Sprachwissen­
schaft effektive M ittel zur Ü berprüfung der linguistischen Theorien verfügbar werden, ln  
diesem Sinn ist es äußerst verdienstvoll, daß  die DGfS eine Som m erschule zu diesem 
Them a initiiert hat. V or allem aber ist den V eranstaltern in M ünchen zu danken, daß  sie 
durch großen persönlichen Einsatz zum Gelingen entscheidend beigetragen haben.
Helm ut Frosch
Institu t für deutsche Sprache, Friedrich-K arl-S traße 12, D-6800 M annheim
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