A central result in the theory of integer optimization states that a system of linear diophantine equations Ax = b has no integral solution if and only if there exists a vector in the dual lattice, y T A integral such that y T b is fractional. We extend this result to systems that both have equations and inequalities {Ax = b, Cx ≤ d}. We show that a certificate of integral infeasibility is a linear system with rank(C) variables containing no integral point. The result also extends to the mixed integer setting.
Introduction
It is a fundamental result in the theory of integer optimization that one can give a certificate for a vector not being a member of a lattice. This result can be viewed as a sort of an integer Farkas Lemma. Theorem 1.1 [3] Let A ∈ Z m×n of full row rank and let b ∈ Z m . The system Ax = b has no integral solution iff the system y T A integer, y T b fractional is solvable over the rational numbers.
Among other applications, this result is important in developing the theory of totally dual integral systems and for proving finiteness of cutting plane algorithms in the pure integer case, see [5] . Its applicablility is, however, limited to systems of equations and unbounded variables. Indeed, if inequalities or if bounds on the variables are present, then it is easy to design examples even in three variables for which a certificate of this kind cannot be given.
It is the purpose of this paper to develop a certificate for the non-solvability of a mixed system of inequalities and equations, (1) A
The certificate can be used in order to derive a multiterm disjunction for a face of a polyhedron not containing a mixed integer point that depends on the dimension of the face.
The paper is organized as follows. We deal in Section 2 with the pure integer version of system (1) (i.e., q = 0) and treat the case of when the rank of C is equal to one. We generalize this result to higher order ranks of the inequality system in Section 3. In Section 4 we develop an algebraic certificate for the infeasibility of system (1) in the presence of both, integer and continuous variables. We also discuss one application of our result.
In this paper we use the +-operator to denote the Minkowski-sum of two sets in R n . The linear (conic) space generated by the vectors w 1 , . . . , w d is denoted by lin(w 1 , . . . , w d ) (cone(w 1 , . . . , w d ), while the null space of a matrix B is denoted by ker(B). For a set S ⊆ R n , the symbol S ⊥ denotes the linear space generated by the orthogonal complement of the vectors in S. The notation int(S) denotes the relative interior of a set S.
2 The integer case: rank of C = 1 Theorem 1.1 can be interpreted geometrically. To this end, let A be of full row rank and let b be an integral vector. Then, Ax = b defines an affine space that we can represent in the form {v * } + lin (W ), where v * ∈ Q n and W = {w 1 , . . . , w d } ⊆ Z n is a set of linearly independent vectors. Then it follows that the set {y T A | y ∈ Q m } is a subset of lin (W ) ⊥ . Hence, Theorem 1.1 is equvalent to the following result.
As a first step we generalize this result to polyhedra that one can represent as the Minkowski sum of an edge plus a linear span. We obtain
PROOF. We begin to show that both systems cannot have a solution simultaneously. Suppose that (E * + lin (W ))∩Z n = ∅ Then it follows that there exists an x * ∈ Z n and mul-
i.e., the system
As a next step we want to show that if the primal system is not solvable, then the dual has a solution. Let us assume that 
Let us denote by z 1 and z 2 the corresponding integer points, respectively, i.e., there exist µ i,1 , µ i,2 ∈ Q, i = 1, . . . , d such that
Noting that λ 1 > 0 and λ 2 > 0, it follows that for all 0 < σ < 1 we have that
As a next step we consider the following system of equations in integer variables π 1 , . . . , π n :
If this system is inconsistent, then by invoking Theorem 1.1 we may conclude that the following dual system is solvable:
There exists y ∈ Q d+1 such that
Since z 2 −z 1 ∈ Z n , we can assume without loss of generality that 0 < y 1 < 1. This, however, implies that z 1 + y 1 (z 2 − z 1 ) + w i y i ∈ Z n , contradicting Equation (1) . Hence, the primal integral system is feasible and determines the desired split with normal vector π. This completes the proof. 2
This geometric statement can be directly turned into a certificate for the infeasibility of an integral system of equations and an inequality system of row rank equal to one.
T x ≤ u} has no integral solution if and only if there exist y ∈ Q m and z ∈ Q + such that y T A + zc ∈ Z n and the interval [y
PROOF.
Case 1: If X is empty, then the result follows from Theorem 1.1. Case 2: Suppose that for all x such that Ax = b, we have l ≤ c T x ≤ u. Then we can apply Theorem 1.1 to the system Ax = b and obtain a vector y such that y T A is integral and y T b is fractional. Then, (y, 0) yields the desired result. Case 3: In this case we have that rank(A) ≤ n − 1, otherwise we are in one of the two previous cases. Notice also that if c is in the subspace spanned by the rows of A, we are in one of the two previous cases. We can therefore express the set X as X = {x ∈ R n |x = λx
We now obtain the result from Theorem 2.1. 2 Example 1. Let X ⊆ R 4 be given by
A short proof of the fact that X has no integral solution is to compute ]. Since this is not possible, X ∩ Z 4 = ∅.
In the remainder of this paper we refer to a certificate in the sense of Corollary 2.3 as a certificate of interval-type. This is motivated by the fact that [y T b + zl, y T b + zu] defines an interval that is lattice point free.
Of course, we cannot hope for a certificate of interval-type for every system as in Corollary 2.3 because, if this were true, then integral infeasibility could always be verified by split cuts of rank one. This is however known to be false [1] .
Example 2. Consider the set X of solutions to
Notice that one can represent X in the form X = {x ∈ R n |Ax = b, Cx ≤ d} with rank(C) = 2. It is readily checked that both Ax = b and Cx ≤ d have integral solutions considered as single systems. It can also be shown that there is no "interval-certificate" for X. To prove that X ∩ Z 3 = ∅, we first derive three valid relaxations of X, The quantities x 2 +x 3 and x 1 must be integral. By denoting z 1 := x 1 and z 2 := x 2 + x 3 , we are able to write (9)-(11) as the set Y of all
From edges to higher dimensional polyhedra
Example 2 illustrates that in order to verify integral infeasibility for a system with at least two linearly independent inequalities, then this requires to derive a certificate using two integral variables z 1 and z 2 and several constraints. It turns out that this can be formalized. Roughly speaking, the system
has no integral solution if and only if there exists a system with rank(C) variables which has no integral solution. In fact, this system is derived from combinations of the constraints describing X.
and let l = rank (C). For integer vectors b and d, either (12) contains an integer point or there exist at most l linearly independent vectors v 1 , . . . , v l ∈ Z n and t ≤ 2 l vectors y 1 , . . . , y t ∈ Q m × Q p + , for which System (13) has no integral solution:
PROOF. Let X be as in (12). If x ∈ X ∩ Z n = ∅, then by setting z i := (v i ) T x ∈ Z for all i ∈ {1, . . . , l}, we have a solution to (13). It remains to show that if X ∩ Z n = ∅, then also system (13) has no integral solution. Since X is lattice point free, there exists a maximal lattice point free body L strictly containing X. From [4] it then follows that
where L * is a polytope of dimension l ≤ l and W = {w 1 . . . w n−l } ⊆ Z n has rank n − l , and consists of linearly independent vectors. W.l.o.g. we may assume that l = l. Next, we complete w 1 , . . . w n−l to a basis of R n by adding some vectors v 1 , . . . , v l ∈ Z n such that (w j ) T v k = 0 for all j ∈ {1, . . . , n − l} and k ∈ {1, . . . , l}. L can be described by linear inequalities,
with integral normal vectors π 1 , . . . , π t and integral right-hand-side vector π 0 . In fact, since L = L * + lin (W ), we can conclude that π T k w j = 0 for all k and j ≤ n − l, i.e.,
On the other hand, since X is fully contained in the interior of L, we have that max {π
k for all k = 1, . . . , t. Therefore, this maximum value exists. From linear programming duality we obtain that max π
Hence, the minimum-value in the LP-duality relation satisfies [b
k . This relation together with Eq. (14) allows us to set up a certificate for X ∩ Z n = ∅:
This system has no integer solution and hence, proves the result. From a theorem of Doignon [2] it follows that if the reduced program in rank(C) variables has no integral solution, then at most 2 rank(C) inequalities suffice to determine an infeasible integral system. This shows that t ≤ 2 l . 2
At this point it is in order to discuss the special case of Theorem 3.1 when the dimension of the polyhedron P * is equal to two. The reason for this is that in dimension two one can classify the set of all maximal two-dimensional lattice point free bodies [4] : every maximal lattice point free two-dimensional body with integer points on each of its facets is either a triangle or a quadrilateral. This follows from elementary two-dimensional geometric considerations. Note that Theorem 3.1 specializes to this situation where rank (C) ≤ 2, since then t ∈ {2, 3, 4}.
Finally, let us remark that Theorem 3.1 shows infeasibility of a system {x ∈ Z n |Ax = b, Cx ≤ d} by reducing it to an integer programming problem in dimension rank(C).
The certificate itself involves t ≤ 2 rank(C) inequalities. If the number rank(C) is fixed, then 2 rank(C) is a constant, and hence, the feasibility problem for {x ∈ Z n |Ax = b, Cx ≤ d} is in co-NP.
A certificate for mixed integer sets
This section is devoted to the extension of Theorem 3.1 from the pure integer setting to the mixed integer scenario. We have 
with integral multipliers λ k i for all i, k. We will prove Theorem 4.1 by projecting the mixed integer set first to the space of discrete variables. Then one may apply Theorem 3.1 to the projected set from which the result follows. The key observation why this approach works is that the projection operation does not increase the rank of the inequality subsystem. Indeed, we have
The projection of the set (16)
to the space of x-variables is a system of equations and inequalities where the rank of the inequality subsystem is at most l.
PROOF. Let
M 0 := {i ∈ {1, . . . , m} | g i = 0} ;
P 0 := {j ∈ {1, . . . , p} | h j = 0} ;
W.l.o.g., we assume that the first index i ∈ {1, . . . , m} belongs to the set M 1 , i.e., we assume that g 1 = 1. In order to compute an outer description for system (16) projected to the space of x-variables, we first need to determine the generators of the polyhedral cone
To simplify notation we denote the first m unit vectors in R m+2p by e i : i = 1, . . . , m. The remaining 2p unit vectors are denoted by e j,+ , e j,− where j ranges from j = 1, . . . , p. In general, C is not pointed. It is, however, the sum of a pointed cone C 0 and a linear space,
The extreme rays of C 0 can be grouped into:
Type (A) e j,+ , e j,− j ∈ P 0 ; Type (B) −e 1 + e j,+ , e 1 + e j,− j ∈ P 1 ;
From this representation of the extreme rays of C 0 and the basis of the linear space we can derive the description of the projected set.
We observe that every row vector (C k,· − C j,· ) is the difference of the two row vectors (−A 1,· + C k,· ) and (−A 1,· + C j,· ). Moreover, the rank of the row vectors C j,· , j ∈ P 0 together with the row vectors (−A 1,· + C j,· ), j ∈ P 1 is equal to the rank of the row vectors of [C, h]. The latter statement requires a word of explanation. Indeed if a row i ∈ P 1 of [C, h] is a linear combination with multipliers λ j of some other rays j ∈ J, we have
This implies in particular that 1 = j∈J∩P 1 λ j . Hence, we also have −A 1,· + C i,· = −A 1,· + j∈J λ j C j,· and finally −A 1,· + C i,· = j∈J∩P 0 λ j C j,· + j∈J∩P 1 λ j (−A 1,· + C j,· ). From this analysis, the result follows. 2
We are now prepared to finalize the proof of Theorem 4.1.
PROOF of Theorem 4.1. (1) is mixed integer infeasible if and only if its projection on the space of integer variables is lattice point free. The projection S x of the System (1) to the space of x-variables can be accomplished by iteratively removing one continuous variable. By scaling each row of the matrix we can transform it in a way that the column of the variable that ought to be eliminated next is of the type as stated in Lemma 4.2. Notice that for each inequality
l is the optimal solution of a linear program in order to keep the feasible set unchanged. From Lemma 4.2 it then follows that this operation does not change the rank of [C, H]. Indeed, by inductively applying Lemma 4.2, we end up with a description for the projected system S x of the kind,
where U and V are rational matrices of appropriate dimension and where the rank of 
n+q not containing mixed integer points in its relative interior. I.e., letting M = {(x, z) ∈ R n+q | x ∈ Z n }, we have that int(D) ∩ M = ∅. This is equivalent to saying that every (x, z) ∈ M satisfies at least one of the inequalities C T i (x, z) ≥ γ i . Of interest are disjunctions that cannot be further enlarged. From [4] it then follows that D = conv(V ) + lin(W ). Theorem 4.1 can be used so as to derive a multiterm disjunction for a face of a polyhedron not containing a mixed integer point that only depends on the dimension of the face. The key statement here is not the fact that such a disjunction always exists. Rather, the "complexity" of the multiterm disjunction is nicely controllable. In fact, since D = conv(V ) + lin(W ), we can measure the "complexity" of the disjunction by means of the dimension of conv(V ). In light of this Theorem 4.1 ensures that there exists a multiterm disjunction of complexity no more than the dimension of the face to certify that the face is mixed integer free. This is a high dimensional mixed integer version of the fact that a vertex of a polyhedron is either integral or there exists a split fully containing the vertex. LettingĨ denote all indices i ∈ I for which α i < β i , it then follows that there is a minimal description of F in the form F = {(x, z) ∈ R n+q | A I x + B I z = b I , α i ≤ A i x + B T i z ≤ β i ∀i ∈Ĩ}. It also follows that l := rank(F ) is the rank of the inequality system in this minimal description. From Theorem 4.1 it follows that F contains a mixed integer point iff a corresponding system (15), D say, is integer infeasible. Letting D = {(x, z) | C(x, z) ≤ Γ} = conv(V ) + lin(W ), the result follows. 2
