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A Novel Polar Space Random Field Model
for the Detection of Glandular Structures
Hao Fu*, Guoping Qiu, Jie Shu, and Mohammad Ilyas
Abstract—In this paper, we propose a novel method to detect
glandular structures in microscopic images of human tissue. We
first convert the image from Cartesian space to polar space and
then introduce a novel random field model to locate the possible
boundary of a gland. Next, we develop a visual feature-based sup-
port vector regressor to verify if the detected contour corresponds
to a true gland. And finally, we combine the outputs of the random
field and the regressor to form the GlandVision algorithm for the
detection of glandular structures. Our approach can not only de-
tect the existence of the gland, but also can accurately locate it with
pixel accuracy. In the experiments, we treat the task of detecting
glandular structures as object (gland) detection and segmentation
problems respectively. The results indicate that our new technique
outperforms state-of-the-art computer vision algorithms in respec-
tive fields.
Index Terms—Gland, polar space, random field.
I. INTRODUCTION
T ISSUE diagnosis is an important part of modern daymedicine. Where disease is suspected, tissue samples can
be taken from the patient and viewed under the microscope
by a pathologist. At the microscopic level, tissue can be seen
to have a distinct architecture wherein cells are arranged into
functional structures. Diseases often disrupt the architecture in
characteristic ways and thus the pathologist is able to make a
diagnosis based on the pattern of architectural change. In many
human tissues, cells are organized into complex anatomical
units called glands. They are tubular structures which perform
a variety of defensive and physiological functions. If automated
image analysis is to be used to facilitate tissue diagnosis, then
recognition of glands is essential.
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Fig. 1. Left image is an H-DAB stained image of human colon tissue con-
taining glands. Glands are manually annotated in blue solid color as shown in
the right image.
In this study we seek to devise an algorithm for the automated
detection of glandular structures in human tissues. Glands usu-
ally consist of cells arranged into tubular or flask-shaped struc-
tures which contain a central empty area known as a lumen. De-
pending on the way the tissue has been sectioned, the shape of
a gland can vary hugely and this poses a significant challenge
to computational algorithms for automatic gland detection. A
typical microscopic image of the human colon and the glands
contained in it are shown in Fig. 1.
In this paper, we propose a novel method for detecting glan-
dular structures in H-DAB (the combination of Diaminoben-
zidine and Hematoxylin) stained images of human tissue. We
first convert the image from Cartesian space to polar space and
then introduce a novel random field model to infer possible
gland boundaries. The structure of the random field model is
specifically designed, enabling us to devise an efficient infer-
ence strategy that uses two chain graphs to approximate a cir-
cular graph. To verify if the inferred contour corresponds to a
true gland, we introduce another visual feature-based support
vector regressor (SVR). Finally, the outputs from the random
field and the regressor are combined to form the GlandVision
algorithm. In the experiments, we treat the task as an object
(gland) detection and a gland segmentation problem. Experi-
mental results will show that the new technique outperforms
state-of-the-art computer vision algorithms developed for these
tasks. It will be demonstrated that the approach is also appli-
cable to H&E (Hematoxylin and Eosin) stained images.
In Section II we briefly review related literature, and present
the polar space random field model in Section III. Section IV
introduces a support vector regressor to verify the potential
glandular structures. This regressor together with the random
field model constitutes the GlandVision algorithm. Section V
presents experimental results in comparison with the state of
the art.1
Fig. 2. Glands contained in the H-DAB stained image and H&E stained image.
II. RELATED WORK
A typical gland is usually composed of a group of nuclei
surrounding the cytoplasm and lumen area. The areas between
glands are known as the stroma which contains isolated nuclei
without particular patterns of arrangement. These concepts are
illustrated in Fig. 2.
Regarding to the staining techniques, H&E and H-DAB
are two of the most popular ones. While H&E distinguishes
the different components of the gland with different colors,
H-DAB only colors the cancerous nuclei brown and normal
nuclei blue. Most of the previous research [1]–[6] deal with the
H&E stained image, and there are few papers investigating the
H-DAB stained image.
For the H&E image, lumen and cytoplasm area are distin-
guishable from their low level properties, such as color and tex-
ture. Therefore, many previous studies tackle the gland detec-
tion problem by focusing on lumen detection. Wu et al. [2] at-
tempted to detect the lumen area by a simple thresholding op-
erator. Smochina et al. [6] proposed to use a morphological
pyramid to detect the lumen area, while Diamond et al. [1] and
Farjam et al. [3] used texture features to detect the lumen. Once
the lumen area is detected, it is considered as the seed region,
and some segmentation methods, such as region growing [2],
active contour [7], level-set [8], can be adopted to segment out
the glands. Since the color and the intensity can vary signif-
icantly in different microscopic images, these methods some-
times require human intervention [7] to label the lumen regions
for model construction.
All these approaches are designed for H&E image, and they
may not work for H-DAB image. As the different components
of the gland are not colored differently in H-DAB, those color-
based methods are not suitable. Neither are the texture-based
methods, as we will show in the experimental Section V-C,
where a state-of-the-art semantic segmentation algorithm uti-
lizing texture features can only obtain a relatively low perfor-
mance.
Based on the processing primitives, we can categorize pre-
vious gland segmentation approaches into two types [9]: pixel-
based method [1]–[3] and object-based method [5], [10], [11].
For the pixel-based method, the algorithm tries to assign each
Fig. 3. For the polar image, its horizontal axis represents the distance to the
origin, while the vertical axis corresponds to the angle which ranges from 1 to
360 . A–C are cases where the origins of the polar space are inside the gland
while in D, the origin is not inside the gland.
pixel a semantic label (gland or nongland) directly. This kind
of approach can produce good segmentation results for reg-
ular gland structure. However, as the information contained in
a pixel or a small region around the pixel is very limited, ap-
proaches of this kind may not produce good results for irreg-
ular glands. The object-based method, in contrast, can utilize the
inner structure information of the gland by treating it as an ob-
ject. Therefore, this type of method can produce better segmen-
tation accuracy compared to the pixel-basedmethod [5]. Among
the object-based methods, the one of Gunduz–Demir et al. [5]
is one of the most successful. It aims to detect the gland by con-
structing an object graph. The first step in their approach is to
decompose the image into three classes, namely nuclei, stroma,
and lumen, solely based on the pixel color information. There-
fore, this approach might not work on our H-DAB dataset where
the stroma and lumen cannot be easily distinguished from the
color, as can be seen in Fig. 2. The approach we propose in this
paper is also an object-based method. Our approach, however,
does not rely on the color information and hence it is applicable
to both H&E image and H-DAB image.
Since most of the previous approaches use different datasets
and metrics to evaluate the results, it can be difficult to com-
pare them. Moreover, the datasets they used are either too small
[2], [6] (containing tens or a hundred glands) or not publicly
available [5]. In contrast, in this paper we propose a dataset con-
taining more than 1000 glands, and the dataset is also made pub-
licly available for future research.
III. A NOVEL RANDOM FIELD MODEL
FOR PROPOSING GLANDS
One of the most distinctive properties of a gland is that it
exhibits a closed structure. If the perspective is from inside the
gland, we will see a closed contour, which means if we place
the co-ordinate’s origin inside a gland and convert the gland to
the polar space, we will see a line structure stretching along
the vertical direction in the polar image. Some examples are
given in Fig. 3. It is seen that if the origin is inside a gland, a
distinct line structure in their corresponding polar image could
be observed (e.g., regions circled as A, B, and C); if the origin is
outside a gland there is no such line structure in its polar image
(e.g., the region circled as D). Based on this observation, the task
of detecting glands can be formulated as that of detecting those2
Fig. 4. (a) Graphical model of the CRF model. (b) Each row of the polar image is assigned a random variable. (c) Factor graph [15] of the CRF model.
line structures in the polar image. To this end, we will develop a
novel conditional random field (CRF) [12] model in this section.
A. A Novel Random Field Model in the Polar Space
For each point in the Cartesian space, we get a sub-
image with at its center. A point in the sub-image
is converted to the polar space using
(1)
In this paper, is discretized to 360 units corresponding to
360 . In a practical system, we only need to consider a limited
range of , which means that we assume the diam-
eter of the maximum size of the gland is (to detect larger
glands, we can down-scale the image and still use the same
value). After this conversion, a circular region with radius of
in the original image is converted to a polar image with a
fixed size of 360 rows -columns.
To detect the gland contours in the polar image, we will de-
velop a CRF model [12]. A CRF typically consists of a random
variable over the observed data and a set of random vari-
ables over the labels to be inferred. All
components of are usually assumed to range over a fi-
nite label alphabet . In this paper, we assign each row of the
polar image a label , which indicates the position of the gland
contour at that row. Accordingly, the label alphabet equals
. The graphical model of the CRF contains only
360 nodes in total and is illustrated in Fig. 4(a).
The energy function of the CRF consists of two terms: the
unary potential and the pairwise potential . It is formally
defined as
(2)
where represents the polar image data. It can be represented
as , where corresponds to the th
row in the polar image, as illustrated in Fig. 4(b).
For the unary potential , it is assumed that it only
depends on instead of the whole . For the pairwise poten-
tial , we assume it only depends on and .
Thus, the energy function can be rewritten as
(3)
The factor graph of the CRF is shown in Fig. 4(c). The defi-
nition of the unary and the pairwise potential will be given in
Sections III-C and III-D.
There have been previous works that also utilize the polar
image [13] or the polar property [14] and adopt a random
field model for image segmentation. However, the structure
of their random field is quite different from the one defined
in this paper. In the work of [13], [14], each pixel in the
polar image is assigned a random variable which can take two
labels corresponding to “inside” and “outside.” For a polar
image of 360 rows -columns, this definition will lead to
possible states, whilst the definition in
this paper will only result in states, which is much
fewer. Besides, the structure of the random field in this paper
automatically satisfies the star-convexity property which is
considered as an extra constraint in [14]. This new structure
also enables us to develop a fast inference method, which will
be described in the following section.
B. Inference
The inference procedure of the CRF is about finding the op-
timal that can achieve the lowest energy . As shown in
Fig. 4(a), the existence of a loop structure suggests that we could
not perform exact inference, and need to rely on approximate
inference methods, such as loopy belief propagation [15] which
is known to be computationally intensive. The graph is a loop
structure since it contains one more edge which links and
, otherwise it will be a chain. For the chain structure, there
exists highly efficient inference methods, such as dynamic pro-
gramming. To avoid the influence of this extra edge, we propose
to use two chain structures to approximate this circular graph.
More specifically, we generate two polar images , one
with a ranging from 0 to , the other with a ranging from
to . They are shown in Fig. 5(a). For these two graphs, we
do not connect their heads and tails. Hence, they are just two
chain graphs. We use the well-known Viterbi algorithm [16] for
inference in this chain structure. The inference is performed sep-
arately on each of these two graphs. Finally, Algorithm 1 is used
to combine the two results.
There are two concerns about this approximate inference ap-
proach. One is that there exists many fast approximate inference
methods in literature, so why not directly use these off-the-shelf
solutions? The other concern is that the method developed in3
Fig. 5. Efficient inference strategy. In (a), an image is converted into two polar
images, one’s ranging from 0 to , and the other’s ranging from to .
Viterbi inference algorithm is performed separately on these two polar images,
and the results are shown in (b) and (c). These two results are then combined
using Algorithm 1 to generate the final result shown in (d).
Algorithm 1 is a heuristic method, and this might lead to sub-
optimal solutions.
Indeed, there exists fast approximate inference methods [17]
in literature, but no matter how fast these algorithms are, the
time they spend on a loop structure is still more than on a chain
structure with the same number of nodes and states. Besides, it
is necessary to emphasize that in this application we will con-
sider almost every image pixel as the origin of the polar space,
and this kind of inference needs to be performed thousands of
times on a test image. Therefore a super-fast inference method
is needed if the algorithm can be applied to clinical use. In sum-
mary, the above-mentioned reasons justify the strategy of using
two chains to approximate the loop structure.
Although the method developed in Algorithm 1 is an approx-
imate method, by which the true global optimum can not be
guaranteed, it is believed that finding the global optimum is not
crucial. Just as some recent research [18] suggests, the global
optimum does not always correspond to the most desirable re-
sults. In this study, we will do experiments in Section V-A to
systematically testify the random field model, and results will
show that the model together with the approximate inference
method is sufficient for our needs.
For a circular graph containing nodes, where each node
can take states, the time complexity for inference in the orig-
inal loop structure is [17], while our approximation
can reduce it to . In practice, the approximate inference
method only takes around 40 ms on a 360 100 pixel polar
image (The program is run on MATLAB 2013a using Intel i7
CPU).
C. Unary Potential
Now we define the unary potential which ap-
pears in the energy function (3). It is observed that the gland’s
boundary usually corresponds to the darker area of the image
(see Fig. 1 for example). Therefore, a natural strategy is to use
the pixel intensity as the unary potential. Let be the grey
value at position in the polar image, then a simple defini-
tion of the unary potential can be written as
(4)
As illustrated in Fig. 6(c), such simplistic definition is flawed
and can produce a large amount of noise. To make the unary po-
tential more informative, another stronger assumption is made
that the boundary position prefers with a smaller value. In
other words, the inner contour is preferred over the outer con-
tour, since the inner part of a gland is usually in lighter colors.
To achieve this, the polar image is first filtered with a vertical
edge filter . Then we calculate the cumulative sum of
the edge image in the horizontal direction, and the values in each
line of this cumulative edge map are normalized to (0, 1). The
new unary potential is defined as
(5)
where is a trade-off parameter between the two terms. Note
that only when both and approach 0,
approaches 0. If either of these two terms ap-
proaches 1, will approach 1. The value of will
be learned based on the training images in Section V-A. The
complete procedure of generating the unary potential is shown
in Fig. 6.
This paper aims to detect both the positively and negatively
stained glands. In order to reduce the intensity variation between
these two types of stained glands, a histogram equalization op-
erator is added for each polar image before calculating the po-
tential and performing the inference, as illustrated in Fig. 6(b)
and (c). This standardization also renders the outputs from dif-
ferent polar images more comparable.
D. Pairwise Potential
As shown in Fig. 4(a), edges only exist among neighboring
nodes. In the simplest case, we can adopt the conventional4
Fig. 6. Illustration of the unary potential. For a given image as shown in (a),
it is firstly converted into the polar space (b). The histogram equalized polar
image is shown in (c) left, and the unary potential as defined in (4) is shown in
(c) right in pseudo color. This definition is flawed and results in bad detections
as shown in (d) and (e). Instead, we first calculate the cumulative edge map (g)
based on the edge map (f). Then (g) is combined with (c) according to (5) to
generate the new unary potential shown in (h). Based on this unary potential,
we obtain the correct results as shown in (i) and (j).
Gaussian edge potential [19]
(6)
where is the standard deviation of Gaussian function. This def-
inition leads to a Markov random field (MRF) model. In prac-
tice, it is always difficult to set up a suitable value. This is
exactly where the CRF model [12] can help.
CRF differs from MRF in that the pairwise potential depends
not only on the label, but also on the image data. In defining
the pairwise potential, we adopt similar idea from the contrast
sensitive Potts model [20]. For two random variables and ,
with their labels denoted as and which are to be inferred, we
can draw a line between and , and we integrate
all the intensity values in this line
(7)
Then we calculate the average intensity along this line
. The new pairwise potential is defined as
(8)
where is a function over . It is formally defined as
(9)
where and are all constants. From the above def-
inition of , it can be seen that when approaches 0,
approaches , and when approaches
approaches . It will be experimentally tested
that whether CRF can indeed outperform its MRF counterpart
in Section V-A.
E. Learning
The aim of learning is to automatically determine the param-
eters and the structure of the CRF, enabling it to produce the de-
sired results. In our case, the procedure of learning is to fulfil two
tasks. On the one hand, if given one sub-image which contains
a gland, CRF is expected to accurately localize the gland con-
tour. On the other hand, if given two sub-images, one of which
contains a gland while the other does not, it is expected that the
energy of the one containing gland is lower than the other one.
We shall name the first learning task “intra-image learning” and
the second “inter-image learning.”
In fact, these two kinds of learning tasks correspond to the
same problem, i.e., we would like the energy of the true gland
contour to be lower than any other possible contours. How-
ever, solving this unified problem in one run is extremely diffi-
cult, if not impossible. As we have mentioned before and will
give more details later, for a test image, we would consider al-
most every image pixel as the origin and generate a polar image
around it. Therefore, tens of thousands of polar images will be
generated for a test image. Even for one polar image, it may pro-
duce exponential number of false gland contours, let alone thou-
sands of polar images together. Therefore, we prefer to tackle
these two learning problems separately.
For the intra-image learning, we only consider sub-images
that contain the gland. To characterize how much a predicted
gland contour resembles the actual gland
contour , we use the following overlap
score:
(10)
As for a bunch of training images, we can use the average of
their scores as the performance measure.
In the random field model, there is a parameter in the unary
potential (5) and in the pairwise potential (6) if we use MRF
instead of CRF. Once a suitable in (6) is found, the parame-
ters and in (8) can be empirically decided to render
the output of (8) similar to (6). For and , they cannot be op-
timized in a closed form partly because of the approximate in-
ference method. Therefore, in the experimental section we will
test different settings of and , and pick the one which can
produce the highest overlap score.
By now, all the parameters in the random field model have
been set up during the intra-image learning. These learned pa-
rameters will stay the same for the inter-image learning. Recall
that the aim of the inter-image learning is to distinguish those
sub-images containing glands from those that do not. As the
random field model is fixed after the intra-image learning, each
sub-image will produce only one potential gland contour to-
gether with its energy. This energy has been optimized to facil-
itate the intra-image learning, so it may not be very informative
for the inter-image learning. Therefore, we only consider this
energy as one feature and will introduce some more mid-level
features.
The new mid-level features we will introduce are: the rela-
tive position of the gland center with respect to the image size;
the size of the gland; the average intensity of the gland contour
in the original image and in the histogram equalized sub-image.
Besides the energy of the random field, we therefore obtain a
six-dimensional mid-level feature. We consider those predicted
glands whose overlap scores exceed 0.8 as positive samples, and
then learn a linear SVM to distinguish those positive samples5
Fig. 7. Complete GlandVision procedure. Step 1: Circular window slides through the image and converts each window to the polar space. Step 2: Conditional
random field model is applied to detect potential gland contours in the polar image, and a thresholding is performed to remove most of the false positives (those
colored in red in the table). Step 3: Support vector regressor is applied to verify the detected contour; Step 4: The outputs of Step 3 and Step 2 are fused together
to rank all the potential contours, and this generates the final results.
from the rest negative ones. The output of this SVM is consid-
ered as the final output of the random field, which will be fused
with another verification regressor to be detailed in the next sec-
tion.
IV. GLANDVISION: INTEGRATING RANDOM FIELD WITH
A VERIFICATION REGRESSOR
Based on the above random field model, a sliding window
style detection strategy will be adopted on a given whole image.
As the random field model directly searches the radius at each
angle, which ranges from 1 to , it means the algorithm
can detect glands with radius varying from 1 to . There-
fore, there is no need to slide the detecting windows at different
scales. Instead, the detection model is applied at each position
only once. In practice, we sub-sample the pixel locations by
10 pixels, and only apply our model at these positions. In this
way, for an image with 1000 pixel width and 1000 pixel height,
around 10 000 potential gland contours will be obtained.
We firstly use the output of the random field to sort all the
potential gland contours. Then a threshold is set to remove
those obvious nonglands. We set to be a relatively small value
in order to maintain a high recall rate. On average, about 4000
contours will be retained among all the 10 000 detected contours
for each image. The reason why we perform a seemingly cruel
thresholding here is simply that our approach will generate a
large number of false positives. As the sliding window detection
strategy is adopted, our approach will consider almost every
pixel position as the potential gland center. If that pixel position
sits inside a gland, it will be very likely to get a true positive.
Otherwise we will definitely get a false positive. As illustrated
in Fig. 8, the pixel positions located inside the glands are usually
maintained after this thresholding.
The possible gland contours remaining after the thresholding
still contain much noise, because a true glandular structure is not
only defined by its contour but also the inner structure. There-
fore, we will design a visual feature-based verification module
to decide if the contours detected correspond to the true glands
or not. For each of these remaining contours, we extract the
PHOG (Pyramid of Histograms of Orientation Gradients) visual
feature [21] from the smallest bounding box enclosing it. The
fact that we choose PHOG feature is owing to its efficiency in
capturing the shape structure, which is considered as the most
discriminative feature of the gland. We also compute a score
to measure the quality of the contour. This score is defined as
the maximum overlap between the detected contour and any
ground-truth glands
(11)
We train a regressor to regress this score using the PHOG
features. Recent research have shown that regression is some-
times more suitable than classification for object recognition
[22], [23]. We utilize the popular LIBSVM toolbox [24] to learn
a nonlinear . The pyramid match kernel defined in [21]
is used to generate the kernel matrix. In training the nonlinear
kernel SVR, due to the relatively large number of training sam-
ples, we also adopt the “mining hard negative” strategy [25] to
incrementally increase the training set. In each round, we only
retain the support vectors and add those samples with the largest
regression errors.
To perform the final gland detection, we combine the outputs
of the random field and the regressor using a classifier level fu-
sion paradigm [26]. Both the random field output and the re-
gressor output are probabilistically meaningful. Previous work
[26] has shown that adding classifier outputs is a more robust
way for fusing two probabilistic outputs. We directly sum the
two outputs together. The flowchart of the complete gland de-
tection algorithm is depicted in Fig. 7.
V. EXPERIMENTS
We have collected a dataset containing 20 high resolution
1280 1024 pixel H-DAB stained microscopic images of
human colon tissues. The dataset consists of tissues with
preinvasive (i.e., adenomatous) tumors and well or moder-
ately differentiated invasive tumours. In these situations, the
glandular architecture is preserved to varying degrees and thus
heterogeneous morphologies can be interrogated. We did not
test poorly differentiated tumors, and these—by their very6
Fig. 8. This paper adopts the sliding window detection strategy and considers
almost every pixel position as the origin of the polar space, as shown in the
left two figures. As a consequence, it will generate many false positives. By
adopting a thresholding on the random field output, we can remove most of the
false positives, while maintaining most true positives, as shown in the right two
figures. The red dots denote the positions remained after the thresholding.
Fig. 9. The 20 images contained in the Nott-Gland dataset.
definition—have lost their glandular architecture. The images
we used come from different tumors (i.e., different patients).
They were captured on a scanner (Hamamatsu nanozoomer)
with 10x standard mode and on a digital camera attached to a
microscope (Olympus). The staining was done at a variety of
different times.
All the cases selected for this project have been reviewed by
a fully trained diagnostic pathologist whose task is to confirm
the presence of the glands in every tissue section. Then all the
glands are annotated by the authors of this paper, which is fur-
ther confirmed by the pathologist. In total the dataset contains
1072 glands, all of which have been manually labeled with pixel
accuracy. Fig. 9 shows all the 20 images in this dataset, where
the manually labeled glands are colored in solid blue. The whole
TABLE I
AVERAGE OVERLAP SCORE (10) OBTAINED UNDER
DIFFERENT PARAMETER SETTINGS
dataset and the ground-truth data have now been made publicly
available online.
In the experiments, these 20 images contained in the dataset
are split into two disjoint sets. Each image is assigned a number
ranging from 1 to 20. While the odd-numbered images are used
for training, the even-numbered images constitute the testing
set. The training set is used to train the SVR model and deter-
mine the structure of the random field as well as the parameters
contained in it. Once these parameters are learned, they are fixed
and will be directly applied on the testing images. All the results
to be reported below are the performance on the testing set, un-
less otherwise stated.
In the following, we will firstly do experiments to thoroughly
evaluate the random field model. As the dataset contains pixel-
level ground-truth, we will then consider the task as a gland
detection problem and a gland segmentation problem respec-
tively, and compare the performance of the GlandVision with
other state-of-the-art approaches.
A. Evaluating the Random Field Model
Firstly we do experiments to testify the intra-image learning.
For each ground-truth gland in the training set, its geometric
center is set as the origin and a sub-image centered on it is
obtained. There are in total 550 glands in the training set. The
random field model is performed on all these 550 sub-images
under different parameter settings. For each contour predicted
by the random field, an overlap score defined in (10) is com-
puted. The average overlap score across all these 550 images
will be an ideal performance measure for intra-image learning.
The parameters that may influence the performance of the
random field model are in (5) and in (8). The results ob-
tained under different settings of and are shown in Table I.
The results in Table I demonstrate that setting to 0.5 con-
stantly outperforms setting it to 0, regardless of the value. In
fact, when setting to 0, (5) will degrade to (4). This clearly
shows the advantage of the utility of the cumulative edge map.
Setting to 0.5 also shows a better result than setting it to 1.
Regarding to the value, it gives the best result when it is set
to 5. This guides us to set the parameters in the CRF, making
the output of (8) similar to (6). There are three parameters in the
CRF: and . Fig. 10 shows how the average overlap
score changes with different settings of these parameters. It is
observed that CRF is quite robust to these parameters, and in
most parameter settings, it can obtain a higher average overlap
1Available: http://www.viplab.cs.nott.ac.uk/download/Nott-Gland.html7
Fig. 10. Average overlap score obtained under different parameter settings.
Fig. 11. Comparison between the output of MRF and CRF.
Fig. 12. Histogram of the overlap score on the training set.
score than MRF. In this paper, we set
and .
Some visual results comparing the output of MRF and CRF
are shown in Fig. 11. Fig. 12 also shows the histogram of the
overlap scores obtained from CRF. It indicates that CRF can
accurately detect the contour of most glands (about 95% glands
can be detected with an overlap score over 0.7).
Based on the above experiments, the parameters and the
structure (whether MRF or CRF) of the random field can be
fixed. Note that this random field has been optimized according
to the average overlap score, thus facilitating the intra-image
Fig. 13. Top five gland proposals from all the testing images according to the
original random field energy (top row), the sum of the node potential (middle
row), and the learned SVM score (bottom row). The number underlying each
image is the overlap score as defined in (11).
learning. However, for two different sub-images, it is not
guaranteed that the random field energy of the one containing
glands will be lower than the one that does not. This is clearly
shown in the top row of Fig. 13, where all the proposed gland
contours are sorted in the testing set according to the random
field energy as defined in (3). The number beneath each image
is the overlap score as defined in (11). It shows that four out
of five images do not correspond to any glands. The reason
is that the random field model favors exactly round glands
(corresponding to straight lines in the polar image) because of
the pairwise potential term in the energy function. That is why
the contours on these five returned images are all straight lines.
However, most of the glands in the dataset are not round and
they are of equal importance with those round ones. Therefore,
a natural strategy is to remove the influence of the pairwise po-
tential term and only use the sum of node potential for gland
comparison. The middle row in Fig. 13 shows the top five gland
contours sorted by only using the node potential. It can be seen
that four out of five glands are true glands (by setting the over-
lapping threshold to 0.5). Taking one step further, the sum of
the node potential is considered as a mid-level feature, and it
is combined with some other mid-level features as described in
Section III-E. A linear SVM is trained based on these mid-level
features. The bottom row in Fig. 13 shows the top five gland
contours returned by sorting the SVM scores. It is observed that
all these five gland contours are correct.
To quantitatively testify the performance of the learned
SVM, i.e., the inter-image learning, we need to tackle a “gland
proposal” problem [27]. For a given image, the task of “gland8
Fig. 14. DR/STN curve of the random field (RF) model at threshold 0.5. ALC
means area to the left of the curve as used in [27].
Fig. 15. The 21 glands that could not be detected by our model.
proposal” is to return a ranked list of proposals that are most
likely to be the gland. The performance is evaluated using the
detection-rate/signal-to-noise curve [27]. A proposal whose
overlap score, as defined in (11), exceeds a predefined threshold
is considered as a true positive. A common practice is to set the
threshold to be 0.5, which is the standard PASCAL criterion
[28]. All the gland contours proposed by the random field are
ranked according to the original random field output, the sum of
the node potential (4), and the learned SVM score, respectively.
The results are shown in Fig. 14.
Fig. 14 clearly demonstrates that the sum of node potential
outperforms the original random field output, and the learned
SVM score obtains the best result. It achieves an ALC (srea
to the left of the curve) of 0.68 which is much higher than its
counterparts, and this number is also much higher than our pre-
viously reported result of 0.59 in [29]. From the figure, we can
also see that the random field model achieves a high detection
rate of 0.96, which means only 21 out of 522 glands could not be
detected by this model. All these 21 glands are listed in Fig. 15.
It is observed that these difficult glands are either occluded by
the image border or exhibit very strange shapes which strongly
break the star-convexity assumption inherited in themodel. This
also reflects the difficulty of the proposed dataset.
As the learned SVM score significantly outperforms the
sum of the node potential and the original random field energy
output, it will be used as the final output of the random field.
Another advantage of using this learned score is that it is more
suitable to be combined with the verification regressor output,
which is also a learned score. This is to be illustrated in the
next section.
Fig. 16. Part-based gland model [25] learned from the training images.
B. Gland Detection Accuracy
Now we consider a gland detection problem. The part-based
object detection method [25], which exhibits state-of-the-art ac-
curacy in generic object detection literature, is implemented
as the baseline method. The gland model that this method has
learned from the training images is visualized in Fig. 16. The
mean average precision (MAP), which is the standard PASCAL
criterion [28], is adopted as the performance measure.
In our approach, we will evaluate the performance of the
random field output, the verification regressor output and the
final GlandVision output (the sum of the random field output
and the regressor output) respectively. As the glands contained
in an image seldom overlap, the threshold in the nonmaximum
suppression (NMS) step [25] is set to be a very strict value: 0.2.
This means the algorithm will never output two bounding boxes
whose overlap is above 0.2. A bounding box, whose overlap
score as defined in (11) exceeds 0.5, is considered as a true pos-
itive.
Fig. 17 shows the detection results achieved by our methods
together with the result of the part-based method. “RF” rep-
resents the random field model, and “phog_SVR” represents
the visual feature-based regressor. On their own, they both
achieve a MAP of 0.65, which is already higher than that of the
part-based method. When these two methods are combined by
simply summing their outputs, a much higher MAP of 0.76 is
achieved, which outperforms the part-based method by a large
margin.
It is necessary to emphasize that our model can not only de-
tect the glands, but also accurately localize them. Therefore, in-
stead of setting the overlap threshold to be 0.5, it is set to higher
values. Note that a higher threshold means higher degree of
overlapping between the detected glands and the ground-truth,
hence requiring more accurate localization. It can be seen from
Fig. 18 that for the part-based method, MAP drops significantly
as the threshold increases, whilst the drop is not that obvious
for our methods. When the threshold is set to 0.8, the MAP of
part-based method drops to 0.02, which suggests it can hardly
detect any glands. But still, our approach can achieve a much9
Fig. 17. Precision-recall curve of different methods in detecting the glands.
“RF” the random field model, “phog_SVR” the visual feature-based re-
gressor, “RF phog_SVR” combining RF and phog_SVR using simple sum-
mation.
Fig. 18. MAP value at different thresholds.
higher MAP. Some qualitative examples comparing part-based
method and our approach are shown in Fig. 19.
At the first glance of the results, it might be surprising that
the simple phog-based support vector regressor (phog_SVR)
obtains a better performance than the sophisticated part-based
method. It is necessary to emphasize that the phog_SVR does
not work on its own. Instead, it works on the output of the
random field. As the random field will output a bunch of gland
contours, the task of phog_SVR is only to judge whether this
contour is correct or not. In contrast, part-based object detector
needs to do all the tasks on its own. It adopts a conventional
sliding window strategy, and needs to verify almost every
possible rectangle in the image. Therefore, although these two
methods work on the same positive training set, the part-based
method works on a much larger negative set both in the training
and the testing stage. To make a more fair comparison between
these two methods, we can also let the part-based method
only work on the output of the random field. It turns out
that it achieves a MAP of 0.67, which is slightly better than
phog_SVR. However, when it is combined with the random
field output, a MAP of 0.75 is achieved. This result is slightly
worse than the combination of phog_SVR and the random field
output.
From the above analysis, it can be seen that based on the
random field output, the simple phog_SVR performs as well
as the sophisticated part-based method. This suggests that the
random field model has played a fundamental role, and the suc-
cess of the GlandVision algorithm should be mostly attributed
to the random field model.
C. Gland Segmentation Accuracy
Just as shown in the previous experiments, our approach
can accurately delineate the glands, which suggests that it can
be considered as a segmentation algorithm. In this section,
we tackle the semantic segmentation problem, and adopt the
PASCAL VOC [28] and the
kappa score [30] as the evaluation criteria. The task of semantic
segmentation is to assign each pixel a semantic label, and in
this paper, there are in total two semantic classes: “gland” and
“background.”
Most of the state-of-the-art semantic segmentation methods
chose pixel or superpixel as the processing primitives, and
integrated different cues in a conditional random field (CRF)
model [31], [32]. Exceptions include [23], [33] where the
authors chose region as the processing primitives and Li et
al. [23] obtained the state-of-the-art segmentation accuracy in
the recent PASCAL VOC challenges. Our approach can also
be thought of as choosing “region” as processing primitive.
Here, the region corresponds to the area enclosed by the gland
contours generated by the random field model. In this paper, we
implement the hierarchical CRF model [32] and the approach
in [3] as the baseline methods, both of which choose pixel as
the processing primitive.
For our approach, all the pixels enclosed by the gland contour
are labeled as “gland” class. To judge if a gland contour is a true
positive, a hard threshold needs to be set. For the phog_SVR
method, the threshold can be simply set as 0.5, as this model is
trained to have an output ranging from 0 to 1. However, for the
RF and , it is difficult to select an appropriate
threshold. Therefore, the gland proposals whose phog_SVR
score is above 0.5 are counted and a threshold is selected to
make these approaches output the same number of proposals.
Table II shows the results obtained by our methods and the
methods proposed in [32] and [3]. It can be seen that Ladicky
et al. [32] can only obtain an accuracy of 0.119 for the “gland”
class, which means it can hardly distinguish the “gland” class
from the “background” class only based on the features ex-
tracted from the pixel or superpixel level. Farjam et al. [3] ob-
tained a slightly better result on the “gland” class, but still far
below our approach. It is the partially closed contour structure,
which our model tries to capture, that can separate the “gland”
class from the “background” class. An example output of [32],
[3] and our method is shown in Fig. 20.
We have also implemented the object-graph algorithm intro-
duced in [5] on our dataset. Taking the image in Fig. 20 for
example, the first step of [5] is to decompose the image into
a set of circular objects: nuclei, stroma and lumen. The result
is shown in Fig. 21 (left), where the nuclei is colored in green,
stroma and lumen are colored in red. These stroma and lumen10
Fig. 19. (a) Original microscopic image. (b)–(e) Detection results obtained by [25] with threshold varying from 0.5 to 0.8. (f) Ground-truth image of glands.
(g)–(j) Results obtained by our approach. As the accuracy requirements increase (higher threshold), the detection accuracy of [25] drops significantly whilst our
approach can still output a reasonable result.
Fig. 20. Segmentation results of different approaches. Both [3] and [32] choose pixel or superpixel as the processing primitive, and they can hardly separate the
“gland” class from the “background” class, whilst our object-based approach does a much better job.
TABLE II
SEGMENTATION ACCURACY. “AVERAGE” IS COMPUTED AS
, WHERE IS THE
INDEX OF TWO SEMANTIC CLASSES
Fig. 21. Results of the first two steps in [5]. Clusters can hardly be observed in
the right image.
circles are then clustered into two classes based on some geo-
metric features. These features are specifically designed in the
hope that the two clusters may correspond to the inner gland part
and outer gland part. Although this clustering step works fine in
[5], it does not work on our dataset. As can be seen in Fig. 21
(right), we could not observe any structures of these two clus-
ters (colored in red and blue). Therefore, we could not continue
with this approach.
D. Experiments on H&E Image
As our approach is designed to perform on the grey-scale
image, it is also applicable to H&E stained images. The authors
of [5] have kindly provided us with their training set, which con-
tains 24 H&E stained images with 333 glands annotated. Some
images are shown in the top row in Fig. 22. For the details of
how these images are captured and annotated, please refer to
[5].
It is observed from these images that the Cytoplasm area in
the gland is heavily colored and generates many bubble-like
structures. This may hinder our algorithm from finding the true
gland contour. To weaken the influence of the Cytoplasm area,
a Gaussian filtering operator is performed on these images be-
fore feeding them to the GlandVision approach. The results of
the Gaussian filtering are shown in the middle row of Fig. 22.
The random field model which is optimized on our own
H-DAB dataset is then performed on these images. As the
random field model only aims to detect the closed contour
structure, which is the same among different stained images,
it is justified in believing that this model is transferrable from
our own dataset to these new images, but not the SVR model.11
Fig. 22. Qualitative results on H&E image. Frst row shows the original H&E image. Before feeding these images to our GlandVision approach, a Gaussian
filtering operator is performed on these images, and the Gaussian filtered results are shown in the middle row. Detection results of our GlandVision is shown in
the bottom row, where the detected glands are highlighted using different colors.
TABLE III
SEGMENTATION ACCURACY ON THE H&E DATASET PROPOSED IN [5]
SVR needs to verify a true gland based on its inner structure
which is different from that of H-DAB image and H&E image.
Therefore, it is better to retrain the SVR on these new images.
The leave-one-out cross validation strategy is adopted to train
the SVR, i.e., the SVR is trained on 23 images and then is used
to perform on the remaining image. This SVR output is further
combinedwith the RF output to rank all the gland proposals. The
gland detection results are shown in the bottom row of Fig. 22.
Similar to [5], the true positive, true negative, false positive
and false negative rates are computed and the sensitivity, speci-
ficity, accuracy, and Dice similarity index percentages are used
as the performance measure. Our results together with those re-
ported in [5] are shown in Table III.
From Table III, it can be observed that our approach out-
performs [34] and [2] by a large margin, and performs com-
parable to [5]. Note that Gunduz–Demir et al. [5] heavily uti-
lizes the color information, whilst our approach is performed
on the grey-scale image. It is the (partially) closed contour that
our approach tries to capture in detecting the glands. Whatever
the stain technique is, our approach would be applicable as long
as it does not break the closed contour structure of the gland.
VI. CONCLUDING REMARKS AND FUTURE WORK
In summary, this paper has presented a novel method for de-
tecting glandular structures in microscopic images of human
colon tissues. We adopt an object-based approach, and our main
contribution is to develop a polar space random field model for
proposing the possible gland contours. We treat the task as a
gland detection and a gland segmentation problem, and com-
pare our algorithm with several state-of-the-art methods in the
respective fields. Different evaluation criteria have confirmed
the effectiveness of our approach.
Our approach utilizes the (partially) closed contour structure
of the gland, rendering it not only applicable for H-DAB im-
ages, but also for H&E images.We also prepare the first H-DAB
stained dataset for gland detection. This dataset has now been
made publicly available for future research. Currently, we are
also investigating issues to make our model suitable for clinical
use.
Our method has some limitations. Firstly, due to the utility of
the polar image and the structure of the random field model, our
method can only detect star-convexity shapes [14]. Secondly,
the regressor is trained only based on the PHOG feature. It is an-
ticipated that adding more features could boost the performance
of the regressor as well as our final model. Thirdly, the glands
contained in a microscopic image will never overlap, but we
have not utilized this property in this paper. Future works will
try to utilize this property and obtain a globally consistent result.
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