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For a ring R, the state space of K,,(R) is a compact convex set which is 
determined by the Grothendieck group K,(R), viewed as a pre-ordered 
abelian group. This space is denoted by St(R), and may be regarded as an 
invariant of the ring R. The purpose of this paper is to investigate the 
structure of this space for commutative rings R and for several classes of 
non-commutative noetherian rings R. A complete description of St(R) is 
given for rings R in certain special classes (e.g., commutative rings, 
hereditary noetherian prime rings, and certain orders over Dedekind 
domains). 
Most of the rest of this introduction is devoted to the question of why one 
should be interested in the state space in the first place, and to show that it 
arises naturally in the study of the K-theory of non-commutative rings. The 
introduction concludes with an outline of the contents of the paper. 
If R is a commutative ring, A is a finitely generated projective R-module, 
and P is a prime ideal of R, then we can define the rank of A at P to be 
r&4 ) = dim@ @ Kp), 
where K,, is the quotient field of RIP. If we fix A and let P vary, we obtain in 
this way a continuous function Spec(R) + Z, where Spec(R) is given the 
Zariski topology. Every non-negative continuous function from Spec(R) to Z 
arises in this way, and the induced map 
K,(R) -+ Contin(Spec(R), Z) 
is surjective. Denoting by R,(R) the kernel of this induced map, we thus 
have a homomorphic image of K,(R), namely, K,(R)/x,,(R), which is 
completely determined. 
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The purpose of the state space is to do what has to be done instead of all 
this in the noncommutative case. 
We can again define rank functions, at least for noetherian rings and P.I. 
rings, as follows. If P is a prime ideal of R, then R/P is a prime right Goldie 
ring, with right quotient ring K,. For any finitely generated projective right 
R-module A, the tensor product A@Kp is a direct sum of simple K,-modules, 
and we let u,(A) be the number of summands in such a decomposition. We 
then normalize, and set 
With A fixed and P varying over the set of prime ideals, we again have a 
function P b r-&t) defined on Spec(R), this time mapping into Q. However, 
easy examples show that this is usually not a continuous map with respect to 
the Zariski topology on Spec(R). This damage can be partly repaired by 
using the “patch” or “constructible” topology on Spec(R), which makes 
Spec(R) into a compact Hausdorff space. For right fully bounded noetherian 
rings, and for P.I. rings, the above map Spec(R) -+ Q is continuous with 
respect to this topology on Spec(R). 
However, there are other restrictions, in addition to continuity, which hold 
for the functions P b rp(A). For example, if R = (I *,“) and P and Q are the 
primes in R containing 2R, then for every finitely generated projective R- 
module A, 
Phenomena of this type suggest that instead of regarding the primes as points 
of a topological space only, we should find a way to regard them as points in 
a linear space, in such a way that the projective modules yield continuous 
affine functions. The fact that afline relations seem not to appear in the 
commutative case should reflect the fact that the points of the prime 
spectrum correspond to independent points in the linear space if R is 
commutative. 
We define the state space St(R) to be the set of all functions s from K,(R) 
to IR satisfying the following conditions: 
(i) s is additive; 
(ii) s([RR]) = 1; 
(iii) s([A]) > 0 f or every finitely generated projective R-module A. 
The set St(R) is a compact convex set in the linear topological space of all 
real-valued functions on the set K,(R). It is clear that if R is commutative or 
right noetherian, the map taking a prime P to the function s, defined by 
SAP 1 - PI) = ~I@) - rm 
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gives a map @: Spec(R) + St(R). The space St(R) and the map @ are the 
main objects of study in this paper. 
In Section 1, we introduce the state space and prove some of its general 
properties. A more extensive introduction is contained in [lo]. The second 
section is devoted to topics from functional analysis which we will need later 
to aid in computing state spaces. In Section 3, we give a complete analysis of 
the state space for commutative rings. In this case, it is shown that the state 
space can always be recovered as a space of probability measures on the 
Boolean spectrum of the ring. In some sense, the fact that we can describe 
the state space completely in terms of previously understood phenomena tells 
us that the state space does not have much new to say in the commutative 
case. 
In Section 4 we turn to non-commutative noetherian rings. We show that 
for certain right noetherian rings R, the map Spec(R) -+ St(R) is continuous 
if we give Spec(R) the patch topology, and that all extreme points of the 
state space are in the image of this map. (We do not know whether this is 
true for all right noetherian rings, even in the fully bounded case.) In order to 
get more detailed information, we then restrict ourselves (in Sections 5 
and 6) to very special classes of rings. 
In Section 5 we consider hereditary noetherian prime rings and show that 
for these rings, the state space is a sort of amalgamated convex sum of 
simplices. The detailed structure depends on the existence or non-existence of 
cycles of idempotent maximal ideals, and the existence or non-existence of 
idempotent maximal ideals which are not in cycles. 
The sixth section deals with rings R for which there is a Dedekind domain 
D such that R is an order in a simple algebra over the quotient field of D. In 
this situation, we show that St(R) is a finite complex, which is again an 
amalgamated convex sum of pieces which come from local data at certain 
prime ideals. We are able to get complete information (by showing that these 
local pieces are simplices) in the special case in which the simple algebra is 
central simple. 
In Section 7, we construct some examples of orders in a semisimple 
algebra for which the state space is more complicated than in the previous 
cases and indicate how any finite rational convex polytope can occur as the 
state space of such an order. 
In this paper, all rings are associative with identity, all ring 
homomorphisms are unital, and all modules are unital right modules. If A is 
a module and n is a positive integer, we use the notation nA to denote the 
direct sum of n copies of A (partly to avoid confusion with powers of ideals, 
but mainly in order to conform with the abelian group notation in K,(R)). 
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1. BASIC CONCEPTS 
The purpose of this section is to define and discuss the state space of K, of 
a ring R and to discuss a few examples. 
We recall the definition of K,(R). This object is an abelian group (written 
additively) with a generator [A] for each finitely generated projective right 
R-module A, and with relations [A] + [B] = [C] whenever A 0 B z C. 
Elements [A ] and [B] are equal in K,(R) if and only if A @ nR z B @ nR 
for some positive integer n. Every element of K,(R) has the form [A] - [B] 
for suitable A and B. 
In addition to the abelian group structure on K,(R), there is a natural pre- 
order (Le., a reflexive, transitive relation), which is compatible with the 
group structure. In order to discuss the combined structure, we require the 
following terminology. 
DEFINITION. A pre-ordered abelian group is a pair (G, < ) consisting of 
an abelian group G together with a specified translation-invariant pre-order 
< on G (that is, x <<y always implies x + z <y + z). When there is no 
danger of confusion, we refer to G itself as a pre-ordered abelian group, and 
we use G’ to denote the “positive cone” {x E G]x > 0). 
DEFINITION. An order-unit in a pre-ordered abelian group G is an 
element u E G+ such that for any x E G, there is a positive integer n with 
x < nu. For example, using the normal partial order on Z, every positive 
integer is an order-unit in Z. 
For the study of state spaces the appropriate category of pre-ordered 
abelian groups has as objects all pairs (G, u), where G is a pre-ordered 
abelian group and u is an order-unit in G, and where the morphisms from an 
object (G, u) to an object (H, u) are the order-preserving additive maps 
f: G + H such that f(u) = U. (Note that an additive map f: G + H is order- 
preserving if and only if f (G+) E H+.) We shall denote this category by @. 
As an example of an object of p, consider (IR, l), where IR is equipped with 
its usual ordering: this object is special because it possesses a certain 
Hahn-Banach-type injectivity property [ 11, Theorem 3.2; 9, Proposi- 
tion 18.11. 
DEFINITION. For any ring R, we define K,,(R)+ to be the collection of all 
elements [A] in K,(R), where A is any finitely generated projective right R- 
module. Note that 0 E K,(R)+ and that K,(R)+ is closed under addition. We 
define a relation < on K,(R) by setting x < y if and only if y -x E K,(R)+. 
Explicitly, we have [A] - [B] Q [C] - [D] in K,(R) if and only if 
A @D @ nR is isomorphic to a direct summand of B 0 C @ nR, for some 
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positive integer n. Using this relation, K,(R) becomes a pre-ordered abelian 
group. In addition, there is a natural order-unit in K,(R), namely, [RI. 
While the pre-order on K,(R) is not always a partial order 19, Example 
15.41, this does hold under mild finiteness assumptions on R. For example, if 
no finitely generated projective R-module is isomorphic to a proper direct 
summand of itself, then the pre-order on K,(R) is clearly a partial order. 
This is easily verified if R is noetherian on either side, or if R is commutative 
(using localization). 
The concept of a pre-ordered abelian group with order-unit is an algebraic 
generalization of the standard functional-analytic concept of a partially 
ordered real vector space with an order-unit. For such a space, the natural 
dual object consists of linear functionals which respect the partial order and 
which map the order-unit to the number 1. Such functionals are called states, 
the terminology being derived third hand from quantum mechanics via the 
algebra of bounded linear operators on a Hilbert space and then via C*- 
algebras. This concept applies equally well to pre-ordered abelian groups 
with order-unit, as follows. 
DEFINITION. Let G be a pre-ordered abelian group with an order-unit U. 
A state on (G, u) is any morphism from (G, u) to ([R, 1) in the category $J 
described above. The state space of (G, u) is the set S(G, u) of all states on 
(G, u). We view S(G, u) as a subset of the real vector space IRG, which we 
equip with the product topology. (Note that IRG is locally convex and 
Hausdorff.) 
PROPOSITION 1.1. If G is a pre-ordered abelian group with an order-unit 
u, then S(G, u) is a compact convex subset of the linear topological space IRG. 
Proof [9, Proposition 17.111. I 
Actually infinite convex combinations are also available in state spaces. 
Consider states fi, f2 ,... on a pre-ordered abelian group (G, u) with order- 
unit, and consider non-negative real numbers a,, a*,... such that Cak 
converges to 1. For any x E G, we have - nu <x < nu for some positive 
integer n; hence the numbers fk(x) all lie in the interval [ - n, n], and conse- 
quently the series C a,&(x) must converge to a real number f(x). This 
defines a map f: G -+ iR, which is clearly a state on (G, u). We use the 
notation CaJ;, for f, and we refer to this state as a u-convex combination of 
the states fk. 
DEFINITION. Given any ring R, we use St(R) as an abbreviation for 
WW), [RI)- 
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The operation taking (G, u) to S(G, u) is clearly a contravariant functor 
from the category ,$o of pre-ordered abelian groups with order-unit to the 
category of compact convex sets and affine continuous maps. (Recall that a 
map f: K, -+ K, between convex sets is aflne provided f preserves convex 
combinations, that is, 
f(ax + (1 - ab) = co) + (1 -aim) 
for all x,y E K, and all a E [0, 1 I.) In addition, the construction of K, 
provides a covariant functor from the category of rings (with identity) to the 
category 8. Combining these operations, we see that the operation 
associating St(R) with R is a contravariant functor from the category of 
rings to the category of compact convex sets and affine continuous maps. 
In Sections 3 and 5, we give complete descriptions of St(R) for all 
commutative rings R and all HNP rings R. For the remainder of the present 
section, we consider some examples which can be discussed without using 
any complicated machinery. 
EXAMPLE 1.2. Semisimple rings. 
Let R = R , x -. . x R,, where each Ri is a simple artinian ring of length 
ni. Choosing a simple right R,-module Ai for each i, we see that K,(R) is a 
free abelian group with basis {[A,],..., [Ak]}, that 
K,(R)+ = Z+[A,] t ... t Z+[A,], 
and that [R] =n,[A,] t ... + n,[A,]. Thus, K,,(R) is isomorphic to Zk, 
equipped with the componentwise partial order (so that (x,,...,xk) ( 
(Jo, ,..., yk) if and only if xi < yi for all i) and with the order-unit 
u = (n, )...) nk). As a result, St(R) is affinely homeomorphic to S(Zk, u). 
There is a natural isomorphism of IRk onto Hom,(Zk, IR), where (a, ,..., ak) 
corresponds to the map 
(x ~,...,x~)k+ alxl + “’ t akxk. 
Under this isomorphism, S(Zk, u) corresponds to the set 
i(a ,,...,ak)EIRk]all a,>0 and arni f ..a +a,n,= 1). 
Consequently, we conclude that St(R) is affinely homeomorphic to the 
standard (k - 1)-dimensional simplex. 1 
EXAMPLE 1.3. Von Neumann regular rings. 
For a (von Neumann) regular ring R, the state space St(R) is aftinely 
homeomorphic to the compact convex set P(R) of all pseudo-rank functions 
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on R [9, Proposition 17.121. By [9, Theorem 17.51, P(R) is a Choquet 
simplex, which is an infinite-dimensional generalization of classical 
simplices. We will not discuss Choquet simplices here except to say that 
every finite-dimensional Choquet simplex is aflinely homeomorphic to a 
standard simplex [ 18, Proposition 9.111. Given any metrizable Choquet 
simplex K, there exists a simple regular ring R such that K is affinely 
homeomorphic to P(R) and thus to St(R) [8, Theorem 5.1; 9, 
Theorem 17.231. 1 
Unlike Examples 1.2 and 1.3, state spaces in general need not be simplices 
of any kind. In fact, according to [ 10, Theorem 51, if K is a compact convex 
subset of a locally convex, Hausdorff, linear topological space, then there is 
a right and left semihereditary ring R such that St(R) is affinely 
homeomorphic to K. For noetherian rings there are more restrictions, but we 
can at least give immediately a non-simplicial example. 
EXAMPLE 1.4. A square state space. 
Set R=(i “,” ). Observing that R is the idealizer of the semimaximal right 
ideal M = (“,” “,“) in M,(Z), we see by [20, Theorem 4.31 that R is an HNP 
ring. Now set 
E=(“o” 7.) F$ “0”) G=(.i !$ 
each of which is a right ideal of R and thus is a finitely generated projective 
right R-module. Note that EMr FMr G and that Mr 2G. Also, 
R/M z (E/EM) @ (F/FM); hence we infer from Schanuel’s Lemma that 
R@~GzR@EM@FMz&F@M~E@F@~G. 
Thus, [R] = [E] + [F] in K,(R). Ob serving that G is a direct summand of R, 
we see that [G] < [E] + [F] as well. 
It can be shown that K,(R) is a free abelian group with basis {[El, [F], 
[G]}, and that 
K,(R)+=P+[E]+Z+[F]+Z+[G]+E+([E]+[F]-[G]). 
(For details, see [ 10, Sect. II].) Therefore, K,,(R) is isomorphic to the abelian 
group H = Z3 equipped with the translation-invariant partial order for which 
H+=Z+(l,O,O)+Z+(O,1,0)+Z+(O,0,1)+Z+(1,1, -l), 
and under this isomorphism [R] corresponds to the order-unit u = (1, 1,O). 
Now St(R) is affinely homeomorphic to S(H, u), which we may identify 
with the set K of all triples (ai, a,, a3) in lR3 such that all ai > 0, while 
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a, + 01~ > a3 and a, + a, = 1. Note that K is a rectangular subset of the 
plane a, + a2 = 1, so that K is affinely homeomorphic to a square. 
Therefore, St(R) is affinely homeomorphic to a square. I 
2. SOME FUNCTIONAL ANALYSIS 
The purpose of this section is to present some concepts from the theory of 
compact convex sets which are needed in order to deal with state spaces and 
to derive some general results which aid in the calculation of state spaces. 
The most basic concept is that of “extreme points” of a compact convex set, 
which play the role of vertices in infinite-dimensional situations and which 
provide “generators” of compact convex sets in a certain sense. 
DEFINITION. Let K be a convex subset of a real vector space. An extreme 
point of K is any point of K which cannot be expressed as a non-trivial 
convex combination of two distinct points of K. In other words, a point 
x E K is extreme provided the only convex combinations x = ay + (1 - a)z 
with y, z E K are those for which a = 0, a = 1, or y = z. For example, the 
extreme points of a plane convex polygon are just its vertices. The extreme 
boundary of K is the set a$ of all extreme points of K. While convex sets in 
general need not have any extreme points, compact convex sets are generated 
in a certain sense by their extreme points, as the following famous theorem 
shows. 
KREIN-MILMAN THEOREM. If K is a compact convex subset of a locally 
convex, Hausdorff, linear topological space, then K equals the closure of the 
convex hull of a,$. 
Proof. [16, p. 1311. 1 
PROPOSITION 2.1. Let K be a compact convex subset of a locally convex, 
Hausdorff, linear topological space. If X is a subset of K such that K equals 
the closure of the convex hull of X, then a$ is contained in the closure of X. 
Proof: [ 18, p. 9; 3, Lemma 5, p. 4401. I 
PROPOSITION 2.2. Let (G, u) be a pre-ordered abelian group with order- 
unit, let XC G, and set 
F = {s E S(G, u)]s(x) = 0 for all x E X}. 
Assume that s(x) > 0 for all extreme points s of S(G, u) and all x in X. If 
t E F and F n a,S(G, u) E {t), then t is an extreme point of S(G, u). 
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Proof: In view of the Krein-Milman Theorem, we see that s(x) > 0 for 
all s c S(G, U) and all x E X. 
Note that F is a compact convex subset of S(G, u). We claim that all 
extreme points of F are also extreme points of S(G, u). Thus, let s E ap and 
suppose that s = CIS’ + (1 - 01)s” for some s’, s” E S(G, u) and some real 
number a with 0 < a < 1. Given any x E X, we have s’(x) > 0 and s”(x) > 0, 
while 
as’(x) + (1 - a)s”(X) = s(x) = 0; 
hence s’(x) = S”(X) = 0. Thus, s’, s” E F. Since s is an extreme point of F, it 
now follows that s’ = s” = s. Therefore, s is an extreme point of S(G, u), as 
claimed. 
Thus, ap c F n a,S(G, u) c {t}. Since F is non-empty, the Krein-Milman 
Theorem shows that 8J is non-empty; hence we obtain aJ = {t). Therefore, 
t E B,S(G, u). 1 
The following lemma was proved for partially ordered abelian groups in 
[ 12, Proposition 1.9.11. The same proof works for pre-ordered abelian 
groups, and we repeat it here for the reader’s convenience. 
LEMMA 2.3. Let (G, u) be a pre-ordered abelian group with order-unit, 
let A denote the real linear space of all afine continuous real-valued 
functions on S(G, u), and equip A with the supremum norm. For each x E G, 
define f E A by evaluation, so that C?(S) = s(x) for all s E S(G, u). Then the 
set 
B = {.?/nlx E G and n is a positive integer} 
is norm-dense in A. 
Proof: Let C be the real linear subspace of A spanned by B, and note 
that B is norm-dense in C (because B is a rational linear subspace of A). 
Clearly C contains the constant functions (because u” is the constant 
function 1) and C separates the points of S(G, u) (because the set {2(x E G} 
does). Consequently, C is norm-dense in A, by [21, Exercise 23.3.6A, p. 409) 
(a weak analog of the Stone-Weierstrass Theorem). Therefore, B is norm- 
dense in A as well. I 
PROPOSITION 2.4. Let (G, u) be a pre-ordered abelian group with order- 
unit, let s E S(G, u), and let X be a compact convex subset of S(G, u). If 
s @ X, then there exists x E G such that s(x) < 0 but t(x) > 0 for all t E X. 
Proof The set X is a compact convex subset of the locally convex, 
Hausdorff, linear topological space R ‘. By one of the standard separation 
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theorems which follow from the Hahn-Banach Theorem, namely, [16, 
Corollary 14.4, p. 1191, we may separate X and {s} by a continuous linear 
functional; precisely there is a continuous linear map p:lRG -+ iR such that 
p(s) < inflp(f) I t E X}. 
Choose real numbers a and E with E > 0 so that p(s) < a -6, while 
p(t) > a + E for all t E X. 
Now the restriction of p - a to S(G, U) defines an affine continuous real- 
valued function q on S(G, u). By Lemma 2.3, there exist x E G and a 
positive integer n such that ]l(~?/n) - q ]I < E. Then 
s(x)/n = i(s)/n < q(s) + E =p(s) - a + e < 0, 
whence s(x) < 0. Similarly, t(x) > 0 for all t E X, as desired. 1 
COROLLARY 2.5. Let (G, u) be a pre-ordered abelian group with order- 
unit, and let T E S(G, u). Assume that whenever x E G and t(x) > 0 for all 
t E T, then s(x) > 0 for all s E S(G, u). Then S(G, u) equals the closure of 
the convex hull of T. Moreover, the extreme boundary of S(G, u) is contained 
in the closure of T. 
Proof: The first conclusion follows by applying Proposition 2.4 with X 
equal to the closure of the convex hull of T. Then Proposition 2.1 yields the 
second conclusion. I 
DEFINITION. Let X be a compact Hausdorff space. A Radon measure on 
X is any signed regular Bore1 measure on X. We use M(X) to denote the 
partially ordered real vector space of all Radon measures on X. Each 
,u E M(X) determines a bounded linear functional 0@) on the Banach space 
C(X) of all continuous real-valued functions on X, where e@)Cf) = j f dp. 
The Riesz Representation Theorem says that the map 8: M(X) -+ C(X)* is an 
isomorphism of partially ordered vector spaces. Thus, we shall identify M(X) 
with C(X)*. However, we shall not use the norm topology on M(X), but 
instead shall consider M(X) to be equipped with the weak* topology. 
Now consider any state cp on (C(X), 1). Given any f E C(X) with ]lf]l < 1, 
we have - 1 <f < 1, whence - 1 Q (pcf) < 1 and so ] rp(j)l< 1. Thus, v, is a 
bounded linear functional on C(X). Consequently, the state space S(C(X), 1) 
may be identified with a subset of the dual space M(X), namely, with the set 
M:(X) of all probability measures on X (i.e., non-negative measures 
p E M(X) such that p(X) = 1). Note that this identification is also correct 
topologically, i.e., the topology on S(C(X), 1) coincides with the relative 
weak* topology on M:(X). 
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Given any x E X, let 6(x) denote the point mass (or Dirac measure) at x, 
that is, the probability measure in MT (X) defined so that 
6(x)(A ) = 0 ifx@A 
= 1 ifxEA 
for all Bore1 sets A E X. Note that as an element of M(X) = C(X)*, the 
functional 6(x) is just evaluation at x. 
PROPOSITION 2.6. If X is a compact Hausdorff space, then the map 
x t-+ 6(x) defines a homeomorphism of X onto a&:(X). 
Proof: This is well-known folklore. It follows, for example, from 
[3, Lemmas 6, 7, pp. 441, 4421. 1 
We refer to the map 6 in Proposition 2.6 as the natural homeomorphism of 
X onto a&:(X). 
THEOREM 2.7. Let X be a compact Hausdorff space, let 6 be the natural 
homeomorphism of X onto a&V:(X), and let K be a compact convex subset 
of a locally convex, Hausdorff, linear topological space. Given any 
continuous map p: X-+ K, there exists a unique affine continuous map 
w: M:(X) -+ K such that ylS = ~1. 
Proof Any probability measure ,u on X induces, via 9, a probability 
measure 13@) on K: namely, Q)(A) = ,u(q-‘(A)) for all Bore1 sets A &K. 
This defines a map 0: M:(X) + M:(K), which is clearly affine. We leave to 
the reader the exercise of checking that 8 is also continuous. 
Let E be the locally convex, Hausdorff, linear topological space in which 
K lives. For each probability measure v on K, there is a unique point p(v) in 
K which “represents” v in the sense that I‘, f dv = f Q(v)) for all continuous 
linear functionals f on E [ 18, Proposition 1.11. (Intuitively, p(v) is the center 
of mass of v.) Thus, we obtain a map p: M:(K) + K. It is clear from the 
uniqueness in the definition that p is an affine map, and [ 18, Proposition 1.11 
shows that p is continuous. 
Now y = pt? is an affine continuous map of M:(X) into K. Given any 
x E X, we observe that the probability measure &I(x) on K is just the point 
mass 69(x). Consequently, for every continuous linear functional f on E, we 
compute that 
fww) = j .fWW) = j f 4&(x)) = f (dx>>- 
K K 
Since the continuous linear functionals separate points of E, we obtain 
p&(x) = p(x). Therefore, ~8 = p&3 = p. 
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As S(X) = a$: (X), the uniqueness of w  follows from the Krein-Milman 
Theorem. I 
Theorem 2.7 may be interpreted categorically as showing that M:(-) is a 
left adjoint for the forgetful functor from compact convex sets to compact 
Hausdorff spaces. We shall use this result to represent certain state spaces as 
affine continuous images of compact convex sets of the form M:(X). 
THEOREM 2.8. Let (G, u) be a pre-ordered abelian group with order-unit, 
and let X be a compact subset of S(G, u) which contains B,S(G, u). Let 6 be 
the natural homeomorphism of X onto a,M:(X). Assume that given any 
disjoint closed subsets A and B of X, there exists x E G such that 0 < x < u, 
while s(x) = 1 for all s E A and s(x) = 0 for all s E B. Then 6 extends to an 
aflne homeomorphism of S(G, u) onto M:(X). 
Proof If q: X+ S(G, u) is the inclusion map, then by Theorem 2.7 there 
is a unique affine continuous map w: M:(X) --t S(G, u) such that WS = o. 
Note that the image of w  is a compact convex subset of S(G, u). Inasmuch 
as 
y/(M: (X)) I> w&X) = X 1 a, S(G, u), 
it follows from the Krein-Milman Theorem that I+v(M:(X)) = S(G, u). Thus, 
II/ is surjective; we shall show that it is injective as well. 
Each element x E G induces a continuous map Zz X+ R, where 
Z(s) = s(x) for all s E X. (In the notation of Lemma 2.3,2 = z?lx.) We claim 
that (, 2 dp = w@)(x) for all p in M:(X). 
The rule p(u) = @Z) = I, 2 dp defines an a&e map p: M:(X) + R, and 
since M:(X) has the weak* topology, p is continuous. In addition, the rule 
q(a) = w@)(x) defines an tine continuous map q: M+(X) + R. Given any 
extreme point p of M:(X), we have ,u = 6(s) for some s E X, whence 
PCU) = I, 2 dp = z(s) = s(x) = q(s)(x) = wd(s)(x) = Y+)(X) = qcU). 
Thus, p and q agree on afl:(X). Applying the Krein-Milman Theorem, we 
obtain p = q, which proves the claim. 
Now consider any distinct p, v E M:(X). Since ,D and v are regular Bore1 
measures on X, there must be a closed set A s X such that p(A) # v(A). 
Choose a real number E > 0 such that I,u(A) - v(A)1 > 2.5 Using the 
regularity of ,D and v again, we obtain an open set W 2 A such that 
,D( IV) < p(A) + E and v( IV) < v(A) + E. Then B = X - W is a closed subset of 
X which is disjoint from A. 
By hypothesis, there exists x E G such that 0 <x < u, while s(x) = 1 for 
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all SEA and s(x)=0 for all sEB. Thus, O<x’< 1, while x’= 1 on A and 
x’= 0 on B. As a result, 
wW(x)=jx~&=p(A)+j x’& 
W-A 
y/(v)(x) = I, x’dv = v(A) + !,, fdv. 
SinceO<f<l, whilep(W--A)<aandv(W-A)<&, wehave 
li,-A 
x’dpl <E and Ijw-A~dvi <E. 
On the other hand, (p(A) - v(A)1 > 2~; hence we conclude that 
vol)(x) f w(v)(x). 
Therefore, w(u) # v(v), so that II/ is injective, as desired. 
Thus, w  is an afline continuous bijection of M:(X) onto S(G, u). Since 
both spaces are compact Hausdorff, it follows that w  must be a 
homeomorphism. Consequently, vv-’ is an afline homeomorphism of S(G, U) 
onto M:(X). In addition, v/-?p = 6, so that IJ-’ is an extension of 6. 1 
3. COMMUTATIVE RINGS 
In this section we derive a complete description of the state space of K, of 
any commutative ring. We begin with a version of Serre’s Theorem which is 
needed to obtain certain inequalities in K,. We shall make use of a weakened 
form of the Serre-Bass Theorem [22, Theorem 11.21, which may be stated as 
follows. Let R be a commutative noetherian ring with finite Krull dimension 
d, let S be an R-algebra which is finitely generated as an R-module, and let 
C be a finitely generated right S-module. If, for each maximal ideal A4 of R, 
the free right S,-module (d + l)S, is isomorphic to a direct summand of 
CM, then S is isomorphic to a direct summand of C. 
LEMMA 3.1. Let R be a commutative ring, let A and B be R-modules, and 
set S = End,(A). If A is jinitely generated and projective, then the natural 
map 
qxHom,(A,B)@,A+B 
is a split monomorphism. 
ProoJ If R is local, then A is free. In this case, if A = 0, then rp is 
obviously injective, while if A # 0, then it is easily checked that (p is an 
isomorphism. Thus, all localizations of v, are injective, whence 9 is injective. 
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Since A is projective, we see that the image of v, is JB, where J is the trace 
ideal of A, that is, 
J= {f,(a,> + ... +fn(a,)lfi ,...,f, E Hom,(A R); a, ,...) a, E A 1. 
We check that J is finitely generated and that J* = J. By [2, Chap. II, 52.2, 
Corollary 3 of Proposition 41, there exists e E J such that (1 - e) J = 0. Then 
e = e* and J= eR. Therefore, JB = eB is a direct summand of B. a 
THEOREM 3.2. Let R be a commutative noetherian ring with jkite Krull 
dimension d, let A and B beJinitely generated R-modules, and assume that A 
is projective. For each maximal ideal M of R, assume that (d + 1 )AM is 
isomorphic to a direct summand of B,. Then A is isomorphic to a direct 
summand of B. 
Proof: Set S = End,(A), and note that S is a module-finite R-algebra. 
Note also that Hom,(A, -) is an additive functor from Mod-R to Mod-S, 
and that Hom,(A, B) is a finitely generated right S-module. Given any 
maximal ideal M of R, we have (d + l)AM isomorphic to a direct summand 
of B, ; hence (d + 1) Hom,(A, A,) is isomorphic to a direct summand of 
Hom,(A, B,). Observing that 
Hom,(A, 4,) s Hom,(A,, A,) r S, 
and Hom,(A, BY) z (Hom,(A, B))*, we thus see that (d t l)S, is 
isomorphic to a direct summand of (Hom,(A, B))M. 
From the Serre-Bass Theorem [22, Theorem 11.21, it follows that S is 
isomorphic to a direct summand of Hom,(A, B). Consequently, S OS A is 
isomorphic to a direct summand of Hom,(A, B) OS A. By Lemma 3.1, 
Hom,(A, B) OS A is isomorphic to a direct summand of B; hence we 
conclude that A is isomorphic to a direct summand of B. I 
COROLLARY 3.3. Let R be a commutative noetherian ring with finite 
Krull dimension d, let A and B be finitely generated R-modules, and assume 
that A is projective. For each maximal ideal M of R, assume that A, is 
isomorphic to a direct summand of B, . Then n4 is isomorphic to a direct 
summand of (n t d)B for all positive integers n. 
Proof: For all maximal ideais M of R, we have (d + l)AM isomorphic to 
a direct summand of (d t l)B,; hence by Theorem 3.2, A is isomorphic to a 
direct summand of (d t 1)B. We continue by induction, showing that if nA 
is isomorphic to a direct summand of (n + d)B, then (n + 1)A is isomorphic 
to a direct summand of (n + d + 1)B. 
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If nA @ C z (n + d)B, then for any maximal ideal M of R, it follows that 
nA,OB,@C,E(n+d+ l)B,. 
Our hypotheses imply that (n + d + l)BM g (n + d + l)AM @ D for some D, 
whence cancellation [22, Proposition Il.71 allows us to conclude from the 
two previous isomorphisms that B,@ CM= (d + l)A,,,@ D, so that 
(d + l)A, is isomorphic to a direct summand of (B @ C),. Since this holds 
for all M, Theorem 3.2 implies that A is isomorphic to a direct summand of 
BOC. As 
(n+d+ 1)Brti @BBC, 
it follows that (n + !)A is isomorphic to a direct summand of (n + d + l)B, 
as required. I 
DEFINITION. Let R be a commutative ring, let P be a prime ideal of R, 
and let A be a finitely generated projective R-module. Then A/AP is a finitely 
generated projective module over the domain R/P, and we use rp(A) to 
denote the rank of A/AP. Equivalently, rp(A) is equal to the dimension of the 
vector space A OR Kp, where Kp is the quotient field of R/P, and rp(A) is 
also equal to the rank of the free module A, over R,. 
Inasmuch as rp(-) is additive on direct sums, we see that rp(-) induces 
an additive map s, : K,,(R) + Z such that 
d[Al - PI) = TM) - rt@) 
for all finitely generated projective R-modules A and B. Also, s, maps 
K,(R)+ into Z+ , and s,,([R]) = 1. Thus, s, E St(R). 
LEMMA 3.4. Let R be a commutative ring, and let A be a finitely 
generated projective R-module. Then the rule P w  rp(A) defines a continuous 
map of Spec(R) into Z. 
Prqof. [2, Chap. II, $5.2, Theorem l] or [22, Theorem 7.81. 1 
LEMMA 3.5. Let R be a commutative ring, and let x E K,(R). If 
sp(x) > 0 for all P E Spec(R), then s(x) > 0 for all s E St(R). 
Proof Write x = [B] - [A] for some finitely generated projective R- 
modules A and B. Then rp(A) < r,,(B) for all P E Spec(R), and we must 
prove that s( [A]) < s( [B]) for all s E St(R). 
Choose a finitely generated subring T of R which has finitely generated 
projective modules C and D such that COT R GE A and D G&R z B. Then T 
is noetherian and has finite Krull dimension d. Observing that the nil radical 
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of T equals the intersection of the prime ideals Pn T, as P ranges over 
Spec(R), we see that the set 
{Pn T/ PE Spec(R)} 
is dense in Spec(7). 
We claim that r,,,(C) < r,,, (0) for any P E Spec(R). Let KP be the 
quotient field of RIP. After identifying T/(P n 7) with a subring of R/P, the 
quotient field F of T/(P n 7) may be identified with a subfield of KP. Note 
that 
whence 
rP(A) = dim,&4 OR KP) = dim,(C &F) = rp &C). 
Likewise, rP(B) = rPnr(D); hence r, JC) < rP &D), as claimed. 
Thus, rc(C) < r&D) for all Q in a dense subset of Spec(T). By Lemma 
3.4, it follows that r@(C) < rc(D) for all Q E Spec(T). In particular, CM is 
isomorphic to a direct summand of D, for all maximal ideals M of T. 
According to Corollary 3.3, nC is isomorphic to a direct summand of 
(n + d)D for all positive integers n. 
Consequently, for all n we have nA isomorphic to a direct summand of 
(n + d)B, whence n[A] < (n t d)[B] in K,(R). Given any s E St(R), we thus 
have ns([A]) < (n + d)s( [B]) for all n; hence s([A]) < s( [RI). I 
DEFINITION. For any ring R, we use B(R) to denote the Boolean algebra 
of central idempotents of R, where the lattice operations are given by the 
rules e A f = ef and e V f = e tf- ef, while e’ = 1 - e. 
LEMMA 3.6. Let R be a commutative ring, and let P, Q E Spec(R). Then 
s,=so ifand only ifPnB(R)=QnB(R). 
Proof. First assume that sP = sc, so that r&4) = r&l) for all finitely 
generated projective R-modules A. Given any e E Pn B(R), we have 
eR/eP = 0 and so r,,(eR) = 0, whence ro(eR) = 0. Then eR/eQ = 0, so that 
e E Q. Thus P n B(R) c Q n B(R), and likewise Q n B(R) c P n B(R). 
Conversely, assume that s, # so. Then r&4) # r&4) for some finitely 
generated projective R-module A. In view of Lemma 3.4, there must be a 
clopen set W G Spec(R) such that P E W and Q @ W. Then 
W={TESpec(R)IeET} 
for some e E B(R) [22, Theorem 7.121. Consequently, e E P and e sf Q, and 
thus PnB(R)#QnB(R). 1 
481/71/2-4 
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LEMMA 3.1. Let R be a commutative ring. Then the rule PI+ sp defines 
a continuous map of Spec(R) onto a closed subset X of St(R) which contains 
a, St(R). Furthermore, X is homeomorphic to Spec(B(R)), via the map q 
defined by q(s,) = P n B(R). 
Proof. Set X= {sp ] P E Spec(R)}. 
Using Lemma 3.4, we see that for all x E K,(R), the rule PM sp(x) 
defines a continuous map of Spec(R) into Z. Consequently, the rule PI--+ s, 
defines a continuous surjection of Spec(R) onto X. Inasmuch as Spec(R) is 
compact and St(R) is Hausdorff, X must be compact; hence closed in St(R). 
If x E K,(R) and sp(x) > 0 for all s, E X, then Lemma 3.5 shows that 
s(x) > 0 for all s E St(R). As a result, Corollary 2.5 says that 3, St(R) E X. 
We next remark that since s, = sc if and only if P f7 B(R) = Q n B(R) 
(Lemma 3.6), we obtain a well-defined injection q~ X-, Spec(B(R)) by 
setting I = Pn B(R). To see that a, is surjective, note that if 
ME Spec(B(R)), then MR #R, so MR E P for some P E Spec(R), and 
M = P n B(R) = q(sp) because of the maximality of M. 
Thus, v, is a bijection. To show that (p is a homeomorphism, it suffices to 
show that it is continuous, because X and Spec(B(R)) are both compact 
Hausdorff spaces. If V is a closed subset of Spec(B(R)), then 
V= {ME Spec(B(R))(YGM} 
for some ideal Y of B(R). We observe that 
(p-‘(v)= {s EX]s([eR]) =0 for all eE Y}, 
which is clearly closed in X. Therefore, o is continuous. 1 
PROPOSITION 3.8. If R is any non-zero indecomposable commutative 
ring, then St(R) consists of a single point. 
Proof. Since B(R) = (0, 1 }, we see that Spec(B(R)) is a singleton, 
whence Lemma 3.7 shows that 8, St(R) is contained in a singleton. Applying 
the Krein-Milman Theorem, we conclude that St(R) is either empty or a 
singleton. On the other hand, Spec(R) is non-empty because R is non-zero, 
so there is at least one state sp in St(R). Therefore, St(R) is a singleton. 1 
Proposition 3.8 was proved for commutative integral domains in 
[ 10, Theorem 41. 
THEOREM 3.9. Let R be a commutative ring, let Y = Spec(B(R)), and let 
6 be the natural homeomorphism of Y onto a,M:( Y). 
(a) The extreme boundary 8, St(R) is exactly the set of states of the 
form s,, for P E Spec(R). Furthermore, 8, St(R) is compact, and there is a 
homeomorphism (D of 3, St(R) onto Y, given by the rule (p(sp) = Pn B(R). 
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(b) The map 69 extends to an afine homeomorphism of St(R) onto 
M:(Y). 
Proof. Set X= {s, ] P E Spec(R)}. According to Lemma 3.7, X is closed 
in St(R), and there is a homeomorphism 9: X+ Y given by the rule 
9(s,) = P n B(R). We first prove (b) with X in place of a, St(R), after which 
we prove X= 8, St(R) and the rest of (a). 
(b) Let 6’ be the natural homeomorphism of X onto 3$4:(X). The 
homeomorphism 9:x+ Y induces an affine homeomorphism 
9*: M:(X) -+ M:(Y) such that 9*6’ = 69. 
We use Theorem 2.8 to obtain an aftine homeomorphism of St(R) onto 
M:(X). Thus, consider any disjoint closed sets A, B c_X. Then 9(A) and 
9(B) are disjoint closed subsets of Y. Since Y is a compact, Hausdorff, 
totally disconnected space, there is a clopen set W s Y such that 9(A) C_ W 
and 9(B) E Y - W. Now there must be some e E B(R) such that 
W= {ME Yle4M). 
Note that 0 < [eR] < [R] in K,(R). G iven any s E B, we have 9(s) $ W and 
so e E 9(s), whence s( [eR]) = 0. Given any s E A, we have 9(s) E W and so 
e @ 9(s); hence 1 - e E 9(s). In this case, s([( 1 - e) R]) = 0, whence 
s([eR]) = s([R]) = 1. 
Now Theorem 2.8 says that 6’ extends to an affine homeomorphism 9’ of 
St(R) onto M:(X). Therefore, 9*9’ is an affine homeomorphism of St(R) 
onto M:(Y) which extends ,*a’ = 69. 
(a) We have an affine homeomorphism 9: St(R) --f M:(Y) extending 
69. Consequently, 
whence 8, St(R) =X. The remaining statement in (a) is now clear. 1 
For commutative von Neumann regular rings, part (a) of Theorem 3.9 is a 
consequence of [9, Proposition 17.12, Theorem 16.281. 
COROLLARY 3.10. Let R be a commutative ring which is a fmite direct 
product of n non-zero indecomposable rings. Then St(R) is aflnely 
homeomorphic to the standard (n - I)-dimensional simplex. 
Proof Clearly B(R) is atomic with n atoms, whence Spec(B(R)) is a 
discrete space with n points. Then M:(Spec(B(R))) is aftinely 
homeomorphic to the standard (n - 1)-dimensional simplex; hence by 
Theorem 3.9 we are done. I 
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4. NOETHERIAN RINGS 
For non-commutative noetherian rings, there are two cases in which we 
are again able to prove that the extreme points of the state space of K, are 
all given by ranks associated with certain prime ideals (as in 
Theorem 3.9(a)). However, we are not able to give a general description of 
the state space because in the non-commutative case the state space seems to 
reflect more of the detailed structure of the ring. We consider two classes of 
right noetherian rings: those which are right fully bounded and of finite Krull 
dimension, and those of right Krull dimension at most one (not necessarily 
fully bounded). 
In both cases, our proofs are somewhat similar to those of the previous 
section. We first use a kind of Serre’s Theorem result analogous to Corollary 
3.3 to prove an appropriate version of Lemma 3.5. To achieve the desired 
results, this is combined with properties of a continuous map of the prime 
spectrum ,into the state space, except that for the non-commutative cases we 
must use the patch topology rather than the Zariski topology on the 
spectrum. 
DEFINITION. The rank of a module A is the Goldie (uniform) dimension 
of A, that is, the largest non-negative integer n (or a) such that A contains a 
direct sum of n non-zero submodules. If A is a non-singular right module 
over a prime right noetherian ring R, then the rank of A may be calculated 
using the maximal right quotient ring Q of R: in this case, Q is a simple 
artinian ring, A OR Q is a semisimple right Q-module, and rank(A) equals 
the composition series length of A OR Q as a right Q-module. 
DEFINITION. Let R be a right noetherian ring, let P be a prime ideal of R, 
and let A be a finitely generated projective right R-module. We define 
r,(A) = rank(A/AP)/rank(R/P). 
(Note that if R is commutative, this coincides with the definition of r, used 
in the previous section.) If Q is the maximal right quotient ring of R/P, then 
we also have 
rp(A) = length(A OR Q)/length(Q). 
Inasmuch as r, is additive on finite direct sums and rp(R) = 1, we see that r, 
induces a state sp E St(R) such that 
c4[4 - PI) = b(A) - Q@) 
for all finitely generated projective right R-modules A and B. 
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DEFINITION. A prime ring R is said to be right bounded if every essential 
right ideal of R contains a non-zero two-sided ideal of R. A right fully 
bounded ring is any ring for which all prime factor rings are right bounded. 
Examples of such rings are module-finite algebras over commutative 
noetherian rings, and noetherian PI. rings. 
For a non-commutative right noetherian ring R, we use the Krull 
dimension of R in the sense of Gordon and Robson [ 141. In case R is right 
fully bounded, however, the Krull dimension of R can be obtained by 
counting lengths of chains of prime ideals [ 17, Theorem 2.41. 
DEFINITION. A J-ideal in a ring R is any ideal of R which is an inter- 
section of maximal ideals. The J-dimension of R is computed like the 
classical Krull dimension, but counting lengths of chains of prime J-ideals 
instead of arbitrary prime ideals. In particular, the J-dimension of R equals a 
non-negative integer d if and only if the maximum length of a chain of prime 
J-ideals in R is d. 
THEOREM 4.1. Let R be a right noetherian, right fully bounded ring with 
finite J-dimension d, and let A and B be finitely generated projective right R- 
modules. If rp(A) < rp(B) for all prime J-ideals P of R, then nA is isomorphic 
to a direct summand of (n + d)B for all positive integers n. 
Proof: This is a direct corollary of [24, Theorem 21. n 
The boundedness hypothesis in Theorem 4.1 is unfortunate, but we do not 
know how to remove it except for rings of Krull dimension one. The 
noetherian hypothesis can be replaced by “J-noetherian” (ACC on J-ideals) 
together with suitable Goldie conditions on prime factor rings of R, as in 
[24], but this introduces complications which do not seem to be enlightening 
in this context; so we will not work in that degree of generality. 
COROLLARY 4.2. Let R be a right noetherian, right fully bounded ring 
with finite J-dimension d, and let A and B be jinitely generated projective 
right R-modules. If rp(A) < rp(B) f or all prime J-ideals P of R, then 
s( [A]) < s( [B]) for all s E St(R). 
Proof. In view of Theorem 4.1, we have n[A] < (n + d)[B] in K,(R) for 
all positive integers n; hence ns([A]) < (n + d)s([B]) for all n. Thus, 
WI) Q WI). 1 
DEFINITION. As in the commutative case, we use Spec(R) to denote the 
set of all prime ideals of a ring R. Normally, Spec(R) is given the Zariski 
topology, in which the closed sets are the sets 
F(Z)= (PE Spec(R)IP?I}, 
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for all ideals I of R. However, for non-commutative right noetherian rings R, 
the maps taking P to r,(A), for finitely generated projective right R-modules 
A, need not be continuous with respect to the Zariski topology. This may be 
remedied in the cases we are interested in by using the patch topology on 
Spec(R), as defined in [ 151. For any ring R, the patch topology on Spec(R) 
is defined by taking as a subbasis of closed sets all the closed sets and all the 
compact open sets of the Zariski topology. (We are using “compact” to refer 
only to the finite subcover property, without assuming Hausdorffness.) 
PROPOSITION 4.3. Let R be a ring in which all ideals are finitely 
generated (as ideals). In the Zariski topology, all open subsets of Spec(R) are 
compact. In the patch topology, Spec(R) is a compact Hausdorflspace, and 
the set of prime J-ideals is a closed subspace. 
Proof In the Zariski topology, the open subsets of Spec(R) are the sets 
W(Z)= {PE Spec(R)IP$I}, 
for all ideals I of R. Suppose that some W(Z) E lJ W(J,) for some collection 
(J,} of ideals of R. Then 
W(1) = u(W(1) n W(J,)) = u W(In J,) = W(C(In J,)). 
Since all ideals of R are finitely generated, 
for some a(l),..., a(k), whence W(I) s W(J,,,,) U . . . U W(J,,,,). Therefore, 
W(1) is compact. 
Inasmuch as all open subsets of Spec(R) are compact in the Zariski 
topology, it follows that Spec(R) with the Zariski topology is a “spectral 
space” in the sense of [ 151 (which is not clear in the general non- 
commutative case). By [ 15, Theorem I], Spec(R) is compact and Hausdorff 
in the patch topology. 
Finally, let X be the set of all prime ideals of R which are not J-ideals. 
Consider any P E X, and let Z be the intersection of all maximal ideals 
containing P; then I properly contains P. If Q is any prime J-ideal which 
contains P, then Q is the intersection of some of the maximal ideals 
containing P; hence Q 2 Z and so Q & W(I). Thus, F(P) n W(Z) is an open 
set in the patch topology such that P E F(P) n W(Z) GX. Therefore, X is 
open in the patch topology. 1 
PROPOSITION 4.4. Let R be a right noetherian, right fully bounded ring, 
and let A be a jinitely generated projective right R-module. With the patch 
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topology on Spec(R), the rule P t--t rp(A) defines a locally constant (and thus 
continuous) map of Spec(R) into Q. 
Proof. We claim that given any P E Spec(R), there exists an ideal Z, 
properly containing P, such that r&A) < rp(A) for all Q in F(P) n W(Z). 
Note that rp(A) = r,(A/AP) and that r&A) = rQlp(A/AP) for all Q E F(P). 
Thus, as far as proving the claim, we may assume that P = 0. 
We now let U be a uniform right ideal of R. We note that R has an 
essential right ideal E isomorphic to (rank(R)) U and that A has an essential 
submodule isomorphic to (rank(A))U. Since E is essential, it contains a 
regular element x, and left multiplication by x gives an embedding of R into 
E. Consequently, we obtain short exact sequences 
(1) O+(rank(R))U-+R-+S,-+O, 
(2) 0 -+ (rank(A)) U-+ A -+ S, + 0, 
(3) 0 + R -+ (rank(R)) U-+ S, + 0, 
where each Si is a finitely generated singular module. 
Inasmuch as R is assumed to be prime, R is right bounded, from which we 
infer that R has a non-zero ideal Z such that each SJ = 0. If Q E W(Z), then 
(Z + Q)/Q is a non-zero ideal of R/Q which annihilates each SdS,Q; hence 
SJS,Q is a singular (R/Q)-module. Tensoring each of (l), (2), (3) with the 
maximal right quotient ring T of R/Q, we obtain exact sequences 
(1’) (rank(R))(U@, 7’)+ T+O, 
(2’) (rank(A))(U@, T) + A OR T+ 0, 
(3’) T-+ (rank(R))( U OR T’) + 0. 
It follows from (1’) and (3’) that ra(U) = l/rank(R); hence we conclude 
from (2’) that 
rJA) < rank(A)r,(U) = rank(A)/rank(R) = r,(A). 
Thus, r*(A) < r,,(A) for all Q E W(Z), which proves the claim. 
Returning to the original situation, we thus have an ideal Z, properly 
containing P, such that r&A) < rp(A) for all Q in F(P) n W(Z). 
Now A @ B s nR for some B and some positive integer, n. Using the claim 
again, there exists an ideal .Z, properly containing R, such that ra(B) ,< rp(B) 
for all Q in F(P) n W(J). Then 
rJA) = n - rJB) > n - rp(B) = rp(A) 
for all Q in F(P) n W(J). Consequently, rJA) = rp(A) for all Q in 
F(P) n W(Z) n W(J). In the patch topology, F(P) n W(Z) f7 W(J) is an open 
neighborhood of P. Therefore, our map is locally constant at P. @ 
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THEOREM 4.5. Let R be a right noetherian, right fully bounded ring with 
jinite J-dimension, and set 
X = {spI P is a prime J-ideal of R). 
Then X is a compact subset of St(R), and every extreme point of St(R) lies in 
X. 
Proo$ Let Y be the set of all prime J-ideals of R. If we give Y the 
relative topology inherited from the patch topology on Spec(R), then by 
Proposition 4.3, Y is a compact Hausdorff space. Proposition 4.4 shows that 
for all x E K,(R), the rule P t--+ sp(x) defines a continuous map of Spec(R) 
into Q. Consequently, the rule PI--+ s, defines a continuous surjection of Y 
onto X. Therefore, X must be compact. Since St(R) is Hausdorff, it follows 
that X is closed in St(R). 
If x E K,(R) and sp(x) > 0 for all sp E X, then Corollary 4.2 shows that 
s(x) > 0 for all s E St(R). As a result, Corollary 2.5 says that 
a,St(R)sX. m 
We now turn to the case of Krull dimension one. Recall that a semiprime 
right noetherian ring R has right Krull dimension at most one if and only if 
R/I is artinian for every essential right ideal I of R [ 14, 
Propositions 1.3, 6.11. In particular, it follows that every finitely generated 
singular right R-module is artinian. 
LEMMA 4.6. Let R be a semiprime right noetherian ring, and let A and C 
be finitely generated right R-modules with A non-singular and C projective. 
If rank(A/AP) < rank(C/CP) f or all minimal prime ideals P of R, then there 
exists a map f: C + A such that f C is an essential submodule of A. 
ProoJ First consider the case when R is prime. Choose a uniform right 
ideal U of R, and note that R has an essential right ideal E such that 
E E (rank(R)) U. Since there exists a regular element in E, we see that R is 
isomorphic to a submodule of E; hence C is isomorphic to a submodule of 
some direct sum of copies of U. Consequently, Hom,(C, U) separates points 
of c. 
Choose f E Hom,(C, A) with rank(fC) as large as possible. If fC is not 
essential in A, then rankCfC) < rank(A), whence ker f # 0 (because 
rank(A) < rank(C)). Choose a non-zero element x E kerf and choose a map 
g E Hom,(C, U) such that gx # 0. Since fC is not essential in A, there exists 
a monomorphism h : U -+ A such that hU nfC = 0. Now hgC nf C = 0, 
whence 
ker(f+ hg) = (kern n (ker hg). 
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We have arranged x E kerf so that hgx f 0; hence cf+ hg)x # 0 and so 
kerCft hg) < kerJ: But then v+ hg)C has rank strictly larger than fC, 
which contradicts the maximality of rank(K). Therefore, fC is essential in 
A, as claimed. 
Now consider the general case. Let X be the set of minimal prime ideals of 
R, and for all P E X set 
A[P] = {xEAIxP=O} and C[P] = (XE ClxP=O}. 
By [ 24, Lemma 31, these A [P] are independent submodules of A, the direct 
sum of the A[P] is essential in A, and for each P E X the natural map 
A -+ A/P maps A [P] isomorphically onto an essential submodule of A/AP. 
The C[P] satisfy corresponding properties. 
For each PEX, we have rank(A/AP) <rank(C/CP) and so 
rank(A[P]) < rank(C/CP). By the case above, there exists a map 
g, : C/CP -, A [P] such that gp(C/CP) is essential in A [PI. Let fp : C --t A [P] 
be the composition of g, with the natural map C + C/CP. Inasmuch as the 
map C[P] -+ C/CP is an essential monomorphism, we infer that f,(C[P]) is 
an essential submodule of A[P]. 
Finally, set f = CpEXfp. For distinct P, Q E X, we see that 
f,(C[Ql) GA PI nA IQ1 = 0; 
hence f (OpGx C[P])= &,f,(C[P]). Then f(@,,,C[P]) is essential in 
0P.X A[P] and thus is essential in A. Consequently, fC is essential in A. 1 
In the case when R is prime, the next theorem follows from [24, 
Theorem 71. 
THEOREM 4.7. Let R be a right noetherian ring with right Krull 
dimension at most one, and let A, B, C be finitely generated projective right 
R-modules. Assume that 
(a) r,+,(A) < TM(B) for all maximal ideals M of R. 
(b) rp(A) < r*(C) for all minimal prime ideals P of R. 
(c) Whenever P is a minimal prime ideal of R for which rp(A) # 0, 
then r,(B) # 0. 
Then A is isomorphic to a direct summand of B @ C. 
Proof. Note that we need only find an epimorphism of B @ C onto A. By 
Nakayama’s Lemma and the projectivity of B @ C, it sufftces to find an 
epimorphism of (B/BN) @ (C/CN) onto A/AN, where N is the prime radical 
of R. Thus, we may assume, without loss of generality, that R is semiprime. 
In view of (b) and Lemma 4.6, there is a map f: C + A whose cokernel 
D = A/fC is singular. We complete the proof by showing that there is an 
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epimorphism of B onto D. Since D is finitely generated singular and R has 
right Krull dimension at most one, D is artinian. 
We claim that any simple module S which is an epimorphic image of A is 
also an epimorphic image of B. If P is the annihilator of S, then P is a prime 
ideal of R and A/AP# 0; hence ~~(4) > 0. Since R has right Krull 
dimension at most one, [ 14, Proposition 7.91 shows that P is either a 
maximal ideal or a minimal prime ideal of R. Consequently, we obtain 
rp(B) > 0 from either (a) or (c), and thus B/BP # 0. Now B/BP is a non- 
zero projective right (R/P)-module, and S is a faithful right (R/P)-module; 
hence there exist non-zero homomorphisms from B/BP to S. Consequently, 
there exists an epimorphism of B onto S, as claimed. 
In particular, every simple epimorphic image of the artinian module D is 
also an epimorphic image of B. As a result, B generates D, that is, there is 
an epimorphism of nB onto D, for some positive integer n. For all maximal 
ideals M of R, we have ~~(4) < rM(B) by (a), whence 
rank(D/DM) Q rank(A/AM) < rank(B/BM). 
By [24, Theorem 61, there exists an epimorphism g : B -+ D. 
Finally, g lifts to a map h : B -+A such that hB +fC = A. Therefore, h 
and f define an epimorphism of B 0 C onto A. 1 
COROLLARY 4.8. Let R be a right noetherian ring with right Krull 
dimension at most one, and let A and B bejinitely generated projective right 
R-modules. If r,(A) ( rr(B) f or all prime ideals P of R, then nA is 
isomorphic to a direct summand of (n + 1)B for all positive integers n. 
Proof. Theorem 4.7 implies that A is isomorphic to a direct summand of 
2B. Now assume, for some positive integer n and some module C, that 
(n + 1)B g nA @ C. For all prime ideals P of R, we have 
(n + l)rp(A) < (n + l)r,(B) = nr,(A) + r,,(C); 
hence r,(A) Q r,(C). Then Theorem 4.7 implies that A is isomorphic to a 
direct summand of B @ C, and consequently (n + 1)A is isomorphic to a 
direct summand of (n + 2)B. Thus, the induction works, proving the 
corollary. I 
COROLLARY 4.9. Let R be a right noetherian ring with right K&l 
dimension at most one, and let A and B be finitely generated projective right 
R-modules. If rp(A) < r,,(B) for all prime ideals P of R, then s( [A]) < s( [B]) 
for all s E St(R). 
Proof As Corollary 4.2. I 
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PROPOSITION 4.10. Let R be a right noetherian ring with right Krull 
dimension at most one, and let A be a finitely generated projective right R- 
module. With the patch topology on Spec(R), the rule PI-+ rr(A) defines a 
locally constant (and thus continuous,) map of Spec(R) into CR. 
Proof As in Proposition 4.4, it suffices to show that given any P in 
Spec(R), there exists an ideal I, properly containing P, such that 
ro(A) < rp(A) for all Q in F(P) f7 W(Z). To prove this, there is no loss of 
generality in assuming that P = 0, and that P is not maximal. 
Choose a uniform right ideal U of R. As in Proposition 4.4, there exist 
short exact sequences 
(1) O-+(rank(R))U+R+S,-+O, 
(2) 0 -+ (rank(A)) U-t A + S, -+ 0, 
(3) 0 + R + (rank(R)) l-J+ S, -+ 0, 
where each Si is a finitely generated singular module. Since R has right Krull 
dimension at most one, each Si is artinian; hence only finitely many simple 
modules appear as composition factors of the S, . Consequently, there are 
only a finite number (if any) of maximal ideals M of R such that some 
S@ # Si. Let Z be the product of these M, so that Z is a non-zero ideal of R 
and S,Q = Si for all i and all maximal ideals Q E W(Z). 
Consider any maximal ideal Q E W(Z). Tensoring each of (l), (2), (3) 
with R/Q, we obtain exact sequences 
(1’) (raWR))(U/UQ) --) R/Q -, 0, 
(2’) (rank(A))(U/UQ) -+ A/AQ -, 0, 
(3’) R/Q + (rank(R))(U/UQ) + 0. 
It follows from (1’) and (3’) that ro(U) = l/rank(R); hence we conclude 
from (2’) that 
t-o(A) < rank(A)rc(U) = rank(A)/rank(R) = r,(A). 
Since the only non-maximal ideal in W(Z) is 0, we therefore have r&A) < 
r,(A) for all Q E W(Z), as desired. a 
THEOREM 4.11, Let R be a right noetherian ring with right Krull 
dimension at most one, and set X= (+.I P E Spec(R)}. Then X is a compact 
subset of St(R), and every extreme point of St(R) lies in X. 
Proof As Theorem 4.5, using Corollary 4.9 and Proposition 4.10 in 
place of Corollary 4.2 and Proposition 4.4. i 
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Remark (added July 1980). J. T. Stafford has recently proved that 
Theorem 4.5 also holds for any right and left noetherian ring with finite 
Krull dimension [ 261. 
5. HEREDITARY NOETHER~AN PRIME RINGS 
In this section we derive a complete description of the state space of K, of 
any HNP (hereditary noetherian prime) ring R. As in the commutative case, 
all the extreme points of St(R) are derived from prime ideals of R, but unlike 
the commutative case, there may be non-trivial affine relations among these 
extreme points. In order LO achieve a precise description of St(R), then, we 
must be able to tell exactly which affine relations hold among its extreme 
points, and this in turn requires some detailed knowledge of the structure of 
R and its modules. We first recall some of the well-known properties of HNP 
rings. 
If R is an HNP ring, then R/I is artinian for all essential one-sided ideals Z 
of R [25, Theorem 4; 5, Theorem 1.31. Consequently, all finitely generated 
singular R-modules have finite length. Also, it follows that R has right (and 
left) Krull dimension at most one. Every proper factor ring of R is a serial 
ring [4, Corollary 3.21, from which it follows that every finitely generated 
unfaithful R-module is a direct sum of uniserial modules [4, Theorem 1.21. 
The right order of an ideal I of R is the ring 
U,(Z)= {XE QIIXSI}, 
where Q is the maximal quotient ring of R. The left order U,(I) is defined 
similarly. A cycle of idempotent maximal ideals of R is any finite ordered set 
{M, ,***, M,} of distinct idempotent maximal ideals such that 
Orvf, 1 = O,W,)? O,(W) = a,(M,>,...> O,(M”) = O,(M,). 
It is of course possible, when R is a simple ring, for 0 to be an idempotent 
maximal ideal, but this is the only case when the factor of R by an idem- 
potent maximal ideal is not artinian. Thus, we shall usually tacitly assume 
that the phrase “idempotent maximal ideal” refers to a non-zero idempotent 
maximal ideal. 
We shall work extensively with the states s, as defined in the previous 
section for any prime ideal P of R. When P is non-zero, R/P is a simple 
artinian ring and is its own maximal quotient ring. In this case r, (from 
which s, is derived) may be more directly calculated from the rule 
rp(A) = 4A/W/4R/P), 
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where I(-) denotes length. Some of these states s, coincide, and there are 
afftne relations among others, as the following propositions show. 
PROPOSITION 5.1. If R is an HNP ring and A4 is an invertible maximal 
ideal of R, then s,,, = sO. 
Proof If A is any finitely generated projective right R-module, then [ 13, 
Theorem 331 says that l(A/AM)/l(R/M) = rank(A)/rank(R), that is, 
r,,,(A) = r,(A). Thus, s,([A]) = s,([A]). I 
PROPOSITION 5.2. Let R be an HNP ring, and let {M(l),...,M(n)} be a 
cycle of idetnpotent maximal ideals of R. Set li = l(R/M(i)) for each i, and 
set A=& + ... +A,. Then 
so = W~hf(,) + *** + (&l/4%(,,. 
Proof If A is any finitely generated projective right R-module, then [ 13, 
Corollary 341 says that 
rank(A)/rank(R) = [I(A/AM( 1)) + . . . + l(A/AM(n))]/& 
that is, r,(A) = (I,/l)r,,,,,,(A) + ..a + (&Jl)r,,,,(A). Thus, 
In order to determine what other affine relations might hold among the s,, 
we must be able to evaluate the s, at certain selected projective modules. 
This requires knowing some of the extension properties of simple R-modules, 
as in [ 131. The most useful property is the uniqueness of nonsplit extensions 
of unfaithful simple modules, as follows. 
THEOREM 5.3. Let R be an HNP ring, and let S be an unfaithful simple 
right R-module. There is, up to isomorphism, a unique simple right R-module 
T such that Extk(T, S) # 0. Moreover, tf S’ is any simple right R-module 
such that ExtA(T, S’) # 0, then S’ % S. 
Proof [13, Theorems 11, 121. I 
LEMMA 5.4 Let R be an NHP ring, and let M and N be idempotent 
maximal ideals of R. 
(4 MW) = 0. 
(b) IfO,.(N) = O,(M), then sN([M]) > 1. 
(c) If N # M and O,(N) # O,(M), then s&M]) = 1. 
Proof (a) follows using M/M* = 0. 
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(b) By [ 13, Theorem 81, Exti(R/M, R/N) # 0; hence there exists a 
uniserial right R-module A with soc(A)N = 0 and (A/soc(A))M = 0. Then A 
is a non-semisimple right (R/MN)-module; hence R/MN is not a semisimple 
ring. Thus, MN < Mn N, whence 
l(M/NM) > l(M/(M n N)) = l((M + N)/N) = l(R/N), 
and consequently r&M) > 1. 
Cc> BY [13, Theorem 81, Ext;(R/M, R/N) = 0 
Ext:(R/N, R/N) = 0; hence 
Exti(R/(M n N), R/N) = 0. 
and 
As a result, (M n N)/MN is a direct summand of R/MN (as a right ideal). 
However, (Mn N)/MN is the Jacobson radical of R/MN, whence 
(Mn N)/MN = 0. Now 
M/MN = M/(44 n N) z (M + N)/N = R/N, 
so that r&M)= 1. 1 
DEFINITION. We use .+I) to denote the intersection of all maximal 
submodules of a module A. We define submodules J’(A) 2J*(A) 2 ... so 
that J’(A) = J(A) and J”+‘(A) =.&F(A)) for all n. 
LEMMA 5.5. Let R be an HNP ring, and let S and T be simple right R- 
modules such that S is unfaithful and Ext:(T, S) # 0. If A is a finitely 
generated right R-module such that A/J(A) r T and J(A) is semisimple, then 
either J(A) = 0 or J(A) E S. 
Proo$ If S’ is any simple submodule of J(A), then ExtA(T, S’) # 0; 
hence Theorem 5.3 says that S’ z S. Thus, J(A) is isomorphic to a direct 
sum of copies of S. Since A is finitely generated, so is J(A). Thus, J(A) 2 kS 
for some non-negative integer k. We may assume that k > 0. 
Now SM= 0 for some maximal ideal M of R. If M is invertible, then 
Tr S by [ 13, Proposition 21, whence AM* = 0. In this case, A must be a 
direct sum of uniserial modules, and since A/J(A) is simple, A must be 
uniserial. Thus, k = 1 and J(A) g S in this case. 
We may now assume that M is idempotent. We set P = O,(M) and 
n = l(R/M). By [ 13, Lemma 5, Theorem 71, P, is finitely generated 
projective and (P/R), g nTr nA/J(nA). This isomorphism lifts to an 
epimorphism f : P+ nA such that J1p = J(nA), whence J(nA) is cyclic. Since 
J(A) z kS, we have J(nA) z nkS. Now nkS is cyclic, and since I(R/M) = n, 
we see that nk < n. Thus, k = 1 and J(A) z S in this case also. m 
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COROLLARY 5.6. Let R be an HNP ring, let A be a uniserial right R- 
module, and let S be an unfaithful simple right R-module. If there exists a 
non-split exact sequence 0 + S + B -+ A -+ 0, then B is uniserial. 
Proof We may assume that the map S + B is an inclusion. Let f denote 
the map B-+A. 
Since the sequence is non-split, we must have S < J(B). There is a positive 
integer n such that S < J”(B) but S 4 .Pt l(B). Since S < J”(B), we see that 
B/J”(B) = A/f (J”(B)), so that B/J”(B) is uniserial. Thus, p’-‘(B)/.I”(B) is 
simple. 
Set C = J”- ‘(B)/J”+ l(B), and note that C/J(C) is simple and that S is 
isomorphic to a submodule of J(C). Then Ext:(C/J(C), S) # 0; hence we 
infer from Lemma 5.5 that J(C) z S. Now .I”(B)/.I”+‘(B), which is 
isomorphic to J(C), has length 1, and consequently J”(B) = S + I”+ l(B). 
Since J”+‘(B) is superfluous in J”(B), we see that J”(B) = S. As B/J”(B) 
is uniserial, we conclude that B is uniserial. 1 
COROLLARY 5.1. Let R be an HNP ring, let A be a uniserial right R- 
module, and let S be an unfaithful simple right R-module. If 
Exti(soc(A), S) = 0, then ExtA(A, S) = 0. 
Proof If 0 -+ S -+ B -+ A + 0 is a non-split short exact sequence, then B is 
uniserial by Corollary 5.6; hence B has a uniserial submodule C such that 
sot(C) g S and C/sot(C) z sot(A). In this case, Ext; (sot(A), S) # 0. fl 
LEMMA 5.8. Let R be an HNP ring, and let M be an idempotent maximal 
ideal of R which does not belong to a cycle. Then there exists an essential 
right ideal I of R such that sM([I]) > 1 and sK( [I]) = 1 for all idempotent 
maximal ideals K # M. 
Proof: Let S be a simple right R-module such that SM = 0. 
We claim that there cannot exist unfaithful simple right R-modules 
S, = S, S,, S, ,... such that Ext:(S,+, , S,) # 0 for all i. If such Si do exist, 
then by [ 13, Theorem 111 each S&f, = 0 for some idempotent maximal ideal 
Mi, and O,(Mi) = O,(Mi+ ,). But then [ 13, Corollary 211 says that some 
M ft+1 = M,, so that (M, M, ,..., M,,} is a cycle, which contradicts our 
hypotheses. 
Thus, the claim holds. This shows that case (a) of [ 13, Theorem 191 does 
not hold; hence case (b) of that theorem must hold. Consequently, we obtain 
therefrom a non-zero uniserial right R-module A such that sot(A) g S, while 
A/J(A) is faithful and J(A) is unfaithful. Note that since A/J(A) is faithful 
and simple, (A/J(A))M = A/J(A), whence AM = A. 
Since A/J(A) is cyclic, so is A; hence A z R/E for some essential right 
ideal E of R. Note that AM= A implies E + M= R, so that 
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E/(E f7 M) g R/M. There is a right ideal I > E such that Z/E g sot(A) g S 
and R/I ? A/sot(A). 
NowIM<EandsoIM=IM2<EM,<E~M.SinceE/(EnM)~R/M, 
it follows that 1(Z/ZM) > Z(R/M), whence rM(Z) > 1. 
Finally, consider any idempotent maximal ideal K # M. Since 
Ext:,(soc(R/Z), S) z Ext:,(soc*(A)/soc(A), S) # 0, 
Theorem 5.3 shows that ExtA(soc(R/I), R/K) = 0. Then Exti(R/I, R/K) = 0 
by Corollary 5.1; hence the short exact sequence 0 --) I/IK + R/IK + R/I -+ 0 
splits. Thus, I/ZK is cyclic, whence Z(I/IK) < /(R/K). On the other hand, 
since A/J(A) is faithful and simple, we have (A/J(A))K = A/J(A) and so 
AK=A. Then E+K=R and so I+K=R; hence Z/(ZnK)gR/K and 
thus l(I/ZK) > Z(R/K). Therefore, l(I/IK) = l(R/K), whence I#) = 1. 1 
THEOREM 5.9. Let R be an HNP ring, and set 
X = {s,lM is a non-zero idempotent maximal ideal of R 1. 
(a) X is a discrete subspace of St(R), and X U {so} is compact. 
(b) If R has cycles of idempotent maximal ideals, then 8, St(R) =X. 
(c) If R has no cycles of idempotent maximal ideals, then 3, St(R) = 
xu hl* 
Proof. In view of Proposition 5.1, we see that 
XV {so} = (s,IPE Spec(R)}. 
Inasmuch as R has right Krull dimension at most one, Theorem 4.11 then 
says that XV {so} is compact, and that a, St(R) c XV {s,,}. 
If X is not discrete, then there is a net {ti} c X which converges to some 
s, E X, such that all t, # sw. Each ti = sMcij for some idempotent maximal 
ideal M(i) # M, hence t,([M]) > 1 by Lemma 5.4. But then, taking limits, we 
obtain s*([M)) 2 1, which contradicts Lemma 5.4. Thus, X must be discrete, 
which completes the proof of (a). 
We next show that X G 3, St(R). Thus, consider any s, E X, set 
F= {tESt(R)It([M])=O}, 
and note from Lemma 5.4 that sM E F. We have s,, @ F because s,([M]) = 1, 
and for all idempotent maximal ideals N # M, we have s,,,([M]) > 1 by 
Lemma 5.4 and so sN @ F. Since a, St(R) is contained in X U {s,}, it follows 
that F n 8, St(R) E {s,}, whence Proposition 2.2 shows that s,,,, E a, St(R). 
Therefore, Xc a, St(R) c X U {s,}. 
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If R has cycles of idempotent maximal ideals, then it is clear from 
Proposition 5.2 that s,, @ 8, St(R), whence a, St(R) =X. 
Finally, suppose that R has no cycles of idempotent maximal ideals. For 
each idempotent maximal ideal M of R, Lemma 5.8 says that R has an 
essential right ideal I,,, such that s,([l,]) > 1 and sK([lM]) = 1 for all idem- 
potent maximal ideals K # M. In addition, s,,([l,]) = 1; hence 
t([lM] - [RI) > 0 for all t E 3, St(R). Now set 
F={tE&,St(R)/t([l,,,]- [RI)=0 
for all idempotent maximal ideals M of R}, 
and note that s0 E K Given any sM E X, we have s,([l,,,]) > 1 and so sM $ F. 
Thus, F n a, St(R) c {s,}; hence Proposition 2.2 shows that s0 E 8, St(R). 
Therefore, 8, St(R) = XU {s,,} in this case. 1 
LEMMA 5.10. Let R be an HNP ring, and let {M(l),..., M(n)} be a cycle 
of idempotent maximal ideals of R. Let a,,..., a,, be real numbers, and set 
f = aI swtl) + a-. + a,SMcn). 
Then the following conditions are equivalent: 
(a) f([Mu)] - [RI) = Ofir allj. 
(b) a,/l(R/M(i)) = aj/l(R/Mo)) for all i, j. 
(c) f = (a, + ..e + a,) so. 
Proof Set 1, = l(R/M(i)) for all i, and set 1= I, + ... + A,, . 
(a) 5 (b): Let B be the n x n matrix with entries 
bij = s.+4fi) WfWl - [RI)* 
According to Lemma 5.4, bii = -1 for all i, while b,, > 0 and bi,i+ 1 > 0 for 
all i = 1 ,..., n - 1, and all other b, = 0. Consequently, we see that the rank of 
B is at least n - 1. On the other hand, 
A,b,j+ **a +A,b,=AS,([M~)] - [RI) =O 
for all j, by Proposition 5.2, whence (A, ,..., A,)B = 0. Thus, the rank of B is 
exactly n - 1. 
Since f([Mo)] - [RI) = 0 for all j, we have (al,..., a,)B = 0; hence 
(a 1 ,..., a,) = P(4 ,..., A,) 
for some p E IR. Therefore, ai/Al = p = aj/kj for all i,j. 
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(b) * (c): In view of (b), we have czhj = a& for all i, j; hence 
using Proposition 5.2 again. 
(c) * (a) is clear. I 
LEMMA 5.11. Let R be an HNP ring, and let M(l), M(2),... be distinct 
idempotent maximal ideals of R which do not belong to cycles. Let 
x, 9 x2,... be distinct cycles of idempotent maximal ideals of R, and list each 
Xi = {M(i, 1) ,..., M(i, n(i))}. 
Let 
n(i) 
S = aOsO + f CZiSM(i) t F r QijSM(i,j) 9 
i=l ,ei J% 
n(i) 
t=poSo t 7 P~SMM(,) •t F 2 PijSMCiJ, 
i51 & j=l 
be u-convex combinations in St(R). Then s = t if and only if ai =/Ii for all 
i = 1, 2,... and 
t*> (aij - Pi#tR/~t4j)) = taik - PdIVV~(i~ k)) 
for all i = 1, 2 ,... and all j, k = l,..., n(i). 
Proof Seth = ~~~~ (a[, - /?JsuCi,,) for all i. 
First assume that ai = pi for all i > 0 and that (*) holds for all i, j, k. Then 
Lemma 5.10 says that 
&=(,E( ) aij - Pij) sO 
for all i; hence 
s-t=(a,-Po)so+ Ffi= 
[ 
a0 - & t 2 ‘2 taij - Pij> So 
i=l i=l j=l 1 
=[(l-,~~ai)-(l-~~B,)]so=o. 
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Conversely, assume that s = t. For i = 1,2,..., Lemma 5.8 says that there 
is an essential right ideal Ii of R such that syuj([Z,]) > 1 and sy([ZI]) = 1 for 
all idempotent maximal ideals M # M(i). Note also that Sg( [Ii]) = 1. Since 
we thus find that ai = pi. 
For i = 1, 2 ,... and j = l,..., n(i), Lemma 5.4 shows that sM([it4(i,j)]) = 1 
for all non-zero idempotent maximal ideals M6i! Xi, and we note that 
so( [M(i,j)]) = 1 also. Since 
OW~.i)l- PI) = GWJ)l - [RI), 
we thus find that fi([M(i,j)] - [RI) = 0. Consequently, Lemma 5.10 shows 
that (*) holds for all j, k. m 
We are now finally in a position to precisely describe the state space of K, 
of an HNP ring R. Because of Theorem 5.9 and the Krein-Milman Theorem, 
we already know that St(R) is the closure of the convex hull of the set 
{s,,} U {s,] M is a non-zero idempotent maximal ideal of R }. 
There are some affine relations among the states in this set, as in 
Proposition 5.2, and, roughly speaking, these affine relations generate all the 
afine relations in St(R). 
Thus, St(R) is a kind of amalgamated convex sum of simplices, as follows. 
For each cycle Xi = (M(i, l),...fl(i, n(i))} of idempotent maximal ideals of 
R, the states S,+,(i, 1) 9-ev SM(i, n(l)) are afIinely independent extreme points of 
St(R), so their convex hull A, is a simplex of dimension n(i) - 1. In addition, 
Proposition 5.2 tells us precisely where s,, lies in di. For each non-zero idem- 
potent maximal ideal M(i) of R which does not belong to a cycle, the state 
suuj is an extreme point of St(R) which is atfinely independent of all the 
other extreme points. 
Now translate St(R) within its linear topological space so s, lies at the 
origin. Then the simplices di and the points sMcij lie in independent 
subspaces. This means we may view St(R) as an amalgamation of 
independent simplices d, and points SW(i) obtained by identifying the 
common point so in the di, but making no other identifications. 
THEOREM 5.12. Let R be an HNP ring, let {M(i)) i E II} be the collection 
of all non-zero idempotent maximal ideals of R which do not belong to cycles, 
and let (Xiii i Z2} be the collection of all cycles of idempotent maximal 
ideals of R. List each 
X, = {M(i, 1) ,..., M(i, n(i))}. 
356 GOODEARL AND WARFIELD 
Set E, = IR for all i E I,, and set E, = iR for all i E I, and all 
j= I,..., n(i) - 1. Then define 
as a linear topological space with the product topology. 
For i E I,, define ei E E so that the ith coordinate of ei is 1 and all other 
coordinates of e, are 0. For i E I, and j = l,..., n(i) - 1, define eij E E so that 
the (i,j)th coordinate of eij is l/l(R/M(i,j)) and all other coordinates of eij 
are 0. For i E I,, define ei,nCi) E E so that the (i,j)th coordinate of ei,nci) is 
- l/l(R/M(i, n(i))) for all j= l,..., n(i) - 1 and all other coordinates of 
ei,ncij are 0. 
Set K equal to the closure of the convex hull of 
(0) U {eili EZ,} U {e,liEZ, and j= l,..., n(i)} 
in E. Then there exists an afJine homeomorphism p : St(R) -+ K such that 
p(sJ = 0, while p(sMti,) = ei for all i E I, and p(sMCi, j ) = eij for all i E II, and 
all j = l,..., n(i). 
Proof. Set 
X = { sO} U {s, ] M is a non-zero idempotent maximal ideal of R }. 
According to Theorem 5.9, X- (so} is a discrete subspace of St(R) and X is 
compact, and a, St(R) s X. An easy exercise, which we leave to the reader, 
shows that every probability measure on X is concentrated on a countable 
set. Consequently, every measure in M:(X) is a u-convex combination of 
point masses. 
Let 6 be the natural homeomorphism of X onto a,M:(X), and let v, be the 
inclusion map X+ St(R). By Theorem 2.7, there exists a unique affine 
continuous map w  : M:(X) -+ St(R) such that ~6 = cp. Since 
it follows from the Krein-Milman Theorem that w  is surjective. 
Note that K is contained in the direct product of the intervals [ - 1, 1 ] 
within the E, and the E,, whence K is compact as well as convex. 
We define a map q’ :X+ K so that @(s,) = 0, while @(s,(,,) = e, for all 
i E I, and ~‘(s,,~,,,) = eij for all i E I, and j = l,..., n(i). We check that 9 is 
continuous. By Theorem 2.7, there exists a unique affine continuous map 
v/’ : M:(X) + K such that ~‘6 = rp’, and we infer from the Krein-Milman 
Theorem that w’ is surjective. 
Given any p, v E M:(X), we claim that I&) = V(V) if and only if 
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w’b) = w’(v)* 1 nasmuch as every measure in M:(X) is a u-convex 
combination of point masses, we see that there exist c-convex combinations 
for some i(l), i(2) ,... E I, and some Z(l), Z(2) ,... E I,. Applying Lemma 5.11, 
we compute that I&) = v(v) if and only if I#@) = w’(v), as claimed. 
Consequently, we find that there exists a bijection p : St(R) -+ K such that 
pv = $. Inasmuch as w  and VI’ are affine, we see that p is afftne. Inasmuch 
as v and I$ are continuous and M:(X) is compact, we conclude that p is a 
homeomorphism. I 
For an HNP ring R with a small number of idempotent maximal ideals, it 
is easy to read off the shape of St(R) from Theorem 5.12. For example, if R 
has exactly four idempotent maximal ideals, arranged in two cycles 
(M(l), M(2)} and {N(l), N(2)}, then St(R) is timely homeomorphic to a 
plane quadrilateral as follows: 
%(2) ‘M(2) 
The exact proportions of this quadrilateral depend on the ratios 
VVWWWW)) and 
For example, if both of these ratios are 1, then we obtain a square. (This is 
the case in Example 1.4.) If both of these ratios are l/2, then we obtain a 
trapezoid. 
For another example, suppose that R has exactly five idempotent maximal 
ideals, of which four form two cycles of length two. Then St(R) is aflinely 
homeomorphic to a quadrilateral-base pyramid, where the base corresponds 
to the quadrilateral drawn above. 
In general, the two- and three-dimensional possibilities for St(R) are 
triangles, plane quadrilaterals, tetrahedra, hexahedra, octahedra, and 
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quadrilateral-base pyramids. For a discussion of these possibilities and 
examples of HNP rings which give rise to them, see [ 10, Part III]. 
6. ORDERS OVER DEDEKIND DOMAINS 
Throughout this section, we consider a Dedekind domain D with quotient 
field K, and an order R in a separable simple algebra A over K. For detailed 
definitions and some basic results we refer to [ 19, 231. By [23, 
Proposition 5.11, R is contained in a maximal order r, and since R and r are 
both free of the same rank as D-modules, I/R is an artinian D-module. 
There is therefore a finite set X of maximal ideals of D such that if P is a 
maximal ideal of D and P & X, then R, = r,, and R, is a maximal order 
over Dr. We set R,=n PEX R,, that is, R, is the semilocal ring obtained 
from R by inverting all maximal ideals of D except those in X. 
We show that there is a natural alTine homeomorphism of St(R) onto 
St(R,), so that St(R) is a finite complex, and we obtain information about 
the structure of St(R) analogous to the results of the previous section. 
PROPOSITION 6.1. If D is a discrete valuation ring and R is a maximal 
order, then St(R) is a single point. 
Proof: The natural map K,,(R) --t K,(A) is, by [23, Theorem 5.271, a 
monomorphism. Since A is a simple artinian ring, K,(A) is infinite cyclic; 
hence K,(R) is infinite cyclic. Thus, there is only one map f: K,(R) + IR 
such that f( [R 1) = 1. Therefore, St(R) is a single point. [ 
COROLLARY 6.2. Let M be a maximal ideal of R which contains RP for 
some maximal ideal P of D such that P G X. Then s, = s,. 
Proof Let f: R -+ R, be the inclusion map. Since RP c M, we see that 
N = MR, is a maximal ideal of R, such that f-‘(N) = M. Consequently, the 
induced map 
St u, : St(R,) + St(R) 
maps sN onto sM. By Proposition 6.1, St(R,) is a single point, whence 
s, = s,, . Since Sty)&,) = s,, we conclude that s,,, = s0 . i 
COROLLARY 6.3. Let Y be the set of those maximal ideals M of R such 
that M 2 RP for some P E X. Then Y is finite, and all extreme points of 
St(R) are contained in the set {so} U {s,,,I M E Y). Thus, St(R) is a finite 
complex. 
STATE SPACES 359 
Proof: The finiteness of Y is clear from the finiteness of X. Using either 
Theorem 4.5 or Theorem 4.11, we see that all extreme points of St(R) are 
contained in the set 
W= {so} U {s,,,M(M is a maximal ideal of R}. 
If M is a maximal ideal of R and M $ Y, then MI> RP for some maxima1 
idea1 P of D such that P @? X, whence Corollary 6.2 shows that s,,,, = s,,. 
Therefore, 
w= {so} u {s,lME Y}. I 
COROLLARY 6.4. For each P E X, let St, be the image of the natural map 
St(R,) + St(R). Then St(R) is the convex hull of the union of the sets St,. 
Proof: As St(R,) is a compact convex set, and the map St(R,) + St(R) is 
continuous and affine, St, is a compact convex subset of St(R). Let S be the 
convex hull of the union of the St,. Since there are only finitely many of 
these St,, we infer that S is compact. 
For any PE X, the state s, in St(R,) maps to the state s, in St(R); thus 
s, E S. If s is an extreme point of St(R) different from sO, then by 
Corollary 6.3, s = s, for some maximal ideal M of R which contains RP for 
some P E X. Now N = MR, is a maximal ideal of R, and s, maps to s,,, = s; 
hence s E S. 
Thus, all extreme points of St(R) lies in S. Using the Krein-Milman 
Theorem, we conclude that St(R) = S. 1 
Corollary 6.4 shows that St(R) is built up from the images of the 
complexes St(R,), for P E X. How these images fit together to form St(R) 
may be described as follows: St(R) is obtained by taking the complexes 
St(R,) (about which we have so far said nothing except that they are finite 
complexes), putting them in orthogonal subspaces of a real vector space with 
sO at the origin, and taking the convex hull of the result. A more precise 
description is given in Theorem 6.9. 
PROPOSITION 6.5. The inclusion map f : R -+ R, induces an epimorphism 
K,(R) + K,(R,) and an afine homeomorpism St(R,) + St(R). 
Proof: If i? is a finitely generated projective right Rx-module, then 
B z C OR R, for some finitely generated torsion-free right R-module C. Note 
for all P E X that C, z B,, so C, is projective. If P is a maximal ideal of D 
and P 6? X, then since R, is a maximal order, C, is projective by [ 19, 
Corollary 21.51. Now C, is projective for all maximal ideals P of D, whence 
C is projective. Thus, [C] E K,(R) and R,,m([C]) = [B]. This shows that the 
map 
WJ) : K,(R) + K,(R,) 
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is surjective. In particular, it follows that the map St.(J) : St(R,) + St(R) is 
injective. 
Note that Sty)(s,) = s,,. Now consider any sw E St(R) such that M? RP 
for some P E X. In this case, we see that N = MR, is a maximal ideal of R, 
such that f -i(N) = M, and that St(‘J)(s,) = s,. In view of Corollary 6.3, we 
now see that all extreme points of St(R) are contained in the image of St(J). 
Consequently, we conclude from the Krein-Milman Theorem that St(J) is 
surjective. 
Therefore, St(J) is a continuous aftine bijection. Inasmuch as St(R) and 
St(R,) are compact Hausdorff spaces, we conclude that St(J) must be a 
homeomorphism. 1 
COROLLARY 6.6. The state space St(R) is a single point if and only if 
every non-zero finitely generated projective right R-module is a generator in 
Mod-R. 
ProoJ First assume that there exists a non-zero finitely generated 
projective right R-module B which is not a generator. Then the trace ideal of 
B is a proper ideal and so is contained in a maximal ideal M of R. Note that 
BM= B, so that sM([B]) = 0. On the other hand, s,([B]) # 0, whence 
s,,, # s,,. Thus, St(R) is not a single point. 
Conversely, assume that every non-zero finitely generated projective right 
R-module is a generator. As we saw in the proof of Proposition 6.5, every 
finitely generated projective right RX-module comes from a finitely generated 
projective right R-module, hence every non-zero finitely generated projective 
right RX-module is a generator. By [7, Theorem 11, since R, is semilocal, 
there exists a primitive idempotent e E R, such that every finitely generated 
projective right RX-module is isomorphic to a direct sum of copies of eR,. 
Then K,(R,) is infinite cyclic, and consequently St(R,) is a single point. We 
conclude from Proposition 6.5 that St(R) must be a single point. i 
LEMMA 6.7. Let Q be a maximal ideal of D, and let B be a finitely 
generated projective right R,-module. Set m = rank(B) and n = rank(Rc). 
Then there exists a jkitely generated projective right R-module C such that 
Co E nB and C, z mR, for all maximal ideals P # Q of D. 
Proof: Since nB has the same rank as mR,, we see that nB is isomorphic 
to an essential submodule of mR,, so we may assume that nB is actually an 
essential submodule of mR,. Set C = nB n mR, which is a finitely generated 
right R-module. Since localization preserves intersections, 
C,=nB,nmR,=nB 
(because nB, = nB G mR,). 
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If P is a maximal ideal of D different from Q, then Do @, D, is naturally 
isomorphic to the quotient field K of D. Making suitable identifications of 
various tensor products as submodules of the vector space mK, we find that 
nB, = nB @,D, = nB @,D, OoD, = nB OD K = mR, @*K = mK 2 mR, 
since nB is an R,-module and is an essential submodule of mR,. As a result, 
C, = nB, ~7 mR, = mR,, 
which shows that C has the prescribed local behavior. 
In addition, C, is projective for all maximal ideals P of D, whence C is 
projective. 1 
LEMMA 6.8. For all P E X, let up, wp E St(R,), and let fp : R -+ R, be the 
inclusion map. Let 
v= ‘i’ apStCfp)(vp) and 
PTX 
w= 5‘ PPwfP)(WP) 
P% 
be convex combinations in St(R). Then v = w if and only if 
aP UP - PP WP = (aP - PPh 
for all P E X. 
Proof. If aPup - Bpwp = (a, - /I,)s,, for all P E X, then 
ap N.fp>(vp) - Pp WMwp> = Cap - Ppbo 
in St(R); hence 
v - w = gx lap styb>(vp) - Pp Wb>(wp>l 
= y (a,-pp)so= 
P% [(sap)- kx~‘h=o~ 
Conversely, assume that v = w. 
Let Q E X, and let B be a finitely generated projective right R,-module. 
Set m = rank(B) and n = rank(Rc), and note that so([B]) = m/n. By 
Lemma 6.7, there exists a finitely generated projective right R-module C such 
that C, g nB and C, z mR, for all maximal ideals P # Q of D. Evaluating v 
and w  at [C] - [mR], we obtain 
VW - WI) = c ap W.M~pWl - WW = c ap~p([Cpl - W,l) 
PEX PEX 
= aQvQ([nBl - [mRQ]) = naQvQ([B]) -map, 
362 GOODEARLANDWARFIELD 
and likewise w( [C] - [mR]) = nj?o wc([R]) - m&. Since u and w  agree on 
[C] - [mR], it follows that 
hence (aQuQ - Pa wQ)( [I?]) = (aQ - pQ)sO( [RI). Therefore, 
‘Q ‘Q -pQwQ= (aQ-~Q>So~ 1 
THEOREM 6.9. Let D be a Dedekind domain, and let R be an order over 
D in a separable simple algebra over the quotient field of D. There is a Jinite 
set X of maximal ideals of D such that R, is a maximal order over D, for all 
maximal ideals P & X. 
For each P E X, the state space St(R,) is a finite complex. Choose afinite- 
dimensional linear topological space E, and an aSJine homeomorphism qp of 
St(R,) onto a compact convex subset of E, such that ~~(s,,) = 0. 
SetE=n PEX E,. For each P E X, let wp : St(R,) + E be the map induced 
by qp in the Pth component and the zero map in all other components. Set K 
equal to the convex hull of U,,,vp(St(R,)). 
Then there exists an afine homeomorphism 0 : K -+ St(R) such that each 
8yl, equals the map St(R,)-+ St(R) induced by the inclusion map 
f, :R +R,. 
Proof. Each St(R,) is a finite complex by Corollary 6.3; hence E, and 
qP may be chosen as described. Since K is the convex hull of the union of 
finitely many compact convex sets, we infer that K is compact. 
Set Kp = vP(St(Rp)) for all P E X. Since wP is injective, there exists an 
affine continuous map 19~ : K, -+ St(R) such that 8, vP = St(J’), and we note 
that 8,(O) = sO. 
Let x,, y, E K, for all P E X, and consider convex combinations 
x = CpEx apXp and Y = Cpex Ppyp in K. We claim that x = y if and only if 
C apep = p;x bp eptip). 
PEX 
For each P E X, we have xp = IJI~(V,) and y, = w,(w,) for Some up, wp in 
St(R,). Set 
u = pTx ap StG)(u,) = 2 ap@p(xp>y 
PEX 
w = t: P, stup)(wp) = 1 P~~~PcY~). 
PEX PEX 
STATE SPACES 363 
If v = w, then Lemma 6.8 shows that c+,r.+ - ppw, = (a, - &,)sO for all 
P E X, whence a,x, = & yp for all P and so x = y. Conversely, if x = y, then 
we see that apxp = p,,y,, for each P E X; hence 
(l-~,)O+~,x,=(l-Pp)O+PpYp~ 
Applying S,, we obtain 
(1 - ap>so + apep = (1 -Ppc,>so +Bpepolp)9 
and consequently 
v - w = C [apep -PpWh)l 
PEX 
= T (ap-/?p)so= 
PY.. 
[ (;xaP)- (&@P)]so=o, 
which proves the claim. 
In view of the claim, we obtain a well-defined injection t9 : K + St(R) such 
that 
for all convex combinations C pEX apxp with each xp E Kp. In particular, 8 
agrees with 0, on Kp = typ(St(Rp)); h ence Bvp = &VP = StCf,). As a result, 
the image of each Styb) is contained in the image of 8; hence it follows from 
Corollary 6.4 that 8 is surjective. 
Finally, we check that 8 is an affine map. Since we are dealing with finite- 
dimensional spaces, 8 and 8-i must each be continuous. Therefore, 0 is an 
affine homeomorphism of K onto St(R). 1 
Theorem 6.9 does not give a complete description of St(R) unless we can 
describe each St(R,), which we are unable to do in general. In particular, to 
relate the description in Theorem 6.9 to our earlier description of the state 
space of K, of an HNP ring (Theorem 5.12), we would like to know 
circumstances which will guarantee that St(R,) is a simplex. We do this 
under an additional hypothesis-namely, that R is an order in a central 
simple algebra over the quotient field of D-which is harmless if we are 
interested in hereditary or maximal orders, but quite harmful otherwise. 
PROPOSI~ON 6.10. Let D be a discrete valuation ring, and assume that 
A is a central simple K-algebra. Then St(R) is a simplex, whose extreme 
points are the states s,, for all maximal ideals M of R. 
Proof We let d and R be the J(D)-adic completions of D and R. It is 
well known that D is again a discrete valuation ring, and that R is an order 
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in a central simple algebra over the quotient field of 0. (The central simple 
hypothesis on A is needed to ensure that R is an order in a simple algebra.) 
Since R is a semiperfect ring, the natural map K,,@) + K,,(R/J(@) is an 
isomorphism (of partially ordered abelian groups with order-unit); hence the 
natural map St(R/J(R)) + St(R) is an afftne homeomorphism. Consequently, 
St(R) is a simplex, whose extreme points are the states sM, for the various 
maximal ideals A4 of R (which may be identified in a natural way with the 
maximal ideals of R). 
Since the maximal ideals of R and R can be identified, we see that the 
states sM in St(R) are all in the image of the map St(R) + St(R). Since these 
include all extreme points of St(R), it follows that the natural map 
St(R) -+ St(R) is surjective. We claim that this map is injective as well. To 
prove this, we show that K,@)/&(R) is a torsion group. It suffices to show 
that if B is any finitely generated projective right R-module, then there exists 
a positive integer 12 such that nB E C OR R for some finitely generated 
projective right R-module C. We may assume that B # 0. 
Since R is a prime Goldie ring, we know that there are positive integers m 
and IZ such that nB is isomorphic to (and then identified with) a submodule 
of a free module rnE such that m@B is torsion, and hence artinian. We 
regard mR as an R-submodule of rnR, and we let C = mR A nB. Since-nB/C 
embeds in m@mR, it follows that C OR RE nB, and we conclude from 
[ 19, Theorem 3.301 that Q is projective. 
Therefore, K,@)/&,(R) is torsion, from which we see that the natural 
map St(R) + St(R) is injective, as claimed. Thus, the map St@) + St(R) is 
an afline isomorphism. Since St(R) is a simplex, St(R) is now a simplex. By 
virtue of the identification between the maximal ideals of R and those of R, 
we conclude that the extreme points of St(R) have the required form. I 
Combining the results of Theorem 6.9 and Proposition 6.10, we see that 
the compact convex sets arising as state spaces for orders over D in a central 
simple K-algebra are exactly the same sort of sets as those finite complexes 
that arose in the previous section as state spaces for HNP rings. They are 
precisely those convex sets which are obtained by taking a finite family of 
simplices Xi, each with a selected interior point si, and taking the 
amalgamated convex sum of these simplices where the points Si are all iden- 
tified. 
If we consider more generally orders over a Dedekind domain D in a 
simple algebra over the quotient field of D, where the algebra is not assumed 
to be central simple, then there is no reason to believe that the state spaces 
that arise will be so elementary, or that they will be any less complicated 
than those which arise for orders in semisimple algebras which are not 
simple. We make some remarks about how complicated those can be in the 
next section. 
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7. ORDERS IN SEMISIMPLE ALGEBRAS 
In this section we begin the study of the state spaces of K, of orders in 
semisimple algebras. We do not in any sense give a complete description of 
these state spaces, but we obtain enough information to show that state 
spaces can arise which are substantially more complicated than those which 
arose in the previous two sections. 
In all the examples we have explicitly worked out so far, the state spaces 
required few relations. For a commutative noetherian ring, the state space of 
K, is a finite-dimensional simplex, and hence a free compact convex set, in 
which case there are no relations at all. For an HNP ring, the state space is 
not always a simplex, but it is obtained from a collection of simplices by at 
most one relation-the identification of a common point within each of 
several simplices. When such a compact convex set is written as an affine 
image of a simplex, one finds that the inverse image of any point in the 
convex set is another simplex of some dimension. Thus, we may think of 
these state spaces as having a “free presentation of length 1,” analogous to a 
module having a free resolution of length 1. The results are the same for the 
remaining case worked out in detail, namely, orders over Dedekind domains 
in central simple separable algebras. 
The lack of relations in these cases is not a general feature; rather, it 
reflects a certain lack of contortion in the structure of the rings involved. In 
this section, we shall indicate ways in which more relations, and thus more 
complicated state spaces, arise. We will give a completely explicit 
construction of two orders over Dedekind domains (hence, in particular, 
fully bounded noetherian rings of Krull dimension 1) for which the state 
spaces are a pentagon and a hexagon. We also indicate how to generalize the 
ideas involved to show that any finite complex satisfying a certain rationality 
condition (obviously necessary) can arise as the state space of K, of a 
suitable order. 
If R is a semiprime right Goldie ring, then R has a right quotient ring A 
which is semisimple artinian. In this case, St(A) is a simplex with as many 
vertices as there are minimal prime ideals in A, and we have an induced map 
St(A) -+ St(R). W e will be particularly interested in the special case in which 
there is a domain D (usually semilocal) such that R is a D-algebra and A is 
a finite-dimensional algebra over the quotient field K of D. In this case, for 
any maximal ideal M of D, we may consider the localization of R at A4, and 
we have induced maps 
St(A) -+ St(R,) --+ St(R). 
In general, neither of these maps need be injective, and we will be interested 
in situations in which they are. Note that to say that the map St(A)-+ St(R) 
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is injective is just to say that the states s,, for minimal prime ideals P of R, 
are affinely independent states. 
The following three propositions are as far as we will carry our theory in 
general. The first gives an interpretation of the independence of the states sP 
for minimal prime ideals P. The second provides a substantial family of 
examples in which this independence occurs. The third shows that by a sort 
of bootstrap argument, the independence of the states sP for minimal prime 
ideals P means that certain other maps of state spaces are injective. This 
does not determine the structure of the resulting state spaces completely, but 
it provides enough information to enable us to construct the examples which 
follow. 
PROPOSITION 7.1. Let R be a semiprime right Goldie ring, and let A be 
the maximal right quotient ring of R. Then the states s, (where P ranges 
over the minimal prime ideals of R) are @nely independent points of St(R) 
if and only if the natural map K,,(R) -+ K,,(A) has finite cokernel. 
Proof: Let Q(l),..., Q(n) denote the minimal prime ideals of A, and for 
each i choose a simple right A-module Ti such that T,Q(i) = 0. Then K,(A) 
is a free abelian group with basis {[T,],..., [T,]}. There are positive integers 
m, ,..., m, such that 
A,zm,T,@ -.. @m,T,,. 
Evaluating the states s cti) in St(A), we find that 
s*tij([TjI) = O (if j f i) 
= l/ml (if j = i). 
Consequently, we see that {m,~,,,,,..., mnspCnj} is a basis for the free abelian 
group Hom,(K,(A), z). 
Now let k denote the inclusion map R --+ A. If the cokernel of K,(k) is 
infinite, then, because K,,(A) is finitely generated, there must be a non-zero 
homomorphism f: K,,(A) -+ Z such that fk,(k) = 0. We have 
f = tImIs,,,, + --- + t,m,s,,,, 
for some integers t,, not all zero; say t, # 0. 
Set P(i) = R n Q( i ) f or each i, so that P(l),..., P(n) are the minimal prime 
ideals of R. Observing that sPu) = soci,K,,(k) for each i, we see that 
tlvp(l) + . . . + t, m, spC,) = fK,(k) = 0. 
As a result, 
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where these Qi = timJtl m, . Evaluating this equation at [RI, we find that 
a,+ *** + a, = 1. Thus, in this case we see that the spci) are affmely 
dependent. 
Conversely, if K,(k) has finite cokernel, then it is immediate that the 
functionals spci) are affinely independent on the image Im(K,(k)), and since 
each spciJ = sPci)K,,(k), it follows that the states spci) are also affinely 
independent. I 
PROPOSITION 7.2. If R is a semiprime right noetherian ring and A is its 
maximal right quotient ring, and if R has j7nite global dimension, then the 
natural map K,,(R) + K,,(A) is surjective, and the states s, (where P ranges 
over the minimal prime ideals of R) are aflnely independent points of St(R). 
ProoJ: From Proposition 7.1, it is clear that we need only show that the 
map K,(R) -, K,(A) is surjective. For this it suffices to show that for each 
simple right A-module S, there is an element x in K,(R) such that 
K,(k)(x) = [Sl- W ere, as in the previous proof, k : R + A is the natural 
inclusion map.) We may write S = T OR A for some finitely generated right 
R-module T, and we use our hypothesis to choose a finite projective 
resolution for T: 
O+P,+P,-,+.a. +P,+P,+T+O. 
Since RA is flat, we obtain an exact sequence 
O+P,,@,A+P,-,@,A+... +P1&A+PO&A+S+O. 
It follows immediately that 
[s] =,io (- lY’[P,O,Al =K,W (,$ (- l)‘[pj]), 
as required. 1 
PROPOSITION 7.3. Let D be a commutative semilocal domain with 
quotient field K, let A be a semiprimefinite-dimensional K-algebra, and let R 
be an order over D in A. For each maximal ideal M of D, assume that the 
states s,, where P ranges over the minimal prime ideals of R,, are rlffinely 
independent points of St(R,). Then, for each maximal ideal M of D, the 
natural map K,(R) -+ K,(R,) has a torsion cokernel, and the natural map 
St(R,) -+ St(R) is injective. 
ProoJ: Let A4 be a maximal ideal of D, and let k : R + R, be the 
inclusion map. Given any distinct states s, t E St(R,), there exists 
x E K,(R,) such that s(x) # t(x). If the cokernel of K,(k) is a torsion group, 
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then mx = K,(k)(y) f or some positive integer m and some y E K,(R). Conse- 
quently, s&,(k)@) f t&,(k)(~) an d so sK,(k) # t&(k), that is, St(k)(s) f 
St(k)(t). Thus, provided K,(k) has a torsion cokernel, St(k) will be injective. 
Therefore, it remains to prove that the cokernel of K,(k) is torsion. 
Let M( 1) = M, M(2),..., M(n) be the maximal ideals of D, and for each i 
let Zi denote the inclusion map RMti, -+ A. Applying Proposition 7.1 to the 
rings RMci), we find that each of the quotient groups 
is finite. Thus, if H is the intersection of the images of the maps K,(lJ, that 
is, 
H= ii KO(li)(KO(RM(i))), 
i=l 
then K&4)/H is finite. 
We must show that any element of K,(R,) has a positive integral multiple 
lying in the image of K,(k). It sufftces to consider an element of the form 
[B,], where B, is a finitely generated projective right R,-module. 
As K&4)/Z-Z is finite, there exists a positive integer m such that 
m~&W,l) 1 ies in H. There is no loss of generality in replacing [B,] by 
[mB,]; hence we may now assume that K&,)([B,]) itself lies in H. 
For each i = 2,..., n, we now have 
KO(z*)([Bl I> = KO(~i)([BiI - Icil> 
for some finitely generated projective right R,,,-modules B, and Ci. Choose 
modules Di and positive integers ti such that Ci @ Di z tiR,,,M(il. By adding 
copies of RMci, to both sides of these isomorphisms when necessary, we can 
arrange the situation so that the numbers t2,..., t, all have a common value t. 
Since each 
[Bi] - [Cl] = [Bi 0 Di] - [Ci 0 Di], 
we may replace B, and Ci by B, 0 D, and Ci @ D,. Thus, we now have 
for each i = 2,..., n. 
For i = 2,..., n, we have 
and consequently 
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As [tRyI obviously lies in the image of K,(k), it suffices to show that a 
multiple of [B, @ tR,] lies in the image of K,(k); hence we may replace 
[B,] by [B, @ tR,]. Thus we may now assume, without loss of generality, 
that 
for all i = 2,..., n. 
The remainder of the argument is parallel to that of Lemma 6.7. 
Set E =B, @,K=B, @+t, so that K,(I,)([R,]) = [El. For all 
i = 1, 2 )...) n, 
[Bi @,KI = K,(li)([BiI) = [El, 
whence Bi ODK g E (because A is semisimple artinian). Thus, E must have 
m  R&f(ij- submodule Ei such that E, g Bi and (E/E,) @,K= 0. Note that 
(Ei)MCij = E for all j f i. 
Now set B = E, f7 a-. n E,. As localization preserves intersections, 
BMuj = (E,)MtjJ n .a. n (E,JMuj = Ej r Bj 
for each j, whence Buti, is a finitely generated projective right R,o,-module. 
Consequently, B is a finitely generated projective right R-module, so that 
there is an element [B] in K,(R). As B, z B,, we conclude that 
fwW1) = PM1 = P11* 
Therefore, the cokernel of K,(k) is indeed a torsion group. 1 
We now proceed to build pentagonal and hexagonal state spaces, starting 
with a hexagon, for which the construction is slightly easier. Since a hexagon 
may be realized as the convex hull of the union of two triangles, we shall 
arrange an order R over the semilocal domain Z@,, (where p and q are 
distinct prime numbers) so that the two triangles appear as St(R,,) and 
St(R,,,). Proposition 7.3 will be used to show that these triangles do not 
collapse when mapped into St(R); hence we must ensure that the states 
corresponding to the minimal prime ideals in each of these rings are affinely 
independent. In addition, the relative positions of these two triangles must be 
fixed, which can be done using the observation that the minimal prime states 
in St(R,,,) must match up with the corresponding minimal prime states in 
St(R,,,), after mapping into St(R). As three non-collinear points must be 
identified in order to completely specify the relative positions of two 
triangles, we thus construct our rings with three minimal prime ideals, 
making sure that the corresponding states are affinely independent. 
481/71/2-6 
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Our basic building blocks are certain matrix rings over localizations of Z. 
We shall use the following notation: given a positive integer n and a prime 
number p, let A(n;p) denote the subring of M,(Z& consisting of all those 
n X n matrices over i&, whose off-diagonal entries all lie in pZ@,, . Note that 
A(n;p) is a prime noetherian semiperfect ring, and that A(n;p)/J(A(n;p)) is 
isomorphic to a direct product of n copies of the field Z,,,/pZ @). Thus, there 
are n natural maps of A(n;p) onto Z,,/pQ,,, which we shall denote 
,u, ,..., ,u” ; specifically, for any matrix x in A(n;p), the value P,(X) is just the 
coset Xii + p/z(,, in Z(,JpZ(,, . 
To obtain a ring with three minimal prime ideals, we paste together three 
rings of the form A(n;p). The direct product, however, is unsuitable, as it 
leads to state spaces of too high a dimension, and with the minimal prime 
states in awkward locations. Instead, we use certain subrings of the direct 
product, which are arranged by matching up the images of various of the 
maps P,. 
To obtain the first triangle used in our hexagon, we take 
&,= {(X,Y1Z)E/1(3;P)31~*(x)=iu,(x)=~,~); 
&cv) =p367) =lu*(z>;lu*(z) =rll3@) =k(x)l* 
We observe that Ru,, is a semiperfect ring, with three maximal ideals, which 
we label as follows: 
As R,, is semiperfect, the natural map K,(R& -+ K,(Ru,/J(R,,,)) is an 
isomorphism (of partially ordered abelian groups); hence the natural map of 
W.,/J@,,,)) into W&J is an affine homeomorphism. Consequently, 
St(&) is a triangle, with vertices sMoiP), sMM(z;P), sMj(3;P). 
The ring R,, also has three minimal prime ideals, which we label as 
follows: 
J’(l;p)= {(w,z)E&,,Ix=O}, 
W;P)= {(w,z)ER~,ly=O}, 
P(~;P)= {(x,Y,z)ER&=O}. 
Each of the states sPozP) is a convex combination of the states sMUtP,. In 
order to determine the coefficients in these convex combinations, we shall 
use the projective modules generated by the following idempotents in R(,, : 
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On the other hand, evaluating the minimal prime states, we obtain 
~pd[e~,,,l) = ~~dLf~d = ~p(3:p,ww) = z/3, 
hA%d = ~p,3dLf%l) = ~p~l&&d = l/3, 
%3;P&%ol) = ~Pu;,,Kf~~,l) = ~P(*;p)w(p,l) = 0. 
With this information, we compute the desired convex combinations as 
follows: 
~~~~~~~ = (l/3)kp, + (2/3)~,~~,,,~ 
s p(2;p) = (l/3)k2,,, + (2/3)k,,, y 
s p(3:p) = (2/3)~,(,;,, + (1/3)~,~~,,,~ 
Therefore, we have the following picture of the state space of K, of RCp, : 
Note, in particular, that the states s~(,;~) are affinely independent. 
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To set up the second triangle for the hexagon, we use a reversed form of 
the ring R,,, namely, 
R(,,= 1(x,Y,z)EA(3;q)311U3(x)=~,ICV)=IU*CY); 
111301) =/JuI(z) =c12(z);Iu3(z) =lu1(x> =/J*(x)19 
where q is any prime number different from p. We label the three maximal 
ideals of R(,, as 
~(l;q)={(x,y,z)ER,,,I~u,(x)=O}, 
W; d = {(-GA z> E R(q) I iu,ti) = 01, 
N(3;q)= %w~z)~R~,, l~,(z)=Ol, 
and we label the three minimal prime ideals of R(,, as 
Q(l; q) = {(x,Y, z) E R(,, Ix = O}, 
QRq)= ~@-Ju)~R~,,IY=~L 
Q(3; 4) = {(x,Y, z> E R(,, I z = 01. 
Proceeding as with R tpj, we obtain the following afftne relations: 
sQ(l:q) = (2/3h’(1:q) + (1/3bN(2;,,9 
sQ(2; q) = (2/3h,2, q) + (1/3)sN(3, q) 9 
qQ(3;q) = (1/3h’(l;q) + (2/3b,(3,q, ’ 
Therefore, the state space of K, of RcqJ may be sketched as follows: 
‘NC 3;s) sJ 3;q) % 1 ; q 1 
St(R(q)) = 
Note that the states sQo;qj are atfinely independent. 
Now R,, and Rcqj are both orders in the CR-algebra M3(Q)3. Set 
R =&,)“Rtq,, so that R is an order over Zc,,, in M3(Q)3, and observe that 
R(,, and R(,, are precisely the localizations of R at the maximal ideals pZc,,, 
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and qz(,,, of -&, . Applying Proposition 7.3, we see that the natural maps 
of St(R,,,) and St(R& into St(R) are injective. ,,,) 
There are three minimal prime ideals P(l), P(2), P(3) in R, such that 
P(i) = R n P(i; p) = R n Q(i; q). 
Thus, the map St(R(,,) + St(R) sends sp(i:pI to spCi), and the map 
St(R(,,) -+ St(R) sends sc(,; q) to spCi). On the other hand, there are six 
maximal ideals M(l), M(2), M(3), N(l), N(2), N(3) in R, where 
M(j)=RflM(j;p) and N(j) = R n N(j; q). 
Thus, the map St(R,,,) + St(R) sends sutip) to s,,,.), while the map 
St(R& + St(R) sends sNUiq) to s,o). This information, together with the 
injectivity of the maps of St(R,,) and St(R(,,) into St(R), completely 
determines the relative positions of the states spCt), s,+,~), s,o) within St(R). 
Finally, note that because R has Krull dimension 1, all its prime ideals are 
either minimal or maximal; hence we have accounted for them all. Then 
Theorem 4.11 (or Theorem 4.5), together with the Krein-Miiman Theorem, 
shows that St(R) is the convex hull of the set 
is P(l), spy sP(3)9 sY(l), sM(2), %fM(3)7 ‘N(l), sN(2)7 ‘N(3) I* 
Therefore, St(R) has the following shape: 
“:y 7 ) , 
%( ?) 
I‘\ ’ sP(!) \ /‘I 
S?:( 1) 
%( a) 
Our pentagon is built in a slightly less symmetric fashion. For the first 
triangle, we start with 
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There are three maximal ideals in R @), which we label as 
M(~;P)= {(-wz)ER~, Icr,(x)=O}, 
W%P) = {(GY, z> E R,, I ~uz@> = O}, 
W~;P)= {(x,Y,z)ER@,I~u~(z)=O}, 
and there are three minimal prime ideals of R@,, which we label as 
W;P)= {(x,y,z)ER(,, 1x=0}, 
W;P)= {(x,y,z)ER~,ly=O}, 
P(~;P)= {(x,y,~)ER~,lz=O}. 
As in the preceeding example, we compute the following afine relations: 
s P(l;p) = W3)%l;p~ + W3)hCpP 
s P(2;p) = u/%m,, + ww44~*;,, + www3:,,~ 
s Iq3:p) = W3)%fW + P/3h~3:,,* 
Therefore, for Rcpj we have 
Sqp)) = 
For the second triangle of the pentagon, we start with 
R(,,= {(x,xz)E43;q) xA(4;q) X~(~;~)I~~,(X)=C~,~~)=~,~)=C~~~)~ 
P3cv) =/L&Y) = k(Z) = lu*(z); ~3@) =rll3@)L 
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with q #p. We label the three maximal ideals of Rt4) as 
Nl;q)= 1(X,Y,Z)ER(q)IC11(X)=O}, 
w; 4) = {(X,Y, z) E R(q) lP401) = 019 
N3; s> = {(XYY, z> E R(q) I rll&) = 01, 
and we label the three minimal prime ideals of R(,, as 
Q<l;q)= {(-w,z)~R(,, 1x=0), 
QP; q)= I(x,Y,z> E R(,, Iv=Ob 
Q(3; q)= %w,4~R(,, lz= 01. 
The appropriate afline relations are 
SQ(l;q) = (2/3h(,,,, + (1/3bN0:,,~ 
sQ(2; 4) = (1/2h(l; 9) + (1/2h’,2; 9)’ 
sQ(3;q) = (2/3h’(2;,, + (1/3)sh’C3;q,’ 
Therefore, for R(,, we have 
sli(liq) %2id ‘N(2;q) 
St(Rcqj) = 
Finally, set R = R@, n R(,, . There are three minimal prime ideals P(l), 
P(2), P(3) in R, such that 
P(i) = R n P(i;p) = R n Q(i; q). 
There are six maximal ideals M(l), M(2), M(3), N(l), N(2), N(3) in R, 
where 
MO’) = R n M(j; p) and N(j) = R n iv(j; 4). 
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Proceeding as in the previous example, we conclude that St(R) has the 
following shape: 
%( 1) S!I( 2) 
%:(l) %(3) % 3) 
To obtain a plane convex polygon with more than six vertices, we must 
arrange the desired polygon as the convex hull of the union of a family of 
three or more triangles, such that the intersection of the family of triangles 
contains a triangle. Then each triangle in the original family must be 
arranged in isomorphism with the state space of K,, of a suitable subring R(,, 
of a direct product of three copies of rings of the form A(n;p), so that the 
vertices of the inner triangle are the locations of the three minimal prime 
states. These choices must also be made in such a way that all the rings R@, 
are orders in a common Q-algebra. Then the intersection of the rings R@, 
provides a ring R such that St(R) has the desired polygonal shape. Note that 
the kind of polygons obtained can always be arranged so that their vertices 
have all rational coordinates. 
In higher dimensions, one must work with a family of d-simplices whose 
intersection contains a d-simplex. To prove that enough such families exist is 
an amusing exercise, which we leave to the interested reader. We thank V. 
Klee for showing us a very short proof of the result, which may be stated as 
follows. (This result appears in [27].) 
PROPOSITION 7.4 (Klee). Let K be a d-dimensional convex set which is 
the convex hull of a finite set V. Then there exists a finite collection 9 of d- 
simplices such that: 
(a) All extreme points of each simplex in 9 lie in V. 
(b) Each extreme point of K lies in at least one of the simplices in Y; 
thus K equals the convex hull of V 9. 
(c) There is a d-simplex contained in n 9. 
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Using Proposition 7.4 together with the methods of the examples above, it 
is possible to prove the following existence theorem (if one survives the 
morass of notation required to keep the details straight): 
THEOREM 7.5. Let K be a convex set in I?” which can be obtained as the 
convex hull of a Jinite subset of CR”. Then there exists a semiprime, fully 
bounded, right and left noetherian ring R, of Krull dimension 1, such that 
St(R) is ajjkely homeomorphic to K. 
We close with two fundamental open questions: Do there exist noetherian 
rings R for which St(R) has infinitely many extreme points? (For example, 
can St(R) be a disc?) Do there exist noetherian rings R for which St(R) is 
infinite-dimensional? 
REFERENCES 
1. E. M. ALFSEN, “Compact Convex Sets and Boundary Integrals,” Springer-Verlag, Berlin, 
1971. 
2. N. BOURBAKI, “Commutative Algebra,” Addison-Wesley, Reading, 1972. 
3. N. DUNFORD AND J. T. SCHWARTZ, “Linear Operators,” Part I, Interscience, New York, 
1958. 
4. D. EISENBUD AND P. GRIFFITH, Serial rings, J. Algebra 17 (1971), 389-400. 
5. D. EISENBUD AND J. C. ROBSON, Modules over Dedekind prime rings, J. Algebra 16 
(1970), 67-85. 
6. D. EISENBUD AND J. C. ROBSON, Hereditary noetherian prime rings, J. Algebra 16 
(1970), 86-104. 
7. K. R. FULLER AND W. A. SHUTTERS, Projective modules over non-commutative semilocal 
rings, Tohoku Math. J. 27 (1975), 303-311. 
8. K. R. GOODEARL, Algebraic representations of Choquet simplexes, J. Pure Appl. Algebra 
11 (1977), 111-130. 
9. K. R. GOODEARL, “Von Neumann Regular Rings,” Pitman, London, 1979. 
10. K. R. GOODEARL, The state space of K, of a ring, in “Ring Theory, Waterloo 1978” (D. 
Handelman and J. Lawrence, Eds.) pp. 91-117, Springer Lecture Notes No. 734, 
Springer-Verlag, Berlin, 1979. 
11. K. R. GOODEARL AND D. E. HANDELMAN, Rank functions and K, of regular rings, J. 
Pure Appl. Algebra 7 (1976), 195-2 16. 
12. K. R. GOODEARL, D. E. HANDELMAN, AND J. W. LAWRENCE, Affine representations of 
Grothendieck groups and applications to Rickart C*-algebras and &continuous regular 
rings, Mem. Amer. Math. Sot. 234 (1980). 
13. K. R. GOODEARL AND R. B. WARFIELD, JR., Simple modules over hereditary noetherian 
prime rings, J. Algebra 57 (1979), 82-100. 
14. R. GORDON AND J. C. ROBSON, Krull dimension, Mem. Amer. Mafh. Sot. 133 (1973). 
15. M. HOCHSTER, Prime ideal structure in commutative rings, Trans. Amer. Math. Sot. 142 
(1969), 43-60. 
16. J. L. KELLEY AND I. NAMIOKA, “Linear Topological Spaces,” Van Nostrand, Princeton, 
N.J., 1963. 
17. G. KRAUSE, On fully left bounded left noetherian rings, J. Algebra 23 (1972), 88-99. 
18. R. R. PHELPS, “Lectures on Choquet’s Theorem,” Van Nostrand, Princeton, N.J., 1966. 
378 GOODEARL AND WARFIELD 
19. I. REINER, “Maximal Orders,” Academic Press, New York, 1975. 
20. J. C. ROBSON, Idealizers and hereditary noetherian prime rings, J. Algebra 22 (1972), 
45-81. 
21. Z. SEMADENI, “Banach Spaces of Continuous Functions,” Vol. I, PWN-Polish Scientific 
Publishers, Warsaw, 1971. 
22. R. G. SWAN, “Algebraic K-Theory,” Springer Lecture Notes No. 76, Springer-Verlag, 
Berlin, 1968. 
23. R. G. SWAN AND E. G. EVANS, JR.,” K-Theory of Finite Groups and Orders,” Springer 
Lecture Notes No. 149, Springer-Verlag, Berlin, 1970. 
24. R. B. WARFIELD, JR., The number of generators of a module over a fully bounded ring, J. 
Algebra 66 (1980), 425-447. 
25. D. B. WEBBER, Ideals and modules of simple noetherian hereditary rings, J. Algebra 16 
(1970), 239-242. 
26. J. T. STAFFORD, Generating modules efftciently: algebraic K-theory for noncommutative 
noetherian rings, J. Algebra, in press. 
27. V. KLEE, Another generalization of Caratheodory’s Theorem, Arch. Math. 34 (1980), 
560-562. 
