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The accumulation of mutations in RNA viruses is
thought to facilitate rapid adaptation to changes in
the environment. However, most mutations have
deleterious effects on fitness, especially for viruses.
Thus, tolerance to mutations should determine the
nature and extent of genetic diversity that can be
maintained in the population. Here, we combine pop-
ulation genetics theory, computer simulation, and
experimental evolution to examine the advantages
and disadvantages of tolerance to mutations, also
known as mutational robustness. We find that muta-
tional robustness increases neutral diversity and, as
expected, can facilitate adaptation to a new environ-
ment. Surprisingly, under certain conditions, robust-
ness may also be an impediment for viral adaptation,
if a highly diverse population contains a large propor-
tion of previously neutral mutations that are delete-
rious in the new environment. These findings may
inform therapeutic strategies that cause extinction
of otherwise robust viral populations.
INTRODUCTION
Mutational robustness provides a population with the ability to
maintain a given phenotype despite mutational perturbation
(de Visser et al., 2003; Wagner, 2005). Previous theoretical
studies have suggested that mutational robustness can enhance
adaptation (Draghi et al., 2010; Masel and Trotter, 2010;Wagner,
2008). These studies proposed that in asexual organisms,
robustness might allow higher connectivity of the neutral
network of genotypes in a population, allowing better exploration
of the sequence space and future access to potentially beneficial
genotypes. In sexual organisms, it is expected that robustness
will directly increase the amount of hidden (‘‘cryptic’’) genetic
variation within a population (Gibson and Dworkin, 2004). Thus,1026 Cell Reports 8, 1026–1036, August 21, 2014 ª2014 The Authorrobust populations should harbor substantial neutral genetic
variation that may provide ‘‘stepping stones’’ to future adapta-
tion (Masel, 2006; Waddington and Kacser, 1957).
The concept of mutational robustness has gained much inter-
est in the context of RNA viruses (Elena, 2012; Lauring et al.,
2013; O’Dea et al., 2010; Sanjua´n et al., 2007), which display
exceptionally high mutation rates, roughly on the order of 104–
106 errors per base per replication round (Sanjua´n et al.,
2010). Given the compact genome size of viruses, this level of
replication fidelity results in 0.01–1errors per genomeper replica-
tion. Furthermore, because viruses typically generate enormous
population sizes in the infected host (e.g., Haase et al., 1996), it
has been estimated that all possible singlemutations are created
each day in a host (Coffin, 1995). Several recent studies have
shown that a large proportion of thesemutantswill be either lethal
or deleterious (reviewed in Sanjua´n, 2010), suggesting that vi-
ruses suffer from an exceptionally high mutation load. Indeed, it
has been shown that viral populations can be pushed to near
extinction both through mutational meltdown (e.g., Crotty et al.,
2001) and as deleterious mutations accumulate irreversibly in
the genome (Chao, 1990; Duarte et al., 1992; Jaramillo et al.,
2013) following the ‘‘Muller’s ratchet’’ effect (Smith, 1978).
Given this extreme selection regime, it is puzzling how viruses
preserve functionality. Accordingly, it has been proposed that
RNA viruses maintain different mechanisms of robustness that
allow them to buffer the negative effects of mutations (Lauring
et al., 2013). Large population size is an efficient strategy em-
ployed by viruses to purge and tolerate high mutation load
(Elena, 2012). Cellular mechanisms like mutation ‘‘buffering’’ by
molecular chaperones may play an important role in mitigating
the negative effects of mutant viral proteins (Geller et al., 2007;
R. Geller, C. Parnot, R. White Anderson, R.A., and J. Frydman,
unpublished data). Another, highly prevalent, mechanism of
robustness in viruses involves coinfection, when two or more
viruses coinfect the same cell, and low-fitness genotypes may
be rescued by complementation with high-fitness genotypes
(Froissart et al., 2004; Montville et al., 2005).
Viral populations constantly experience new environmental
challenges: they may experience different temperatures, ands
infect different tissues, different hosts of the same species, and
different hosts of different species. However, the central ques-
tion whether mutational robustness is beneficial for evolvability
in new environments (Draghi et al., 2010; Wagner, 2008) has re-
mained experimentally unanswered and challenged. Some
studies have shown that robust viruses were better prepared
to evolve than their brittle counterparts in response to heat adap-
tation (McBride et al., 2008). Furthermore, cryptic neutral net-
works have also been implied in the adaptability of influenza virus
(van Nimwegen, 2006). In contrast, a recent report showed that
a more brittle viral strain adapted better to a host switch as
compared to a robust strain (Cuevas et al., 2009).
Here, we examined the importance of mutational robustness
(hereby termed robustness) as viruses establish an infection in a
novel environment. We began by developing a theoretical frame-
work that defines robustness through the distribution of muta-
tional fitness effects (DMFEs) of a viral population. Although the
model we use is general, in this study, we focused on robustness
as manifested during viral coinfection. We first experimentally
demonstrated that coinfection indeed buffers detrimental muta-
tions, and then used these data to guide our theoreticalmodeling.
Most evolutionary studies have focused on mutations that are
beneficial in a novel environment (Draghi et al., 2010; Gagneux
et al., 2006; Hermisson and Pennings, 2005; Otto and Whitlock,
1997; Pennings and Hermisson, 2006). However, there has been
little attention on the impact of novel deleterious changes. One
exception is the study by Masel (2006), which examined how fix-
ation of beneficial mutations (arising from cryptic genetic varia-
tion) is affected by a background of deleterious variants. Cryptic
genetic variation was found to most likely allow more rapid
adaptation.
Here, we set about to explore the effects of cryptic genetic
variation in the unique settings affecting viruses: (1) rapid rate
of mutation, (2) relatively frequent and often drastic environ-
mental changes, and (3) large population size coupled with
frequent bottlenecks. Importantly, in contrast to the assumptions
in the Masel (2006) study, we consider environmental changes
where alleles may completely change their fitness effects. This
type of scenario has been described for drug-resistance and im-
mune-evasion mutations (Agranovich et al., 2011; Andersson,
2006), and modeling these changes is important for understand-
ing viral adaptation. Our model considers that, following an envi-
ronmental change, alleles might become either beneficial or
deleterious in the new environment. We note that due to the
high rate of viral mutation, these changes will encompass both
variants previously segregating in the population, as well as
emerging mutations that occur after the environmental shift.
We evaluated two types of environmental change in viruses:
transmission to a susceptible host, and encountering a host
response (e.g., drug) during infection. By computationally vary-
ing the multiplicity of infection (moi) of different populations, we
were able to modulate levels of robustness of a population in
realistic scenarios of viral infection and environmental change.
We then were able to estimate the conditions under which viral
populations have a higher probability of establishing a success-
ful infection. Our results suggest that populations evolving at
lowmoi, and hence lower robustness, may bemore likely to suc-
cessfully adapt to new environments.CelRESULTS
Defining Mutational Robustness
During their life cycle, RNA viruses encounter a number of
different environments and challenges. It is generally accepted
that the genetic diversity of RNA virus populations affords
them greater capacity for adaptation to novel environments. To
test this hypothesis and gain further insight into the role of
robustness in virus adaptation, we began by formulating a pre-
cise evolutionary definition of mutational robustness (r). We
considered the distribution of mutational fitness (w) effects at
each site of a genome (Figures 1A and 1B). We propose that
mean fitness across all nonbeneficial mutants in the genome,
r =w, defines themutational robustness of a population. Robust-
ness can then be estimated as rzq+pdel,wdel, where q is the
fraction of neutral mutations, pdel is the fraction of deleterious
mutations, and wdel is the mean fitness effect of a deleterious
mutation. Essentially, rmeasures the mean fitness of new muta-
tions. Hence, higher values of r correspond to more robust pop-
ulations.We note that robustness is here defined as a property of
the environment in which the population is replicating.
Mutational Robustness Is Mediated by Viral moi
To provide an experimental context in which robustness can be
modulated, we focused on the condition under which viral pop-
ulations are produced with respect to the virus-to-cell ratio. Dur-
ing higher mois, a given cell supports replication of two or more
different genomes. In this scenario, genetic complementation
can increase the robustness of the viral population. Although a
mutated viral protein can limit or even halt viral replication at a
low moi, this defect will be masked by ‘‘wild-type’’ (WT) versions
of the same gene product in cells infected with more than one
genome.
To determine whether indeed higher levels of coinfection
correspond to higher robustness, we passed oral polio vaccine
(OPV) type 2 (OPV2) strain under low moi (0.1) or high moi
(>10) (Experimental Procedures). We then used a highly accurate
sequencing method to determine the genetic landscape of the
population (Acevedo et al., 2014). This approach enables us to
detect rare mutational events with unprecedented accuracy at
the single-nucleotide level. Our approach allowed estimation of
the DMFEs of the virus populations growing at low moi and
high moi. OPV2 grown at high moi showed a DMFE consistent
with higher mutational robustness (r = 0.49) as compared to
low moi (r = 0.37) (p < 1 3 1015, t test; p < 1 3 1015, Kolmo-
gorov-Smirnov test). Indeed, we observed that populations
that replicated at high moi bear a larger proportion of neutral al-
leles and a lower proportion of lethal alleles than those popula-
tions replicating at low moi (Figures 1C and 1D). These results
are consistent with previous observations suggesting that coin-
fection buffers the effects of deleterious alleles via complemen-
tation (Froissart et al., 2004). Thus, buffering allows alleles to be
present at higher frequencies in the population and to present as
less deleterious (more neutral) than under low coinfection condi-
tions. Notably, we evolved the OPV2 strain in an environment
where it is not at equilibrium. This strain was originally produced
in nonhuman cells, whereas our experiment was carried out in
HeLa cells (Experimental Procedures). Under these conditions,l Reports 8, 1026–1036, August 21, 2014 ª2014 The Authors 1027
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Figure 1. Mutational Fitness Effect Distributions in Brittle and Robust Populations
(A and B) Theoretical mutational fitness effect distributions in (A) brittle populations and (B) robust populations, evolving at equilibrium. Brittle populations are
defined by their lower mean fitness effect and, hence, have a lower proportion of neutral mutations (gray shapes) and a higher proportion of deleterious mutations
(yellow shapes). Robust populations have a relatively higher proportion of neutral mutations. Neutral mutations tend to segregate at a higher frequency than
deleterious mutations, and thus, robust populations hold a larger reservoir of hidden diversity.
(C and D) Mutational fitness effect distributions determined experimentally in RNA virus populations grown at low (C) and high (D) moi at nonequilibrium con-
ditions. Note that the distribution of mutational effects shifts toward neutrality at high moi.we detected beneficial alleles, which we have not included in our
approximate estimation of robustness (r). The role of robustness
in beneficial mutations and adaptation is discussed in Supple-
mental Information section 5.
Modeling a Transmission to a Susceptible Host
We next carried out numerical simulations to determine how
robust and brittle virus populations adapt following transmission
between hosts. Our model compares two different situations:
one in which the transmitting virus population derives from the
focal point of infection, wheremoi is presumable high, and a sec-
ond scenario in which virus derives from a more disperse infec-
tion, where moi is assumed to be lower. Upon transmission to a
novel host, viral populations experience a population bottleneck
(e.g., Betancourt et al., 2008), i.e., reduction in population size,
and thus the initial replication cycles will likely occur at low moi
(Abrahams et al., 2009). Our aim was to compare the effect on
population fitness upon infection of a new host of viruses pro-
duced at low moi (brittle) to those produced at high moi (robust).
To model transmission between hosts, we computationally
imposed an environmental change on populations of viruses
evolving at equilibrium (Experimental Procedures). Such a1028 Cell Reports 8, 1026–1036, August 21, 2014 ª2014 The Authorchange was introduced through reassigning selection coeffi-
cients to a random number of sites in the genome: some sites
were reassigned with a negative (deleterious) selection coeffi-
cient, whereas some sites were assigned with a positive (adap-
tive) selection coefficient (Figure 2A). In order to consider a
realistic case of transmission, we further modeled a strong
reduction in population size during the environmental change,
followed by logistic growth (see also Supplemental Information
section 1 and Figure S1). Notably, because we reassign selec-
tion coefficients randomly, robustness in our study is related
directly to revelation of cryptic genetic variation (see also
Richardson et al., 2013 on the complex relationship between
robustness and revelation of cryptic genetic variation).
We used simulation and theory to estimatemeanwaiting times
as a function of robustness until (1) a novel beneficial allele takes
over a population (adaptation), and (2) a novel deleterious allele is
purged from the population (clearance) following transmission
(Experimental Procedures). Our results show that mean waiting
time for adaptation decreases as robustness increases (Figure 2).
This occurs because robustness shifts the DMFE to include
more sites where mutations have neutral fitness effects, and
thus, robust populations harbor a larger number of neutrals
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Figure 2. Effect of Robustness in Accumula-
tion of Beneficial Mutations and Purging of
Detrimental Mutations over Time
(A) Illustration of the simulation process. Following
an environmental change (viral transmission), one
allele becomes beneficial or deleterious.
(B) Given an initial frequency, this allows tracking
the frequency of the changed allele across time till
it reaches a certain threshold, and calculating the
waiting time in generations accordingly.
(C and D) Mean waiting times in generations are
shown for (C) adaptation of a novel beneficial allele,
and (D) purging of a deleterious allele, following
an environmental change. Robustness appears to
reduce the time for adaptation and increase the
time to purging of deleterious mutations.genetic variants segregating at appreciable frequencies as
compared to brittle populations. When such higher-frequency
‘‘hidden’’ alleles become beneficial, the rate of adaptation will
be faster (Hermisson and Pennings, 2005). However, the higher
frequency of neutral alleles has an additional consequence.
When measuring the rate at which deleterious mutations are
removed, we observed that robust populations purge the novel
deleterious mutations more slowly (Figure 2; Supplemental
Information section 1), and they appear to be at a disadvantage
as compared to more brittle populations.
We next examined which of these two opposite effects domi-
nate during an environmental change. Although the effect of
purging appears to be less significant than the effect of adapta-
tion (Figure 2), the first few generations of viral replication are crit-
ical for establishing a novel infection. To this end, we determined
the mean fitness of the population as it adapted to the new envi-
ronment, which affects multiple sites and their fitness, over time.
This allowed us to compare a robust (r = 0.97; q = 0.8) with a non-
robust (r = 0.9; q = 0.2) population and determine which popula-
tion has a higher probability to establish a productive infection.
We first derived a simple analytic expression to estimate the
difference in log mean fitness over time of robust and brittle
populations, given the effect of an environmental change on
numerous alleles in the previous environment (Supplemental In-
formation section 2). Under these conditions, the difference in
log mean fitness of a robust versus brittle population is approx-
imated by Dw=Dq,
P
i logððð1+ snewi ÞT  1Þ,x0 + 1Þ, where Dw is
the difference in log mean fitness between a robust and brittle
population over T generations, snewi is the selection coefficient
at site i in the new environment, and x0 is the mean frequencyCell Reports 8, 1026–1036of a neutral allele in the first environment.
This term can be positive or negative de-
pending on the number of positive and
negative selection coefficients in the new
environment.
The analytic term above relies on the
assumption of deterministic selection.
Yet, fluctuating viral population sizes
may allow a powerful role for genetic drift.
We thus used stochastic simulations to
explore the adaptation of viral populationsto a new environment (Experimental Procedures) (Figure 3).
Notably, it has been shown that exponential microbial growth
leads to a loss of beneficial mutations due to stochastic effects
(Wahl and Gerrish, 2001; Wahl et al., 2002), and this might cause
deviations from the analytic approach described above.
Initially, we explored two extreme cases. In one scenario, the
environmental change results in a larger proportion of beneficial
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i = 100, Figure 4B). In order to test which population would
outperform its counterpart, we calculated the log mean fitness of
the robust and brittle population during the first generations
following the environmental change. The difference in fitness
between the two populations hence corresponds to the shaded
differences between the robust (gray) and brittle (black) curves
(Figures 4A and 4B). We observed that whereas the originally
robustpopulationsadaptmore rapidlywhenmanyallelesbecome
beneficial in the new environment, they are also significantly less
fit during the initial roundsof replication in thenewenvironment if a
large proportion of neutral alleles becomes detrimental. Indeed,
under this scenario, the originally robust population suffers from
a severe drop in fitness following the environmental change,
due to the sudden influx of deleterious variants in the population
segregating at a higher frequency (Figure 4B).
To examine the larger spectrum of possible scenarios, we next
simulated a series of 400 environmental changes, which encom-
passed relatively widespread changes of selection coefficients in
the genomedefinedby randomly drawingN+andN sites,whose
selection coefficient was reassigned after the environmental, August 21, 2014 ª2014 The Authors 1029
Figure 3. A Model of Viral Evolution following Among-Host Trans-
mission
In the first environment, a viral population evolves to high viral titers typical of
viremia. In some organs, including presumably the focal point of infection, viral
density and moi are higher (red particles; inner circles) than in more distal
organs (blue particles; outer circles). During transmission (right), a bottleneck
in the viral population occurs, and the viral founder population (derived either
from low or high coinfection sites) will initially evolve at low moi.switch to s = 0.1 and s = 0.1, respectively (Figure 4C). Both N+
and N varied between 50 and 1,000 (encompassing 0.05%–
1% of the sites in the genome), and all combinations of N+ X N
were simulated. Calculating the differences in log mean fitness
across the first ten generations allowed us to create a heatmap
that defines conditions under which robust or brittle populations
would be more fit and less likely to establish a productive infec-
tion following the environmental changes (Figure 4C).
These results show that under many of the simulated
conditions, robust populations aremore fit than their brittle coun-
terparts, illustrated by the large red portion of the heatmap (Fig-
ure 4C). We also identify a range of conditions where the brittle
population outperforms the robust population, namely when the
magnitude of adaptive sites is much smaller than the magnitude
of deleterious sites (blue region in Figure 4C). Under the latter sce-
nario, there is an increase in the genetic load, which is more pro-
nounced in robust populations during the initial generations in the
new environment. Notably, this pronounced disability of the
robust population disappears after a few rounds of replication in
the new environment, as novel deleterious alleles are purged
and as the population adapts (Figure 4B).
To date, few studies have documented the changes in the
distribution of mutational fitness following an environmental
change. Recently, this distribution was examined in phage
FX174 during host change from Escherichia coli (the native1030 Cell Reports 8, 1026–1036, August 21, 2014 ª2014 The Authorhost) to Salmonella typhimurium (a novel host) (Vale et al.,
2012) and in Tobacco etch potyvirus (TEV) across eight different
hosts (Lalic et al., 2011). Strikingly, the majority of mutations
conferred lower fitness as compared to the WT fitness in the
native host (caption in Figure 4C; Experimental Procedures).
This set of results suggests that a switch to a new environment
may result in a predominantly higher load of deleterious alleles
in the new environment. Under this scenario, we can roughly
extrapolate that the brittle virus populations would outperform
their more robust counterparts (Figure 4C, dashed circle; Sup-
plemental Information section 3; Table S1).
Acute versus Persistent Modes of Viral Infection
Our analytic results coupled with the simulations showed that
mean fitness of a virus population depends on the level of neutral
diversity in the population prior to the environmental change.
Theoretical models often assume that allele frequencies are at
mutation-selection balance. However, for acute virus infections,
this balance is unlikely to be attained given that the environment
and other features of infection frequently fluctuate. Of note, the
current and previous studies showed that some acute viral infec-
tions accumulate limited diversity during infection of a host (Ace-
vedo et al., 2014; Thai et al., 2012). In contrast, during persistent
infections, population diversity should increase with time as the
virus replicates within the infected individual, akin to a population
accumulating genetic charge (see Le Rouzic and Carlborg,
2008). Accordingly, we hypothesized that the effect of robust-
ness will be more pronounced in persistent infections.
To test this hypothesis, we examined whether or not acute
versuspersistentvirusesareequally affectedby the level of robust-
ness during transmission events. We simulated two possible sce-
narios: (1) for acute viruses, we allowed shorter waiting times
between environmental changes (corresponding to transmission
events) (T = 20) and larger maximal population size (Nmax = 10
6);
and (2) for persistent viruses, we allowed longer waiting times
between transmission events (T = 100) yet smaller maximal popu-
lation sizes (Nmax = 10
3) (Experimental Procedures). These param-
eters were selected based on evidence suggesting that acute
infections produce large population sizes in a short period of
time, whereas persistent infections often are characterized by
smaller size populations (Grenfell et al., 2004). As a consequence
of the increased time for replication,underpersistent infectioncon-
ditions, we observed a significant increase in genetic diversity
(data not shown). Importantly, our simulations showed that robust
populations have an advantage for adaptation to some new envi-
ronmental conditions, but in themajorityofnewenvironments,brit-
tle populations have a larger advantage as compared to the acute
infection viruses. This effect is also observed in acute infections,
but the effect is less pronounced (Figure 5). We conclude that
robustness determines diversity, diversity is increased in robust
populations that replicate for a longer period of time in the same
environment (persistent infections), and diversity can be either
beneficial or detrimental in a new environment.
DISCUSSION
The role of mutational robustness in evolution has remained
controversial. In this study, we begin with a simple quantitatives
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Figure 4. Fitness in Robust and Brittle Virus
Populations
Comparison between robust (r = 0.97) and brittle
(r = 0.9) populations as measured by difference in
log populationmean fitness after an environmental
change (denoted by Dw). Two extreme environ-
mental changes are illustrated: a large magni-





i , occurs following the
change.
(C) A map of fitness differences between robust
and brittle populations over 400 different ‘‘trans-
mission’’ environmental changes. Each box rep-
resents an environmental change defined by the
sum of changes in adaptive (y axis) and delete-
rious (x axis) selection coefficients, where fitness
differences are measured over ten generations.
Red and blue shades indicate an advantage for
the robust and brittle populations, respectively,
with darker shades corresponding to a larger
advantage. The circle points out extrapolations
of eight experimentally determined environmental
changes, which all coincide on the map, in the
form of different host shifts for an RNA virus (Lalic
et al., 2011) and a DNA virus (Vale et al., 2012) (see
text).definition of mutational robustness (see also Elena et al., 2007;
Krakauer and Plotkin, 2002). This definition is highly amenable
to direct measurement in populations of evolved RNA viruses,
and we show that viral coinfection is a relevant model for study-
ing the effects of mutational robustness. We then construct
a theoretical model that is guided by our experimental results
(Figure 1). This process allows us to predict how viral popula-
tions, modulated by different levels of moi, would adapt to new
different conditions.
Mutational robustness has been shown to be prevalent in
many organisms. In several cellular organisms, it is present in
the form of gene redundancy, modularity, and alternative regula-
tory pathways. In fact, for many organisms, most gene knock-Cell Reports 8, 1026–1036,outs are viable (Costanzo et al., 2011). In
principle, it would be reasonable to
expect selection to maximize mutational
robustness because this serves to
decrease mutational load and increase
diversity. However, experimental evi-
dence suggests that virus populations
are mostly composed of lethal or delete-
rious mutations (Acevedo et al., 2014;
Rihn et al., 2013; Sanjua´n, 2010). This
has been explained largely by the small
genome sizes of viruses, which limit
redundancy. However, an alternative
explanation is that brittle populations
may also have an advantage under
certain conditions. This advantage of brit-
tle populations manifests as lowered
sensitivity to novel deleterious mutations
and, subsequently, higher fitness in anew environment. Thus, brittle populations suffer less from the
transient decrease in fitness in a novel environment (Figure 4B).
Limitations of our study are in the decoupling of the mecha-
nisms that generate robustness in the first environment and the
proportion of beneficial-to-deleterious mutations in the new
environment. Supplemental Information section 4 and Table S2
discuss different mechanisms of robustness and their potential
effects on fitness. In the study herein, we find that high moi
buffers deleterious mutations andmasks the effects of beneficial
mutations, as evident from the changed distributions in Figure 1C
versus Figure 1D (see also Supplemental Information text 5 and
Figure S2). However, other mechanisms of robustness may well
directly affect the distribution of fitness effects in the newAugust 21, 2014 ª2014 The Authors 1031
Figure 5. The Effect of Robustness in Acute and Persistent Infections
A comparison between brittle and robust viruses under two types of transmission scenarios: following acute or following persistent infection. Three consecutive
environmental changes, in the form of transmission events (marked as people), are simulated. For each type of infection, the timing of the environmental change is
different, as well as the population size at the time of the change. The heatmap, with notations and colors as in Figure 4, displays themagnitude of adaptive versus
deleterious changes summed across all three environmental changes. Fitness differences are measured for the first ten generations after the last environmental
change.environment, and an explicit model, which ties the effects
of robustness with the effects of the new environment, is
warranted.
Our current model, for simplicity, does not take into account
linkage among sites, entailing infinite recombination. Back-
ground selection, genetic hitchhiking, and genetic interference
are all manifestations of the Hill-Robertson (HR) effect (Felsen-
stein, 1974; Hill and Robertson, 1966), which occurs when selec-
tion and linkage combine. Some of the important derivations of
the HR complex effect are that the effective population size is
reduced, genetic variance is reduced, and selection is less effec-
tive (e.g., McVean and Charlesworth, 2000; Roze and Barton,
2006). Multilocus HR interference has been shown to be preva-
lent in simulations and, in fact, may lead to a selective advantage
for recombination (Barton and Otto, 2005; Keightley and Otto,
2006). Interestingly, negative disequilibrium (associations be-
tween deleterious and beneficial alleles) is expected to prevail
over positive disequilibrium (Barton and Otto, 2005). Even
more complex effects may take place when rates of recombina-
tion are low, such as clonal expansion of a beneficial genotype.
Furthermore, viral colonization may involve structured popula-
tions replicating autonomously, different degrees of coinfection
and genetic complementation, effects of migration, and strong
competition for resources (Turner and Chao, 1999). It remains
to be studied how these different phenomena affect the relation-
ship between robustness and adaptation. This will be facilitated
by developing explicit models of viral evolution, which take into1032 Cell Reports 8, 1026–1036, August 21, 2014 ª2014 The Authoraccount the complex processes occurring during viral establish-
ment of an infection.
The framework proposed in this study may help resolve con-
flicting evidence on the role of mutational robustness in promot-
ing evolvability: whereas McBride et al. (2008) showed that
robust F6 phage clones adapted more successfully to a new
thermal niche, Cuevas et al. (2009) showed that brittle vesicular
stomatitis virus populations were more adaptable to a new host
cell type than their robust counterparts. The results of our study
support the notion that, depending on the conditions, either
robust or brittle populations can successfully establish an infec-
tion following host changes. We conclude that the change in
the distribution of fitness effects in the novel environment as
compared to the previous environment will determine the
outcome of an infection.
Previous studies by Masel (2006) concluded that robustness
should promote evolvability even in the presence of cryptic al-
leles that are deleterious in a new environment. Our results on
the other hand identify a range of conditions where a brittle pop-
ulation would prevail, namely whenmany neutral (or near neutral)
mutations drastically change their selection coefficient into a
deleterious one. These conditions will largely depend onwhether
mutation effect distributions are correlated or not across envi-
ronments. Although Masel (2006) assumed that mutational
fitness values are correlated between environments, we relaxed
this assumption and considered that fitness values of mutations
do not necessarily correlate between two given environments.s
Another difference between these studies is that the Masel
(2006) study takes into account conditionally lethal mutations,
whereas we focus only on conditionally deleterious mutations.
However, we argue that considering conditionally lethal muta-
tions would not change the conclusions of our study, given
that they increase the negative effects on fitness of a population
in the new environment.
We thus propose that different modes of virus replication and
different types of environment conditions will most likely dictate
whether fitness effects are indeed correlated. For instance,
some viruses that infect multiple hosts (such as vector-borne vi-
ruses) are expected to regularly alternate between very different
environments, whereas other viruses may experience relatively
similar environments, and hence, the mutation effect distribu-
tions might not change dramatically. Interestingly, it has been
shown that vector-borne RNA viruses experience more purifying
selection than nonvector-borne viruses (Woelk and Holmes,
2002). Because evolutionary rates and mutation rates are highly
correlated in viruses (Sanjua´n, 2012), increased purifying selec-
tion implies more deleterious and lethal mutations. Because vec-
tor-borne viruses experience frequent dramatic environment
changes and, hence, a higher proportion of deleterious muta-
tions in the new host (i.e., the blue region in Figure 4C), this sug-
gests that selection may have favored such brittle populations
over the course of evolution of vector-borne viruses.
Finally, our results suggest an interesting relationship among
the rate of environmental change, the accumulated diversity,
and mutational robustness. The time to accumulate neutral mu-
tations in a relatively constant environment is significantly longer
during persistent infection of robust populations. As a result,
robust populations, replicating under persistent infection, should
accumulate a considerably larger diversity than brittle viruses.
Indeed, we show that persistent infection exacerbates the ef-
fects of robustness (Figure 5), and depending on the conditions
of the new environment, the degree of robustness in the popula-
tion would be a critical factor in the establishment of infection in
the new environment. Considering thousands of years of evolu-
tion, brittle populations of persistent viruses would have an
increased probability of establishing infection if a large propor-
tion of neutral mutations become detrimental in the new environ-
ment. We thus speculate that under these conditions, brittle
viruses that use a persistent mode of infection are more likely
than robust viruses to successfully infect in diverse environ-
ments. On the other hand, acute infection viruses, which un-
dergo rapid transmission and generate less genetic diversity,
will be less affected by robustness. This conclusion seems coun-
terintuitive in light of theory and experiments, which show an
increased rate of extinction as the rate of environmental change
increases (e.g., Lindsey et al., 2013). However, this may be ex-
plained given that our framework assumes a random process
of environmental change and, hence, lack of correlation between
selection coefficients before and after an environment changes.
Although this requires further empirical study, it is likely that suc-
cessive viral transmission events do not adhere to a gradual pro-
cess of unidirectional change (e.g., climate change). Under the
latter scenario, populations would gradually climb to a new
fitness peak, and we would not expect an abundance of novel
deleterious mutations as the unidirectional change proceeded.CelThe ability to precisely measure the DMFEs of viral populations
as they adapt to different environmental changes will be central
to establishing the constraints affecting viral evolution and will
allow a better understanding of the link among standing genetic
variation, mutational robustness, and capacity to evolve.
EXPERIMENTAL PROCEDURES
Experimental Evolution of Viruses and Fitness Measurements
To understand population diversity and robustness dynamics under different
pressures, we passaged OPV2 in HeLa S3 (ATCC; CCL2.2) cells at low and
high moi. For low moi passages, 107 HeLa S3 cells seeded the day before
the experiment were infected with OPV2 at amoi of 0.1 at 33C for 1 hr to allow
virus adsorption, and then replaced with virus culture medium. The infected
cells were maintained at 33C for 10 hr and then harvested by freezing
at 80C. After three freeze-thaw cycles, virus suspension was clarified by
centrifugation at 3,500 3 g for 10 min at 4C, and stored at 80C for future
passages. Plaque assays were performed to determine virus titer of each pas-
sage for a subsequent seven passages.
For high moi passages, all passages were obtained by infecting HeLa S3
cells at a moi of 0.1 as described above but were harvested at 24 hr postinfec-
tion. Thus, viruses experienced one replication cycle at a lowmoi of 0.1 and an
additional cycle at a higher moi (>10; inferred assuming a burst size of >100
infectious particles per infected cell, based on low moi titers). Plaque assay
was also performed to determine virus titer of each passage for subsequent
passages. All viral populations were amplified once in HeLa S3 to increase
the percentage of viral RNA for sequencing. Library preparation, base calling,
and mutational fitness were calculated based on time-series allele frequency
measurements as described in Acevedo et al. (2014) for CirSeq. Briefly, we
assume deterministic selection, which is approximated by
Pðt + 1Þ=wPðtÞð1 mÞ+ ð1 PðtÞÞm; (Equation 1)
where P(t) is the frequency at generation t. Assuming linear behavior at small




Pðt +DtÞ  PðtÞ
Dt
=PðtÞa+m; (Equation 2)
where a= ðwð1 mÞ  m 1Þ. Solving this equation yields
PðtÞ= ceat  m
a
: (Equation 3)
The mutation rate m is estimated based on the median frequencies of lethal
mutations as described in Acevedo et al. (2014). Thus, Equation 3 allows us to
infer the constant c and fitness w for any allele, given a pair of frequency esti-
mates (P(t1) and P(t2)) at any two passages. For multiple passages, we use
linear regression to estimate a unique w value. We note that this approach
will attribute all changes in allele frequencies to the combined effect of muta-
tion and selection, while ignoring the effect of genetic drift and sampling. For
rare alleles, with small allele counts, the effect will be to overestimate the effect
of selection. There are a number of approaches for incorporating genetic drift
and sampling variance into the estimation of selection coefficients (Bollback
et al., 2008; Mathieson and McVean, 2013; Song and Steinru¨cken, 2012).
However, these methods are highly computationally demanding and are
not developed for analyses of thousands of sites. Furthermore, our results
rely on comparing distributions rather than comparing estimates for single
sites. For that reason, we use the deterministic approximation and interpret
the results accordingly.
Virus Evolution Model
We assume a haploid population of N individuals, with a genome length (L) of
10,000 bp. Mutations were modeled assuming two allelic states in each site
with an equal rate of mutation between the two states of 104 mutations/repli-
cation/base. Each population is assigned a DMFE, from which a selectionl Reports 8, 1026–1036, August 21, 2014 ª2014 The Authors 1033
coefficient is drawn for one of the alleles at each position (labeled the alterna-
tive allele), whereas the fitness of the other allele (labeled theWT allele) is set at
1. The total fitness was calculated assuming multiplicative effects across sites
(see below). We assume that the DMFE follows a mixture of a log-normal dis-
tribution of nonlethal deleterious selection coefficients (s < 0) with probability
1 q, and a point mass at s = 0 with probability q. Robustness of a population
of viruses is defined as r =u. A survey across several DMFEs of various RNA
and DNA viruses has shown a highly similar distribution for nonlethal delete-
rious selection coefficients (Sanjua´n, 2010). Here, we use scale parameter
m = 0.092 and a shape parameter s = 1.2 for the log-normal distribution as
found by Sanjua´n et al. (2004). Hence, here, q effectively defines the robust-
ness of the population, and values of 0.2 and 0.8 are explored, corresponding
to r = 0.896 and 0.974, respectively. We note that q will also capture any
near-neutral mutations that ‘‘behave’’ neutrally when s < 1/Ne (where Ne is
the effective population size).
To simplify our calculations, we made several assumptions: (1) we assume
absence of linkage disequilibrium, and (2) we considered only nonlethal muta-
tions across both environments modeled. The latter assumption allows us to
focus on the ‘‘effective’’ portion of the genome where genetic variability exists.
The former assumption on lack of linkage entails infinite recombination.
Although this is not a realistic assumption, for many RNA viruses, the rate of
recombination is exceptionally high (e.g., Kirkegaard and Baltimore, 1986;
Runckel et al., 2013; Tromas et al., 2014). This high rate is especially true for
poliovirus studied herein. We have addressed this important limitation of our
model in the Discussionand in Supplemental Information section 6, where
we show that our results may likely hold when alleviating the assumption of
lack of linkage.
Simulations
WeperformWright-Fisher simulations with selection, where binomial sampling
probabilities are weighted by the fitness of the allele:





PNxtt ð1 PtÞNNxt ; (Equation 4)
where Xt is the frequency of the minor allele at time t, s is its selection coeffi-
cient, m is the mutation rate, and N is the population size. Pt is the probability of
sampling an allele in the next generation and is determined by its relative
fitness as compared to the WT: Pt = ð1+ sÞ,xt1,ð1 mÞ+m,ð1 xt1Þ,1 (as
in Equation 1).
Each site in the population of genomes is simulated independently. To
initialize the first environment, each site is first simulated with theWT allele fre-
quency set to 1, and evolved for 150,000 generations with a population size
N = 106. Then, an environmental change is imposed, which changes the selec-
tion coefficients at a varying number of random sites in the genome. Because
selection coefficients are always relative to the WT allele (which is assigned a
value of 1), changes are only made to the alternative allele. We note that this
implicitly captures all types of changes in selection, both to theWT andmutant
alleles, because we allow a change in the magnitude and sign of the novel se-
lection coefficient. Thus, for example, a situation where theWT allele becomes
deleterious in the new environmentwould be captured in our simulations as the
alternative allele becoming beneficial. The population is then simulated for
several generations in the new environment. For the ‘‘transmission scenario,’’
a severe bottleneck is assumed, and the population size is reduced toN0 = 100
as the environmental change takes place. This is followed by population
growth modeled as a logistic density-dependent growth of the population
(Acevedo et al., 2014; Sanjua´n et al., 2004): Nt =KðN0=N0 + ertðK  N0ÞÞ,
where K (maximal carrying capacity) was set to 104 for the ‘‘transmission sce-
nario,’’ and r (intrinsic growth rate) was set to 2. This allowed explosive growth,
as observed during the acute infection phase of several viruses (Otto andWhit-
lock, 1997). Different values of r (0.5, 1, and 2) yield essentially the same results
(data not shown). For the ‘‘within-host scenario,’’ population size remained
large (N = 106) before and after the environmental change. When a buffering
effect is modeled, the beneficial fitness effect is reduced from 1.1 to 1.04
(6% decrease), and the deleterious fitness effect is increased (selection
coefficient is decreased) from 0.9 to 0.93 (4% increase), in line with the
experimental results determined on the effects of high moi.1034 Cell Reports 8, 1026–1036, August 21, 2014 ª2014 The AuthorMean Fitness of the Digital Viral Populations
Assuming sites are independent, log mean population fitness at a given gen-
eration of simulated populations was calculated as logðwÞ=PLi =1log½ð1+
siÞfAi + 1,ð1 fAi Þ, where si and fAi are the selection coefficient and frequency
of the alternative allele at position i of the genome, respectively. The Sup-
plemental Information elaborates on calculating mean fitness over time
analytically.
Mapping Experimental DMFE Measurements
For the TEV measurements (Lalic et al., 2011), values of w (fitness) were
measured across eight hosts: the native host and seven additional hosts of
varying phylogenetic relatedness to the native host. Selection coefficients in
the novel hosts (corresponding to the novel environment) were calculated
as whostmut =w
native
WT  1, where each w was obtained by averaging across the
six replicas performed in the study. The FX174 study (Vale et al., 2012)
directly reported selection coefficients in the single novel host tested. For
each host shift, we calculated the extrapolated difference in log fitness
(
P
i logððð1+ snewi ÞT  1Þ,x0 + 1Þ) for those selection coefficients that had
changed from neutral in the natural host to either positive or deleterious,
with T = 10 and x0 = 0:5. As per the FX174 study (Vale et al., 2012), mutations
were classified as nonneutral based on a t test when mean s values signifi-
cantly deviated from zero. Because both studies only measured selection co-
efficients for a sample of n sites in a genome of length (L), we corrected for this
by multiplying the result by L/n. Accordingly, for all but one of the novel hosts,
the results showed a higher extrapolated fitness for a brittle host had it
been competed against a robust one during a host shift (see Supplemental
Information text part 3 for more details).
SUPPLEMENTAL INFORMATION
Supplemental Information includes Supplemental Experimental Procedures,
two figures, and two tables and can be found with this article online at
http://dx.doi.org/10.1016/j.celrep.2014.07.011.
AUTHOR CONTRIBUTIONS
A.S. and R.A. designed the project. A.S. and S.B. performed all of the theoret-
ical, simulation, and data analysis work. M.T.Y., C.W., and K.B. performed the
laboratory experimental work. R.N. guided the theoretical framework. A.S. and
R.A. wrote the manuscript. All authors commented on the manuscript.
ACKNOWLEDGMENTS
Wewish to thank the three reviewers of this manuscript as well as Judith Fryd-
man, Tzachi Hagai, Eran Mick, Jacob Crawford, and Eyal Privman for critical
comments. A.S. was supported by a WIS postdoctoral award and by a Roths-
child postdoctoral award. This work was supported in part by NSF (CMMI-
0941355), NIH (R01 GM097115, AI36178, AI40085, and P01 AI091575), the
University of California (CCADD), and DARPA Prophecy.
Received: September 2, 2013
Revised: May 18, 2014
Accepted: July 11, 2014
Published: August 7, 2014
REFERENCES
Abrahams, M.R., Anderson, J.A., Giorgi, E.E., Seoighe, C., Mlisana, K., Ping,
L.H., Athreya, G.S., Treurnicht, F.K., Keele, B.F., Wood, N., et al.; CAPRISA
Acute Infection Study Team; Center for HIV-AIDS Vaccine Immunology
Consortium (2009). Quantitating the multiplicity of infection with human immu-
nodeficiency virus type 1 subtype C reveals a non-poisson distribution of
transmitted variants. J. Virol. 83, 3556–3567.
Acevedo, A., Brodsky, L., and Andino, R. (2014). Mutational and fitness land-
scapes of an RNA virus revealed through population sequencing. Nature 505,
686–690.s
Agranovich, A., Vider-Shalit, T., and Louzoun, Y. (2011). Optimal viral immune
surveillance evasion strategies. Theor. Popul. Biol. 80, 233–243.
Andersson, D.I. (2006). The biological cost of mutational antibiotic resistance:
any practical conclusions? Curr. Opin. Microbiol. 9, 461–465.
Barton, N.H., and Otto, S.P. (2005). Evolution of recombination due to random
drift. Genetics 169, 2353–2370.
Betancourt, M., Fereres, A., Fraile, A., and Garcı´a-Arenal, F. (2008). Estimation
of the effective number of founders that initiate an infection after aphid trans-
mission of a multipartite plant virus. J. Virol. 82, 12416–12421.
Bollback, J.P., York, T.L., and Nielsen, R. (2008). Estimation of 2Nes from tem-
poral allele frequency data. Genetics 179, 497–502.
Chao, L. (1990). Fitness of RNA virus decreased by Muller’s ratchet. Nature
348, 454–455.
Coffin, J.M. (1995). HIV population dynamics in vivo: implications for genetic
variation, pathogenesis, and therapy. Science 267, 483–489.
Costanzo, M., Baryshnikova, A., Myers, C.L., Andrews, B., and Boone, C.
(2011). Charting the genetic interaction map of a cell. Curr. Opin. Biotechnol.
22, 66–74.
Crotty, S., Cameron, C.E., and Andino, R. (2001). RNA virus error catastrophe:
direct molecular test by using ribavirin. Proc. Natl. Acad. Sci. USA 98, 6895–
6900.
Cuevas, J.M., Moya, A., and Sanjua´n, R. (2009). A genetic background with
low mutational robustness is associated with increased adaptability to a novel
host in an RNA virus. J. Evol. Biol. 22, 2041–2048.
de Visser, J.A., Hermisson, J., Wagner, G.P., Ancel Meyers, L., Bagheri-Chai-
chian, H., Blanchard, J.L., Chao, L., Cheverud, J.M., Elena, S.F., Fontana, W.,
et al. (2003). Perspective: evolution and detection of genetic robustness.
Evolution 57, 1959–1972.
Draghi, J.A., Parsons, T.L., Wagner, G.P., and Plotkin, J.B. (2010). Mutational
robustness can facilitate adaptation. Nature 463, 353–355.
Duarte, E., Clarke, D., Moya, A., Domingo, E., and Holland, J. (1992). Rapid
fitness losses in mammalian RNA virus clones due to Muller’s ratchet. Proc.
Natl. Acad. Sci. USA 89, 6015–6019.
Elena, S.F. (2012). RNA virus genetic robustness: possible causes and some
consequences. Curr. Opin. Virol. 2, 525–530.
Elena, S.F., Wilke, C.O., Ofria, C., and Lenski, R.E. (2007). Effects of population
size and mutation rate on the evolution of mutational robustness. Evolution 61,
666–674.
Felsenstein, J. (1974). The evolutionary advantage of recombination. Genetics
78, 737–756.
Froissart, R., Wilke, C.O., Montville, R., Remold, S.K., Chao, L., and Turner,
P.E. (2004). Co-infection weakens selection against epistatic mutations in
RNA viruses. Genetics 168, 9–19.
Gagneux, S., Long, C.D., Small, P.M., Van, T., Schoolnik, G.K., and Bohannan,
B.J. (2006). The competitive cost of antibiotic resistance in Mycobacterium
tuberculosis. Science 312, 1944–1946.
Geller, R., Vignuzzi, M., Andino, R., and Frydman, J. (2007). Evolutionary
constraints on chaperone-mediated folding provide an antiviral approach
refractory to development of drug resistance. Genes Dev. 21, 195–205.
Gibson, G., and Dworkin, I. (2004). Uncovering cryptic genetic variation. Nat.
Rev. Genet. 5, 681–690.
Grenfell, B.T., Pybus, O.G., Gog, J.R., Wood, J.L., Daly, J.M., Mumford, J.A.,
and Holmes, E.C. (2004). Unifying the epidemiological and evolutionary
dynamics of pathogens. Science 303, 327–332.
Haase, A.T., Henry, K., Zupancic, M., Sedgewick, G., Faust, R.A., Melroe, H.,
Cavert, W., Gebhard, K., Staskus, K., Zhang, Z.Q., et al. (1996). Quantitative
image analysis of HIV-1 infection in lymphoid tissue. Science 274, 985–989.
Hermisson, J., and Pennings, P.S. (2005). Soft sweeps: molecular population
genetics of adaptation from standing genetic variation. Genetics 169, 2335–
2352.
Hill, W.G., and Robertson, A. (1966). The effect of linkage on limits to artificial
selection. Genet. Res. 8, 269–294.CelJaramillo, N., Domingo, E., Mun˜oz-Egea, M.C., Tabare´s, E., and Gadea, I.
(2013). Evidence of Muller’s ratchet in herpes simplex virus type 1. J. Gen.
Virol. 94, 366–375.
Keightley, P.D., and Otto, S.P. (2006). Interference among deleterious
mutations favours sex and recombination in finite populations. Nature 443,
89–92.
Kirkegaard, K., and Baltimore, D. (1986). The mechanism of RNA recombina-
tion in poliovirus. Cell 47, 433–443.
Krakauer, D.C., and Plotkin, J.B. (2002). Redundancy, antiredundancy, and the
robustness of genomes. Proc. Natl. Acad. Sci. USA 99, 1405–1409.
Lalic, J., Cuevas, J.M., and Elena, S.F. (2011). Effect of host species on the
distribution of mutational fitness effects for an RNA virus. PLoS Genet. 7,
e1002378.
Lauring, A.S., Frydman, J., and Andino, R. (2013). The role of mutational
robustness in RNA virus evolution. Nat. Rev. Microbiol. 11, 327–336.
Le Rouzic, A., and Carlborg, O. (2008). Evolutionary potential of hidden genetic
variation. Trends Ecol. Evol. 23, 33–37.
Lindsey, H.A., Gallie, J., Taylor, S., and Kerr, B. (2013). Evolutionary rescue
from extinction is contingent on a lower rate of environmental change. Nature
494, 463–467.
Masel, J. (2006). Cryptic genetic variation is enriched for potential adaptations.
Genetics 172, 1985–1991.
Masel, J., and Trotter, M.V. (2010). Robustness and evolvability. Trends Genet.
26, 406–414.
Mathieson, I., and McVean, G. (2013). Estimating selection coefficients
in spatially structured populations from time series data of allele frequencies.
Genetics 193, 973–984.
McBride, R.C., Ogbunugafor, C.B., and Turner, P.E. (2008). Robustness pro-
motes evolvability of thermotolerance in an RNA virus. BMC Evol. Biol. 8, 231.
McVean, G.A., andCharlesworth, B. (2000). The effects of Hill-Robertson inter-
ference betweenweakly selectedmutations on patterns ofmolecular evolution
and variation. Genetics 155, 929–944.
Montville, R., Froissart, R., Remold, S.K., Tenaillon, O., and Turner, P.E. (2005).
Evolution of mutational robustness in an RNA virus. PLoS Biol. 3, e381.
O’Dea, E.B., Keller, T.E., and Wilke, C.O. (2010). Does mutational robustness
inhibit extinction by lethal mutagenesis in viral populations? PLoS Comput.
Biol. 6, e1000811.
Otto, S.P., andWhitlock, M.C. (1997). The probability of fixation in populations
of changing size. Genetics 146, 723–733.
Pennings, P.S., and Hermisson, J. (2006). Soft sweeps II—molecular popula-
tion genetics of adaptation from recurrent mutation or migration. Mol. Biol.
Evol. 23, 1076–1084.
Richardson, J.B., Uppendahl, L.D., Traficante, M.K., Levy, S.F., and Siegal,
M.L. (2013). Histone variant HTZ1 shows extensive epistasis with, but does
not increase robustness to, new mutations. PLoS Genet. 9, e1003733.
Rihn, S.J., Wilson, S.J., Loman, N.J., Alim, M., Bakker, S.E., Bhella, D., Gifford,
R.J., Rixon, F.J., and Bieniasz, P.D. (2013). Extreme genetic fragility of the
HIV-1 capsid. PLoS Pathog. 9, e1003461.
Roze, D., and Barton, N.H. (2006). The Hill-Robertson effect and the evolution
of recombination. Genetics 173, 1793–1811.
Runckel, C., Westesson, O., Andino, R., and DeRisi, J.L. (2013). Identification
and manipulation of the molecular determinants influencing poliovirus recom-
bination. PLoS Pathog. 9, e1003164.
Sanjua´n, R. (2010). Mutational fitness effects in RNA and single-stranded DNA
viruses: common patterns revealed by site-directed mutagenesis studies.
Philos. Trans. R. Soc. Lond. B Biol. Sci. 365, 1975–1982.
Sanjua´n, R. (2012). From molecular genetics to phylodynamics: evolutionary
relevance of mutation rates across viruses. PLoS Pathog. 8, e1002685.
Sanjua´n, R., Moya, A., and Elena, S.F. (2004). The distribution of fitness effects
caused by single-nucleotide substitutions in an RNA virus. Proc. Natl. Acad.
Sci. USA 101, 8396–8401.l Reports 8, 1026–1036, August 21, 2014 ª2014 The Authors 1035
Sanjua´n, R., Cuevas, J.M., Furio´, V., Holmes, E.C., andMoya, A. (2007). Selec-
tion for robustness in mutagenized RNA viruses. PLoS Genet. 3, e93.
Sanjua´n, R., Nebot, M.R., Chirico, N., Mansky, L.M., and Belshaw, R. (2010).
Viral mutation rates. J. Virol. 84, 9733–9748.
Smith, M. (1978). The Evolution of Sex (Cambridge: Cambridge University
Press).
Song, Y.S., and Steinru¨cken,M. (2012). A simplemethod for finding explicit an-
alytic transition densities of diffusion processes with general diploid selection.
Genetics 190, 1117–1129.
Thai, K.T., Henn, M.R., Zody, M.C., Tricou, V., Nguyet, N.M., Charlebois, P.,
Lennon, N.J., Green, L., de Vries, P.J., Hien, T.T., et al. (2012). High-resolution
analysis of intrahost genetic diversity in dengue virus serotype 1 infection iden-
tifies mixed infections. J. Virol. 86, 835–843.
Tromas, N., Zwart, M.P., Poulain, M., and Elena, S.F. (2014). Estimation of the
in vivo recombination rate for a plant RNA virus. J. Gen. Virol. 95, 724–732.
Turner, P.E., and Chao, L. (1999). Prisoner’s dilemma in an RNA virus. Nature
398, 441–443.1036 Cell Reports 8, 1026–1036, August 21, 2014 ª2014 The AuthorVale, P.F., Choisy, M., Froissart, R., Sanjua´n, R., and Gandon, S. (2012). The
distribution of mutational fitness effects of phage 4X174 on different hosts.
Evolution 66, 3495–3507.
van Nimwegen, E. (2006). Epidemiology. Influenza escapes immunity along
neutral networks. Science 314, 1884–1886.
Waddington, C.H., and Kacser, H. (1957). The Strategy of the Genes: A
Discussion of Some Aspects of Theoretical Biology (London: George Allen &
Unwin).
Wagner, A. (2005). Robustness, neutrality, and evolvability. FEBS Lett. 579,
1772–1778.
Wagner, A. (2008). Robustness and evolvability: a paradox resolved. Proc.
Biol. Sci. 275, 91–100.
Wahl, L.M., and Gerrish, P.J. (2001). The probability that beneficial mutations
are lost in populations with periodic bottlenecks. Evolution 55, 2606–2610.
Wahl, L.M., Gerrish, P.J., and Saika-Voivod, I. (2002). Evaluating the impact of
population bottlenecks in experimental evolution. Genetics 162, 961–971.
Woelk, C.H., and Holmes, E.C. (2002). Reduced positive selection in vector-
borne RNA viruses. Mol. Biol. Evol. 19, 2333–2336.s
