Abstract. This paper considers the stochastic linear quadratic optimal control problem in which the control domain is nonconvex. By the functional analysis and convex perturbation methods, we establish a novel maximum principle. The application of the proposed maximum principle is illustrated through a work-out example.
Introduction
The stochastic linear quadratic optimal control problems play an important role in optimal control problems.
On one hand, many nonlinear control problems can be approximated by the linear quadratic control problems; on the other hand, solutions to the linear quadratic control problems show elegant properties because of their brief and beautiful structures.
A classical form of the stochastic linear quadratic optimal control problems is to minimize the quadratic cost functional with the control u(·) being a square integrable adapted process and the state being the solution to the linear with the nonconvex stochastic linear quadratic problem, the approach provided in this paper has two main advantages as follows. Firstly, we need not to introduce the second-order adjoint equation, and the presented stochastic maximum principle has a concise form. Secondly, we don't have to impose any positive definite on the coefficients.
J(u(·)) = E{
1 2 T
[< Q(t)X(t), X(t) > +2 < S(t)X(t), u(t) > + < R(t)u(t), u(t) >]dt
The paper is organized as follows. In section 2, we present some notations and formulate the stochastic linear quadratic problem. We formulate our stochastic linear quadratic optimal control problem by functional analysis approach in section 3. We derive the maximum principle in section 4 and give a work-out example in section 5. In section 6 we conclude the paper.
Problem Formulation
Throughout this paper, we denote by R n the n−dimensional vector space and R k×n the set of k × n matrices.
Particularly, we denote by S n the set of symmetric n × n matrices. For any given Euclidean space H, we denote by ·, · (resp. | · |) the scalar product (resp. norm) of H. When M = (m ij ), N = (n ij ) ∈ R k×n , we define < M, N >= tr{M N ⊺ } and | M |= √ M M ⊤ , where the superscript ⊤ denotes the transpose of vectors or matrices. We say M > (resp. ≥) 0 if M ∈ S n is positive (resp. nonnegative) definite.
Brownian motion defined on a complete probability space (Ω, F , P ). The information structure is given by a filtration F = {F t } 0≤t≤T , which is generated by W (·) and augmented by all the
) denote the space of all F T -measurable random variable η with values in H such that
) denote the space of all F t -progressively measurable processes x(·) with values in H such that
To simplify the presentation, we assume the dimension of the Brownian motion d = 1.
For a given x ∈ R n , consider the following linear stochastic differential equation: is a control process and X(·) is the corresponding state process. In addition, the quadratic cost functional is given by
where G ∈ S n , Q, S and R are S n −, R k×n − and S k −valued functions, respectively.
We introduce the following assumption:
Let B = {0, 1} k , C ⊆ R k be a closed and convex set, U = C ∩ B = ∅, e = (1, 1...1) ⊤ ∈ R k and E = {u ∈ R k : 0 ≤ u ≤ e}. We set
An element of U ad is called an admissible control. Under Assumption 2.1, there exists a unique solution
, which is called the corresponding admissible state process. (X(·), u(·)) is called an admissible pair.
Our stochastic linear quadratic control problem is to find an admissible controlū(t) such that
Results of Linear Quadratic Problem by Functional Analysis
Since the state equation in a stochastic linear quadratic problem is linear, by variation of constant formula, the state process can be explicitly expressed in terms of the initial state and the control. Substituting this relation into the cost functional, we obtain a functional quadratic in the state and control terms. To describe the method in detail, we first introduce the following matrix-valued process:
from the method of stochastic differential equation, we know that Φ −1 (t) exists for all t ≥ 0, and satisfy
The solution of (2.1) can be written as:
By BDG-inequality, we can get the estimation of X(t) as
Next, ∀x ∈ R n , u(·) ∈ U ad , we define the following operators:
Then, the state equation (2.1) and its terminal value can be written as:
Our next goal is to find a representation of the cost functional (2.2) in terms of control. To this end, we note that the following operators are bounded linear operators
We need to find the adjoint operators of the above bounded linear operators,
and
Actually, we can define the adjoint operators through the following backward stochastic differential equation:
We have the following results.
the adapted solution of (3.3) with η = 0. Define
Once we have the above results, we can obtain another form of the cost functional:
where
It is clear that the operator N : U ad → U ad is a bounded linear operator.
Stochastic Maximum Principle
Generally speaking, since the control domain of the stochastic linear quadratic problem is nonconvex, one should take the second-order adjoint process into consideration. To conveniently state this classical maximum principle, we give the following results, which come from [25] Chapter 3. We consider the following controlled stochastic differential equation:
with the cost functional
The controller wants to find the infimum of J over admissible control set. Moreover, we introduce the following assumption as in [25] .
) is a separable metric space and T > 0.
(ii) The maps b, σ, f , and h are measurable, and there exist a constant L > 0 and a modulus of continuitȳ
(iii) The maps b, σ, f , and h are C 2 in x. Moreover, there exist a constant L > 0 and a modulus of continuitȳ
LetX(·),ū(·) be an optimal pair of the stochastic system (4.1)-(4.2). We introduce the following first-and second-order adjoint equation 4) where the Hamiltonian H is defined by be an optimal pair of the stochastic system (4.1)-(4.2). Then there exist pairs of process
satisfying the first-and second-order adjoint equations (4.3) and (4.4), respectively, such that
It should be noted that the second-order adjoint equations have to be introduced in the above stochastic maximum principles. Different from [19] [25], the primal problem will be turned into a concave problem with convex control domain in this section. And a novel stochastic maximum principle without the second-order adjoint equation will be also proposed. To proceed further, the following useful Proposition is needed. The interested readers can find this in [20] and [25] . [20] ) Letū(·) be an optimal control and letX(·) be the corresponding trajectory. The control domain is convex and all the coefficients are C 1 in u, we have 
Proposition 4.3 (Stochastic Maximum principle
< H u (t,X(t),ū(t), p(t), q(t)), v −ū(t) > ≤ 0, ∀v ∈ U, a.e. t ∈ [0, T ], P − a.s..
3). Then there exists an adapted solution
where the Hamiltonian function H µ is defined by
where the parameter µ is defined as: −µ is the largest eigenvalue of N , which is described in (3.5) ; the operator I is identity operator.
Proof. The proof is technical. We divide it into two steps to make the idea clear.
Step
Equivalent Formulation
As shown in section 3, we obtain a functional quadratic in the triple of the initial state, the control and the nonhomogeneous term. That is
Given any real number µ ∈ R, letN = N + µI andH(x) = H(x) − 1 2 µI, then we can define the following stochastic linear quadratic control problem
When we select −µ as the largest eigenvalue of N , then the operatorN is negative semi-definite, then J µ is concave with respect to u(·). We claim that the problem
is equivalent (in the sense of coinciding optimal control and optimal value) to
whereŪ ad is defined byŪ
Indeed, since J µ (u(·)) is concave with respect to u, the optimal control must attained on a vertex of E.
Then min
is the optimal pair of problem (4.6), then ∀u(·) ∈Ū ad ,
That isū is the optimal control of J µ (u(·)).
On the other hand, if (X(·),ū(·)) is the optimal pair of problem (4.7), then ∀u(·) ∈ U ad ,
That isū is the optimal control of J(u(·)). Therefore, the problem (4.6) is equivalent to the minimization of a concave quadratic function over the convex set, so we can apply the classical stochastic maximum principle as shown in Proposition 4.3, which deals with convex control domain, to the equivalent problem.
Step 2. Apply Stochastic Maximum Principle
In order to derive the maximum principle for the classical stochastic optimal control problem, one needs to obtain the variational equation of state equation. Based on the variational inequality and the introduced adjoint equation, one can get the stochastic maximum principle (see [1] , [2] , [20] and [25] ).
In our case, we should introduce the adjoint equation as the following backward stochastic differential
Moreover, the Hamiltonian function H µ is defined by
then, we can obtain the following stochastic maximum principle
This completes the proof.
Remark 4.5 From the above theorem, we can get some further subtle results. We can take into account the optimal control respectively. Then from
we get
We can compare the above results with the primal maximum principle which deals with nonconvex control domain problem as shown in Proposition 4.2. Because the control domain is nonconvex, one should introduce first-and second-order adjoint equations as
The maximum principle is
where H 0 is defined by (4.5) when µ = 0. Moreover, for any v ∈ U , we have the following results
We can see that the nonconvex maximum principle is complex. However, the approach provided in this paper is relatively concise. In the next section we will give an example to show how the new maximum principle works.
Example
Let us consider the following controlled stochastic differential equation (n = 1):
with the control domain U = {0, 1} ∩ [0, 1] = {0, 1}. The cost functional is defined by
Substituting X(t) = t 0 u(s)dW s into the cost functional, we obtain the following:
Hence, the optimal control isū(t) = 0, the corresponding optimal state trajectory isX(t) = 0. The firstand second adjoint equations associated with the optimal pair are
Thus, by the uniqueness of the solution to backward stochastic differential equation, we get (p(t), q(t)) = (0, 0), (P (t), Q(t)) = (2t − 4, 0). The corresponding Hamiltonian is
This is a convex function in u, which does not attain a maximum atū(t) = 0 for any t ∈ [0, 1]. But the
is concave with respect to u for ∀t ∈ [0, 1], andū(t) = 0 does maximize H. Thus we see clearly how the second-order adjoint process plays a role in turning the convex function u −→ H(t,X(t), u, p(t), q(t)) into the concave one u −→ H(t,X(t), u).
As to the new approach which provided in this paper, in order to cope with the primal problem, we introduce a parameter µ. In this example we let µ = −3, then From classical stochastic maximum principle, we obtain that the following inequality holds when the control domain is a convex set: From the stochastic maximum principle, we know thatū(t) = 0 is a candidate optimal control.
We can say more about this result. In this case, the control domain of primal problem is nonconvex. One needs to study both the first-and second-order terms in the Taylor expansion of the spike variation and come up with a stochastic maximum principle. The second-order adjoint process plays a role in turning convex Hamiltonian H into concave one H, as we have shown above. However, in this paper, without second-order adjoint process, we can obtain a stochastic maximum principle involving a parameter µ.
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In this article, we investigate a new stochastic maximum principle to deal with the stochastic linear quadratic problem with nonconvex control domain. We turn the original problem into a concave control problem with convex control domain by employing the functional analysis approach and introducing a parameter. Then we apply the classical stochastic maximum principle to the transformed concave problem. Compared with the existing methods, the developed stochastic maximum principle is easy to check. Finally, we provide a work-out example to illustrate the effectiveness of the proposed method in this paper. Readers can have a try to solve the problem by utilizing the Hamilton-Jacobi-Bellman approach or other methods. Although considering the forward state equation, we encourage the readers to explore backward stochastic system or forward-backward stochastic system, and to obtain results that are not yet known to us.
