Abstract--Among the six classes of Zeeman's classification for three-dimensional Lotka-Volterra competitive systems with limit cycles, besides the heteroclinic cycle case (Case 27), we construct in three cases without heteroclinic cycle (Cases 26, 28, 29) two limit cycles. Our construction gives a partial answer to Hot-bauer and So's problem to these systems.
INTRODUCTION
It is well known that a two-dimensional Lotka-Volterra system cannot admit isolated periodic orbit [1] ; that is, if the system has periodic orbits, then these orbits are nonisolated (or HamiltoAlan). For dimension greater than or equal to three, Coste et al. [2] and Hofoauer [3] , by using the Hopf bifurcation theorem, proved the existence of an isolated periodic orbit (limit cycle).
Hirseh's theorem [4] ensures that there is an invariant manifold (called the carrying simplex) for a three-dimensional Lotka-Volterra competitive system which is homeomorphic to the twodimensional simplex and which attracts all orbits except the origin. By Hirsch's theorem, Zeeman uses geometric analysis of the surfaces ~i = 0 of a system to define a combinatorial equivalence relation by inequalities on the parameters. A classification of 33 stable equivalence classes for three-dimensional Lotka-Volterra competitive systems is given in [5] . It is shown that in 27 of these classes, all the compact limit sets are fixed points [5, 6] , so the dynamical behaviors for the systems have been fully described. The Hopf bifurcation theorem is applied to show that the remaining Classes 26-31 can possess isolated periodic orbits or limit cycles. The question of how many limit cycles can appear in Zeeman's six Classes 26-31 is open.
Recently, two limit cycles for Class 27 were constructed by Hofl)auer and So [71 and Xiao and Li [8] based on Hirsch's monotone flow theorem, the center manifold theorem, and the Hopf bifurcation theorem. In their cases, the local stable positive equilibrium is surrounded by two limit cycles, in which one is from the Hopf bifurcation theorem and the other is guaranteed by the Poincard-Bendixson theorem. In [7] , Hofbauer and So propose a question to determine which other classes (26,28-31) in Zeeman's cl~sification (.'an have two or more limit cycles. In this paper, we consider Hofl)auer and So's problem for Classes 26, 28, and 29 in Zeeman's classification and construct two linfit cycles in each of these three systems. And we also construct a system with two limit cycles which belongs to Class 27; both the limit cycles are from Hopf bifurcation. At the same time, we get a noncompetitive three-dimensional Lotka-Volterra system with two limit cycles.
BLOCK-DIAGONAL FORM
Consider the following three-dimensional Lotka-Volterra competitive system:
where aij < 0 and 1 = (1, 1, 1) is the unique can be written as the vector form positive equilibrium of system (1) (3). This system
where x = (Xl,X2,x3), A = (aij)3×3 , x -1 = (xl -1,x2 -1,x 3 -1).
Since we are concerned with the stability and bifurcation of the equilibrium (1, 1, 1), it is sensible to transform it to the origin. By the transformation 2 = x -1, system (4) becomes
and the Jacobian matrix at the equilibrium (1, 1, 1) is simply A. Here we used xi instead of 2~ for i = 1,2,3. Consider the aacobian of system (5),
A : a22 (6) \a31 a32 a33/ To prove the existence of limit cycles in the system, we choose A such that the origin has a Hopf bifurcation. Now, suppose A has one negative real eigenvalue A and a pair of purely imaginary eigenvMues ~i (w ~ 0). Denote
a31 a32 a33 --/~ \ b31 b32 b33
Then A = all + a22 + a33,
The algebraic subdeterminants of B take the forms I b22 b23 a22 --A a23 ~11 = b32 b33 = a32 b33 -)~ = (an + a33)(au + a22) -a23a32 = a~l + w 2 + al2a21 + a13a31, bu b13 =a~ 2+co2+a12a21+a23a32, B22 = b31 b33 bu b12 =a~3+w 2+a23a32+alaa31. B33 = b21 b22
Since Bu + B22 + B33 = w 2 + (an + a22 + a33) 2 ~ 0, we can suppose, without loss of generality, that Bll ~; 0. Let 7 = (71,72,73) be the left eigenvector of A corresponding to the eigenvalue A; that is, -yA = A~.
Now consider the last two equations in (8), (13) and let T = TIT1. Then one may check easily that • 0) 14,
T2 = ( I O (C-AI)-IC1 II
From the above discussion, we get the following lemma.
LEMMA. S~lppose a 3 x 3 matrix A has one real eigenvalue A and a pair of purely imaginary eigenvalues +col (co ¢ 0). Then there exists a matrix T = TIT1 as above such that
Here. the submatrix (on c12) has a pair of purely imaginary eigenvalues ±col (ca # 0). That
is, ell + c22 = 0 and Clle22 -cllcll > O. Note that each element of the transformation matrix T is a rational function of aij, the elements of matrix A.
THE SYSTEM ON THE CENTER MANIFOLD
In Section 2, we get a matrix T which transforms A to be a block-diagonal one. Using the transformation y = Tx, we get a new system fi-om system (5), /) = T* diag (T-ly + 1) AT-ly = C 9 + T* diag (T-ly) AT-ly,
(1G)
where y = (Yl, Y2, Y3), 1 = (1, 1, 1), C = TAT -1 is a block-diagonal matrix.
From the center manifold theorem [9] , we can suppose that the transformed system (16) with linear part Cy has an approximation to the center manifold taking the form 
'.~3 = subs (Ya = h(y,, Y2), (Cy + T * diag (T-ly) AT-ly) [3] ).
Comparing the coefficients of the former two equations, we can get the parameters cij of fi.
Theoretically, we can get an arbitrary-order approximation to the center manifold.
Substituting Y3 = h(yl, Y2) into the equations of/)1 and/)2, we obtain a two-dimensional system with center focus type. We will consider the stability and Hopf bifurcation of the equilit)rium on the approximate center manifold.
FOCAL VALUES ON THE CENTER MANIFOLD
A classic way to deal with the limit cycles of a two-dimensional center focus system is to construct its Liapunov function and calculate its focal wtlues; see [10] . Under the computer algebraic system Maple, we have written a program packa~ge to calculate the focal values. A similar program appeared in [11] .
Suppose the two-dimensional system takes the form
where -c 9 -ab > O, q)k(#1, Y2), qzk(#1, #2) are homogeneous polynomials of degree k.
V~e take a Liapunov function 
one can establish a system of linear equations with aj and LVi as unknowns. This linear system can be solved symbolically, so the explicit expressions for L~ can be obtained. For completeness, we include the details as follows.
If n is odd, we have
If n is even, we get
It is easy to find that the right-hand side depends only on F3,/'4,..., F~-,, so we can calcu-
late Fn in order. Denoting the right-hand side of the former equation by A,~ = 2-.k=o k.g, Y2, we have the following. When n is odd, i.e., n = 2m + 1, then
Comparing both sides of the above equality, we have
Here 
Therefore, when n is odd, these linear equations are solvable and F,~ can he determined. When 'n is even, the equation takes the form
Similarly, we get c(n -2k)ak + (k + 1)bak+l + a(n--k + 1)ak-1 = -bk,
k=O, 1,...,n-1,
The coefficient-matrix of the linear system is
The rank of An is n + 1, and the system of linear equations has n + 2 unknowns. So these linear equations have solutions dependent on one parameter ai. To simplify the calculation, we can assume a~ = 0 to obtain the coefficients of F~ and LV(~/,2_I). The computed F(yi, y2) is called the Liapunov function, and LVk is called the k TM Liapunov constant (focal value).
According to the Liapunov theorem and Hopf bifurcation theory, these focal values determine how many limit cycles can be constructed by perturbing the parameters of the system.
CONSTRUCTION OF LIMIT CYCLES
In Sections 2-4, we give three main steps in order to construct multiple limit cycles for threedimensional Lotka-Volterra systems.
First, we transform the original system such that the linear part has block-diagonal form. Then, we compute the approximate center manifold up to the 2kth-order terms. On the center manifold, the three-dimensional system is reduced to be a two-dimensional one with center-focus type. Finally, applying the Poincar&Liapunov method, the Liapunov function and focal values (up to k th order) can be computed.
The characteristic set method and Grobner basis method can be used to simplify the con> puted focal values LV1, LV2,..., LVn (here the simplicity is measured by the number of terms of polynomials). To construct the small amplitude limit cycles, one needs to get the reduction of focal values which shall be of so-called triangular form in unknowns (the coefficients of the system) and the corresponding principal unknown in each polynomial is expressed explicitly by other unknowns. In the literature, there seems to be no research for the case that each principal unknown cannot be solved as a function of other unknowns. In [12] , we propose an algorithm (rnrealroot algorithm) for isolating the real roots of a system of multivariable polynomials with constant coefficients. It is shown there that by using the mrealroot algorithm, n small amplitude limit cycles can be constructed provided the focal values rational functions (~z rational functions with n -1 unknowns) have a feasible real root.
Solving the computed LV1, LV2,..., LVn by mrealroot, we can know how many amplitude limit cycles (at least) can surround the interior positive equilibrium of system (3).
The remaining work is to check to which class in Zeeman's classification the constructed system belongs.
Using Zeeman's notation, we have Rij ~-sgn(aij) and Qkk = sgn(~kk), with oQj = biaji/a~i -bj = (ARi)j -bj and ~3kk = (AQk)k -bk, which are the algebraic invariants of A. Here R~: is the equilibrium on the xi-axis, and Qk is the positive equilibrium on the plane of xk = 0.
If R12 = R23 ~---R31, R21 --R13 = R32 , and RijRji <~ O, then the system owns a heteroclinic cycle which is a repellor (or attractor) if p = -(a12a23~31 + c~21a13c~32) > 0 (or < 0). This is Case 27 in Zeeman's classification.
Hofbauer and So [7] and Xiao and Li [8] show that for Case 27, the local stable positive equilibrium is surrounded by two limit cycles; one is from the Hopf bifurcation theorem and the other is guaranteed by the Poincar~-Bendixson theorem. In the next section, we will show that Classes 26, 28, 29 in Zeeman's classification can also possess two limit cycles. Both are perturbed from the focal values. A system of Case 27 and a noncompetitive system can also have two small amplitude limit cycles.
EXAMPLES
Consider the following system:
Here, A = (aij)3×3 is the interaction matrix. The necessary and sufficient conditions are that A has a negative real eigenvalue and a pair of purely imaginary eigenvalues are det(A) = (An + A22 + A33) tr(A) < 0.
Here, tr(A) = all +a22+a33 , All = a22a33--a23a32 , A22 = alla33-a13a31, A33 = a11a22-a12a21. To compute the focal values up to order 2, we need to calculate the approximate manifold y3 ~-h(yl,y2) up to degree 4. h is a polynomial of yl,y2 with 12 terms whose coefficients are rational functions of A. ~Ve give it in our Appendix. ,~ < 0, # < 0 means that A is a competitive system, det(A) < 0 shows that A satisfies the condition of existing imaginary eigenvalues. And in this case, the real root makes LV2 > O.
To bifurcate two limit cycles, first perturb A so that LV1 LV2 < 0 and adjust p so that p = -3/2 -(1/10)X which keeps the linear part of the system to be center-focus form. A limit cycle bifurcates. For the second limit cycle, perturb/1, such that the real part of a pair of conjugate complex roots is of a opposite sign to LV1. Running mrealroot, this system with two small amplitude limit cycles belongs to Class 27 in Zeeman's classification. Since the second focal value is negative, so the outer limit cycle is stable. Furthermore, p is positive ensures that the heteroclinic cycle is repellor. This shows that a noncompetitive system can have two limit cycles.
CONCLUDING REMARKS
In Sections 2-5, we give an algorithm to construct multiple limit cycles for three-dimensional Lotka-Volterra systems. Using our Maple program 3DLVL, we can get the result for each example in Section 6 in an average time of 200 seconds.
The remaining problems are whether the Classes 30 and 31 in Zeeman's classification can have two limit cycles, and also whether a three-dimensional competitive Lotka-Volterra system can have three limit cycles.
To construct three small amplitude limit cycles for a three-dimensional Lotka-Volterra system, at least three parameters should be used in A. The first three focal values need to be calculated and the center manifold needs to be computed approximately to the sixth order. In fact, we find it is very difficult in calculating the third focal value of such a system o11 its approximate manifold. In this ease, the two-dimensional system is too complex to calculate the focal values. It seems that it is out of the capability of the computer at this time. To construct such a system with three limit cycles, we still need to use Poincar6-Bendixson theory.
If we can construct a Lotka-Volterra competitive system with a repellent (or attractive) heteroclinic, and with two limit cycles by Hopf bifurcation and the first bifurcated (outer) one is unstable (or stable), then by the Poincar6-Bendixson theory, we can get the third limit cycle. We will leave this as a future research problem.
APPENDIX
The approximate center manifold of Example 1 takes the form 
