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Abstract 
 This thesis presents our recent researches on the development of coding devices, the 
investigation of security and the design of systems in the optical cod-division multiple 
access (OCDMA) systems. Besides, the techniques of nonlinear signal processing used 
in the OCDMA systems fire our imagination, thus some researches on all-optical signal 
processing are carried out and also summarized in this thesis. 
Two fiber Bragg grating (FBG) based coding devices are proposed. The first coding 
device is a superstructured FBG (SSFBG) using ±π/2-phase shifts instead of 
conventional 0/π-phase shifts. The ±π/2-phase-shifted SSFBG en/decoders can not only 
conceal optical codes well in the encoded signals but also realize the reutilization of 
available codes by hybrid use with conventional 0/π-phase-shifted SSFBG en/decoders. 
The second FBG based coding device is synthesized by layer-peeling method, which 
can be used for simultaneous optical code recognition and chromatic dispersion 
compensation. 
Then, two eavesdropping schemes, one-bit delay interference detection and 
differential detection, are demonstrated to reveal the security vulnerability of differential 
phase-shift keying (DPSK) and code-shift keying (CSK) OCDMA systems. 
To address the security issue as well as increase the transmission capacity, an 
orthogonal modulation format based on DPSK and CSK is introduced into the OCDMA 
systems. A 2 bit/symbol 10 Gsymbol/s transmission system using the orthogonal 
modulation format is achieved. The security of the system can be partially guaranteed. 
Furthermore, a fully-asynchronous gigabit-symmetric OCDMA passive optical 
network (PON) is proposed, in which a self-clocked time gate is employed for signal 
regeneration. A remodulation scheme is used in the PON, which let downstream and 
upstream share the same optical carrier, allowing optical network units source-free. An 
error-free 4-user 10 Gbit/s/user duplex transmission over 50 km distance is reazlied. 
 A versatile waveform generation scheme is then studied. A theoretical model is 
established and a waveform prediction algorithm is summarized. In the demonstration, 
various waveforms are generated including short pulse, trapezoidal, triangular and 
sawtooth waveforms and doublet pulse. 
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In addition, an all-optical simultaneous half-addition and half-subtraction scheme is 
achieved at an operating rate of 10 GHz by using only two semiconductor optical 
amplifiers (SOA) without any assist light. 
Lastly, two modulation format conversion schemes are demonstrated. The first 
conversion is from NRZ-OOK to PSK-Manchester coding format using a SOA based 
Mach-Zehnder interferometer. The second conversion is from RZ-DQPSK to RZ-OOK 
by employing a supercontinuum based optical thresholder. 
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Chapter 1 
Introduction 
This chapter overviews the development of optical code-division multiple access 
(OCDMA) systems and reviews the technology of fiber Bragg grating (FBG), which 
acts as a coding device in the OCDMA systems. In addition, this chapter introduces the 
nonlinear effects of semiconductor optical amplifiers (SOA). The objectives and outline 
of the thesis are also included in this chapter. 
 
1.1 Overview of OCDMA systems 
Multiple access techniques provide an important way to realize high-speed 
first/last-mile telecommunications between large-capacity metro networks and customer 
premises. Time-division multiplexing access (TDMA) and wavelength-division multiple 
access (WDMA) are two major multi-access techniques. In the TDMA communication 
systems, the transmission of each customer premise is allocated in a specific time slot, 
while in the WDMA systems a specific wavelength channel is assigned to each 
customer premise for transmission. Besides these two conventional multi-access 
techniques, code-division multiple access (CDMA) technique is an alternative for 
multi-access communications. CDMA techniques realize the multi-access by assigning 
each transceiver a unique code, which is orthogonal to other codes, for encoding and 
decoding signals. An encoded signal is correlated to other encoded signals and can only 
be correctly decoded by a target transceiver which owns the same code. 
The concept of CDMA was firstly introduced into the optical communications from 
the wireless communications in 1980’s [1, 2]. Afterwards, CDMA techniques have been 
extensively explored in the optical communications [3–24]. Many advantages of optical 
CDMA (OCDMA) systems were claimed including asynchronous transmission, high 
network flexibility, low latency, protocol transparency and especially high security. In 
the OCDMA systems, coding process is a key function, which is realized in the optical 
domain using various optical signal processing techniques. According to coding 
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schemes, OCDMA systems can be categorized in two ways. 
The first way is based on the coding principle and OCDMA systems can be divided 
into two groups, incoherent and coherent OCDMA systems. In the incoherent OCDMA 
systems, the intensity of an optical signal is changed for coding, while in the coherent 
OCDMA systems, coding process is performed in the bipolar manner, which is similar 
to that in the wireless CDMA systems, and the phase of an optical signal is manipulated 
for coding. In comparison, incoherent OCDMA systems are relatively simple but 
coherent OCDMA systems present better performance due to their better coding 
correlations [25]. 
The second way of categorization is based on the coding domain. The coding 
process can be realized in the spectral domain and temporal domain using 
1-dimensional (1D) code sequences [1–3, 12, 17, 22] and in the spatial domain and 
spectral/temporal domains using 2-dimensional (2D) code sequences [26–31]. 1D 
coding is mostly used due to the simplicity and can be realized in the both incoherent 
and coherent systems by different schemes. In the OCDMA systems with temporal 
coding, each data bit is divided into several short time periods, called chips, and 
intensities or phases of these chips are changed according to a code sequence. Similarly, 
spectral coding is done by dividing the spectrum of each data bit into several narrow 
bandwidths, called frequency bins, and controlling the intensities and phases of these 
frequency bins. Most 2D coding processes are in incoherent manner and very few 
coherent 2D coding schemes were reported. Comparing to 1D coding, 2D coding can 
support more users in a network and significantly improve the system performance 
because the size of 2D code set is larger and the correlation properties of 2D code 
sequences are better than 1D code sequences. 
To achieve the key function, coding process, in the OCDMA systems, a lot of 
coding devices have been proposed and demonstrated, including parallel fiber optical 
delay line (FODL) [32–34], spatial light phase modulator (SLPM) [4, 35, 36], fiber 
Bragg grating (FBG) [13, 25, 29, 37–49], arrayed waveguide grating (AWG) [50–56], 
and micro-ring resonator (MRR) [57, 58]. 
FODL is used to generate a high-speed pulse train and performs as a matched filter 
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to realize the correlation process of a pulse train, i.e. the functions of encoding and 
decoding. However, since FODL uses multiple delay lines, it is lack of efficiency for 
coherent coding. SLPM can provide 1D incoherent and coherent coding and 2D 
coherent coding, but it is not compact because it consists of bulk optics and is based on 
the free-space transmission. FBG devices have the advantages of compactness and low 
cost and can be designed for various coding schemes (both incoherent and coherent and 
both 1D and 2D). MRR enables programmable and reconfigurable 1D and 2D coding in 
a compact integrated photonic circuit, while it requires optimized design and fabrication 
of the ring structure to increase code length, which is proportional to the correlation 
(coding) performance and system scalability. AWG is a cost-effective device because it 
can simultaneously generate and recognize a set of optical codes (OC). Among the 
above coding devices, FBG and AWG coding devices attract a lot of interests and are 
widely used in the recent OCDMA systems due to their mature design principle and 
fabrication techniques. 
 
1.2 Background of FBG 
FBGs are also called reflection or short-period grating. A FBG most efficiently 
couples light between modes travelling in the opposite directions, and it is achieved by 
creating a periodic perturbation of the refractive index along the fiber length [59–62]. 
Since the interference occurs during the coupling, light with particular wavelengths are 
reflected. Based on this fundamental principle, FBGs have been developed into many 
essential devices for various applications including dispersion compensator [63–66], 
fiber amplifiers [67–70], fiber lasers [71–76], and strain and temperature sensing 
devices [77–80]. 
 
1.2.1 Theoretical analysis of FBG 
In the FBGs, a perturbation to the effective refractive index, neff, takes the form of a 
phase and amplitude-modulated periodic waveform as follows. 

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

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where effn  is the “dc” index change spatially averaged over a grating period, υ is the 
fringe visibility of the index change, Λ is the nominal period and Φ(z) describes grating 
chirp. 
The “design wavelength” for Bragg scattering by an infinitesimally weak grating 
(δneff → 0) is  
 effD n2  
while the maximum reflectivity occurs at the wavelength 
D
eff
eff
n
n  


  1max  
 The grating causes a coupling between the forward and backward propagating 
waves and the interaction can be described in terms of the following coupled-mode 
equations [62]. 
)()(ˆ zSjzRj
dz
dR    
)(*)(ˆ zRjzSj
dz
dS    
where R(z)=A(z)exp(jδ–Φ/2), S(z)=B(z)exp(–jδ+Φ/2), A(z) and B(z) are the complex 
envelopes of the forward and backward propagating waves, respectively and δ is the 
wavenumber detuning defined by 



 
D
effn 
112  
and ˆ  is the general dc self-coupling coefficient defined as 
dz
dznn eff
D
eff



 
2
1)(2112ˆ 

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and for a single mode FBG κ is the ac coupling coefficient which is given by 
)()(*)( znzz eff
   
(1.1) 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
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 The z-dependent phase term, (1/2)dΦ/dz, describes the chirp of the grating period, 
which is defined as 
dz
dzn
dz
d D
D
eff 


2
4
2
1   
where dλD/dz is a measure of the rate of change of the design wavelength with position 
in the grating. 
The coupled-mode equations can be solved in a closed form when appropriate 
boundary conditions are imposed. The boundary conditions are based on the assumption 
that there is a forward propagating wave from z=–∞, i.e. R(0)=1, and no backward 
propagating wave for z≥L, i.e. S(L)=0. The propagation of waves through the uniform 
grating can be described by a 2x2 fundamental matrix, Fi. 
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where Δz is the length of ith uniform section and γ is imaginary at wavelength for which 
 ˆ  and is defined by 
22 ˆ   
For phase-shifted gratings, where there are discrete phase shifts or effective phase 
changes, φ, created by the physical separation between grating sections, the following 
matrix should be inserted into the grating sections. 















2
exp0
0
2
exp



j
j
F  
(1.8) 
(1.9) 
(1.10)
(1.11)
(1.12)
 
Chapter 1 Introduction 
 6
The reflection, r(λ), and transmission, t(λ), coefficients can then be calculated from 
the following equations. 
)0(
)0()(
R
Sr   
)0(
)()(
R
LRt   
 Finally, the reflectivity, R(λ), and transmissivity, T(λ), are given by R(λ)=|r|2 and 
T(λ)=|t|2. 
 
1.2.2 Synthesis method of FBG 
Synthesis method of FBG is a useful design tool to find the grating structure 
(grating amplitude and phase) from a specified complex spectrum. It has been a 
common view that the synthesis problem is complicated, especially compared to the 
well-known direct problem of computing the reflection spectrum from a grating 
structure. This section is to introduce the discrete layer-peeling (DLP) synthesis method 
proposed by R. Feced et al. [81] and improved by J. Skaar et al. [82], which is an 
efficient and stable method to synthesize a grating structure. 
 The DLP model is based on a discretization of the grating model itself, i.e. the 
grating is approximated as a series of discrete complex reflector. The discrete model of 
the entire gratings is thus a series of N discrete complex reflectors with a distance of Δz 
between all reflectors. The method starts from the first reflector with a physically 
realizable reflection spectrum r1(δ), where δ is the wavenumber detuning compared to a 
Bragg design wavenumber βD. 
 Then, the calculation of complex reflection coefficient, ρ1, can be achieved by the 
discrete Fourier transform of r1(δ). 



M
m
mr
M 1
11 )(
1  
where r1(m) denotes a discrete version of the spectrum r1(δ) in the range |δ|≤π/2Δz and 
(1.13)
(1.14)
(1.15)
 
Chapter 1 Introduction 
 7
M is the number of wavelengths in the spectrum, which should be larger than N in the 
calculation. 
 The coupling coefficient, κ(z), is related to the complex reflection coefficient as 
follows. 
   *tanh z  
 By solving Eqt. 1.16, the coupling coefficient of each discrete reflector, the physical 
characteristic of the grating, can be determined. The reflection spectrum of the next 
discrete reflector can be obtained by propagating the fields using the transfer matrix or 
can be described as 
 
)(*1
)(2exp
11
11

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
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nn
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rzjr  
 The discrete reflectors are calculated one by one using Eqt. 1.15 to Eqt. 1.17 until 
the entire grating structure is determined. 
 
 
Figure 1.1 Flow chart of the DLP method. 
Target spectrum
Choose grating length 
Decide layer thickness and number of wavelength 
Window the impulse response
Compute the complex 
reflection coefficient
Compute the 
coupling coefficient
Reflection coefficient
Propagate the fields using 
the transfer matrices
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realizable
No
Yes
(1.16)
(1.17)
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To help understanding the procedure of DLP method, a flow chart is illustrated in 
Fig. 1.1. It is worth noting that when using the layer-peeling algorithm for synthesis of 
actual gratings, the desired reflection spectrum is not necessarily realizable for a series 
of N reflectors or a grating of finite length L. To obtain a realizable reflection spectrum, 
the apodizing or windowing procedure, which is a common technique in the digital 
finite-impulse-response (FIR) filter design, can be used. It forces the impulse response 
to be zero out of a certain window, apodizes the windowed impulse response to cause 
the tails to approach zero more smoothly and shifts the whole response to start at zero. 
 
1.3 Nonlinear effects of SOAs 
 Nonlinear effects are powerful tools for all-optical signal processing. To implement 
all-optical processing, nonlinear effects of SOAs are mostly used including cross-gain 
modulation (XGM), cross-phase modulation (XPM) and four-wave mixing (FWM). The 
use of SOAs has been envisioned for the applications of all-optical signal processing 
such as wavelength conversion [83–91], signal regeneration [92–97] as well as logic 
operation [98–103].  
 In the operation of SOAs, there is a variation of the total density of the carriers and 
their distributions [104]. The variation engenders intraband and interband transitions. 
The interband transition only changes the carrier density but does not affect the carrier 
distribution, which is produced by the stimulated emission, the spontaneous emission 
and the non-radiative recombination. The intraband transition, such as spectral hole 
burning (SHB) and carrier heating (CH), is at the origin of the fast dynamics of the 
SOAs. The change of the carrier distribution happens in the conduction band. 
 The main nonlinear effects of SOAs, as introduced as follows, are caused mainly by 
the change of the carriers density induced by input signals. 
 
Self-gain modulation (SGM) [105] 
SGM is an effect which corresponds to the modulation of the gain induced by the 
variation of the input signal power. 
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Self-phase modulation (SPM) [106, 107] 
 SPM is a nonlinear effect that the output signal of the SOA experiences the phase 
modulation which is caused by gain saturation due to the input signal power, resulting in 
intensity dependent changes in the refractive index in response to variations in carrier 
density. 
 
Cross-gain modulation (XGM) [108–110] 
 XGM is similar to SGM. The modulation of the gain is induced by another optical 
signal, known as a control or pump signal, which affects the gain of a probe signal 
propagating simultaneously in the SOA. XGM can take place in a SOA with a 
co-propagation or counter-propagation configuration. 
 
Cross-phase modulation (XPM) [110, 111] 
 XPM is similar to SPM. The phase modulation corresponds to the change of the 
refractive index induced by another optical signal, known as a control or pump signal, 
which affects the phase of a probe signal propagating at the same time in the SOA. 
 
Four-wave mixing (FWM) [112, 113] 
 FWM is a parametric process. It can be explained by the phenomenon of beating 
between two or several optical signals at different wavelengths propagating in the SOA, 
which generates signals locating at a new wavelength. 
 
1.4 Objectives and outlines 
 Since CDMA technology was introduced into the optical communications, 
OCDMA technology has been explored for more than twenty years. As a candidate to 
next-generation passive optical network (NG-PON), OCDMA technology is not 
regarded as competitive as other multiplexing technologies in terms of data rate and 
scalability. However, OCDMA technology has its own unique feature, i.e. security. 
OCDMA technology is definitely an excellent player in the field of secure optical 
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communications. Bearing this point in mind, we carry out some research, including 
developing novel coding devices, investigating system security and demonstrating 
advanced modulation format, to improve OCDMA technology. Furthermore, during the 
research on OCDMA technology, we are inspired by the nonlinear signal processing 
techniques. Therefore, we also conduct some projects on optical signal processing, such 
as waveform generation, arithmetic operation and modulation format conversion, which 
we believe are powerful tools for future photonics community. 
 In Chapter 2, we introduce FBG based coding devices. Two novel FBG based 
coding devices are proposed. One is developed for high security and the other is 
designed for simultaneous coding and chromatic dispersion compensation. 
 In Chapter 3, we investigate the security of OCDMA systems. Two eavesdropping 
schemes are used to demonstrate the vulnerability of the systems. 
 In Chapter 4, we study an advanced orthogonal modulation format based on 
differential phase-shift keying and code-shift keying. 
 In Chapter 5, we demonstrate a fully-asynchronous gigabit-symmetric 
OCDMA-PON. 
 In Chapter 6, we analyze a versatile waveform generation scheme, in which short 
pulse, trapezoidal, triangular and sawtooth waveforms and doublet pulse are 
theoretically and experimentally generated at the repetition rate of 10 GHz. 
 In Chapter 7, we carry out an experiment on simultaneous all-optical half-addition 
and half-subtraction. 
 In Chapter 8, we conduct two schemes on modulation format conversion. One is 
differential quadrature phase-shift keying (DQPSK) to differential phase-shift keying 
(DPSK) format conversion and the other is on-off keying (OOK) to phase-shift 
keying-Manchester (PSK-Manchester) format conversion. 
 In Chapter 9, we conclude the thesis and present the future research work. 
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Chapter 2 
Novel FBG based Coding Devices 
In the OCDMA systems, coding process is a key function and optical coding 
devices are crucial components for code generation and recognition. Many coding 
devices are proposed for OCDMA systems, among which FBG can be employed in the 
both coherent and incoherent OCDMA systems for temporal and spectral phase coding 
with the advantages of low insertion loss, high compactness, polarization independent 
performance and low cost. 
In this chapter, the coding principle of superstructured FBG (SSFBG) is introduced 
and then two FBG based coding devices with novel structures are developed. The first 
FBG en/decoder is superstructured and uses ±π/2-phase shifts instead of conventional 
0/π-phase shifts to improve the security of coding and realize the reutilization of 
available codes by hybrid use of both 0/π-phase-shifted and ±π/2-phase-shifted SSFBG 
en/decoders simultaneously in the same systems. The second proposed FBG coding 
device has the ability to achieve chromatic dispersion compensation at the same time as 
optical code recognition. 
 
2.1 Coding principle of SSFBG 
An SSFBG is a conventional uniform period FBG onto which an additional slowly 
varying refractive index modulation profile is imposed. In the design of SSFBG, discrete 
phase shifts can be added to the grating structure. Within the weak grating limit, the 
impulse response of the SSFBG has a temporal response which is determined by the 
slowly varying refractive index profile. When a short optical pulse is reflected from an 
SSFBG with discrete phase shifts, the output signal comprises a series of coherent pulse 
whose relative phases are set by those in the grating structure. To work as a temporal 
phase coding device, a code sequence is used to decide the pattern of discrete phase 
shifts in the SSFBG. Consequently, the temporal response of such SSFBG contains the 
code information. 
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Figure 2.1 Schematic diagram of encoding and decoding using SSFBG. 
 
 Graphically, Figure 2.1 illustrates the principle of encoding and decoding using 
SSFBGs. A short pulse is input into the SSFBG encoder. The SSFBG consists of several 
subgratings. Each subgrating corresponds to a code chip. Between two adjacent 
subgratings, a phase shift is added depending on OCs. The output signal has a noise-like 
encoded waveform. The temporal duration of the encoded waveform is 
c
LnN
t chipeffchipEn
2  
where neff is the effective refractive index of the grating, Lchip is the length of subgrating 
(chip length), Nchip is the code length and c is the speed of light. In the decoding section, 
the encoded signal is injected into SSFBG decoders. An SSFBG decoder, comprising 
the physically reversed encoder structure, can correctly recover a high-intensity 
auto-correlation peak. Other SSFBG decoders using different code sequences can only 
produce low-intensity cross-correlation noise, i.e. multiple-access interference (MAI) 
noise. The temporal duration of the decoded waveform is 
 
c
LnN
t chipeffchipDe
122   
 To avoid inter-symbol interference (ISI), the temporal duration of the decoded 
waveform should be shorter than one bit duration. In other words, the data rate of the 
(2.1) 
(2.2) 
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transmission is limited by the code length and the chip length. However, the coding 
performance is related to the code length. Longer codes can provide better correlation 
performance, i.e. lower MAI noise, because the energy of improper decoded signal is 
widely spread along the time intervals. In addition, a shorter chip length, which yields to 
a shorter temporal duration of decoded signal, is preferred for a higher data rate, while 
practically the chip length is restricted by the precision of the fabrication. 
 
2.2 ±π/2-phase-shifted SSFBG en/decoder 
 In this section, we firstly analyze the security vulnerability of conventional binary 
0/π-phase-shifted SSFBG en/decoders. To improve the security, we propose SSFBG 
en/decoders with a novel structure using ±π/2-phase shifts. We investigate the security 
enhancement of the novel en/decoders. In addition, we find that the hybrid use of both 
conventional and novel en/decoders is feasible. Finally, we experimentally test the novel 
en/decoders with the conventional en/decoders in the various OCDMA systems. 
 
2.2.1 Security vulnerability of 0/π-SSFBG en/decoders 
In the coherent time-spreading OCDMA system, SSFBGs are applied for the phase 
coding, which are capable to generate ultra-long codes with ultra-high chip rates [44–47, 
114]. Typically, 0/π-phase-shifted SSFBG (0/π-SSFBG) en/decoders, which have the 
structure of 0 or π phase shift between adjacent chips, are used for the temporal binary 
phase coding. However, the security vulnerability exists in the encoded waveform of 
0/π-SSFBG encoders [48, 115]. 
 
 
Figure 2.2 Reflected-pulse model. 
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To investigate the security of the encoded waveform, a reflected-pulse model, as 
shown in Fig. 2.2, is built to demonstrate a simplified output waveform of an SSFBG 
encoder. Three pulses reflected from adjacent chips of SSFBG are considered in this 
model. θ1 and θ2 are phase shifts between two chips. W is pulse width, which is 
full-width-at-half-maximum of pulse. Shaded area is the overlapped part of the two 
pulses. TC is chip duration of the grating. Each reflected pulse is assumed to be a 
Gaussian shaped pulse, whose intensity is 
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where Toffset is the time when first pulse peak appears, A is the amplitude, φ is the phase 
and n = 1, 2, and 3. 
For a conventional 0/π-SSFBG, the phase shift is either 0 or π between adjacent 
chips. When the phase shift is π, two pulses cancel each other in the overlapped part, 
generating a dip. Such phenomenon can be explained mathematically using the 
reflected-pulse model. The intensity in the middle of the overlapped part for 0 or π 
phase shift is 
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When phase shift is π, two pulses cancel each other in the middle of the overlapped 
part. Compared with non-zero intensity when phase shift is 0, the null intensity for π 
phase shift can be distinguished clearly. Therefore, the temporal dips in the encoded 
waveform hint π phase shifts between adjacent chips. An eavesdropper can then easily 
extract the code sequence from the encoded waveform according to the dips. The code 
(2.3) 
(2.4) 
(2.5) 
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extraction technique for 0/π-SSFBG is summarized as follows: 
1) Examine the potential dip positions to find out the dips. 
2) Compare the time interval between two dips with the chip duration to locate chip 
positions.  
3) Assume the code (‘–1’ or ‘1’) in the first chip. 
4) Derive the code in the next chip. If there is a dip, the next code is different from the 
previous one; otherwise, the next code remains the same. 
5) Repeat Step 4 until the whole code sequence is figured out. 
 
 
Figure 2.3 Demonstration of code extraction technique for 0/π-SSFBG using a 
waveform encoded by 31-chip Gold code. 
 
The extraction approach is demonstrated in Fig. 2.3. The measured waveform is 
encoded by a 0/π-SSFBG with a 31-chip Gold code sequence. The chip length is 0.156 
mm and the chip rate is 640 Gchip/s. There are 30 potential dip positions for 31-chip 
code. Within these 30 potential dip positions, the actual dips are found and the chip 
positions are located. The code sequence can be derived according to the last three steps 
in the above procedure. Consequently, the extracted code is same as the one fabricated 
to the 0/π-SSFBG, as shown on the top of Fig. 2.3. This reveals a security vulnerability 
of the 0/π-SSFBG encoded signals that needs to be addressed by exploiting new 
structure of SSFBG encoders. 
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2.2.2 Security improvement using ±π/2-SSFBG en/decoders 
 We propose using ±π/2-SSFBG as encoder to conceal code pattern in the encoded 
waveform. In the ±π/2-SSFBG structure, the phase shift at the boundary of adjacent 
chips is either +π/2 or –π/2 instead of 0 or π. Theoretically, whatever the phase shift is 
+π/2 or –π/2, each overlapped part of adjacent reflected pulses has identical intensity, 
which can be expressed using the simplified reflected-pulse model as follow 
 
 
 
 
 
  






 

 


 

2
2
22
2
2
2
2
2
2
,
665.1/2
2/
exp2
2665.1/2
2/
exp
665.1/2
2/
exp
W
T
A
i
W
TAi
W
TAI
C
CC
O

 
We developed a set of gratings with 0/π- and ±π/2-phase shifts and using two code 
sequences to test the security, coding and system performances, as tabulated in Table 2.1. 
The 0/π-SSFBG and ±π/2-SSFBG en/decoders using two same code sequences have the 
chip length of 0.156 mm, corresponding to the chip duration of 1.56 ps. Two 31-chip 
gold codes are used as the code patterns. 
 
Table 2.1 Different SSFBG en/decoders used in the experiment. 
Grating Type Code Sequence Chip Length (mm) 
CG1:CG1* 0/π-SSFBG Gold code 1 0.156 
CG2:CG2* 0/π-SSFBG Gold code 2 0.156 
NG1:NG1* ±π/2-SSFBG Gold code 1 0.156 
NG2:NG2* ±π/2-SSFBG Gold code 2 0.156 
* indicates the decoder 
 
(2.6) 
 
Chapter 2 Novel FBG based Coding Devices 
 17
 
 
Figure 2.4 Encoded waveforms of 0/π-SSFBG and ±π/2-SSFBG encoders with different 
chip durations (a) CG1 and (b) NG1. 
 
In the experiment, we generated the Gaussian shaped optical pulse with the pulse 
width of 1 ps (FWHM) and launched into the 0/π-SSFBG and ±π/2-SSFBG encoders 
(CG1 and NG1) to investigate the security of the encoded waveforms, as shown in Fig. 
2.4. The calculated results are also shown above the experimental results. The measured 
waveforms fit the calculated results well. Dips can be easily found in the waveform 
encoded by the 0/π-SSFBG encoder. The existence of the dips hints the π phase shifts in 
the code pattern and results in the vulnerable regularity, based on which the thirty phase 
shifts can be determined. Then, the whole code sequence can be extracted accordingly. 
In the Fig. 2.4(b), 31 chips exhibit same peaks and valleys and no regularity can be 
found in the encoded waveform. The ±π/2-SSFBG encoder conceals the code sequences 
well in the uniform encoded waveform, significantly improving the security of 
encoding. 
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The vulnerable regularity in the encoded waveform of 0/π-SSFBG encoders is 
related to the structure of the encoder. However, it has been found that the input pulse 
has the influence over the encoded waveform of the ±π/2-SSFBG encoder. The intensity 
of the pulse reflected from the subgrating is variable with the change of the input pulse 
width, since the neighboring reflected pulses on the two sides have some influence over 
the middle one, as shown in Fig. 2.5. When the chip duration of the ±π/2-SSFBG is 
fixed, with the increase of the pulse width, the reflected pulse within two different phase 
shifts grows, while that within same phase shifts decays relatively. 
 
 
Figure 2.5 Reflected temporal response of 3-chip ±π/2-SSFBG with different or same 
adjacent phase shifts. 
 
Apparently, an eavesdropper can utilize the relationship between the disparity of 
reflected pulse and phase shift to find out the code pattern. We summarize the code 
extraction technique for the ±π/2-SSFBG encoder as follows. 
1) Partition the encoded waveform into Nchip sections. 
2) Determine the intensity levels for the raised and decayed pulses, IR and ID, and set 
the extraction level, IE=( IR+ID)/2. 
3) Assume the first phase shift to be +π/2 or –π/2. The assumption will result in two 
non-equivalent code sequences extracted from the waveform. 
4) Derive the next phase shift. If the intensity of next reflected pulse is above the 
extraction level, the next phase shift is different from the previous one, and vice 
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versa. 
5) Repeat Step 4 until all phase shifts are found. 
6) Set the code in the first chip as ‘1’. 
7) Find out the code in the next chip. If the phase shift is +π/2, the next code is same 
as the previous one, and it is different when the phase shift is –π/2 
8) Repeat Step 7 until the whole code sequence is found. 
9) Two code sequences are obtained due to the different assumption of the first phase 
shift. To ascertain the real code sequence, decode the encoded signal with one code 
sequence. If the trial code sequence is the correct one, an autocorrelation peak can 
be observed. 
 
 
 
Figure 2.6 Demonstration of code extraction technique for the ±π/2-SSFBG encoders (a) 
NG1 and (b) NG2. 
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To demonstrate the code extraction technique for the ±π/2-SSFBG encoder, we 
launched a 1.7 ps (FWHM) Gaussian shaped optical pulse into the encoders (NG1 and 
NG2). In the encoded waveforms, as illustrated in Fig. 2.6, the reflected pulses have 
different intensities. In the code extraction process, the chip positions are firstly 
determined and the intensity levels of the raised and decayed pulses are estimated, based 
on which the extraction level IE is calculated. Then two groups of phase shift can be 
obtained. According to the two groups of phase shift, two non-equivalent code 
sequences are found. Since the two code sequences will generate the same waveform, it 
is impossible to tell the real code sequence only by calculation. To confirm the real code 
sequence, the eavesdropper has to fabricate an SSFBG decoder to perform 
autocorrelation. Only the decoder using the real code sequence can generate the 
autocorrelation. 
 
 
Figure 2.7 The disparity of raised and decayed peak (IR/ID) with different chip duration 
and input pulse width ratios (TC/TW). 
 
The distinction of raised and decayed pulses is a premise for the security of 
±π/2-SSFBG, so the ratio of raised and decayed peak intensities (IR/ID) can be used to 
quantitatively evaluate the security performance. If IR/ID is small enough, it is hard to 
tell the difference between reflected pulses. Once the disparity of reflected pulses is 
unmeasurable, eavesdroppers are unable to decide the extraction level and extract the 
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code from the encoded waveform. IR/ID is determined by the ratio of chip duration and 
pulse width (TC/TW). The relation between IR/ID and TC/TW is depicted in Fig. 2.7. Three 
different chip durations are considered with TC/TW ranging from 1.25 to 2.5, and the 
results are identical for different chip durations. IR/ID decreases with the increase of 
TC/TW. It indicates that shorter input pulse results in less disparity of reflected pulses, 
improving the uniformity of the encoded waveform. When the chip duration is twice as 
large as the pulse width, i.e. TC/TW is 2, IR/ID is smaller than 0.1 dB, so that an 
eavesdropper can hardly determine the extraction level and extract the code sequence. 
Therefore, short input pulses are desirable for security improvement. 
By comparison, the 0/π-SSFBG encoder can not provide security in substance, 
since the eavesdropper can always find the dips in the encoded waveform and extract 
the code sequence, while the ±π/2-SSFBG encoder can conceal the code pattern well in 
the encoded waveform and guarantee the security by nature. 
 
2.2.3 Coding performance of ±π/2-SSFBG en/decoders 
Besides the security performance, we also investigate the coding performance of 
both 0/π-SSFBG and ±π/2-SSFBG en/decoders by evaluating the ratio of 
autocorrelation intensity peak over the maximum autocorrelation wing level (P/W) and 
to the maximum cross-correlation level (P/C). In our calculation, the SSFBG en/decoder 
has the chip duration of 1.56 ps and the input pulse has the pulse width of 1 ps. Subsets 
of 31-chip, 63-chip and 127-chip Gold codes are used. 
 
Table 2.2 Average values of autocorrelation and cross-correlation for different 
en/decoder and chip length. 
31-chip 63-chip 127-chip 
En/decoder 
P/W P/C P/W P/C P/W P/C 
0/π-SSFBG 13.02 8.17 16.63 11.81 32.25 29.10 
±π/2-SSFBG 13.05 8.34 16.58 12.03 32.46 29.36 
Hybrid use  10.79  20.42  32.27 
 
 
Chapter 2 Novel FBG based Coding Devices 
 22
Fig. 2.8 illustrates the superimposed normal density of P/W for three different code 
lengths and the average values are listed in the Table 2.2. The ±π/2-SSFBG en/decoder 
has the similar autocorrelation performance as the 0/π-SSFBG en/decoder. With the 
increase of the code length, the autocorrelation performance of both en/decoders 
improves and the code capacity expands. Compared to the 31-chip and 63-chip cases, 
the en/decoders using 127-chip Gold code has much better performance. 
 
 
Figure 2.8 Autocorrelation of the 0/π-SSFBG and ±π/2-SSFBG en/decoders with 
31-chip, 63-chip and 127-chip Gold code. 
 
Furthermore, we analyze the hybrid use of both en/decoders, i.e. 0/π-SSFBG 
encoder to ±π/2-SSFBG decoder and ±π/2-SSFBG encoder to 0/π-SSFBG decoder, 
whose cross-correlation performance is exhibited within the top-left and bottom-right 
box in Fig. 2.9. The average P/C values are tabulated in the Table 2.2. In the hybrid use, 
the intensity level of the cross-correlation is low, which results in high P/C values. Due 
to the good cross-correlation performance of hybrid use, it guarantees that ±π/2-SSFBG 
en/decoder can be used together with 0/π-SSFBG en/decoder in the same system. 
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Figure 2.9 Cross-correlation of the 0/π-SSFBG and ±π/2-SSFBG en/decoders and the 
hybrid use with (a) 31-chip, (b) 63-chip and (c) 127-chip Gold code. 
 
We measure the coding performance of the fabricated en/decoders. In the 
experiment, a 1 ps Gaussian shaped optical pulse was launched into the encoder and the 
decoder followed the encoder directly. Both measured and calculated decoded 
waveforms are shown in Fig. 2.10. The decoded waveforms of 0/π-SSFBG and 
±π/2-SSFBG en/decoders are in the top-left and bottom-right box and the waveforms of 
the hybrid use is in the bottom-left and top-right box. An autocorrelation high peak is 
generated, if the decoder matches the encoder. Otherwise, a cross-correlation low power 
signal is produced. The hybrid use of the 0/π-SSFBG and ±π/2-SSFBG en/decoders also 
leads to the low power level cross-correlation. The P/W and P/C are all larger than 7. 
The good correlation guarantees the coding performance of both en/decoders and 
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promises the hybrid use of the 0/π-SSFBG and ±π/2-SSFBG en/decoders. 
 
 
Figure 2.10 Measured and calculated correlation of 0/π-SSFBG and ±π/2-SSFBG 
en/decoders. 
 
 The code recognition in SSFBG is aperiodic correlation, but the code sets used in 
the OCDMA system are designed for good periodic correlation properties. The number 
of codes with good aperiodic correlation is limited [45]. The hybrid use of both kinds of 
en/decoders is capable of reusing the same codes. According to our calculation and 
experimental measurement, the signals encoded with the same optical codes by 
0/π-SSFBG and ±π/2-SSFBG en/decoders perform good cross-correlation (P/C>10). It 
allows the same code being used twice in the same system. Therefore, the hybrid use 
makes it possible to reuse the available codes from the same code set in the same 
system. 
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2.2.4 ±π/2-SSFBG en/decoders in the OCDMA systems 
To investigate the performances of ±π/2-SSFBG en/decoders in the OCDMA 
system, we placed the en/decoders in a 2-user OOK-OCDMA system. The experimental 
setup is shown in Fig. 2.11. A mode locked laser diode (MLLD) generated a Gaussian 
shaped pulse train with the pulse width of 2.3 ps (FWHM) at a repetition rate of 10 GHz, 
spectrally centered at 1563 nm. After a 2 km dispersion flattened fiber (DFF) and a 7.5 
nm band-pass filter (BPF), the pulse width was compressed to 1 ps. The pulse train was 
modulated with the 215–1 pseudorandom bit sequence (PRBS) data by an intensity 
modulator (IM). The modulated pulse train was split into two arms. Two 0/π-SSFBG 
encoders (CG1 and CG2) or two ±π/2-SSFBG encoders (NG1 and NG2) were applied 
for the encoding. A 20 m single mode fiber (SMF) was added for de-coherence and an 
attenuator was used to balance the power of the encoded signals in the both arms. Then 
the encoded signals were combined for decoding. In the decoding section, 
corresponding decoder was used. 
 
 
Figure 2.11 Experimental setup of 2-user OOK-OCDMA system and measured 
waveforms and eye diagrams. 
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Figure 2.12 BER performances of the 0/π-SSFBG and ±π/2-SSFBG en/decoders in the 
OOK-OCDMA system. 
 
The bit-error-rate (BER) measurement against the received power is illustrated in 
Fig. 2.12. Both 0/π-SSFBG and ±π/2-SSFBG en/decoders achieve the error-free 
(BER<10–9). Relative to the single-user OOK-OCDMA system, the 2-user system has 
about 3 dB power penalty, which is resulted from the MAI noise. Compared to the 
0/π-SSFBG en/decoder, ±π/2-SSFBG en/decoder has equally good performance in the 
system. 
 
 
Figure 2.13 Experimental setup of 4-user OOK-OCDMA system with hybrid use of 
en/decoders and measured waveforms and eye diagrams. 
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To investigate the hybrid use of the 0/π-SSFBG and ±π/2-SSFBG en/decoders in 
the same system, we modified the experimental setup according to Fig. 2.13. Two 
0/π-SSFBG encoders and two ±π/2-SSFBG encoders were simultaneously utilized for 
the encoding. The encoded signals were multiplexed to generate the 4-user 
OOK-OCDMA signals, which exhibited as noise-like waveforms, as shown in the inset 
Fig. 2.13(i). In the receiving side, four decoders were used one by one to decode the 
multiplexed signal. When the decoder matched the encoder, the target signals were 
recovered into the high intensity peaks and the signals from other users resulted in the 
MAI noise, as illustrated in the inset Fig. 2.13(ii). To suppress the interference from 
other users, the supercontinuum (SC) based optical thresholding was adopted, which 
consisted of an erbium doped fiber amplifier (EDFA), a 2000 m DFF and a 5 nm BPF 
with the center wavelength of 1554 nm [116]. The MAI was efficiently removed by the 
optical thresholding (see inset Fig. 2.13(iii)). Clear eye diagrams for four users could be 
observed. The BER of four users is also depicted in Fig. 2.12. Compared to the 
single-user system, the four-user system causes about 7 dB power penalty at the BER of 
10–9. The BER of four users confirms the feasibility of the hybrid use of the 0/π-SSFBG 
and ±π/2-SSFBG en/decoders. 
 
 
Figure 2.14 Experimental setup of 4-user DPSK-OCDMA system with hybrid use of 
en/decoders and measured waveforms and eye diagrams. 
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We also study the performance of the en/decoders in the 4-user 10 Gbps/user 
DPSK-OCDMA system with the optical time gating detection, whose experimental 
setup is shown in Fig. 2.14. The pulse train from the SC source was divided into two 
branches. One was filtered at 1550.8 nm and modulated with the 215–1 PRBS data by 
the phase modulator (PM). The modulated pulse train was divided into four arms for 
encoding and combined to generate the 4-user DPSK-OCDMA signals. At the receiver, 
the multiplexed signals were decoded by the corresponding decoders, followed by the 
optical time gating detection. Optical time gating is capable to efficiently remove the 
MAI noise in an OCDMA system [117–119]. In the optical time gating section, the 
decoded signals were combined by a 3 dB coupler with the pump pulses, which were 
from another branch of the SC source and filtered at 1563 nm. The combined signals 
were launched into the highly nonlinear fiber (HNLF) for four-wave mixing (FWM). A 
5 nm filter centered at 1574 nm was used to let the correctly decoded high-peak signal 
pass. After the time gating, the MAI was mitigated and the target signals were detected 
by the balanced photodetector (BPD). 
 
 
Figure 2.15 Measured waveforms and eye diagrams in the 4-user DPSK-OCDMA 
system. 
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Figure 2.16 BER performances of the 0/π-SSFBG and ±π/2-SSFBG en/decoders in the 
DPSK-OCDMA system. 
 
The measured waveforms at different points of the experiment are illustrated in the 
Fig. 2.15. The encoded waveforms of the 0/π-SSFBG encoders are distinguishable, 
while the waveforms encoded by the ±π/2-SSFBG encoders have the uniform shapes, as 
shown in Fig. 2.15(a). Comparing the waveforms in Fig. 2.15(c) with those in Fig. 
2.15(d), we can see that the MAI can be well suppressed by means of the time gating. 
Clear open eye diagrams can be obtained after the balanced detection, shown in Fig. 
2.15(e). Fig. 2.16 shows the BER performance for the hybrid use of the 0/π-SSFBG and 
±π/2-SSFBG en/decoders in the DPSK-OCDMA system. Error-free has been achieved 
for all the four users and the 4-user system has a 6 dB power penalty compared to the 
single-user system. The ±π/2-SSFBG en/decoder performs as well as the 0/π-SSFBG 
en/decoder. The error-free coding achieved in the experiment promises that the hybrid 
use of both en/decoders is also feasible in the phase modulated system. 
 
2.3 FBG based decoder for simultaneous optical code recognition and 
chromatic dispersion compensation 
  In typical OCDMA systems, compared to the nonlinearity, dispersion is a more 
significant factor to limit the system performance. Some research work has been carried 
out to address this issue [120]. After long transmission, due to the chromatic dispersion, 
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the decoded signal from conventional decoder is spread over time and the 
autocorrelation peak can not be recovered. Consequently, in the multi-user system with 
the chip-rate detection or data-rate detection with optical thresholder, the system 
performance degrades with the increase of the number of users because the 
signal-to-noise ratio (SNR) diminishes [121]. Even in a single user system, the 
broadened pulses from adjacent bits overlapping with each other causes ISI, especially 
at high data rate. Therefore, dispersion compensation before decoding is essential in an 
OCDMA system. It is desirable to use a single FBG for simultaneous optical 
recognition and dispersion compensation. In this section, we propose a novel dispersion 
compensation FBG (DC-FBG) decoder, designed by the DLP method [81, 82], for 
simultaneous OC recognition and dispersion compensation. 
 
2.3.1 Derivation of the target reflection spectrum 
When a short pulse is reflected from an SSFBG encoder, it is transformed into a 
noise-like pulse train, whose frequency response is 
)()()(  HXY   
where Y(ω) and X(ω) are the Fourier transform of the output and the incident signal and 
H(ω) is the impulse response of the SSFBG encoder. To perform the correct OC 
recognition, the decoder should be spatially reversed to that of the encoder, i.e. 
G(ω)=H*(ω). The response can be expressed as follows. 
)()()(  GYZ   
where Z(ω) is the Fourier transform of the decoded waveform. 
In a practical system, the dispersive transmission introduces a dispersive phase, 
ΦDisp(ω;L), which is frequency- and length-dependent. Thus, the frequency response 
after the transmission is 
)];(exp[)()( LiYY DispT    
where exp[iΦDisp(ω;L)] is the dispersion phase coefficient. Then, the decoded waveform 
after the transmission is 
(2.8) 
(2.9) 
(2.7) 
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The existence of the dispersion phase coefficient leads to incorrect OC recognition. 
To compensate and decode the signal concurrently, we derive the target impulse 
response of the DC-FBG decoder, which contains an opposite signed dispersive phase, 
given by 
)];(exp[)()( LiGG DispFBGDC    
Therefore, the decoded signal from this DC-FBG decoder is same as that without 
transmission, i.e. 
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2.3.2 Synthesis and performance of DC-FBG decoder 
 We adopt the DLP method [81, 82] to synthesize the structure of DC-FBG decoder. 
We use a 63-chip conventional SSFBG decoder as an example to demonstrate the 
synthesis method. The chip length is 0.5 mm, corresponding to temporal chip duration 
of 5 ps. 
 
 
Figure 2.17 (a) Coupling coefficient and (b) spatial relative phase of the DC-FBG with 
–170 ps/nm dispersion. 
 
(2.10)
(2.11) 
(2.12)
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Figure 2.18 Target and synthesized spectra of DC-FBG decoder and synthesized error. 
RTarget and RSynthesized: Reflectivity of target and synthesized spectra. 
 
A group delay per unit length of –170 ps/nm is considered in the synthesis of 
grating for compensating the chromatic dispersion caused by a 10 km transmission over 
a single mode fiber (SMF) with dispersion of +17 ps/nm·km. In the calculation, the 
DC-FBG decoder consists of 100 subgratings and its length is 3.15 cm. A longer grating 
is required for larger dispersion. The synthesized coupling coefficient and relative phase 
are illustrated in Fig. 2.17. The synthesized spectrum is shown in Fig. 2.18 together with 
the target spectrum and synthesized error. The synthesized error is no more than ±2%, 
which indicates a good similarity of the synthesized spectrum. 
 
 
Figure 2.19 (a) Encoded waveform and (b) dispersed encoded waveform after 
transmission. 
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The encoded waveform of the 63-chip SSFBG encoder with 4ps Gaussian shape 
input pulse is shown in Fig. 2.19(a). The temporal duration of the encoded waveform is 
about 300 ps. After transmitting through a 10 km SMF with dispersion of +17 ps/nm·km, 
the waveform is broadened to more than 400 ps as shown in Fig. 2.19(b). 
 
 
Figure 2.20 Decoded waveform using the SSFBG decoder (dashed line) and the 
DC-FBG decoder (solid line). 
 
On the receiving side, the conventional SSFBG decoder and the DC-FBG decoder 
are used to compare the OC recognition performance. Fig. 2.20 shows the resultant 
waveforms generated by these two decoders. The signal from the SSFBG decoder 
presents a relatively low intensity and spreads over a long time duration (dashed line). 
On the contrary, the signal from the synthesized DC-FBG decoder (solid line) shows a 
good autocorrelation spike with low sidelobes. 
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Figure 2.21 Shape of the input pulse (solid line, FWHM 4 ps), the autocorrelation pulse 
back-to-back decoded by the SSFBG decoder (dotted line, FWHM 5.3 ps), and the 
autocorrelation pulse decoded by the DC-FBG decoder after 10 km dispersive 
transmission (dashed line, FWHM 5.9 ps). 
 
We also compare the pulse width of the initial transform limited input pulse and 
decoded signals, as illustrated in Fig. 2.21. The FWHM pulse width of the input pulse is 
4 ps and the autocorrelation pulse directly decoded by the SSFBG decoder without 
transmission has the pulse width of 5.3 ps, while the autocorrelation pulse decoded from 
dispersed encoded waveform by the DC-FBG decoder has the pulse width of 5.9 ps. 
 
 
Figure 2.22 Single-user OOK-OCDMA model. PG: Optical pulse generator. EOM: 
Elctro-optic modulator. PD: Photodetector. Th: Thresholder. 
 
To analyze the performance of the DC-FBG decoder in the system, we study the 
single-user OOK-OCDMA system. The signal detection is at a data-rate level. The 
system model is shown in Fig. 2.22. The design and synthesis of the gratings are same 
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as those in the previous section. The dispersive transmission has first-order dispersion 
of +17 ps/nm·km. The effects of higher-order dispersion are neglected. In the analysis, 
we change the transmission distance and calculate the BER with the same energy per bit 
for different data rates. The calculated results are shown in Fig. 2.23 (a). 
 
 
Figure 2.23 (a) BER evaluation for different transmission distances and data rates. Eye 
diagrams for 5 Gbit/s 10 km transmission using (b) SSFBG decoder and (c) DC-FBG 
decoder. 
 
Generally, with the increase of the distance, the DC-FBG decoder performs better 
than the SSFBG decoder does, since the incorrect decoding by the SSFBG decoder 
diminishes SNR. When the date rate is 3 Gbit/s or 5Gbit/s, the dispersed signal overlaps 
each other, causing serious ISI noise, and the superiority of the DC-FBG decoder over 
the SSFBG decoder is obvious. The BER performance for the DC-FBG decoder keeps 
at a relatively low level and the optimum results appear at the distance of 10 km. Two 
eye diagrams for 5 Gbit/s 10 km transmission using both the SSFBG and the DC-FBG 
decoders are illustrated in Fig. 2.23(b) and (c). The eye diagram for the SSFBG decoder 
is blurry and interference from adjacent bits can be observed, while the eye is clearly 
open in Fig. 2.23(c), which verifies that the DC-FBG decoder improves the system 
performance significantly. As for multi-user system without dispersion compensation 
process, it is predictable that the performance of the SSFBG decoder will be even worse, 
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because the target decoded signal can not be distinguished from MAI noises introduced 
by other users. However, the transmission system supporting multiple users can be 
realized if the DC-FBG decoder is used, due to its good dispersion compensation and 
code recognition performances. 
 
2.3.3 Tolerance to phase shift error 
The DC-FBG decoder is superstructured and it can be fabricated in the same way as 
the conventional SSFBG decoder. However, it is hard to ensure that the fabricated phase 
shift between two subgratings is exactly same as that in the theoretical design. To 
evaluate the degradation of decoding performance, we introduce the phase shift error 
deliberately and randomly and investigate the decoding performance by calculating the 
ratio of autocorrelation intensity peak over the maximum wing level (P/W) and the ratio 
of autocorrelation intensity peak to the cross-correlation level (P/C). 
 
 
Figure 2.24 The superimposed normal density of P/W and P/C with phase-shift error. 
 
Statistically, we calculate the superimposed normal density of P/W and P/C for 
1000 cases when the phase-shift error is within the range from ±2π% to ±6π%, as shown 
in Fig. 2.24. With the increase of the phase-shift error, the decoding performance 
degrades. Most cases are within the acceptable range. When the phase-shift error is 
±6π%, for more than 80% of the cases, P/W and P/C are larger than 8 and 6, 
respectively. 
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2.4 Summary 
In this chapter, the improvement in security and the development in functionality of 
FBG based coding devices are presented. 
As a coding device, a SSFBG encoder should provide security for encoded signals. 
However, the existence of dips in the encoded waveforms of conventional 0/π-SSFBG 
encoders makes it easy for an eavesdropper to extract code sequences from the encoded 
signals. Thus, ±π/2-SSFBG en/decoders are proposed to generate uniform encoded 
waveforms, which significantly improve the security. The influence of the input pulse 
over the encoded waveform of the ±π/2-SSFBG encoder is analyzed and the code 
extraction technique is discussed when the input pulse has large pulse width. Using 
short input pulses is a key point to guarantee the security. 
In the aspect of the coding performance, the correlation performances of both 
en/decoders with 31-chip, 63-chip and 127-chip Gold codes are theoretically calculated. 
The ±π/2-SSFBG en/decoder exhibits as good performance as the 0/π-SSFBG 
en/decoder does. Importantly, the hybrid use of both en/decoders is proposed based on 
their good correlation performances. Furthermore, the coding performances of four 
fabricated 31-chip 640 Gchip/s 0/π-SSFBG and ±π/2-SSFBG en/decoders are 
demonstrated. The good correlation performance of the hybrid use ensures the 
reutilization of the available codes in the same code space. 
In addition, proof of principle experiments are carried out to investigate the 
performances of the 0/π-SSFBG and ±π/2-SSFBG en/decoders in the multi-user OOK- 
and DPSK-OCDMA systems. The achieved error-free transmissions in different systems 
confirm the acceptable performances of the ±π/2-SSFBG en/decoder and the hybrid use 
of the both en/decoders. 
 To combine the functions of OC recognition and chromatic dispersion 
compensation, a DC-FBG decoder is proposed. The DC-FBG decoder with –170 ps/nm 
dispersion is synthesized from a derived target reflection spectrum by the DLP method. 
The synthesized DC-FBG decoder can correctly decode the dispersed encoded signal. In 
the single-user OOK-OCDMA system, DC-FBG presents a better performance, 
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especially within the range near the optimum distance and at high data rates. 
Furthermore, the performance of the DC-FBG decoder is tolerable to phase shift errors 
in the fabrication. This multi-functional FBG based coding device has been realized in 
the later research work [122], which achieves the chromatic dispersion compensation 
and coding tasks at the same time. Furthermore, it also reveals that the FBGs can be 
designed into the high-reflectivity regime employing synthesis method, reducing 9 dB 
insertion loss of each device. 
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Chapter 3 
Eavesdropping in the OCDMA Systems 
Secure transmission is a special feature of OCDMA systems comparing to other 
optical transmission systems. However, this plausible fact is worth much deeper 
discussion [123]. For example, OOK-OCDMA systems have no security at all for 
single-user situations [124]. Even though the data is encoded as noise-like signals, an 
eavesdropper can use a simple energy detection to break the security without the 
knowledge of the code. Thus, the security can not be guaranteed before the multiplexing 
in the OOK-OCDAM systems. DPSK-OCDMA and code-shift keying (CSK) OCDMA 
systems were proposed for superior privacy of data [125, 126]. DPSK-OCDMA utilizes 
the phase modulation for the data instead of intensity modulation so that both bit ‘1’ and 
bit ‘0’ of the data have same energy in the transmission. In the CSK-OCDMA system, 
bit ‘1’ and bit ‘0’ are encoded by two different codes with same energy. Compared to the 
OOK-OCDMA system, DPSK- and CSK-OCDMA systems resolve the vulnerability of 
simple energy detection and enhance the privacy of data. 
 In this chapter, the security vulnerability of the coherent time-spreading DPSK- and 
CSK-OCDMA systems is investigated by using two eavesdropping methods to attack 
the systems. 
 
3.1 Eavesdropping by one-bit delay interference detection 
Security vulnerability has been experimentally demonstrated in the spectral phase 
coding CSK-OCDMA [127]. The security vulnerability is from one-bit delay 
interference detection using a DPSK demodulator. This kind of attack is based on the 
constructive and deconstructive interference of adjacent bits with like and unlike 
spectral phase coding. In this section, we experimentally demonstrate the attack from 
the one-bit delay interference detection against time-spreading phase coding single-user 
DPSK- and CSK-OCDMA systems. 
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Figure 3.1 Experimental setup of security attack on DPSK-OCDMA system. 
 
 Figure 3.1 shows the experimental setup of a typical temporal phase coding 
DPSK-OCDMA system. A 10 GHz optical pulse train with pulse width of 2.8 ps was 
generated by an MLLD. An IM was used to convert the data rate to 2.5 GHz. Then, the 
optical pulse train was modulated by the phase modulator with a 223–1 PRBS at data 
rate of 2.5 Gbit/s. A time-spreading phase encoding device followed the PM. In our 
experiments, the encoders were two 31-chip 640 Gchip/s SSFBG. To have an in-depth 
analysis of the coding dependence, both SSFBG encoders were used in this experiment. 
The modulated and encoded optical pulses had same energy but different phases, shown 
in Fig. 3.1. In the receiving section, the decoder was removed and the encoded signals 
were directly detected by a DPSK demodulator, which was a one-bit delay 
interferometer, followed by a BPD without decoding. 
The BER performances and the eye diagrams were measured, as illustrated in Fig. 
3.2. The error-free BER performances could be obtained for both encoders. The clear 
open eyes can be observed, which were measured when BER=10–9. Therefore, it 
indicates that eavesdropping is possible even if time-spreading phase coding process is 
adopted in the DPSK-OCDMA systems. 
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Figure 3.2 BER performances and corresponding eye diagrams for security attack on the 
DPSK-OCDMA system. 
 
 
Figure 3.3 Experimental setup of security attack on CSK-OCDMA system. 
 
Then, we investigate the security vulnerability of time-spreading phase coding 
CSK-OCDMA system using one-bit delay interference detection. The experimental 
setup is depicted in Fig. 3.3. A 2.5 GHz optical pulse train was generated by an MLLD 
and an IM. In the encoding section, a lithium niobate optical switch (LN-SW) was 
driven by a 223–1 PRBS at data rate of 2.5 Gbit/s. The optical pulses were separated to 
upper and lower branches according to bit ‘0’ and ‘1’ in the PRBS. The optical pulses in 
two branches were encoded by two different SSFBG encoders. After the combination of 
two branches, the optical pulses of bit ‘0’ and ‘1’ presented as noise-like waveforms 
with equal energy. In the decoding section of a typical CSK-OCDMA system, the 
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encoded data stream was divided into two branches and decoded by two corresponding 
decoders. In our demonstration, the decoding section was replaced by a 2.5 Gbit/s 
DPSK demodulator. After that, a BPD was used for balanced detection. 
 
 
Figure 3.4 BER performances and corresponding eye diagrams for security attack on the 
CSK-OCDMA system. 
 
The measured BER performance and the corresponding eye diagram were shown in 
Fig. 3.4. We could get error-free BER performance and open eyes in the measurement. 
With the help of the one-bit delay interference detection, an eavesdropper can detect the 
encoded signal directly and obtain the original data without any knowledge of the code. 
Thus, the security vulnerability occurs in this typical time-spreading phase coding 
single-user CSK-OCDMA system. 
 
3.2 Eavesdropping by differential detection 
 In this section, we use another eavesdropping method, differential detection, to 
attack CSK-OCDMA systems. 
 The differential detection is to compare two encoded signals and distinguish the 
difference in their waveforms. The schematic diagram of the differential detection 
module is shown in Fig. 3.5. A 3 dB coupler divides the encoded signal into two arms. 
In the one arm, a tunable optical delay line (TODL) is added to generate one-bit delay. 
In the other arm, a variable optical attenuator (VOA) is used to balance the power. 
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These two arms are connected to a BPD, where there are two PDs converting the optical 
signals into electrical signals and a subtracter detecting the difference between the two 
electrical signals. 
 
 
Figure 3.5 Experimental setup of CSK-OCDMA system with differential detection. 
 
 
Figure 3.6 Lookup table for differential detection. 
 
According to the different combinations of the consecutive bits, the resultant 
waveforms from the BPD are illustrated in Fig. 3.6. If the symbols of consecutive bits 
are same, they are encoded by the same code, resulting in the cancellation between each 
other in the differential detection and no output; while if the symbols of consecutive bits 
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are different, it leads to either positive or negative output. Using Fig. 3.6 as a lookup 
table, the symbol of each data bit can then be derived one by one from the output of the 
differential detection: a null output indicates that the current data bit is same as the 
previous one, and non-zero outputs hint the difference between current and previous 
data bits. Furthermore, by adjusting the TODL to generate multi-bit delay, it is possible 
to compare any two encoded bits at any two different time slots, which is very flexible. 
 The experimental setup of the CSK-OCDMA system with the differential detection 
is shown in Fig. 3.5. A 10 GHz optical pulse train with pulse width of 2 ps was 
generated by an MLLD. An intensity modulator, driven by a pulse pattern generator 
(PPG) with the data pattern of 10001000…, was used to convert the data rate to 2.5 
Gbit/s. Then, the optical pulses were separated into two branches by means of a LN-SW, 
according to the data bit ‘0’ and ‘1’ of the 223–1 PRBS data. The optical pulses in the 
two branches were encoded with two different 31-chip Gold codes by two 640 Gchip/s 
SSFBG encoders, respectively. The TODLs and VOAs were used to align the pulses and 
balance the power in both branches. Then the signals from two branches were combined 
using a 3 dB coupler generating the CSK signal, where the signals for both bits ‘0’s and 
‘1’s presented as noise-like waveforms with equal power. 
 
 
Figure 3.7 (a) Measured original electrical data sequence and (b) extracted data 
sequence using differential detection. (c) Eye diagram after differential detection. 
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 In the receiving side, the differential detection was implemented directly without 
the decoding process. In our experiment, the response rate of the BPD was 45 GHz. Fig. 
3.7 shows the original data sequence, the detected waveform from the differential 
detection and the measured eye diagram. We can attempt to extract the data sequence 
from the detected waveform in Fig. 3.7(b). Firstly, we assume the first bit at t0 is ‘1’ 
(assuming it is ‘0’ will result in a complementary data sequence). Then, we can derive 
the second bit based on the lookup table in Fig. 3.6. Non-zero output at t1 exposes the 
second bit is different from the first one, so the second bit is ‘0’. The third bit is ‘0’ as 
well due to the null output at t2. The negative output at t3 hints the fourth bit is ‘1’. The 
following data sequence can be similarly derived one by one. Finally, the whole data 
sequence can be extracted from the detected waveform by means of the differential 
detection. The extracted data sequence is exactly same as the original data sequence, as 
shown in Fig. 3.7(a). Fig. 3.7(c) shows the measured eye diagram after the differential 
detection. In the eye diagram, three levels, null and non-zero (positive and negative) 
outputs, can be clearly distinguished, which accords with the analysis and verifies the 
feasibility of the eavesdropping scheme. 
 
3.3 Summary 
 In this chapter, two eavesdropping methods are proposed investigate the security of 
the coherent time-spreading single-user OCDMA systems. The one-bit delay 
interference detection can detect the phase difference between two adjacent data bits 
and thus can be used to attack time-spreading phase coding single-user DPSK- and 
CSK-OCDMA systems. The differential detection can detect the intensity difference 
between any two data bits and can be used to attack single-user CSK-OCDMA systems. 
Due to the flexibility of the bit-to-bit comparison, the differential detection has the 
potential to be implemented in other complex systems. The research work is to give a 
suggestion that future secure communication systems should be immune to these two 
eavesdropping methods. 
 
Chapter 4 Orthogonal Modulation Format based on DPSK and CSK 
 46
 
Chapter 4 
Orthogonal Modulation Format based on DPSK and CSK 
 In the coherent OCDMA system, the coherent optical codes are based on the phase 
and amplitude of the optical field. Therefore, the optical codes are compatible with the 
phase modulation, based on which DPSK-OCDMA system was proposed and 
successfully demonstrated . DBPSK-OCDMA system with the balanced detection has 
the advantages of the improved receiver sensitivity and the better tolerance to beat noise 
and MAI [125]. Furthermore, multi-level modulation format can be adopted to improve 
the transmission capacity. DQPSK-OCDMA system has been experimentally 
demonstrated in the synchronous condition [128]. Meanwhile, optical coding provides 
another domain for the modulation. Binary-CSK-OCDMA system with balanced 
detection can significantly improve the multi-user capability [126]. The multi-level 
CSK modulation format, M-ary CSK-OCDMA system, was demonstrated for high 
capacity and enhanced privacy [129, 130]. Both DPSK and CSK modulation formats 
are good candidates in the OCDMA systems. However, as demonstrated in Chapter 3, 
since data can be simply detected from the encoded signals by either one-bit delay 
interference detection or differential detection, both DBPSK- and binary-CSK-OCDMA 
systems are lack of security 
To increase the transmission capacity and address the security issue, the concept of 
orthogonal modulation is introduced into the OCDMA systems. In this chapter, some 
orthogonal modulation format schemes are briefly introduced. A novel orthogonal 
modulation format based on DPSK and CSK is demonstrated to improve transmission 
capacity of the optical code based communication system. Importantly, the privacy of 
data in the OCDMA system using orthogonal DPSK/CSK modulation is enhanced, 
which is completely immune to one-bit delay interference detection and partially 
resistant to differential detection. 
                                                        
 Only in this chapter, the term ‘DPSK’ refers to the general concept of differential phase-shift keying and ‘DBPSK’ 
stands for differential binary-phase-shift keying. Similarly, ‘CSK’ refers to the general concept of code-shift keying 
instead of binary-code-shift keying. 
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4.1 Overview of optical orthogonal modulation formats 
An optical field has several characteristics such as amplitude, phase, polarization 
and frequency. Fig. 4.1 illustrates that each characteristic of optical signals is in a 
distinct dimension and orthogonal to each other. In the conventional optical modulation, 
the data is expressed by a certain form using one of the characteristics. For example, in 
the ASK modulation, different data is represented by different amplitudes. Other 
dimensional characteristics are not utilized, or in other words, they are not efficiently 
used. An orthogonal modulation scheme can efficiently increase the total capacity by 
using more than one dimensional characteristic of the optical carrier. The orthogonal 
modulation schemes are based on the good orthogonality of the modulation formats, 
which are related to the characteristics of the optical signals. Several orthogonal 
modulation schemes have been employed in the optical-label-controlled packet 
switching systems and the transmission systems with high spectral efficiency. 
 
 
Figure 4.1 4-dimensional orthogonality of the characteristics of optical signals. 
 
In the optical-label-controlled packet switching, all-optical orthogonal labeling 
allows simultaneous detection and recovery of label and payload and requires 
less-precise timing control and alignment. 
An orthogonally modulated label, which was encoded using either frequency-shift 
keying (FSK) or DPSK with respect to intensity-modulated (IM) payload, was used in 
the generalized multiprotocol label switched (GMPLS)-based optical networks 
[131–133]. The orthogonal label defined the switched path. The schematic diagram of 
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the transmission links is shown in Fig. 4.2. The payload data were transmitted using 
intensity modulation, while moderate-speed label data were transmitted on the same 
optical carrier by phase or frequency modulation. FSK labeling could be obtained by 
direct current modulation of the laser, whereas an external phase modulator was 
required in the case of DPSK labeling. Then the payload information and label 
information could be separately detected using different demodulation techniques at the 
receiving end. 
 
 
Figure 4.2 Schematic diagram of (a) IM-payload/FSK-label and (b) 
IM-payload/DPSK-label transmission link. 
 
 An orthogonal modulation scheme was applied to an orthogonally labeled packet 
by using a ASK payload and a polarization-shift keying label [134]. Comparing to the 
labeling using DPSK/ASK orthogonal modulation, PolSK/ASK labeling eliminates the 
need for DPSK pre-coding circuitries and complicated decoding and demodulation at 
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each intermediate node, thus reducing the equipment costs and packet processing 
latency. Besides, PolSK modulation format does not suffer from excess frequency chirp, 
as in the DPSK and FSK, which would result in a transmission penalty and spectral 
broadening at the bit boundaries of the DPSK label impressed onto the ASK payload. 
 
 
Figure 4.3 Constellation maps for (a) 16 QAM and (b) OOK. 
 
The coherent quadrature amplitude modulation (QAM) using ASK and PSK 
orthogonal modulation has been employed in the coherent transmission system, which 
is one of the most effective formats for increasing spectral efficiency. In the generation 
of QAM, two optical carriers are combined whose amplitudes are modulated 
independently with the same optical frequency and their phases are shifted by 90 
degrees. These carriers are called in-phase carrier (I) and quadrature-phase carrier (Q). 
The QAM can assign 2N state by using I- and Q-carriers, which is called 2N-QAM. Fig. 
4.3 shows constellation maps for a 16-QAM and a conventional OOK. 2N-QAM signal 
processes N bits in a single channel, so it can realize N times spectral efficiency 
compared with OOK. A lot of researches challenged high spectral efficiency to 
approach Shannon limit. 14 Gbaud polarization-division multiplexed (PDM) 16-QAM 
transmission system was demonstrated, which achieved the spectral efficiency beyond 4 
bit/s/Hz [135]. Furthermore, 1 Gbaud frequency-division multiplexed (FDM) 128-QAM 
coherent transmission system achieved the spectral efficiency as high as 10 bit/s/Hz 
[136]. 
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4.2 A system with orthogonal DPSK/CSK modulation 
4.2.1 Principle of DPSK/CSK orthogonal modulation 
 The concept of orthogonal modulation has not been applied to the OCDMA systems 
yet. By combining DPSK with CSK, which is a special modulation format in the optical 
code based systems, it can not only increase the transmission capacity but also achieve a 
multi-bit per symbol optical communication. Figure 4.4 illustrates the constellation 
maps of DPSK modulation, CSK modulation and DPSK/CSK orthogonal modulation. 
 
 
Figure 4.4 Constellation maps for (a) DPSK, (b) CSK, and (c) DPSK/CSK modulation 
scheme and associated symbols (bP, bC(n)). 
 
In the DPSK modulation, different phases are used to represent different symbols as 
shown in Fig. 4.4(a). The two crosses on the phase-axis with possible phases of 0 and π, 
representing the symbols (bP) ‘0’ and ‘1’, are for the DBPSK modulation, while the four 
dots (0, π/2, π and 3π/2) are for the four symbols in the DQPSK modulation. 
 The CSK modulation processes the data transmission by means of the codes. Fig. 
4.4(b) depicts the constellation map of the CSK modulation. The position of the code on 
the code-axis is not related to the scale of magnitude, but only to the order of the code in 
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the code set. Two codes (C(1) and C(2)), marked with two crosses, are used for the 
symbols (bC(n)) ‘0’ and ‘1’ respectively in the binary-CSK modulation. In the 
quaternary-CSK modulation, four codes are used (four dots) to represent four different 
symbols. 
Due to the fact that coding is coherent, the coding and the phase modulation can be 
realized simultaneously in a coherent code based system. Thus, the CSK modulation can 
provide another dimension of the orthogonal modulation with DPSK modulation. The 
proposed DPSK/CSK modulation scheme is to realize the coexistence of two orthogonal 
modulation formats in the same system. 
 Fig. 4.4(c) shows the constellation map for the proposed DPSK/CSK modulation 
scheme. Considering the differential binary-phase shift keying (DBPSK)/binary-CSK 
modulation, two possible phases (0 and π) and two codes (C(1) and C(2)) are used to 
represent the different symbols. Compared to the single DBPSK or binary-CSK 
modulation, the DBPSK/binary-CSK modulation scheme has one more dimension of 
the modulation to support the twofold transmission capacity (2-bits/symbol). 
 Generally, the proposed scheme can be extended to the multi-level modulation 
formats. The constellation map for orthogonal DQPSK/Quaternary-CSK modulation is 
also shown in Fig. 4.4(c). In this case, four possible phases and four codes are used, 
marked with sixteen dots, which results in 4-bits/symbol transmission. If the 
higher-level DPSK and CSK modulation formats are adopted, the transmission capacity 
can be significantly improved. 
 
4.2.2 Experimental demonstration of DPSK/CSK orthogonal modulation 
Figure 4.5 shows the experimental setup of the proposed orthogonal modulation 
scheme. The architecture can be divided into several sections. In the pulse generation 
section, a 10 GHz Gaussian shaped pulse train was generated by an MLLD. A 2000 m 
DFF and a 7.5 nm band-pass filter centered at 1550.8 nm were used to compress the 
pulse to 1 ps (FWHM). The pulse train was modulated by a phase modulator driven by 
the 10 Gbit/s 27–1 PRBS DBPSK data. Then, the DPSK modulated pulse train was 
switched into two branches by an optical switch, which was driven by another 27–1 
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PRBS data at a data rate of 10 Gbit/s. The optical switch had an extinction ratio of 30 
dB, which could suppress the untargeted signals well. The pulses switched into the 
upper and lower branches represented bits ‘0’ and ‘1’ of the binary-CSK data 
respectively. In the experiment, the encoders and decoders were two pairs of 63-chip 
640 Gchip/s SSFBGs. The signals carrying DBPSK data and the binary-CSK data were 
simultaneously encoded in this stage. The encoded signals presented as noise-like 
waveforms and were combined into one path after the precise adjustment of delay and 
the balance of power. 
 
 
Figure 4.5 Experimental setup of the DBPSK/binary-CSK system. 
 
In the decoding section, the multiplexed encoded signals were split into two 
branches. The SSFBG decoders for bits ‘0’ and ‘1’ were placed on each branch and 
recovered the corresponding encoded signals into autocorrelation high peaks. The 
autocorrelation signal had the pulse width of about 3 ps and would be detected by 
binary-CSK and DBPSK detection modules respectively, while the incorrectly decoded 
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cross-correlation signals become the interference to the target signals. Due to 
polarization independence of the coding devices, the signals in the two decoding 
branches had the same polarization and polarization controls were not necessary before 
DBPSK demodulation. The encoding and decoding blocks were placed in the 
temperature-stabilized environment to improve the phase-stabilization of the DBPSK 
transmission. Considering the further improvement of long-term phase-stabilization, 
either integrated components or active stabilization techniques could be used in the 
future work. The waveforms for the binary-CSK modulation with the data pattern after 
switching, encoding, multiplexing and decoding are depicted in Fig. 4.6. 
 
 
Figure 4.6 Waveforms measured at different positions of the system. 
 
In the receiving side, the encoded signals were divided into two branches for 
decoding before detection. Then, in the detection section, two different modules were 
used to detect the DBPSK data and the binary-CSK data, respectively. In the DBPSK 
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data detection module, the decoded signals were firstly combined into one path and then 
detected by a DPSK demodulator, which was a one-bit delay interferometer, and a BPD. 
As for the binary-CSK data detection module, it only contained a BPD. The binary-CSK 
data could be directly detected from the decoded signals by the BPD. 
 
 
Figure 4.7 (a) Measured BER performance and eye diagrams for both (b) binary-CSK 
data and (c) DBPSK data transmission. 
 
 To verify the feasibility of the proposed system and investigate the orthogonality 
between the binary-CSK modulation and DBPSK modulation, we measured the eye 
diagram and the BER performance for both binary-CSK and DBPSK data. In Fig. 4.7(a), 
the DBPSK back-to-back transmission and the binary-CSK transmission without 
DBPSK modulation are used as the references. The diamond and triangular marked 
curves are for the binary-CSK data and DBPSK data, respectively. Compared to the 
binary-CSK transmission without DBPSK modulation, the power penalty at the BER of 
10–9 for the binary-CSK data transmission in the proposed system is less than 1 dB, 
which indicates that the existence of the DBPSK modulation has the subtle influence on 
the binary-CSK data transmission. The DBPSK data transmission suffers more power 
penalty, about 5.3 dB to the binary-CSK data transmission, which are resulted from the 
beat noise due to the cross-correlation signals. Fig 4.7(b) and (c) show the eye diagrams 
for both binary-CSK and DBPSK data transmission. The clear open eyes can be 
observed for the binary-CSK data transmission, while the eyes for the DBPSK data 
transmission have some degradation.  
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Figure 4.8 Simulated received power of DBPSK data transmission with different code 
lengths at BER of 10–9. 
 
The cross-correlation signals from another decoder introduce the noise to the 
DBPSK data transmission. Therefore, in this orthogonal modulation system, the coding 
with low cross-correlation is necessary to eliminate the noise and optimize the system. 
When longer codes are used, both correlation performance and privacy of data can be 
improved. Fig. 4.8 illustrates the simulated result of the received power for DBPSK data 
transmission with different code lengths at the BER of 10–9. The decrease of the 
received power indicates that less power penalty can be achieved if longer codes are 
used. In addition, if codes are well designed to minimize cross-correlation, the DBPSK 
data will suffer lower power penalty. 
 
4.2.3 Investigation on the security of the system 
 It has been demonstrated that both DBPSK and binary-CSK OCDMA systems have 
security vulnerability. Using one-bit delay interference detection can directly obtain the 
data from the encoded signals in the DBPSK and binary-CSK OCDMA systems without 
knowing codes, while differential detection can easily attack the binary-CSK OCDMA 
system according to the difference of the encoded signals. The security of the system 
using DBPSK/binary-CSK orthogonal modulation is also investigated. 
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Figure 4.9 Security investigation of the system using orthogonal DBPSK/binary-CSK 
modulation. 
 
 
Figure 4.10 Eye diagram for (a) one-bit delay interference detection and (b) differential 
detection. 
 
 In the experimental investigation, two decoders were removed and one-bit delay 
interference detection and differential detection modules were connected to CSK 
modulation section directly to detect the encoded signals, as shown in Fig. 4.9. The 
detected eye diagrams are illustrated in Fig. 4.10. When one-bit delay interference 
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detection is used, no clear open eyes can be observed, because the phase of each 
encoded bit is not purely the phase modulated by DPSK data or the phase induced by 
CSK codes. Thus, the system using orthogonal DPSK/CSK modulation has immunity to 
the one-bit delay interference detection. 
 Differential detection can be used to detect the difference of waveforms between 
two bits. In the DPSK/CSK system, even though the phase of each data bit is mixed by 
DPSK data and CSK codes, the waveform of each bit is only determined by the codes 
representing different CSK data. Hence, differential detection is still workable to figure 
out the CSK data in the DBPSK/binary-CSK systems. The eye diagram in Fig. 4.10 is 
obtained by using differential detection. Three levels can be clearly distinguished. By 
using the lookup table and the principle in Chapter 3, the CSK data can be derived from 
the detected signals. 
 
Table 4.1 Summary of the security investigation on DPSK-OCDMA, CSK-OCDMA 
and DPSK/CSK-OCDMA systems. 
 
One-bit delay 
interference 
detection 
Differential detection
DPSK-OCDMA system Insecure Secure 
CSK-OCDMA system Insecure Insecure 
DPSK data Secure Secure System using 
orthogonal DPSK/CSK 
modulation CSK data Secure Insecure 
 
 Table 4.1 summarizes the results of security investigation on DPSK-OCDMA 
system, CSK-OCDMA system and the system using orthogonal DPSK/CSK modulation. 
DPSK-OCDMA and CSK-OCDMA systems are not secure, where data can be detected 
from the encoded signals by an eavesdropper. Although the system using orthogonal 
DPSK/CSK modulation can not guarantee the privacy of the CSK data, it is able to keep 
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the privacy of the DPSK data. There is no doubt that comparing to using only one 
dimensional DPSK or CSK modulation in the optical code based system, using 
orthogonal DPSK/CSK modulation can enhance the security. 
 
4.3 Summary 
 In this chapter, a novel orthogonal modulation format based on DPSK and CSK 
modulations is proposed and a coherent OCDMA system using DBPSK/binary-CSK 
orthogonal modulation format is experimentally demonstrated, which achieves 
2-bit/symbol 10 Gsymbol/s transmission. The proposed modulation format can increase 
the transmission capacity in the optical code based communication system. It also 
implies a further enhancement with the replacement of the DBPSK and binary-CSK by 
using multi-level modulation formats in the phase and code domains. Furthermore, the 
privacy of the system using orthogonal DPSK/CSK modulation is enhanced, comparing 
to those of the one-dimensional DPSK-OCDMA and CSK-OCDMA systems. This 
research could set an important precedent for applying orthogonal modulation schemes 
into the optical code based systems. 
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Chapter 5 
Fully-Asynchronous Gigabit-Symmetric OCDMA-PON 
 In the PON, downstreams are broadcast to all end users, so it is necessary to 
encrypt the transmitted signals to guarantee information privacy and prevent 
eavesdropping. OCDMA systems can provide an attractive feature on security 
enhancement to address this information privacy issue. Besides, OCDMA systems have 
the advantage of asynchronous transmission and are suggested to be applied for 
new-generation PONs, where secure gigabit-symmetric transmissions are required to 
meet the needs of future bidirectional high data-rate applications such as telediagnosis 
services and video conference services 
 Many researches have proposed and demonstrated OCDMA systems in the PONs. 
El-Sahn et al. demonstrated an architecture consisting of a standalone uplink 
burst-mode receiver in a 622 Mbit/s/user 7-user incoherent spectral amplitude coded 
(SAC) OCDMA-PON with local sources or centralized sources [137]. A 
fully-asynchronous 10 Gigabit Ethernet (GbE) interface OCDMA prototype architecture 
was demonstrated in a field trial of duplex 10 Gbit/s/user 8-user DPSK-OCDMA system 
over 100 km by using hybrid multi-port AWG and SSFBG encoders/decoders [138]. In 
addition, an OCDMA-PON with optical network units (ONUs) inter-networking was 
demonstrated using gain-switched Fabry–Pérot (FP) lasers with external 
dual-wavelength injection [139]. In [140], an incoherent OCDMA-PON was proposed. 
All wavelength channels including downstream and upstream channels were generated 
in the central office. Only half wavelength channels were used for incoherent OCDMA 
downstream and the other half un-modulated and non-coded wavelength channels were 
sent to ONUs for encoding and modulation with uplink data for upstream transmission. 
A 10 Gbit/s fully-duplex coherent OCDMA-PON was demonstrated to realize 
source-free ONUs by sending a seed pulse train, which was at the same wavelength as 
the downlink signals, from the optical line termination (OLT) to ONUs for the use of 
upstream transmission [141] 
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 In this chapter, a fully-asynchronous gigabit-symmetric DPSK-downstream and 
remodulated OOK-upstream OCDMA-PON, in which ONUs are source-free, is 
experimentally demonstrated. The power budget of the OCDMA-PON is analyzed. In 
addition, an all-optical self-clocked time gate employed for signal regeneration is 
introduced and its performance is evaluated. 
 
5.1 Overview of remodulation schemes 
In the PON, an ONU processes the conversion between optical signals and 
electrical signals at a user’s premise. The complexity of ONUs should be mitigated to 
reduce the cost of end users. The technique of remodulation is a good way to simplify 
the structure of ONUs. Several remodulation schemes have been proposed in the 
different PONs. 
 
 
Figure 5.1 Network structure of a WDM-PON using FP laser based transmitter for 
remodulation [142]. 
 
An OOK upstream transmitter, which consisted of a Fabry–Pérot (FP) laser diode, 
was proposed for remodulation in a WDM-PON [142, 143], as shown in Fig. 5.1. An FP 
laser diode located at an ONU was injection locked by a portion of the received optical 
power of either NRZ-OOK or DPSK downstream signal and directly modulated to 
produce the upstream signal. Injection locking enhanced the sidemode suppression ratio 
of the FP laser, enabling long-reach upstream transmission. Compared with using NRZ 
downstream, using DPSK downstream could not only reduce costs by employing 
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LiNbO3 PM instead of Mach-Zehnder IM but also mitigate various nonlinear 
phenomena due to constant-intensity nature of the DPSK modulation format. A 10 
Gbit/s DPSK downstream and 2.5 Gbit/s OOK upstream over 50 km transmission was 
achieved in the demonstration. 
 
 
Figure 5.2 Schematic diagram of a DWDM-PON using DPSK in downstream and 
upstream remodulated signals [144]. 
 
A wavelength remodulation scheme using DPSK formats in both downstream and 
remodulated upstream was demonstrated in a 10 Gbit/s DWDM-PON [144]. The 
experimental setup of the system is shown in Fig. 5.2. The remodulation was realized by 
rewriting the phase information onto the downstream signal. The output of the 
exclusive-OR (XOR) logic operation of differential pre-coded downstream data and 
upstream data was applied to a PM to modulate the phase of the downstream DPSK 
signal, producing the upstream signal. It was pointed out that strict synchronization was 
required because the alignment between the downstream and the applied electrical 
signals to the PM is crucial. In the experiment, a 10 Gbit/s DPSK downstream and 
remodulated upstream over 20 km transmission was demonstrated. 
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Figure 5.3 Network structure of a WDM-PON employing 16-QAM intensity modulated 
OFDM downstream and OOK modulated upstream signals [145]. 
 
In [145], a centralized lightwave remodulation scheme was used in the WDM-PON, 
as shown in Fig. 5.3. In this scheme, a 16-QAM intensity-modulated orthogonal 
frequency-division multiplexing (OFDM) signal was used for downstream transmission. 
A remodulation scheme based on wavelength-reuse was employed to carry the upstream 
data to reduce the cost at the ONU. By using one intensity modulator, the downstream 
OFDM signal was remodulated for upstream OOK data based on its RZ shape 
waveform. Consequently, the centralized lightwave was realized because there was no 
additional light source in the ONU. In the demonstration, 10 Gbit/s 16-QAM 
downstream and a remodulated 2.5 Gbit/s OOK upstream were successfully transmitted 
over 25 km. 
 
5.2 Overview of nonlinear signal processing in the OCDMA systems 
 In the OCDMA systems, encoded signals are broadcast to all receivers. In each 
receiver, an optical decoder is used to recover the encoded signal into an 
auto-correlation high-intensity signal. Other encoded signals are spread in the time 
domain, remaining cross-correlation low intensity, which are MAI noises. In the 
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coherent OCDMA systems, an original signal before encoding as well as a correctly 
decoded signal is in a format of short pulse (sub-ps). After decoding, recovered short 
pulses are superposed with low-intensity noises, as shown in Fig. 5.4(a). Then, a 
photodetector is employed to transform optical intensity into electrical current. However, 
the bandwidth (BPD) of a practical photodetector is usually at a level of data rate (~10 
GHz). The rise time response (tr) is approximately equal to 0.35/BPD (several tens ps). 
Due to the relatively low response of the photodetector, almost same energy is detected 
from both the correctly decoded signal and the MAI noises in the multi-user situations. 
Hence, it is hard to distinguish the correctly decoded signal from the detected signals, 
leading to a serious degradation of the system performance. To obtain a good SNR, it is 
necessary to remove the MAI noises or regenerate the correctly decoded signal before 
detection. 
 
 
Figure 5.4 (a) Decoding process and the principles of (b) thresholder and (c) time gate. 
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Various nonlinear signal processing techniques have been proposed to suppress the 
MAI noises or extract correctly decoded signal from the superposition of decoded 
signals. Optical thresholding and time gating are two major techniques used in the 
OCDMA systems to improve signal quality. Fig. 5.4(b) and (c) show the working 
principle of optical thresholding and time gating. 
 
5.2.1 Optical thresholding 
 Fig. 5.4(b) shows the working principle of an optical thresholder. When a 
low-intensity signal is input into an optical thresholder, there is no output. Once the 
intensity of input signal is above a certain level, the thresholder outputs a signal with 
large intensity. In practice, an optical thresholder with a transfer function of a sudden, 
discrete change at the thresholding level (red curve in Fig. 5.4(b)) does not exist. 
Alternatively, an optical thresholder with a dramatic change at the thresholding level 
(blue curve in Fig. 5.4(b)) is preferred. According to the working principle of optical 
thresholding, the high-intensity correctly decoded signal can pass through the optical 
thresholder but there are no outputs when the low-intensity MAI noises are input into 
the thresholder. Besides, optical thresholding does not require any synchronization, 
which is suitable for asynchronous transmission systems, such as OCDMA systems. 
Due to the essentiality and suitability of optical thresholding, a variety of OCDMA 
systems have adopted such techniques to improve transmission quality. Some 
fiber-based optical thresholders are overviewed in this section. 
In [146], a nonlinear thresholder was built by a 500 m dispersion shifted fiber (DSF) 
followed by a longpass filter (a filter that attenuates the signal at short wavelength and 
passes the signal at long wavelength). Nonlinear propagation effects caused the 
spectrum of the high-intensity correctly decoded signal to spread to both side of the 
center wavelength. The low-intensity MAI noises propagated through the same length 
of the fiber but exhibited negligible spectral shifts. A wavelength pass filter only allows 
the spectrally broadened signal to pass so that only the correctly decoded signal can 
pass the thresholder and the MAI noises are attenuated. 
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Figure 5.5 Transfer function of the optical thresholder using a HF. Inset: Signal 
spectrum before and after the HF [147]. 
 
 A nonlinear thresholder using a holey fiber (HF) was used in [147]. Self-phase 
modulation (SPM) accompanied by Raman scattering in a 8.7 m highly nonlinear HF 
due to the high-intensity spike of the correctly decoded signal resulted in spectral 
broadening as shown in Fig. 5.5. The optical thresholder has a transfer function which 
allows the high-intensity signal to pass only. This HF based optical thresholder owns an 
excellent characteristic of steep change at the thresholding level, but the thresholding 
power is extremely high, which is not energy efficient. 
 
 
Figure 5.6 Spectral plot demonstrating how the thresholder discriminates between the 
correctly decoded signal and the interfering users’ signals [148]. 
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 Another fiber based thresholder was proposed in [148]. In this scheme, a 500 m 
highly nonlinear fiber (HNLF) and a fiber-based longpass filter was employed in the 
thresholder which proved strikingly effective in the presence of MAI noises. Fig. 5.6 
illustrates the transmission characteristics of the longpass filter overlaid with the spectra 
generated by the correctly decoded signal plus three interfering users and just the three 
interferers alone. The high peak power of the correctly decoded signal in the HNLF 
shifted spectral power into longer and shorter wavelengths due to SPM and other 
nonlinearities. The longer wavelengths were passed to the photodetector through the 
longpass filter. The HNLF increases the sensitivity of the thresholding by more than 
five-fold compared to the DSF-based thresholder in [146]. 
 
 
Figure 5.7 Transfer function of SC based optical thresholder [116]. 
 
In [116], a supercontinnum (SC) based optical thresholder was demonstrated. The 
thresholder consisted of an EDFA, a 2 km dispersion-flattened fiber (DFF) and a 5 nm 
BPF. The EDFA firstly boosted the decoded signals to a proper level. The correctly 
decoded signal, which had a well defined shape with 2 ps pulse width and high peak 
power, was able to generate SC in the DFF, while the MAI noises was unable to 
generate SC. The BPF only allowed the SC signal passing through. Consequently, the 
correctly decoded signal could be recovered without MAI noises. A steep transfer 
function was shown in Fig. 5.7. Compared with other techniques, the SC based optical 
thresholder was characterized by polarization independency, rather low insertion loss, 
steep transfer function as well as pulse reshaping capability. 
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5.2.2 Optical time gating 
 The working principle of an optical time gating is depicted in Fig. 5.4(c). An optical 
time gating allows signals passing through only during a short time period, i.e. timing 
window, and rejects signals out of the timing window. Usually, a control signal or 
sometimes called pump signal, which is a sequence of short pulses with high-intensity, 
is needed to trigger the time gate to turn on the timing window. A desired signal, which 
contains information to be extracted, is coincident with the control signal. Once the 
control signal turns on the timing window, the desired signal can pass the time gate. A 
precise control is required to align the desired signal exactly within the timing window. 
In the OCDMA systems, optical time gates have been widely used for extraction of the 
correctly decoded signal. Two major time gating schemes used in the OCDMA systems, 
FWM based optical time gate and NOLM based time gate, are overviewed in this 
section. 
 FWM based optical time gates employing either semiconductor optical amplifier 
(SOA) or HNLF were employed in the phase-modulated OCDMA systems [49, 149]. 
These schemes are very simple to manipulate. Firstly, the decoded signal is temporally 
adjusted to ensure the autocorrelation pulses overlap with the pulses in the control 
signal. Secondly, when control and decoded signals, which are at two different 
wavelengths, are injected into a nonlinear element (NLE), either SOA or HNLF, a signal 
at a new wavelength, an idler signal, is generated by FWM. Thirdly, an optical bandpass 
filter is then used to filter out the new generated signals. The advantage of this scheme 
is that phase information can be preserved during the FWM process. 
 
 
Figure 5.8 NOLM based time gating scheme [150]. 
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 Fig. 5.8 shows the nonlinear optical loop mirror (NOLM) based time gating scheme, 
which was used in the 8-user spectral phase-encoded time-spreading OCDMA system 
[150]. The NOLM consisted of a variable ratio coupler (VRC), a wavelength coupler 
(WC) and a span of 500 m HNLF. A control pulse train was at a wavelength other than 
the decoded signals and the control pulses had pulse width of 3 ps corresponding to the 
timing window. The decoded signal entered the VRC and was split into clockwise and 
counter-clockwise propagating signals. Without the presence of the control pulse, both 
clockwise and counter-clockwise propagating signals travelled around the loop 
experiencing the same phase shift and recombined at the VRC. Since the net phase shift 
was zero, the entire signal would exit the input port of the VRC, thus acting as a mirror. 
To operate as a time gate, a control pulse was coupled into the loop through a WC and 
temporally aligned with the clockwise correctly decoded signal. As the control pulse 
co-propagated with the clockwise signal in the HNLF, it imparted a phase shift to the 
signal via XPM. If the net phase shift was π, that portion of the signal exited from the 
output port of the VRC. Then, the control pulse could be separated from the correctly 
decoded signal by a longpass filter at the output port of the NOLM. 
 
5.3 All-optical self-clocked time gate 
 Optical time gates, widely used for wavelength conversion, optical signal 
regeneration, and demultiplexing, are essential devices in the optical communication 
networks [151]. Besides, time gates are also widely used in the optical code based 
technologies for signal extraction and MAI noise suppression [21, 49, 149, 150]. 
However, in a time gate, a synchronous clock signal is needed to extract a target signal 
from a data stream, which increases the complexity of systems and obliges systems to 
abandon the advantage of asynchronous transmission. To avoid using an additional 
clock signal, self-clocked time gates have been proposed, where a clock signal can be 
obtained and used to extract a target signal from an original data stream [152, 153]. 
 An all-optical self-clocked time gate is proposed, which can provide an advantage 
of asynchronous up/downstream transmission in the OCDMA-PON, for signal 
extraction and MAI suppression. 
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5.3.1 Operation principle 
The proposed self-clocked time gate consists of two stages, as shown in Fig. 5.9. 
The first stage is to obtain a clock signal from an original signal, which consists of data 
and MAIs, and the second stage is to extract the data from the original signal. 
 
 
Figure 5.9 Setup of the self-clocked time gate. 
 
In the first stage, an input signal is separated into two branches. In the upper branch, 
a SC based thresholder, which consists of a DFF and a BPF, is used to generate a clock 
signal. In the DFF, only high-intensity pulses can generate SC, while low-intensity 
noises can not generate SC. The following filter centered at another wavelength only 
allows the generated SC pass through. As a result, a train of high-intensity pulses with 
the same repetition rate of the data, i.e. a clock signal, is obtained. The SC based 
thresholder is widely used for MAI suppression in the OOK-OCDMA system [116], but 
it is not suitable for DPSK systems, because the phase information can not be preserved 
during the SC generation [154]. Thus, this technique is used for the extraction of clock 
signal instead of the reshaping of DPSK signals. The signal in the lower branch is 
adjusted by a TODL to ensure that the pulses are temporally overlapped with the pulses 
of the clock signal after a 3-dB coupler. 
In the second stage, the coupled signals are injected into a NLE for FWM, which is 
a time gating process. In the FWM process, a phase-conjugate replica of the target 
signal is generated. A following filter is to filter out the generated replica. 
 The characteristics of the self-clocked time gate are experimentally investigated. In 
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the experiment, a 10 GHz 1.5 ps (FWHM) Gaussian shaped pulse train is used as an 
input, whose center wavelength is at 1550 nm. The input operating power (at point α) is 
14 mW, which means that the required peak power is 0.86 W. A span of 2 km DFF is 
used for SC generation and a 2 nm BPF centered at 1545 nm is to filter out the clock 
signal. In the two branches, two attenuators (ATT) and two polarization controllers (PC) 
are placed before coupling to optimize the FWM condition. In the second stage, a SOA 
or a span of 100 m HNLF is used as an NLE. 
 
 
Figure 5.10 Operation principle of the self-clocked time gate. 
 
The transfer function is illustrated in Fig. 5.10. The input average power (Pα) and 
output average power (Pβ) are measured at the points α and β in Fig. 5.9. When input 
power is low, there is no output if the HNLF is used, while there are some very low 
outputs if the SOA is used, resulted from amplified spontaneous emission (ASE). When 
high power is input, high outputs can be obtained for both cases and the output power in 
the case of SOA is three times as that in the case of HNLF. Thus, the time gate can be 
applied to remove low-intensity noises, such as MAI noises. Insertion loss (10log(Pβ/Pα)) 
of the time gate using the SOA and the HNLF are about –16 dB and –21 dB at the 
operating points. Besides, the time gate using the HNLF is more polarization-sensitive. 
Therefore, the time gate using the SOA is used in the further experiments. 
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5.3.2 Application of self-clocked time gate in the DPSK-OCDMA system 
 To acquire the potential properties of the time gate, the influence over the system 
improvement resulted from the time gate is experimentally investigated. 
 
 
Figure 5.11 Experimental setup of multi-user DPSKOCDMA system. 
 
 The time gate was tested in a multi-user DPSK-OCDMA system. Fig. 5.11 shows 
the experimental setup of a DPSK-OCDMA system. A train of 10 Gbit/s Gaussian 
shaped optical pulses was modulated with a 215–1 PRBS by a phase modulator. Then, 
the modulated pulse train was split into two branches and encoded by Encoder 1 and 
Encoder 2, respectively. The en/decoders were 640 Gchip/s SSFBGs. The SSFBG 
en/decoders using either 31-chip or 63-chip Gold codes were employed to evaluate 
performances under different coding situations. In the lower branch, the encoded pulse 
train was input into an MAI generator, which was to generate up to four MAIs by 
temporal misalignment and power balance of the signal encoded by Encoder 2. Then, all 
encoded signals were multiplexed and transmitted to the receiving side. 
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Figure 5.12 The waveforms after (a) decoding and (b) time gate for the case of four 
MAIs and 63-chip coding. 
 
 In the receiving side, Decoder 1 was used to decode the signal encoded by Encoder 
1. Only correctly decoded signals could be recovered to high-intensity pulses, and 
incorrectly decoded signals remained low intensity, which was MAI noises, as shown in 
Fig. 5.12(a). The followed time gate was to extract the high-intensity signals from the 
decoded signals. After the time gate, the MAI nosies were removed and only the 
correctly decoded signals remained, as shown in Fig. 5.12(b). Then, the signals were 
detected by a DPSK receiver, which consisted of a one-bit delay interferometer and a 
BPD. 
 
 
Figure 5.13 (a)–(c) Eye diagrams for DPSK signal without coding, target user with and 
without time gate. 
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Figure 5.14 (a) and (b) BER performances for 31-chip and 63-chip coding multi-user 
DPSK-OCDMA system with and without time gate. 
 
Eye diagrams are illustrated in Fig. 5.13(a)–(c). Compared to the four-MAI case 
without using the time gate, noises in the sidelobes are significantly mitigated and eyes 
become clearer when using the time gate. Measured BER performances for both 31-chip 
and 63-chip coding situations are plotted in Fig. 5.14(a) and (b). When the number of 
interfering users is small, there is some degradation when using the time gate, which is 
resulted from ASE noises induced by the SOA. However, when the number of 
interfering users becomes larger, it is obvious that improvement occurs when using the 
time gate, because the MAI noises are removed and the signal-to-noise ratio is 
improved. 
 In addition, the performance analysis is carried out experimentally in the worst and 
the best situations which are defined as the most and the least MAIs overlapping with 
the correctly decoded signal in the detection window. 
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Figure 5.15 Experimental measurement of system improvement by using the time gate. 
 
In the experiment, the worst and the best situations are realized by adjusting the 
temporal alignment of each interfering user. Figure 5.15 shows the power penalties 
between the situations with and without the use of the time gate. This comparison is 
conducted under the conditions when BER is 10–5 while the number of interfering users 
varies. The negative power penalty means the improvement of the performance while 
the positive values stands for the degradation. The worst and the best situations give 
upper and lower boundaries of the performance. The time gate can not help the system 
to improve the performance when few MAIs overlap with the correctly decoded signal, 
because in these situations the ASE noise from the SOA in the time gate dominates the 
degradation rather than the MAI noises. When the number of interfering users increases, 
the time gate has more contributions to performance improvement, due to the efficient 
elimination of MAI noises, which benefits multi-user systems. 
 
5.4 Source-free-ONU DPSK/OOK OCDMA-PON 
5.4.1 OCDMA-PON architecture 
The proposed OCDMA-PON architecture is shown in Fig. 5.16. In the OLT which 
serves as a service provider and processes the coordination of multiplexing, a broadband 
light source, e.g. a MLLD, is used to generate a train of short optical pulses. This pulse 
train is split into N branches (where N is the number of total users) and modulated by N 
PMs. The phase modulation can be any advanced M-ary (D)PSK formats. Then, the 
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modulated signals are encoded by encoders which could be SSFBG encoders, multi-port 
AWG encoders, or MRR based encoders. The encoded signals are low-intensity 
noise-like signals and are multiplexed by a power coupler for downlink transmission. 
 
 
Figure 5.16 Diagram of the proposed OCDMA-PON architecture. 
 
 At the ONU side, the multiplexed encoded signals are split into N branches by a 
power splitter. In each ONU, a corresponding decoder is used for decoding the signal. 
Correctly decoded signals are recovered into high-intensity peak pulses while 
incorrectly decoded signals remain low intensity, which produce MAI noises. The 
following signal regeneration process, where a time gate or a phase-preserved 
thresholder can be used, is to extract the correctly decoded signals and to suppress the 
MAI noises. Then, the signals are separated into two branches. In one branch, the signal 
is demodulated and detected in the receiver. In the other branch, the signal is used for 
the upstream transmission. This upstream signal is further split into two. One is input 
into a clock-recovery device for clock extraction and the other is input into an IM whose 
input electrical data are synchronized by the extracted clock. The intensity-modulated 
signal is encoded and multiplexed with the encoded signals from other ONUs for the 
transmission to the OLT, where the upstream signal is split into N branches for decoding 
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and detection. 
 An efficient network control is needed for this OCDMA-PON. Since downstream 
and upstream transmissions use the same optical carrier, the light source in the OLT 
generates the optical carrier once it requires data transmissions between the OLT and 
ONUs. The status of PM and IM shifts between operating and idle mode depending on 
whether there is data to transmit. Thus, upstream transmissions are not affected even if 
there is no downlink data to transmit. 
 In the proposed OCDMA-PON, the data rate in the uplink can be as high as that in 
the downlink, because the upstream modulation is a direct intensity modulation of the 
downstream signal and the coding mechanisms for both downlink and uplink are same. 
Thus, gigabit-symmetric transmissions can be achieved. Besides the contribution to the 
high data rate of uplink, the remodulation scheme can simplify the ONUs by omitting 
light sources, which agrees the intention of the network design. In this network, 
synchronization is only needed during the remodulation in the ONUs locally and is not 
necessary for the duplex transmission. Therefore, the proposed OCDMA-PON can 
provide fully-asynchronous transmission for both downlink and uplink and use the 
Tell-and-Go (TaG) protocol [155]. Comparing to other source-free-ONU 
OCDMA-PONs [140, 141], the proposed scheme does not require additional 
non-modulated and non-coded optical carriers from OLT for upstream transmission. 
 
5.4.2 Experimental demonstration and results 
Figure 5.17 shows the experimental setup of a 4-user downlink and 4-user uplink 
OCDMA-PON. In the downlink, a train of Gaussian shaped optical pulses generated 
from a MLLD was modulated with a 215–1 PRBS data by a PM and then split into four 
branches. On each branch, the modulated pulse train was encoded by a 640 Gchip/s 
0/π-phase-shift SSFBG encoder. Four 31-chip Gold codes were used in the encoders. 
After power balance and decoherence, the encoded signals were coupled and 
transmitted to the ONU side through a span of SMF and dispersion-compensation fiber 
(DCF) with a total length of 50 km. The waveform of 4-user multiplexing signals is 
shown in Fig. 5.18(a). In the ONU, the encoded signal was decoded and passed through 
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the time gate. The waveforms of the decoded signals and the signals after the time gate 
are illustrated in Fig. 5.18(b)–(i). After that, the signal was separated into two branches. 
In the upper branch, the signal was demodulated by a DPSK demodulator which was an 
asymmetric one-bit delay interferometer and detected by a BPD. The signal in the lower 
branch was for the uplink. 
 
 
Fig. 5.17 Experimental setup of the duplex multi-user OCDMA system: a 50 km 4-user 
10 Gbit/s/user DPSK downstream link and a 50 km 4-user 10 Gbit/s/user OOK 
upstream link. 
 
 
Figure 5.18 Downlink waveforms of (a) 4-user multiplexing encoded signal, (b)–(c) 
signals after decoding, and (f)–(i) signals after time gate. 
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Figure 5.19 Uplink waveforms of (a) 4-user multiplexing encoded signal and (b) signal 
after decoding. 
 
In the uplink, the signal was modulated by an IM. The clock recovery section was 
omitted in the experiment. The modulated signal was then split into two branches and 
encoded by two 31-chip 640 Gchip/s ±π/2-phase-shift SSFBG encoders. The signal 
encoded by Encoder 6 was divided into three replicas to represent three MAI-users. 
After power balance and pattern decorrelation, the encoded signals were combined by a 
power coupler and transmitted to the OLT through a span of 50 km fiber (SMF+DCF), 
as shown in Fig. 5.19(a). In the OLT, the encoded upstream is decoded by Decoder 5 
and detected by a photodetector. The decoded waveform is shown in Fig. 5.19(b). 
Eye diagrams for both uplink and downlink are shown in Fig. 5.20, where clear 
open eyes can be observed. Compared with the eye diagram in Fig. 5.20(e)–(h), the 
noises in Fig. 5.20(a)–(d) are efficiently removed after the time gate. In the uplink, 
MAIs can be observed in the 4-user situation, as shown in Fig. 5.20(k), but the eyes are 
widely and clearly opened. BER performances with and without transmission are 
plotted in Fig. 5.21, where error-free (BER<10–9) measurements are achieved for all 
cases. The DPSK downlink has better performance than the OOK uplink, where the 
power penalty is about 2–5 dB. It is worth noting that there is a 3 dB difference between 
the DPSK and OOK receiver sensitivity. Thus, the degradation resulted from the 
remodulation is not serious. 
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Figure 5.20 Eye diagrams of (a)–(d) downstream signals after decoding, (e)–(h) 
downstream signals after time gate and (i)–(k) upstream signals without coding, for 
single user and 4-user. 
 
 
Figure 5.21 BER performances in the situations of (a) back-to-back and (b) 50 km 
uplink and 50 km downlink. 
 
 The experimental demonstration is only to show the feasibility of the proposed 
OCDMA-PON. It has potential to further improve the system performance by applying 
a thresholder or a time gate in the OLT to remove MAI noises in the upstream. Besides 
that, like some other hybrid systems for next-generation PON stage 2 (NG-PON2) such 
as time/wavelength-division multiplexing (TWDM) systems [140, 156], large scalability 
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of the network can be achieved by introducing WDM techniques into the 
OCDMA-PON [16]. 
 
5.4.3 Power budget of the OCDMA-PON 
 In the proposed scheme, there are no light sources in the ONUs. To ensure the 
transmission quality, especially for the uplink transmission, power consumption in the 
each stage should be well planed. Thus, a power budget of the proposed duplex 
transmission system is evaluated. In the analysis of power budget, specific conditions, 
such as special characteristics of coding devices and optical codes, are not taken into the 
consideration and only power consumptions are used for calculation. 
 
Table 5.1 Power contribution of each component. 
Item Power Loss/Gain 
Light source 0 dBm  
PM modulator  –5 dB 
IM modulator  –5 dB 
En/decoder  –15 dB 
Transmission fiber  –0.2 dB/km 
Multiplexing/Demultiplexing  LC dB 
Time gate  –16 dB 
Erbium doped fiber amplifer (EDFA)  +14 dB 
System margin 8 dB  
DPSK receiver sensitivity –40 dBm  
OOK receiver sensitivity –37 dBm  
 
 Table 5.1 lists the power consumption of each component used in the duplex 
transmission. There are two factors affecting the power budget, the total number of 
users, K, and the transmission distance, L. The total number of users is related to 
multiplexing/demultiplexing loss,  KCL 2log3  where  u  denotes the smallest 
integer lager than or equal to u. A power budget model is illustrated in Fig. 5.22. 
Components used in the duplex transmission are depicted in the model and their loss 
and gain are listed. In the analysis, the maximum transmission distance is investigated 
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without in-line amplifications. Besides, an 8 dB system margin is considered in the both 
downlink and uplink for a high tolerance of deterioration in the transmission. 
 
 
Figure 5.22 Power budget model. 
 
 
Figure 5.23 Relationship between transmission distance and total number of users. 
 
According to the power budget model, the relationship between the transmission 
distance and the number of users for both downlink and uplink are calculated and 
depicted in Fig. 5.23. The transmission distance descends with the increase of the 
number of total users, which is mainly resulted from the coupling loss. Since the uplink 
experiences more power loss, the duplex transmission is mainly limited by the 
performance of the uplink. For a 50 km duplex transmission, the total number of users 
can be up to 8. Furthermore, employing en/decoders with low insertion-loss can 
significantly reduce the power consumption. For example, the proposed SSFBG 
en/decoders in [45] adopting apodization technique have insertion loss of only –1 dB. 
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By using these kinds of en/decoders, there will be 28 dB and 56 dB improvements in the 
downlink and uplink respectively. The improved power efficiency ensures a higher 
signal-to-noise ratio (SNR) and a better system performance, which allows a longer 
transmission. To obtain a large number of users in the OCDMA system, optical codes 
with good aperiodic correlation should be used. 
 
5.5 Summary 
 In this chapter, a fully-asynchronous gigabit-symmetric OCDMA-PON is 
demonstrated. The duplex transmission is based on remodulating DPSK downstream 
signals into OOK format for upstream transmission, which realizes the centralized light 
source in the OLT and makes ONUs source-free. An experimental demonstration of an 
asynchronous 4-user 10 Gbit/s/user 50 km OCDMA-PON is conducted. Error-free 
transmissions are achieved both in the uplink and downlink. 
In addition, a self-clocked time gate is proposed and analyzed. In this time gate, a 
clock signal is extracted from an original input signal and there is no need to use 
additional clock signals from other extra light sources. Therefore, it has the potential to 
be applied to an asynchronous system. Furthermore, the time gate functions like a 
phase-preserved thresholder and consequently it is used in a DPSK-OCDMA system for 
signal regeneration. The system performance is improved when the time gate is used, 
especially in the multi-user situation. 
 The self-clocked time gate is also applied to the OCDMA-PON. With the help of 
the time gate, the downstream signal qualities are significantly improved, thus making it 
possible to remodulate the downstream signals for further upstream transmission. 
Furthermore, a power budget model is built to evaluate the power consumption of the 
OCDMA-PON. Since ONUs are source-free, it is upstream transmission that limits the 
transmission distance, which is shortened by increasing the total number of users. To 
enhance the energy efficiency and extend the transmission distance, en/decoders with 
low insertion-loss are suggested to be employed. The demonstrated OCDMA-PON is a 
promising candidate for future miscellaneous networks and the related techniques have 
potential to be applied to other secure transmission systems. 
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Chapter 6 
Versatile Waveform Generation 
 Photonic waveform generation techniques have significant impacts on many fields 
of science and engineering, including optical communication, biomedical optical 
imaging and microwave transmission. Hence, developing techniques for generating 
different prospective waveforms is an attractive research area [157–160]. 
 In this chapter, a scheme of versatile waveform generation using a single-stage 
dual-drive Mach-Zehnder modulator (DD-MZM) and a span of dispersive fiber is 
invesitaged. A theoretical model on the process of waveform generation is built and an 
algorithm on the prediction of the waveform generation is developed. Furthermore, 
versatile waveforms, such as short pulse, trapezoidal, triangular and sawtooth 
waveforms and doublet pulse, are theoretically generated under different combinations 
of the four variables. The generated waveforms are analyzed in terms of the gradient 
and the instantaneous frequency. Finally, the waveform generation is experimentally 
demonstrated at the repetition rate of 10 GHz. 
 
6.1 Overview of optical Fourier synthesis 
Among numerous photonic waveform generation approaches, the Fourier synthesis 
approach is a practical method that is widely used, in which the optical spectral comb is 
firstly generated from an input signal and then is convolved with the Fourier transform 
of a spectral filter to produce prospective waveforms. 
In the Fourier synthesis approach, the first step is to generate optical spectral comb. 
Many configurations have been proposed to generate optical spectral comb using 
cascaded modulation of a CW laser. 
 In [161], the generation of optical spectral comb was realized by means of cascaded 
intensity modulation. The experimental demonstration was carried out to generate 9 
spectral lines by using two cascaded Mach-Zehnder IMs. The schematic diagram is 
illustrated in Fig. 6.1. The number of optical spectral lines generated by this method 
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depends on the number of cascaded intensity modulators. When N modulators are 
cascaded, 3N spectral lines are generated. However, it is not practical to generate a large 
number of spectral lines by cascading several modulators. 
 
 
Figure 6.1 Schematic diagram of Fourier synthesis in [161]. 
 
 
Figure 6.2 Schematic diagram of optical spectral comb generator in [162]. 
 
 Besides using cascaded intensity modulation, optical spectral comb can be 
generated by using two cascaded PMs and a chromatic dispersion medium that is 
inserted in between the two PMs [162]. Fig. 6.2 shows the schematic diagram of this 
scheme. By applying a sinusoidal phase modulation with a modulation index of π/4 to 
the first PM and setting the group velocity dispersion of the dispersion medium at 
 24/1 mf , where fm is the modulation frequency, an optical spectral comb could be 
obtained for any modulation index of the second PM. The number of spectral lines was 
approximately proportional to the modulation index of the second phase modulator. 
Compared with the schemes using intensity modulation, this method did not suffer from 
an intrinsic 3 dB loss caused by Mach-Zehnder IM and required no DC bias control. 
It is also possible to generate optical spectral comb by using phase and intensity 
hybrid modulation. For example, in [163], the optical spectral comb generator was built 
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by an IM and a PM, as shown in Fig. 6.3. In the demonstration, 9 spectral lines were 
generated within 3 dB power deviation. However, it was difficult to increase the number 
of spectral comb meanwhile keeping low power deviation. To obtain a flat spectral 
comb when generating a large number of spectral lines, a modified version was 
proposed as shown in Fig. 6.4 [164]. The modulators were driven by specially tailored 
RF waveforms. An optical spectral comb of 38 spectral lines with power deviation 
below 1 dB was generated. The number of spectral lines that could be generated is 
limited by the power handling capability of the phase modulator and this could be 
scaled without compromising the spectral flatness. 
 
 
Figure 6.3 Schematic diagram of optical spectral comb generator in [163]. 
 
 
Figure 6.4 Schematic diagram of optical spectral comb generator in [164]. 
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Figure 6.5 Schematic diagram of Fourier synthesis in [165]. 
 
In addition to using single-arm modulators, in some configurations, dual-arm 
modulators were used. In [165], the module for generation of optical spectral comb 
consisted of a LiNbO3 dual-electrode Mach-Zehnder modulator (DEMZM) followed by 
a LiNbO3 PM, as shown in Fig. 6.5. The PM was driven with a RF power (signal RF3), 
while other two RF signals (signals RF1 and RF2) drived the DEMZM. The amount of 
phase modulation and intensity modulation occurring in the DEMZM depended on the 
relative phase and amplitude between signals RF1 and RF2 and the DC bias. The phase 
of signal RF3 was adjusted to maximize the number of modes. 
Another configuration was to use a DD-MZM to generate a flat spectral comb 
[166–168]. Due to the good stability and high coherence of the generated spectral comb, 
the generation of 200 fs (FWHM) ultra-short pulses can be achieved using this approach. 
In addition to this, as shown in this work, the repetition rate may be widely tunable, 
ranging from 5 GHz to 17 GHz. Furthermore, compared to the cascaded modulations, 
the single-stage dual-drive modulation can not only reduce the number of components 
but also simplify the system. 
The second step of the Fourier synthesis approach is to manipulate the generated 
spectral comb. Traditionally, spectral patterned masks are applied to the composition of 
spectral components [169], shown schematically in Fig. 6.6. A pair of gratings was 
placed at the focal planes of a unit magnification confocal lens pair. Spatially patterned 
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amplitude and phase masks were inserted midway between the two lenses at the point 
where the optical spectral components experienced maximal spatial separation. The 
pulse shape at the output was the Fourier transform of the pattern transferred by the 
masks onto the frequency spectrum. However, this free-space optics based system is 
bulky and not convenient for implementation. 
 
 
Figure 6.6 Schematic diagram of dispersion-free pulse shaping in [169]. 
 
More advanced examples of pulse shaping were reported recently using FBGs [170, 
171] and modified AWG [172–174]. These FBG and AWG based schemes were able to 
provide a wide time window, compatibility with fiber optics, compactness, and 
integration capabilities. 
The implementation of liquid crystal modulator (LCM) arrays leads to a new 
regime for arbitrary waveform generation by means of line-by-line manipulation of the 
spectral comb [34, 175, 176]. The schematic diagram is similar to that in Fig. 6.6, but 
the spectral patterned masks are replaced by a LCM array, which can be programmed 
for independent grey-level intensity and phase control. The independent programmable 
control of more than 100 spectral lines at 5 GHz line spacing was obtained, which was a 
significant step for complex waveform generation. 
Another alternative waveform generation approach, which relies on a single 
transverse spatial mode, can integrate with fiber systems well [177, 178]. The 
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manipulation of optical spectral comb was successfully achieved in the time domain 
when spectral decomposition occurs by using chromatic dispersion. Confinement to a 
SMF removed the time–space interrelation inherent in traditional pulse shaping devices, 
and it allowed one to envision pulse shaping during propagation over long 
dispersion-compensated spans. This concept lent itself to new signaling methods 
including in-line schemes for coherent spectral phase coding OCDMA systems. 
 
6.2 Theoretical model of the waveform generation system 
 In our proposed waveform generation scheme, the Fourier synthesis, generation and 
manipulation of the optical spectral comb, is accomplished simultaneously by 
controlling DD-MZM and chromatic dispersion. Figure 6.7 shows the schematic 
diagram of the proposed waveform generation scheme. A continuous-wave (CW) laser 
is used as the light source. The CW light is directed into the LiNbO3 DD-MZM. A RF 
sinusoidal signal is generated from a RF synthesizer, divided into two paths (RF-a and 
RF-b) by a hybrid coupler and amplified by two microwave amplifiers to drive the 
DD-MZM. The relative amplitudes (A1 and A2) and the phase difference of the two RF 
signals can be adjusted by controlling two RF attenuators and a tunable delay line. After 
undergoing the electro-optic modulation, an optical spectral comb with multiple 
sidebands on both sides of the fundamental component is generated from the CW light, 
as shown in Fig. 6.8. 
 
 
Figure 6.7 Schematic diagram of waveform generation scheme. 
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Figure 6.8 Generated optical spectral comb. 
 
The output electrical field from the DD-MZM is given as [179] 
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where Ein is the amplitude of CW light electrical field; ωc is the optical carrier 
frequency; VπRF is the switching voltage; VπDC is the switching bias voltage; VBias1 and 
VBias2 are the DC bias voltages applied to the two arms; and V1(t) and V2(t) are the RF 
modulating electrical voltages. V1(t) and V2(t) can be expressed as two sinusoidal 
functions: V1(t)=A1sin(ωt) and V2(t)=A2sin(ωt+φ), where A1 and A2 are the amplitudes 
of the two RF signals; ω is the frequency of the modulating RF signal; and φ is the 
phase shift according to the delay between the two RF signals. In our theoretical 
analysis, the linewidth of CW light is assumed to be much narrower than the modulation 
frequency. 
 After Jacobi Anger expansion, the output electrical field can be written as follows 
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From Eqt. (6.2), it can be seen that the number and the magnitude of generated 
comb lines are determined by the amplitudes of the two RF signals. After the generation 
of spectral comb, a span of SMF is used to induce the chromatic dispersion for the 
(6.1)
(6.2)
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formation of waveform. The chromatic dispersion is obtained from the derivative of the 
group delay with respect to each spectral comb line [180]. The attenuation and nonlinear 
effects of SMF are neglected and only the first order chromatic dispersion is considered. 
Due to the presence of chromatic dispersion, the electrical field with induced chromatic 
dispersion after SMF can be expressed as 
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where θ is the dispersion phase angle and is related to both the length (z in kilometer) 
and the dispersion characteristic (D in ps/nmkm) of SMF, whose expression is 
c
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where c is velocity of light in a vacuum. The induced chromatic dispersion recomposes 
the spectral comb, operating the waveform formation. It is worth noting that since the 
formation of waveforms is based on the chromatic dispersion, it requires a 
zero-dispersion for a further propagation of the generated waveforms. 
 For detection, a photodiode (PD) is employed for O/E conversion. The output 
intensity of the signal is expressed as 
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where   is responsivity of the PD. From Eqt. (6.5), we can see that each harmonic 
(mω) is resolved and can be analyzed individually. It is the amplitudes of the 
modulating RF signals (A1 and A2), the phase difference between the two RF signals (φ), 
the difference of the two bias voltages (VBias1–VBias2) and the chromatic dispersion of the 
SMF (θ) that determine the waveform formation. In the generation of the spectral comb, 
the amplitudes of the two RF signals determine the number of spectral components, 
which was also mentioned in [168]. Nevertheless, this term is limited by the gain and 
saturation power of the RF amplifiers and the maximum RF input power of the 
modulator. 
 
6.3 Algorithm of waveform generation 
According to the theoretical analysis, there are four variables that affact the 
waveform formation, based on which we use the multi-variable control method to 
search the values of the four variables for the generation of an optimum waveform. The 
flowchart of the algorithm is depicted in Fig. 6.9. 
 
 
Figure 6.9 Flowchart of the waveform generation algorithm. 
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Firstly, a target waveform is proposed and the properties of the target waveforms 
(such as waveform shape, optical spectrum and power spectrum) are calculated. These 
properties are the conditions of the waveform generation. Besides, tolerant values are 
introduced into the conditions to relax conditions. Secondly, initial values are assigned 
to the four variables and the searching ranges of these four variables are also given. By 
substituting these initial values into Eqt. (6.5), a waveform is generated. Thirdly, the 
properties of the generated waveform are calculated and compared with the target 
waveform. If they are unmatched, the values of the variables are changed one by one for 
another round of waveform generation and condition matching. However, once the 
comparison is matched, the values of the variables are recorded. Meanwhile, the 
searching ranges of the variable are narrowed and the tolerant values are reduced to 
tighten up the restrictions. A new set of initial values within narrowed searching ranges 
are given to generate waveform. Then, the variable searching procedure continues until 
all combinations of the four variables within the searching ranges are tested. Finally, 
after the variable searching finishes, the recording of the four variables is checked. If 
there is no recording, it indicates that the proposed scheme can not generate the target 
waveform. Otherwise, the recorded variables are used for waveform generation and the 
generated waveform is the optimum one for the target waveform. 
 According to Eqt. (6.5), the output signal is manipulated as a whole by adjusting 
the four variables and it is not straightforward to generate any arbitrary waveforms by 
controlling the limited variables individually. However, it is a very simple scheme to set 
up and control for the generation of versatile meaningful waveforms with acceptable 
tolerances. 
 
6.4 Experimental demonstration of waveform generation 
 The experimental setup to verify the proposed scheme is shown in Fig. 6.7. The 
four variables are controlled by different components. The amplitudes of the two RF 
signals (A1 and A2) are adjusted by two RF attenuators. The control of the phase 
difference between the two RF signals (φ) is realized by inserting some delay on one 
branch. The two RF signals are amplified by two RF amplifiers. The gains of the 
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amplifiers are ~30 dB and the saturation powers are ~40 dBm. The difference of the two 
bias voltages (VBias1–VBias2) is adjusted by the DC voltage controllers and the chromatic 
dispersion of the SMF (θ) depends on the length of the SMF. The DD-MZM has the 
optical bandwidth of ~18 GHz. The switching voltages (VπRF) for both electrodes are 
about 6.5 V, which are measured at 1 GHz with the use of one electrode only. The PD 
used in the experiment has the bandwidth of 40 GHz, which cuts off the high-order 
harmonics. 
 
6.4.1 Generation of short pulse 
 In [166], the authors has demonstrated the generation of short pulses by using a 
single-stage DD-MZM under the flat-spectrum condition, which is 
42
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Firstly, we use Eqt. (6.5) to calculate the signal based on the flat-spectrum condition 
to examine the feasibility of the derived equation. In our calculation, both switching 
voltage, VπRF, and switching bias voltage, VBias2, are 4V. According to the flat spectrum 
condition, we set A1=12 V, A2=10 V, VBias1=2 V and VBias2=0 V. There is no delay 
between the two RF signals, i.e. φ=0. The chromatic dispersion, D, is 17 ps/nm•km and 
the length of the SMF is 1.1 km. Besides, it is worth noting that the maximum value of 
the parameter m in Eqt. (6.5) depends on the bandwidth of the PD. The calculated short 
pulses are illustrated in Fig. 6.10(a). We also carried out a proof-to-principle experiment. 
In the experiment, a 10 GHz sinusoidal signal was used as the modulating RF signal. 
Under the flat-spectrum condition, 4 ps (FWHM) pulses were generated at the repetition 
rate of 10 GHz, as shown in Fig. 6.10(b). 
 
(6.6)
(6.7)
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Figure 6.10 (a) Calculated and (b) measured short pulses under the flat spectrum 
conditions. (c) Calculated normalized gradient and instantaneous frequency 
corresponding to short pulse intensity profile. 
 
The optical spectrum is shown in Fig. 6.8, which is a flat spectral comb. The 
detailed waveform for only one pulse is illustrated in Fig. 6.10(c). Since the frequency 
comb has a rectangular shape, the resultant temporal waveform presents a Sinc2 function 
and there are pedestals around the main lobes. The detailed discussion on this 
phenomenon can be found in [167]. The normalized gradient and the instantaneous 
frequency are also plotted to show the properties of the waveform. The gradient tells the 
intensity change and the linearity of the generated waveform, while the instantaneous 
frequency indicates the phase information and chirp of the waveform. Eqt. (6.5) only 
provides the intensity synthesis. To show the phase oscillation in the generated pulse, 
the instantaneous frequency is calculated by Eqt. (6.3). The successful generation of 
short pulses indicates that the derived equation, Eqt. (6.5), is workable and can be used 
to predict more waveform generations. 
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Figure 6.11 Influence of RF phase noise and bias drift. 
 
To analyze the tolerance of the system during the operation, the influences of RF 
phase noise and DC bias drift over the performance of waveform generation are 
investigated theoretically. Root-mean-square errors (RMSE) are calculated to evaluate 
the quality of the waveforms with the induced noises. According to the calculation, the 
system suffers from the RF phase noise seriously (blue solid line in Fig. 6.11), if the two 
RF signals from two independent synthesizers are employed without phase locking. In 
our experiment, the RF phase noise is avoided by using the two RF signals from a single 
synthesizer. Furthermore, using a single synthesizer can also reduce the complexity of 
the system. The DC bias drift is an unavoidable issue in this system. According to our 
analysis, the generated waveforms have less than 3.8% errors compared to the optimum 
one even when the bias drift is up to ±5% (brown dashed line), which indicates that the 
system has a high tolerance to the bias drift. In addition, in the experiment, the 
waveform generation is very stable. 
 
6.4.2 Generation of trapezoidal waveform 
 Trapezoidal waveforms can deliver the same energy with less dissipation compared 
to pulses and were suggested to be used in the liquid crystal displays (LCDs) [181]. We 
can also generate trapezoidal waveform using the proposed scheme. The first step is to 
calculate the properties of the target waveform. A trapezoidal waveform have a flat top, 
i.e. a section of zero-gradient, and the intensity in this section is larger than those in the 
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other sections. The target waveform and normalized gradient are plotted using dashed 
lines in Fig. 6.12(a). In the calculation, we firstly assume that ±5% ripple is allowed in 
the flat-top section. Then, we use the algorithm described above to determine the 
optimum values of the four variables. The variables are obtained when the ripple in the 
flat-top section converges to ±2.8%. A1=5 V, A2=3 V, VBias1=0.15 V and VBias2=0 V. 
There is no delay between the two RF signals and the length of SMF is 1.1 km. 
 
 
Figure 6.12 (a) The target trapezoidal waveform and the gradient and instantaneous 
frequency of the calculated waveform. (b) Calculated and (c) measured trapezoidal 
waveforms. (d) Measured optical spectrum. 
 
 The calculated waveform is plotted in Fig. 6.12(b) and a misfit curve comparing the 
target and calculated waveform is depicted in the subplot of Fig. 6.12(a). Besides, 
RMSE, calculated to measure the difference between the target and calculated 
waveforms, is 5.61%. The normalized gradient of the calculated waveform has a 
zero-level gradient, as shown in Fig. 6.12(a), indicating the flatness of the flat top. An 
up-chirp occurs within the flat-top section, while on the leading and tailing edges, the 
instantaneous frequency decreases, i.e. down-chirp. In the experiment, we tried to 
generate the trapezoidal waveform that was consistent with the calculated waveform. 
The measured waveform is shown in Fig. 6.12(c), which is symmetric and has a flat top 
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of 20 ps and smooth leading and tailing edges of 40 ps each. Compared with the target 
waveform, the measured waveform has the RMSE of 5.96%. The optical spectrum is 
shown in Fig. 6.12(d). 
 
6.4.3 Generation of triangular waveform 
When VBias1=2.5 V and other variables remain the same, the formation of triangular 
waveforms is achieved, as depicted in Fig. 6.13(b). The calculated waveform is 
compared with the target waveform in Fig. 6.13(a). The normalized misfit curve is 
bounded within ±0.08, which indicates that the difference between the target and 
calculated waveforms is very slight. The RMSE of the calculated result is 6.42%. Two 
horizontal sections in the gradient show the linearity in the leading and tailing sides. 
The instantaneous frequency is also plotted in Fig. 6.13(a). Two spikes of the 
instantaneous frequency on the two sides indicate steep changes in the phase. It is clear 
that the generated triangular waveform is chirped. 
 
 
Figure 6.13 (a) The target triangular waveform and the gradient and instantaneous 
frequency of the calculated waveform. (b) Calculated and (c) measured triangular 
waveforms. (d) Measured optical spectrum. 
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The experimentally measured waveform and optical spectrum of the generated 
triangular waveform are shown in Fig. 6.13(c) and (d), respectively. The width is about 
15 ps (FWHM). The RMSE of the measured waveform is 7.03%. Two spectral lines in 
the frequency comb (highlighted with arrows in Fig. 6.13(d)) are suppressed by the 
modulation. 
 
6.4.4 Generation of doublet pulse 
 In the generation of doublet pulses, the amplitudes of the RF signals and the DC 
bias voltages become A1=5 V, A2=5 V, VBias1=4 V and VBias2=0 V. A 18 ps delay is also 
added to RF-b, which results in a phase shift between the two RF modulating signals. 
Fig. 6.14(a) and (b) show the calculated and measured waveforms. The doublet pulses 
are symmetric and have deep dips in the middle. The peak separation is about 15 ps. In 
the frequency comb, three spectral lines, including the central spectral line, are 
suppressed by 20 dB after the modulation, as marked in Fig. 6.14(c). 
 
 
Figure 6.14 (a) Calculated and (b) measured doublet pulses. (c) Measured optical 
spectrum. (d) Calculated power spectrum of the 1 Gbit/s doublet pulses. Red dashed line: 
FCC spectral mask for indoor applications. Inset diagram: the waveform of the 
generated 1 Gbit/s doublet pulse. 
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In the calculation, we also obtian 1 Gbit/s doublet pulses and investigate the power 
spectrum. To generate 1 Gbit/s doublet pulses, 1 GHz RF modulating signal is used. The 
amplitudes of the RF signals and the DC bias are unchanged. The delay of RF-b 
becomes 175 ps and the length of SMF is shortened to 0.2 km. The calculated power 
spectrum is illustrated in Fig. 6.14(d). The U.S. Federal Communication Commission 
(FCC) specified ultra-wideband (UWB) indoor emission mask is also plotted for 
comparison [182]. The power spectrum of the doublet pulses is centered around 6.5 
GHz and has a 10 dB bandwidth of about 6 GHz, which fits well the FCC-specified 
spectral mask. 
 
6.4.5 Generation of sawtooth waveform 
It has been demonstrated that the use of sawtooth (asymmetric triangular) 
waveform can provide three-fold improvement relative to the use of Gaussian pulses for 
wavelength conversion due to the asymmetric spectral intensity evolution of sawtooth 
waveform [170]. Sawtooth waveforms can also be generated by means of the proposed 
scheme, as shown in Fig. 6.15(b) and (c). Both RF modulating signals are kept at 5 V. 
97 ps delay is added to RF-b. The difference of the DC bias voltages is adjusted to 2.7 V. 
The length of SMF is extended to 1.47 km for larger chromatic dispersion. In Fig. 
6.15(a), a negative stationary section of the normalized gradient states that the 
waveform has a linear tailing side. The instantaneous frequency behaves in a nonlinear 
fashion and decreases on the tailing edge of the generated sawtooth waveform. A misfit 
curve is depicted in the subplot to and the difference in the tailing side is within ±0.05. 
The RMSE of the calculated waveform is 9.51%. In the experiment, we also generated 
the sawtooth waveform as expected. They have sharp leading side and slow downward 
ramp, whose width is about 30 ps (FWHW). The measured waveform has the RMSE of 
11.38%. The frequency comb is asymmetric and the spectral lines on the right side of 
the center are suppressed gradually, as shown in Fig. 6.15(d). 
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Figure 6.15 (a) The target sawtooth waveform and the gradient and instantaneous 
frequency of the calculated waveform. (b) Calculated and (c) measured sawtooth 
waveforms. (d) Measured optical spectrum. 
 
6.5 Summary 
 In this chapter, a waveform generation model is built based on a single-stage 
DD-MZM and a SMF employing direct detection, and the mathematical expression for 
the system is derived. The model can help with the prediction of the waveform 
generation. In this system, there are four variables affecting the waveform formation. 
With the different combinations of these four variables, versatile waveforms, short pulse, 
trapezoidal, triangular and sawtooth waveforms and doublet pulse are obtained. The 
characteristics of these waveforms are evaluated by investigating the gradient and the 
instantaneous frequency. Also, the generation of these waveforms is demonstrated at the 
repetition rate of 10 GHz in the experiment. In addition, the scheme has two potential 
features, tunable repetition rate and tunable center wavelength, due to the adjustable RF 
signal and CW light source. This scheme is particularly attractive as a waveform 
generation source for photonic network applications. 
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Chapter 7 
All-Optical Half-Adder and Half-Subtracter 
 In the current telecommunications, many essential functions such as packet 
forwarding, time-to-live (TTL) decrementing and address recognition relay on the 
electrical operations. However, in the future all-optical networks, all-optical signal 
processing is required to remedy the speed limitation of electronics, enhance energy 
efficiency and improve transparency by omitting redundant optical-to-electrical (O/E) 
and electrical-to-optical (E/O) conversions. A wide range of researches have been 
conducted on the optical digital logic gates (e.g. AND, OR, NOT and XOR) and optical 
logical operation modules (e.g. counters, adders, subtracters and shift registers) to 
achieve the all-optical signal processing [183–185]. 
 In particular, several all-optical half-adder and half-subtracter schemes have been 
proposed. Both half-adder and half-subtracter can be used for encryption and decryption 
in the secure networks, arithmetic operation in the arithmetic-logic units (ALU), and 
optical packet checksum calculation in the packet switching systems [186]. Besides, 
half-subtracter can be applied to TTL decrementing, routing loop control and 
dual-direction binary counters [187]. 
 In this chapter, a variety of all-optical half-addition and half-subtraction schemes 
are overviewed firstly. Then, an all-optical simultaneous 10 Gbit/s half-addition and 
half-subtraction scheme is demonstrated. The scheme uses only two SOAs and no assist 
light is needed. 
 
7.1 Overview of all-optical half-addition and half-subtraction schemes 
Half-addition and half-subtraction operating on binary numbers are two basic 
arithmetic functions. A half-adder adds two one-bit binary numbers (A and B) and 
outputs a sum of these two bits and a carry. In the half-addition module, an AND gate 
and an exclusive-OR (XOR) gate are implemented, whose outputs are corresponding to 
the carry and the sum. The XOR gate results in the value of logic ‘1’ if exactly one of 
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the inputs equals to logic ‘1’, which can be expressed as BABA  . 
A half-subtracter performs the function of subtraction for two bits. In the 
subtraction module, there are two inputs, which are minuend and subtrahend, and two 
outputs, difference and borrow. The operation of the difference functions as the XOR 
gate. The borrow outputs logic ‘1’ only when minuend is logic ‘0’ and subtrahend is 
logic ‘1’, i.e. (0–1=1). The logical function of the borrow can be represented as BA  or 
BA , depending on whether A is minuend or subtrahend. 
 
 
Figure 7.1 Logic diagrams of half-adder and half-subtracter. 
 
Table 7.1 Truth table of half-adder and half-subtracter. 
Input signal Half-adder Half-subtracter 
A B Carry Sum Borrow A – B 
Borrow 
B – A Difference
0 0 0 0 0 0 0 
0 1 0 1 1 0 1 
1 0 0 1 0 1 1 
1 1 1 0 0 0 0 
Logical 
function 
AB  
AND 
BA
XOR BA  BA  
BA  
XOR 
 
The logic diagrams of half-adder and half-subtracter are shown in Fig. 7.1 and their 
truth table is listed in Table 7.1. From the logic diagram and truth table, it can be found 
that there are four logical operations, AND ( AB ), XOR ( BA ), BA  and BA , in the 
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half-adder and half-subtracter modules, among which XOR function is a combination of 
BA  and BA  ( BABABA  ). The logical operations can be realized by a 
nonlinear optical device. In the previous researches, all-optical half-addition and 
half-subtraction schemes were mainly realized by means of SOA and periodically poled 
lithium niobate (PPLN) waveguide based circuits, thanks to the advantages of SOA and 
PPLN in the aspects of high nonlinearity, strong compactness and wide wavelength 
operating window. 
 
 
Figure 7.2 Logic diagram of the half-adder in [188]. 
 
The initial realization of an all-optical half-adder was presented in [188]. In this 
scheme, terahertz optical asymmetric demultiplexers (TOAD), which consisted of a 
nonlinear loop mirror with an SOA, were used as logic gates due to their high switching 
speed (>40 Gbit/s) [189]. However, it was difficult to achieve XOR logical operation in 
a single gate. Instead, the approach to obtain XOR logical operation was to logically 
combine AND and OR logical operations, i.e. ABBABA )(  . Thus, the scheme 
was based on an equivalent logical diagram, as shown in Fig. 7.2. OR logic gate was 
simply realized by a power coupler. Besides, three TOAD switches were used. Two 
TOADs functioned as two AND logic gates and one was used for wavelength 
conversion. The operating speed was 1 Gbit/s. The complicated configuration of the 
TOADs increased the complexity of the half-adder, which was not suitable for compact 
arithmetic modules. 
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Figure 7.3 Schematic diagram of two SOAs based an XOR logic gate and an MZI and 
an AND logic gate in [190]. 
 
Then, a half-adder was demonstrated at data rate of 10 Gbit/s [190]. This scheme 
was based on the logic diagram in Fig. 7.1(a). Two SOAs were used to generate 
Boolean BA  and a Mach-Zehnder interferometric switch was utilized as a XPM 
wavelength converter to obtain AB. Fig. 7.3 shows the structures of the all-optical XOR 
and AND logic gates. However, the XPM wavelength conversion in the Mach-Zehnder 
switch was data pattern dependent, which resulted in the degradation of the signal 
quality. 
 
 
Figure 7.4 Schematic diagram of the half-adder in [191]. 
 
Table 7.2 Truth table of the single-rail half-adder. 
A B C D E F 
0 0 0 0 0 0 
0 1 0 1 1 0 
1 0 0 1 1 0 
1 1 1 1 0 1 
  AND OR Sum Carry 
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To achieve resilience to data pattern effects, a single-rail half-adder was proposed 
[191]. Two cascaded SOA based ultrafast nonlinear interferometers (UNI) were applied 
for the constitution of a 10 Gbit/s half-adder. The optical schematic and the truth table 
are shown in Fig. 7.4 and Table 7.2. Compared to the traditional dual-rail half-adder, the 
single-rail structure had different operating procedure. The input signals A and B were 
not directly manipulated in the logical operations of XOR and AND. Instead, the input 
signals were firstly processed by a 2x2 exchange bypass switch. The control signal of 
the switch was identical to one of the input signals. When the control signal was logic 
‘0’, input signals (A and B) passed over to the corresponding output ports (signals C and 
D). Whenever a control signal was present, the switch operated in the cross state and the 
input signals appeared switched over at the output ports (signals D and C). As a result, 
the signals C and D were the outputs of AND and OR logical operations of the signals A 
and B. Then, the second UNI conducted XOR and AND logical operations of signals C 
and D, yielding XOR and AND logical operations of initial signals A and B, i.e. sum 
and carry. Besides data pattern independence, the scheme exhibited very low switching 
energy (sub-fJ). Nevertheless, it required a precise polarization control for the signal 
processing in the two UNIs. 
 
 
Figure 7.5 Schematic diagram of four SOAs based an XOR and an AND logic gates in 
[192]. 
 
A 10 Gbit/s half-adder was realized by employing XGM in the four SOAs [192]. 
Two SOAs were employed to form an XOR logic gate and the other two were built as 
an AND logic gate, as shown in Fig. 7.5. The configuration was straightforward but too 
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many active devices were used. 
 
 
Figure 7.6 Schematic diagram of a PPLN and an SOA based two AND logic gates in 
[193]. 
 
 In [193], an all-optical half-adder was demonstrated at the repetition rate of 5 Gbit/s 
for a simplified structure. This scheme was also based on the logic diagram in Fig. 7.2. 
Two AND logic gates were realized by an SOA and a PPLN, separately. The carry 
signal was generated through difference frequency generation (DFG) in the PPLN. Then, 
the carry signal was injected into the SOA as a pump signal. Whenever the carry as ‘1’, 
it squelched the gain of the SOA and the corresponding input pulses passing through the 
SOA were suppressed. Only those pulses, which did not have a corresponding pulse of 
the carry, emerged at the SOA output. Fig. 7.6 shows that SOA and PPLN function as 
two AND logic gates. 
 
 
Figure 7.7 Logic diagram of simultaneous half-addition and half-subtraction scheme. 
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According to the logic diagram in Fig. 7.1 and the truth table in Table 7.1, both 
half-addition and half-subtraction modules need XOR logic operation of two input 
signals. If both modules are developed in one device sharing the same XOR logic gate, 
the scheme is more powerful and efficient. Furthermore, the XOR logic operation can 
be realized by adding BA  and BA  together ( BABABA  ), where BA  or BA  
is borrow in the half-subtraction. It indicates that to realize half-addition and 
half-subtraction simultaneously, the most straightforward way is to generate BA , BA  
and AB and then combine BA  and BA  together. The logic diagram of simultaneous 
half-addition and half-subtraction is depicted in Fig. 7.7. The final implementation 
requires six logic gates: three AND gates, one OR gate and two inverters. 
 
 
Figure 7.8 Schematic diagram of single-PPLN based half-adder and half-subtracter in 
[194]. 
 
The first simultaneous half-addition and half-subtraction scheme was proposed in 
[194]. The scheme was based on the cascaded sum (SFG) and DFG using only one 
PPLN waveguide, as shown in Fig. 7.8. The principle can be briefly explained as 
follows. Two data signals A and B at λA and λB together with a CW pump at λP are 
launched into the PPLN waveguide. The SFG interaction converts one photon from 
signal A and another photon from signal B into one sum-frequency photon, resulting an 
output AB at λSF, which is simultaneously transformed into one photon of the pump and 
the other photon of the new generated idler signal λi through the subsequent DFG 
process. Thus, both signals A and B are depleted during the generation of the 
sum-frequency and idler signals. If the input signal A is ‘1’, the output of signal B is ‘0’ 
 
Chapter 7 All-Optical Half-Adder and Half-Subtracter 
 108
in spite of input signal B with any value (‘1’ or ‘0’). The output of signal B is equal to 
‘1’, only when input signals A and B are ‘0’ and ‘1’ respectively. Therefore, the output 
at λB is BA . Similarly, the output at λA is BA . In the simulation, a 40 Gbit/s arithmetic 
operation was achieved. The pity is that this scheme only stays in the numerical 
analysis. 
 
 
Figure 7.9 Schematic diagram of two SOAs and a PPLN based three AND logic gates in 
[186]. 
 
In [186], a 5 Gbit/s simultaneous half-addition and half-subtraction was 
experimentally demonstrated. The scheme employed two SOAs and a PPLN waveguide. 
The two parallel SOAs were used to generate BA  and BA  and the PPLN was to 
perform as an AND logic gate, as shown in Fig. 7.9. A power coupler following the two 
SOAs was to combine BA  and BA  and generated BA . 
The optimized design of an all-optical arithmetic operation circuit needs to take into 
consideration of the number of active devices used, the power consumed, the number of 
assist light sources needed, the number of functions realized, the operating speed 
achieved as well as the signal quality obtained. 
 
7.2 Simultaneous half-adder and half-subtracter 
 In this section, a 10 Gbit/s all-optical simultaneous half-addition and 
half-subtraction scheme, employing two SOAs and without any assist light source, is 
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demonstrated. 
 
7.2.1 Operation principle 
In the proposed simultaneous half-addition and half-subtraction scheme, two SOAs 
are employed to perform three AND logical operations. One is to generate BA  using 
XGM and the other is to generate BA  and AB using XGM and FWM, as shown in Fig. 
7.10. 
 
 
Figure 7.10 Schematic diagram of two SOAs based three AND logic gates. 
 
 
Figure 7.11 The operation principle of the proposed scheme. 
 
The working principle of the SOA is illustrated in Fig. 7.11. Two input signals (A 
and B) in OOK format are centered at two different wavelengths (λA and λB). The two 
signals have different powers. Signal A has lower power, acting as probe, and signal B 
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has higher power, acting as pump. The optical pulses of the two signals are temporally 
overlapped to each other and are injected into the SOA synchronously. 
The operation is based on XGM and FWM in the SOA. When both data bits of 
signal A and signal B are logic ‘1’s, the SOA is saturated by the high-intensity pulse of 
signal B, due to the carrier depletion, and XGM effect occurs. The low-intensity pulse 
of signal A is suppressed and there is no output at the wavelength of λA. In addition, 
FWM effect occurs with the coexistence of both pulses of signal A and signal B and a 
new signal is generated at λFWM (λFWM = 2λA – λB), which realizes the function of AB . If 
the data bit of signal A is logic ‘1’ and the data bit of signal B is logic ‘0’, the 
low-intensity pulse of signal A is amplified and output at the wavelength of λA, where 
the function of BA  is achieved. With the same setup but reversed roles of the two 
signals, the function of BA  can be obtained at the wavelength of λB. Finally, the 
function of BA  can be easily attained through the combination of both BA  and 
BA  by a power coupler. 
 
7.2.2 Experimental demonstration 
 Figure 7.12 shows the experiment setup of the proposed half-adder and 
half-subtracter. Two MLLD were used to produce two 2.6 ps (FWHM) Gaussian shaped 
optical pulse trains at 1547 nm (signal A) and 1553 nm (signal B). The pulse trains were 
modulated by two IMs with 10 Gbit/s 215–1 PRBS data and data , separately. In one 
branch, a 20 m SMF was added after the modulation to mismatch the data pattern 
between the two branches. Then, the two modulated pulse trains were combined for the 
amplification. 
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Figure 7.12 The experiment setup of 10 Gbit/s half-adder and half-subtracter. 
 
 After that, a 1x4 coupler was used to split the signal into four branches. In these 
four branches, four 2 nm BPF, two tunable optical delay lines and four attenuators were 
used to extract the target data, align the time difference and control the powers. The 
signals in the first two branches were coupled into SOA 1 after optimized polarization 
control. The average power of signal A was attenuated to –7.52 dBm (peak power of 
8.33 dBm), while signal B had the average power of 1.67 dBm (peak power of 17.52 
dBm), which was used as a pump signal. XGM, which was insensitive to polarization, 
occurred with the existence of signal B and the function of BA  was achieved, which 
was extracted by a 0.6 nm BPF centered at 1547 nm. The output spectrum before 
filtering is shown in Fig. 7.13(a). 
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Figure 7.13 (a) and (b) The input and output spectra, measured before and after SOA 1 
and SOA 2. (Resolution: 0.01 nm). 
 
 The signals in the other two branches were coupled into SOA 2 after the individual 
polarization control, since the generation of FWM in the SOA was polarization 
dependent. The average powers of signal A and signal B were adjusted to 4.28 dBm and 
–5.31 dBm (peak powers of 20.13 dBm and 10.53 dBm), respectively. In this case, 
signal A was used as a pump signal and the function of BA  was filtered out by a 0.6 
nm BPF at 1553 nm. Besides, a new signal was generated when both input signals were 
‘1’, i.e. AB , resulted from the FWM effect in SOA 2. Since the wavelengths of the 
input signals were red-shifted, due to SPM and XGM effects in the SOA, the signal of 
AB  was extracted at 1542.5 nm by a 2 nm BPF. The output spectra of BA  and AB  
before filtering were shown in Fig. 7.13(b). After balancing the power by an optical 
attenuator and aligning the time by an optical delay line, the signals of BA  and BA  
were combined by a 3 dB coupler to produce the logical function of BA . The 
average powers of BA , BA , AB  and BA  at points α, δ, β and γ were –15.93, 
–14.02, –17.56 and –15.31 dBm, respectively. In the experiment, SOA 1 and SOA 2 
were biased at 389 mA and 423 mA and their 10-90% gain recovery time were about 25 
ps and 30 ps, respectively. The data rate was limited by SOA 2. To achieve a higher data 
rate and guarantee a good performance, we appeal to use SOAs with fast gain recovery. 
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Figure 7.14 Waveforms of (a) and (b) input signals and (c)–(f) output signals. (g)–(l) 
Corresponding eye diagrams. (Output signals are measured at point ξ). 
 
Figure 7.14 shows waveforms and eye diagrams of the input signals A and B and 
the output signals of borrows, difference, sum and carry. The output signals were 
measured at point ξ. The binary data are labelled above the waveforms. In the borrow, 
there is an output pulse only when the data bit of signal A is logic ‘1’ and the data bit of 
signal B is logic ‘0’ for the case of A–B, and vice versa. The outputs of sum and 
difference are corresponding to the logic function of BA  , where either the data bit 
of signal A or the data bit of signal B is logic ‘1’. Additionally, the carry is achieved 
when both input signals A and B are logic ‘1’. Open and clear eye diagrams are obtained 
for all outputs. Based on the experimental observation, the qualities of the input signals 
have small influence on the XGM outputs but affect the FWM output significantly. In 
the experiment, the extinction ratios (ER) of the output signals are all larger than 14 dB. 
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Figure 7.15 BER performances for the input and output signals. 
 
 BER performance is depicted in Fig. 7.15. Error-free operations are all achieved. 
Compared to the original signal A and B, which were measured directly after the 
intensity modulations, the outputs of borrows ( BA  and BA ) show about 1.5 dB power 
penalty at BER of 10–9. The function of BA  for sum and difference exhibits a 2 dB 
power penalty. In addition, the output of carry has a power penalty of about 1.8 dB. 
 
7.3 Summary 
 In this chapter, an all-optical half-addition and half-subtraction scheme is 
demonstrated. The half-addition and half-subtraction of two 10 Gbit/s RZ-OOK signals 
with the data of pattern length of 215–1 are realized simultaneously in the same setup. 
Only two SOAs are employed and no assist light source is needed. Error-free operations 
are all achieved. Due to the multi-functions and the use of integrable components, the 
proposed scheme has the potential to be applied to the future optical systems, such as 
ALU and encryption/decryption device. 
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Chapter 8 
All-Optical Modulation Format Conversion 
 With the rapid development of optical communications, optical network structures 
become miscellaneous to realize high-transmission-capacity, high-spectral-efficiency, 
high-data-rate and high-energy-efficiency transmissions for the growing demands of 
future applications, such as high-speed internet, broadcasting video and massive 
telepresence. These various and sundry optical networks have different layouts, 
depending on network scaling, transmission rate and capacity, power consumption and 
communication security [195, 196]. To satisfy the requirements of these optical 
networks, a variety of modulation formats have been proposed, which have their own 
unique benefits. For example, since optical signals using non-return-to-zero 
on-off-keying (NRZ-OOK) modulation format have a good resilience to chromatic 
dispersion due to narrow spectrum bandwidth and a high tolerance to timing jitter due to 
flat tops, NRZ-OOK modulation format is very suitable in the high-speed optical 
time-division multiplexing access (OTDMA) network [197]. Thus, modulation formats 
with distinct advantages should be selectively employed in the different types of 
networks. Besides, it is also important to achieve all-optical modulation format 
conversions in the interconnection of networks to reduce costs of complicated electrical 
circuits, such as high-speed optical-to-electrical (O/E) and electrical-to-optical (E/O) 
converters, and simplify the conversion system. 
 In this chapter, two modulation format conversion schemes are presented. The first 
one is NRZ-OOK to PSK-Manchester format conversion using an SOA based 
Mach-Zehnder interferometer (MZI). The second one is return-to-zero-OOK (RZ-OOK) 
to DQPSK format conversion using a SC based thresholder. 
 
8.1 NRZ-OOK to PSK-Manchester format conversion 
 Many researches have investigated generations and applications of Manchester 
coding format, which has advantages of simple timing extraction, self-clocking and 
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simple error detection. In [198], amplitude-shift keying (ASK) Manchester coding 
format was used with a burst-mode optical packet receiver in a PON system. However, 
ASK-Manchester coding format is not robust to beat interference noise (BIN). Then, 
phase-shift keying (PSK) Manchester coding format was proposed for the stronger 
tolerance to BIN and was suggested to be used in a WDM-PON [199]. Besides, 
Manchester coding format incorporating duobinary coding was evaluated and it 
presented an improved chromatic dispersion tolerance by nearly three times compared 
with ASK-Manchester coding format [200]. The generation of Manchester-duobinary 
format signal using a directly modulated chirp managed laser was experimentally 
demonstrated at 10 Gbit/s and the enhanced tolerance to chromatic dispersion was also 
achieved [201]. Besides generation of Manchester coding format, it is necessary to 
realize modulation format conversions from/to Manchester coding format to suit the 
preferences of different networks. In [202], 10 Gbit/s NRZ-OOK to ASK-Manchester 
modulation format conversion was demonstrated employing nonlinear polarization 
rotation in a 1 km HNLF. 
In this section, we demonstrate all-optical NRZ-OOK to PSK-Manchester 
modulation format conversion. 
 
8.1.1 Operation principle 
 The NRZ-OOK to PSK-Manchester modulation format converter functions like an 
XOR logic gate. A clock signal is ‘1’ in the first half bit duration and ‘0’ in the second 
half bit duration. The XOR logic gate operates at the double repetition rate of a 
NRZ-OOK signal. When the NRZ-OOK signal is bit ‘1’, the output within this bit 
duration is ‘01’, since in the first half bit duration, two inputs to the XOR logic gate are 
‘1’s, and in the second half bit duration, two inputs become ‘1’ and ‘0’. When the 
NRZ-OOK signal is bit ‘0’, the output is ‘10’. 
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Figure 8.1 Operation principle of NRZ-OOK to PSK-Manchester modulation format 
conversion. 
 
 The function of XOR logic gate is realized by an SOA-MZI, as illustrated in Figure 
8.1. A NRZ-OOK signal, a probe light and a clock signal are injected into input ports 1, 
2 and 4, respectively. The NRZ-OOK signal and the probe light are coupled into the 
upper branch. When the NRZ-OOK signal is bit ‘1’, the probe light experiences a phase 
shift and a gain modulation due to XPM and XGM in the SOA 1. In the SOA 2, the 
probe light is modulated with the clock signal every half bit. Two phase shifters are used 
for optimizing in-phase condition, under which the probe light has a constructive 
interference in the output port 2. It is straightforward to show a mathematical expression 
of the output optical field as follows. 
          tjjjjAE cout  expexpexp2 222111   
where A and ωc is the amplitude and angular frequency of probe light, α1 and α2 are the 
XGM coefficient, θ1 and θ2 are the XPM phase shifts, and φ1 and φ2 are the phase shifts 
introduced by the two phase shifters. When gain modulation depths are same in the two 
SOAs, i.e. α1=α2, intensities and phases of the output optical field are listed in Table 1. 
When the NRZ-OOK signal is bit ‘0’, there is an output only in the first half bit duration 
and the phase of the output is π/2. If the NRZ-OOK signal is bit ‘1’, the output is only in 
the second half bit duration and the phase is –π/2. The NRZ-OOK signal is converted 
into a format with binary phase shift and binary pulse position, i.e. PSK-Manchester 
format. 
(8.1) 
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Table 8.1 Output of probe light with a set of representative parameters. 
NRZ-OOK Clock (half bit) α1 α2 θ1+φ1(rad) θ2+φ2(rad) 
Output 
phase θ (rad) 
Output Intensity 
|E|2 
0 0 0 0 0 π 0 0 
0 1 0 α1 0 0 π/2 A2(1+exp(–α1)) 2/4
1 0 α1 0 π π –π/2 A2(1+exp(–α1)) 2/4
1 1 α1 α1 π 0 0 0 
 
 
8.1.2 Experimental demonstration 
 Figure 8.2 shows the experimental setup. Three CW light sources at different 
wavelengths were used. The 1547 nm CW light was modulated with a 2.5 Gbit/s 215–1 
PRBS data by an IM. The 1553 nm CW light was modulated with a 2.5 GHz sinusoidal 
clock signal and controlled by a delay line for temporal alignment with the NRZ-OOK 
signal. The 1550 nm CW light was used as a probe light. The average powers of the 
probe light, NRZ-OOK and clock signals were 1.1, 0.18 and –0.32 dBm, respectively. 
An output was obtained from output port 2 and filtered out by a 2 nm BPF centered at 
1550 nm. After that, the signal was transmitted to a photodiode for detection through a 
50 km transmission. 
 
 
Figure 8.2 Experimental setup of the proposed scheme. 
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Figure 8.3 Experimental setup of the proposed sheme. (a) and (b) Input clock and 
NRZ-OOK signals. (c) Converted PSK-Manchester signal. (d) and (e) Interference 
outputs. 
 
The waveforms of the input and converted PSK-Manchester signals are illustrated 
in Figs. 8.3(a)-(c). In the PSK-Manchester signal, pulses, representing bit ‘0’, appear in 
the first half bit duration and pulses for bit ‘1’ are in the second half bit duration, which 
conforms the theoretical analysis. Besides the characteristic of binary pulse position, 
binary phase shift of the converted signal is verified by interferencing with the original 
CW light. The signal quality is affected by the speed of the phase recovery of the SOAs. 
A blue dashed line connected between input and output forms an interferometer as 
shown in Fig. 8.2. Figs. 8.3(d) and (e) show the outputs of interference conditions. 
Under the constructive interference condition, pulses for bit ‘0’ are obtained, while 
pulses for bit ‘1’ appear only under the destructive interference condition. It indicates 
that there is a π-phase shift between bit ‘0’ and ‘1’, which is consistent with the 
theoretical analysis as well. 
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Figure 8.4 (a) Measured BER performances. (b) and (c) Eye diagrams of NRZ-OOK 
and PSK-Manchester signals without transmission at BER=10–9. 
 
 Bit error rate (BER) for both NRZ-OOK and converted PSK-Manchester signals 
are depicted in Fig. 8.4(a). The converted PSK-Manchester signal has better 
performances and when BER=10–9 there is 0.3 and 0.6 dB improvement in the 
back-to-back situation and after 50 km transmission. The signal quality of 
PSK-Manchester signal is degraded, which can be observed from eye diagrams as 
shown in Figs. 8.4(b) and (c). Since the signal with Manchester format consumes only 
half energy compared to that with NRZ-OOK format, this enhanced energy efficiency 
makes up the degradation. 
 
8.1.3 Improvement in operating speed 
 It is worth noting that the data rate is limited by the slow phase recovery of the 
SOAs (>120ps). In the calculation, we investigate the conversion at the data rate of 40 
Gbit/s using two SOAs with 10-90% phase recovery of about 40 ps, as shown in Fig. 
8.5(a). Figs. 8.5(b) and (c) illustrate clear eye diagrams of the NRZ-OOK and converted 
PSK-Manchester signals. Error-free (BER<10–9) conversion in the calculation indicates 
that it has the potential to improve the operating speed if SOAs with fast phase recovery 
are employed in the proposed scheme. 
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Figure 8.5 (a) Calculated phase recovery of the SOAs. (b) and (c) Eye diagrams of 
calculated 40 Gbit/s NRZ-OOK and converted PSK-Manchester signals. 
 
8.2 DQPSK to OOK format conversion 
 In the past few years, various kinds of all-optical modulation format conversion 
schemes have been investigated, among which considerable schemes focused on the 
conversions from OOK to PSK modulations. These schemes were based on the different 
types of techniques, e.g. from NRZ-OOK to RZ-BPSK, QPSK and 8PSK using optical 
HNLF [203], from NRZ-OOK to RZ-BPSK and RZ-QPSK using SOA-MZI wavelength 
converter [204], and NRZ to BPSK and QPSK using cascaded MRRs [205]. 
 
 
Figure 8.6 Proposed scheme in the network structure. 
 
It is also important to achieve the modulation format conversion from PSK to OOK 
in order to realize the transparent downlink connection between two different networks. 
For instance, wide area network (WAN) supports long-distance and high-capacity 
communication, in which PSK modulation formats, such as DPSK, DQPSK, BPSK and 
 
Chapter 8 All-Optical Modulation Format Conversion 
 122
QPSK, are preferably adopted due to their high transmission capacity, high spectral 
efficiency and high tolerance in the long-haul transmission, as shown in Fig. 8.6. On the 
other hand, in the metropolitan area network (MAN), OOK modulation format is 
suitable because of its simplicity in system structure and high cost-effectiveness. In 
[206], NRZ-DPSK to RZ-OOK format conversion scheme using optical delay line 
interferometer and SOA was demonstrated. Furthermore, it is necessary to perform 
advanced PSK (DQPSK, QPSK and 8PSK etc.) to OOK modulation format conversion 
to satisfy different preference of a variety of networks. 
 In this section, we demonstrate all-optical RZ-DQPSK to RZ-OOK modulation 
format conversion. 
 
8.2.1 Operation principle 
The operation principle of the proposed scheme is shown in the Fig. 8.7. The 
DQPSK data is firstly demodulated by an MZI, which is incorporated with a delay of 
one-symbol duration and ±π/4 phase shifts. After the demodulation, two sequences of 
pulses are generated in the OOK format, at points α and β in Fig. 8.7. However, the 
extinction ratio (ER) is only 7.66 dB, due to the incomplete in-phase and out-of-phase 
interference, and these signals with low ER are not suitable for further transmission. To 
suppress the unwanted low-intensity pulses and separate two channels (I and Q channels 
of DQPSK data), a supercontinuum (SC) based optical thresholding scheme is 
employed, which consists of an erbium doped fiber amplifier (EDFA), a DFF and a BPF 
[116]. The pulses with high intensity can generate SC in the DFF, while the unwanted 
low-intensity pulses are unable to produce SC. The followed filters centered at two 
different wavelengths allow the SC generated by the high-intensity pulses pass through 
and make a separation of the two channels. The signals after the thresholder are shown 
at points γ and δ in Fig. 8.7. The high-intensity pulses remain while the low-intensity 
pulses are removed. 
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Figure 8.7 The operation principle of DQPSK to OOK modulation format conversion. 
 
8.2.2 Experimental demonstration 
 The characteristics of a SC based optical thresholder are analyzed by using filters 
with different bandwidth (∆λ=1, 2 and 5 nm). The two filters were centered at 1545 nm 
and 1555 nm, as shown in Fig. 8.8(a). A 2.4 ps (FWHM) optical pulse train at the 
repetition rate of 10 GHz was used. The measured power transfer function is depicted in 
Fig. 8.8(b). The measured operation power of the thresholder was about 25 mW in 
average, which meant the peak power is about 1 W (or 2.5 pJ/bit). When the filter was 
centered in the 1555 nm, it could achieve higher output power, since the SC was 
generated more efficiently on the right side of 1550 nm, due to the characteristics of the 
DFF. The optical thresholder using wide bandwidth filter had high power conversion 
efficiency (the ratio between output power and input power). To avoid the increase of 
the pulse intensity fluctuation, a flat power transfer function is desirable. Thus, the 
flatness of the transfer function was studied by measuring the range of the input power 
when the output power changes 10% of the maximum output power, as labeled in Fig. 
8.8(b). The optical thresholder using narrow bandwidth filter had flatter transfer 
function. Therefore, there was a tradeoff in choosing BPF in the optical thresholder. The 
narrow bandwidth filter was preferred in terms of the flatness of the transfer function 
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and the spectrum utilization efficiency, while the optical thresholder using wide 
bandwidth filter had higher power conversion efficiency. 
 
 
Figure 8.8 (a) Measured spectra of A: demodulated DQPSK signal, B: filter response at 
1545 nm, C: filter response at 1555nm and D: generated SC. (b) Power transfer function 
of the SC based optical thresholder. 
 
 
Figure 8.9 Experiment setup of DQPSK to OOK modulation format conversion. 
 
Figure 8.9 shows the experimental setup for the demonstration of the DQPSK to 
OOK modulation conversion. A sequence of 2.4 ps Gaussian shaped pulses at the 
repetition rate of 10 GHz were modulated with two pre-coded 10 Gbit/s data sequences 
with the length of 29–1. After that, the modulated pulse train was transmitted to the 
receiving side. In the transmission line, chromatic dispersion in the optical signals was 
compensated by a dispersion compensation fiber and the total transmission distance was 
50 km. The pulses were broadened to 2.9 ps after the transmission due to the residual 
chromatic dispersion.  
 
Chapter 8 All-Optical Modulation Format Conversion 
 125
 
 
Figure 8.10 (a) Demodulated signals and (b) eye diagram for I-channel. (c) Signals after 
optical thresholder and (d) eye diagram for I-channel. (e) Demodulated signals and (f) 
eye diagram for Q-channel. (g) Signals after optical thresholder and (h) eye diagram for 
Q-channel. 
 
In the receiving side, a DQPSK demodulator was used to recover the data of I- and 
Q-channels. The demodulated signals were in OOK format, as illustrated in Figs. 8.10(a) 
and (e). Nonetheless, the existence of the unwanted low-intensity pulses degraded the 
eye diagrams (Figs. 8.10(b) and (f)). Then, the demodulated signals were processed by 
the optical thresholder. The input power was well controlled to the optimum point. The 
signals after the optical thresholder using 2 nm filter are shown in Fig. 8.10(c) and (g). 
The low-intensity pulses were efficiently suppressed and clear open eyes could be 
observed. Besides, the data on the I- and Q-channels were allocated into 1555 nm and 
1545nm, separately. 
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Figure 8.11 BER performances for DQPSK and OOK data using different filters with 
and without 50 km transmission. 
 
 The measured BER performances are depicted in Fig. 8.11. In the case of 
back-to-back transmission, the modulation format conversions from DQPSK to OOK 
have power penalties of about 3.2 to 4.3 dB at BER of 10–9. After 50 km transmission, 
in the case without the assistance of the optical thresholding scheme, an error-floor is 
observed (the most right two curves in Fig. 8.11). When the optical thresholding scheme 
is employed, error free transmissions (BER<10–9) are achieved for all cases. The power 
penalties become 3.7 to 5 dB. In these power penalties, the amount of 3 dB is attributed 
to the discrepancy in the receiving sensitivity of the direct detection and the balanced 
detection. In addition, it has better BER performances when the filters of 2 nm and 5 nm 
bandwidth are used, since the higher power conversion can be achieved in the optical 
thresholder, compared to that when the filter of 1 nm bandwidth is used. 
 
8.3 Summary 
 In this chapter, two all-optical modulation format conversion schemes are 
demonstrated. 
 The first modulation format scheme is a NRZ-OOK to PSK-Manchester modulation 
format conversion. The operation principle is theoretically analyzed. The scheme uses 
an SOA-MZI based XOR logic gate. In the experiment, an error-free conversion from 
NRZ-OOK to PSK-Manchester format is achieved and the characteristics of binary 
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pulse position and binary phase shift of the converted PSK-Manchester signal are 
investigated. According to the calculation results, the proposed scheme has the potential 
to operate at a high data rate. This SOA-MZI based modulation format conversion 
scheme allows photonic integration. 
 In the second scheme, an all-optical RZ-DQPSK to RZ-OOK modulation format 
conversion is demonstrated. The scheme uses the SC based optical thresholder, which is 
widely used to suppress the MAI noises in the OCDMA systems. The optical 
thresholder is investigated by changing the BPFs with different bandwidths. Thanks to 
the regeneration of high-intensity pulses and the suppression of low-intensity pulses, 
error-free transmissions (BER<10–9) are achieved for the converted OOK signals after a 
50 km DQPSK transmission at 10 Gbaud. Meanwhile, the modulation format 
conversion allocates the data on the two DQPSK channels into two different 
wavelengths, realizing the wavelength division. 
The modulation format conversion schemes cater to the preferences of the networks 
employing different modulation formats and multiplexing techniques and they are 
promising techniques for future diversified networks. 
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Chapter 9 
Conclusions and Future Research Directions 
 We have developed OCDMA systems in the various aspects including coding 
devices, security vulnerability, advanced modulation format as well as PON structure. In 
addition, inspired by the techniques of nonlinear signal processing in the OCDMA 
systems, we have conducted some researches on signal processing in the field of 
waveform generation, arithmetic operation and modulation format conversion. In this 
chapter, we summarize our researches in detail and then propose some possible research 
opportunities based on our present work. 
 
9.1 Conclusion 
 Our researches presented in this thesis are summarized as follows. 
 FBG based optical coding device 
 Optical coding devices are key components in the OCDMA systems, which are able 
to provide security for transmitted signals. However, this plausible fact needs a deep 
discussion. We have found that the code information can be extracted from the signals 
encoded by the conventional 0/π-SSFBG en/decoders, which results in serious security 
vulnerability. To improve the security, we have proposed ±π/2-SSFBG en/decoders, 
which can conceal code information in the encoded signal very well, especially using 
short pulse (pulse width < chip duration) as an input signal. Besides the improvement in 
security, we have investigated the hybrid use of 0/π-SSFBG and ±π/2-SSFBG 
en/decoders in the OCDMA systems with both intensity and phase modulations. 
±π/2-SSFBG en/decoders can be simultaneously employed with 0/π-SSFBG 
en/decoders in the same system due to their good correlation properties. This capability 
makes it possible to reutilize the same codes from the limited code space. 
 We have also designed another FBG based coding device, which can realize code 
recognition and chromatic dispersion compensation at the same time, using 
layer-peeling synthesis method. We have calculated the tolerance of the phase shifts in 
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the fabrication. According to our simulation results, DC-FBG decoders can correctly 
decode the signals after a dispersive transmission. Compared to conventional decoding 
devices, DC-FBG decoders present a better performance in the OCDMA systems 
without dispersion compensation, especially at a high data rate. 
 
 Eavesdropping schemes 
 We have demonstrated two eavesdropping schemes to attack single-user 
DPSK-OCDMA and CSK-OCDMA systems. The one-bit delay interference detection 
can figure out the difference in phase between two adjacent encoded signals, while the 
differential detection can distinguish the discrepancy in waveform between any two 
encoded signals. Eavesdroppers can easily intercept confidential data from encoded 
signals in the DPSK-OCDMA and CSK-OCDMA systems using the one-bit delay 
interference detection and attack CSK-OCDMA system using the differential detection 
without any knowledge of code. It reveals the vulnerability of both OCDMA systems 
and requires strengthening the secure optical transmission systems to avoid 
eavesdropping from the both unauthorized detections. 
 
 Orthogonal DPSK/CSK modulation 
 To increase transmission capacity and improve security, we have presented an 
orthogonal modulation format based on DPSK and CSK. In the experiment, we have 
achieved a 2 bit/symbol 10 Gsymbol/s error-free transmission using the orthogonal 
modulation. We have also evaluated the security of this new system. The security 
vulnerability of CSK data still occurs if the system is attacked by using the differential 
detection, while fortunately DSPK data is well submerged in the encoded signals 
against the attack from the one-bit delay interference detection. Furthermore, the system 
allows the use of advanced multi-level modulation in both DPSK and CSK modulation 
formats and it implies that the transmission capacity can be further improved. 
 
 Source-free-ONU OCDMA-PON 
 We have proposed a full-asynchronous gigabit-symmetric OCDMA-PON, in which 
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a remodulation scheme is used, allowing ONUs source-free, and a self-clocked time 
gate is employed to extract the decoded signals. The duplex transmission is based on 
DPSK downstream and remodulated OOK upstream transmissions. In the upstream 
transmission, no light sources are needed because the upstream data is directly 
modulated to the same optical carrier of the downstream. The reuse of optical carrier 
reduces the cost of each ONU and simplifies the system structure. Another remarkable 
technique used in this OCDMA-PON is a self-clocked time gate. The clock signal can 
be regenerated from the decoded signals by using SC based thresholder. Then, the target 
decoded signal can be extracted by using FWM based time gating. With the help of this 
self-clocked time gate, we can improve the signal quality of decoded signal and realize 
asynchronization of the duplex transmission. In the experimental demonstration, we 
have achieved 4-user 10 Gbit/s/user OCDMA-PON over 50 km transmission. 
 
 Various waveform generation 
 We have proposed and demonstrated a waveform generation scheme which only 
employs a single-stage DD-MZM and a first-order dispersive element. Besides, we have 
built a theoretical model, derived mathematical expressions of the scheme and 
developed an algorithm to predict the waveform generation. According to the theoretical 
analysis, we have found that there are four variables contributing to the waveform 
generation. By using different combinations of these four variables, various waveforms 
have been theoretically and experimentally generated at 10 GHz including short pulse, 
trapezoidal, triangular and sawtooth waveforms and doublet pulse. Furthermore, we 
have investigated the characteristics of these waveforms by calculating the gradient and 
the instantaneous frequency. Last but not least, the scheme has two beneficial features, 
tunable repetition rate and adjustable optical center wavelength. 
 
 All-optical half-adder and half-subtracter 
 We have demonstrated an all-optical simultaneous half-addition and 
half-subtraction scheme. In this scheme, only two SOAs are used and no additional 
assist light source is needed. We have successfully achieve the error-free half-addition 
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and half-subtraction operations of two 10 Gbit/s RZ-OOK signals with the pattern 
length of 215–1. No data pattern dependence phenomenon is observed. Due to the use of 
SOAs, this multi-functional arithmetic scheme has the potential to be developed into an 
integrated device. 
 
 Modulation format conversion 
 To satisfy the diversity of the optical communication network, we have carried out 
the researches on two modulation format conversion schemes. 
We firstly demonstrated NRZ-OOK to PSK-Manchester modulation format 
conversion. NRZ-OOK format has good resilience to chromatic dispersion and high 
tolerance to timing jitter, while PSK-Manchester format presents a strong tolerance to 
beat interference noises. Thus, these two kinds of modulation formats are suitable to 
different situations. For example, NRZ-OOK format is widely used in the high-speed 
OTDM network, and PSK-Manchester format is suggested to be used in the WDM 
network. We have accomplished a 2.5 Gbit/s NRZ-OOK to PSK-Manchester format 
conversion using an SOA-MZI based XOR gate. The theoretical analysis indicates that 
the operating speed can be further improved by employing SOAs with fast phase 
recovery. 
We have also conducted the research on RZ-DQPSK to RZ-OOK modulation 
format conversion. These two kinds of modulation formats are suitable for the network 
with different capacity. RZ-DQPSK is suitable for a WAN which supports high capacity 
and long distance communication, while RZ-OOK is adequate to a MAN where low 
cost and simple system are preferred by end users. In the demonstration, we have used a 
SC based thresholder, which is often used in the OCDMA systems, to realize a 10 
Gbaud conversion after a 50 km RZ-DQPSK transmission to RZ-OOK format. The 
RZ-OOK signals after the conversion are allocated at two wavelengths. 
 
9.2 Future Research Directions 
 Some research opportunities are summarized as below. 
 In Chapter 2, two novel FBG based coding devices are proposed. The hybrid use of 
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0/π-SSFBG and ±π/2-SSFBG en/decoders enables an efficient use of available codes. 
Besides, DC-FBG en/decoders have been realized in the later research work [122]. A 
well-designed network is preferred to efficiently utilize these coding devices to 
optimize the use of their unique properties. 
 
 It is a challenge but also very necessary to build an optical communication system 
with high security. An in-depth consideration should be made before the design of 
secure optical communication systems. It should be kept in mind that the systems 
should be immune to all kinds of eavesdropping methods including energy detection, 
one-bit delay interference detection as well as differential detection. 
 
 To be competitive with other candidates in the access networks, OCDMA systems 
should significantly improve the transmission capacity. A lot of aspects should be 
improved. For example, some advanced modulation formats such as QAM 
techniques can be used in the systems. Besides, the developments of optical codes 
with good aperiodic correlation properties as well as coding devices with the ability 
to handle long codes are essential. 
 
 As a photonic-assisted waveform generator, the proposed various waveform 
generation scheme has significant latent capacity. Firstly, it has potential to generate 
more useful waveforms. According to our analysis, there are only four variables 
affecting the waveform generation, but these four variables can be changed not only 
in magnitude but also in formats, which results in more combinations. For example, 
in our work, the RF signal is a sinusoidal wave. If the RF signal is changed to other 
formats, triangular or square wave, the scheme may produce more varieties of 
waveforms. Secondly, the repetition rate can be further increased. At a conservative 
estimation based on the characteristics of the device, the scheme can generate 
waveforms at a repetition rate up to 18 GHz. Thirdly, the scheme may simultaneously 
generate waveforms at two different wavelengths if two CW lights at two 
wavelengths are used as input signals. 
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