A fundamental differential system of Riemannian geometry by Albuquerque, Rui
ar
X
iv
:1
11
2.
32
13
v5
  [
ma
th.
DG
]  
18
 A
pr
 20
18
A fundamental differential system of
Riemannian geometry
R. Albuquerque
November 4, 2018
Abstract
We discover a fundamental exterior differential system of Riemannian geo-
metry; indeed, an intrinsic and invariant global system of differential forms of
degree n associated to any given oriented Riemannian manifold M of dimen-
sion n + 1. The framework is that of the tangent sphere bundle of M . We
generalise to a Riemannian setting some results from the theory of hypersur-
faces in flat Euclidean space. We give new applications and examples of the
associated Euler-Lagrange differential systems.
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1 Introduction
It is a remarkable feature of differential geometry that so many questions may be
addressed through the theory of exterior differential systems. In the present article
we concentrate on a well-known contact system, which we expand to a new global
invariantly defined exterior differential system of Riemannian geometry.
Given an oriented smooth Riemannian n + 1-dimensional manifold M , we start
by recalling the metric contact structure defined by the Sasaki metric and the non-
vanishing canonical 1-form θ on the total space of the constant radius s > 0 tangent
1
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sphere bundle SsM −→M . Then we turn to our main purpose, which is the study
of a system of natural n-forms existing always on SsM :
α0, α1, . . . , αn. (1)
Each of these n-forms on the contact 2n+ 1-manifold (SsM, θ) and their C
∞ linear
combinations assume the natural role of Lagrangian forms. So they induce vari-
ational principles of the underlying exterior differential system. The study of the
Lagrangians αi, 0 ≤ i ≤ n, may be pursued through various fields. In order to be
succint, let us assume s = 1 for the moment. One simple structural equation is then
∗ αi = (−1)n−iθ ∧ αn−i. (2)
Suppose we have an adapted local coframe on S1M , a basis of 1-forms e
0,
e1, . . . , en, en+1, . . . , e2n, where θ = e0, the e0, e1, . . . , en are horizontal and the re-
maining are vertical (the definition of adapted coframe is given below, following the
usual tangent manifold tensor decomposition and with the ei corresponding to ei+n).
Then, in case n = 1, we have a global coframing of θ and the two 1-forms α0 = e
1
and α1 = e
2. The following formulas for a surface, where c denotes the Gaussian
curvature of M , are well-known as Cartan Structural Equations. They have been
deduced in a purely Riemannian fashion in [18, Chapter 7.2]:
dθ = α1 ∧ α0,
dα1 = c α0 ∧ θ, dα0 = θ ∧ α1.
(3)
In this article, in Theorem 2.1, we deduce general formulas for dαi, i = 0, 1, . . . , n,
in all dimensions. These structural equations lead to new applications. In case n = 2,
we have (ejk = ej ∧ ek)
α0 = e
12, α1 = e
14 + e32, α2 = e
34, (4)
and then
−1
2
dθ ∧ dθ = α0 ∧ α2 = −1
2
α1 ∧ α1,
dα2 = Rξα2, dα1 = 2θ ∧ α2 − r vol, dα0 = θ ∧ α1
(5)
where vol = θ ∧ α0 is the pullback of the volume-form of M and Rξα2 and r are a
curvature dependent 3-form and function respectively.
It is quite remarkable that for any given metric of constant sectional curvature
c we have the formulas, for all i = 0, . . . , n,
dαi = θ ∧
(
(i+ 1)αi+1 − c(n− i+ 1)αi−1
)
,
d(∗αi) = 0.
(6)
For c = 0 we may say these are the differential versions of the quite well-known
Hsiung-Minkowski identities.
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We also show how the forms relate to certain calibrated geometries and, at least,
to one special Riemannian geometry of G2-twistor space. The latter consists of a
natural G2 structure existing always on S1M for any given oriented Riemannian
4-manifold M , firstly discovered in [6] and which brought a new field of interaction
with Einstein metrics.
In Theorem 2.3 we find the essential result which is behind the case of G2-
twistors. We prove that an oriented Riemannian n + 1-manifold is Einstein if and
only if αn−2 is coclosed. The index i in αi certainly relates to a degree of Riemannian
complexity, notwithstanding αn, αn−1 being always coclosed and all the n-forms
being coclosed if M has constant sectional curvature.
Further applications of the natural Lagrangians go through an analysis of the
Euler-Lagrange equations of the first few, i = 0, 1, 2, functionals Fi(N) =
∫
Nˆ
αi
on the set of submanifolds N →֒ M with natural lift Nˆ into S1M . These follow
as applied in similar context by known references in metric problems on space-
forms, cf. [8, 16]. Indeed the pullback of the αi coincides with (−1)i times the ith-
symmetric polynomial on the principal curvatures ofN , now in a general Riemannian
framework. With these methods we are able to give in Theorem 3.5 a new proof
of the Hsiung-Minkowski identities in Euclidean space, cf. [12, 15]. One may also
study problems regarding linear Weingarten equations, whose significance is revealed
through the flat metric case in [8], but we do not pursue these here.
Throughout the text the reader will notice that we pursue some of the conse-
quences of (6). As the equations show, the interplay with submanifold theory of
space-forms seems to be a most promising feature of the new n-forms. For instance,
(6) yields partly the variational principle statement of [16, Theorem B], cf. Theorem
3.3.
The question of finding infinitesimal symmetries and conservation laws of La-
grangian systems is recalled below and applied to our system. The flat case is
known to be quite difficult; we give some results for an ambient manifold of any
constant sectional curvature c and for a Lagrangian system with certain constant
coefficients.
In searching the literature, we conclude that the differential system of the θ,
α0, . . . , αn appears also in [8, p. 32], in a similar form. It is used in contact systems
applied to studies of the geometry of hypersurfaces in Euclidean space Rn+1. The
particular case of the structural equations (6), with c = 0, may thus be said to be
already known.
The author of this article is very grateful to a generous referee, whose clever
reading and comments much benefited the final text. He is also grateful to a Marie
Curie Fellowship he received from the “FP7 Program” of the European Union after
the findings which can be seen here below.
R. Albuquerque 4
2 The natural exterior differential system on SsM
2.1 Geometry of the tangent sphere bundle
Let M be an n + 1-dimensional smooth Riemannian manifold with metric tensor
g = 〈 , 〉. We need to recall some basic differential geometry concepts for the
study of the total space of the tangent bundle π : TM −→ M . The theory has
been thoroughly developed by various mathematicians in the last six decades. Our
technique, recalled below, was introduced in [1, 2, 4].
The total space TM is well-known to be a 2n+2-dimensional smooth manifold. A
canonical atlas arises from any given atlas of M and induces a natural isomorphism
V := ker dπ ≃ π∗TM of vector bundles over TM . This clearly agrees fibrewise with
the tangent bundle to the fibres of TM . Supposing just a linear connection ∇ is
given on M , then the tangent bundle of TM splits as TTM = H ⊕ V , where H is
a sub-vector bundle (depending on ∇). Clearly the horizontal sub-bundle H is also
isomorphic to π∗TM through the map dπ. We may thus define an endomorphism
B : TTM −→ TTM (7)
which transforms H into V in the obvious way and vanishes on the vertical sub-
bundle. B is called the mirror map.
There is a canonical vertical vector field ξ over TM , well defined by ξu = u, ∀u ∈
TM . Note that ξ is independent of the connection and the vector ξu lies in the
vertical side Vu, ∀u ∈ TM . Henceforth there exists a unique horizontal canonical
vector field, here formally denoted Btξ ∈ H , such that B(Btξ) = ξ. Such vector
field is known as the geodesic spray of the connection, cf. [17]. Proceeding in
this reasoning, we let ∇∗ = π∗∇ denote the pullback connection on π∗TM and let
(·)h, (·)v denote the projections of tangent vectors onto their H and V components.
Then, ∀w ∈ TTM ,
∇∗wξ = wv and H = ker(∇∗· ξ). (8)
The manifold TM also inherits a linear connection, still denoted ∇∗, which is
just ∇∗ ⊕∇∗ according with the canonical decomposition
TTM = H ⊕ V ≃ π∗TM ⊕ π∗TM. (9)
Of course, the connecting endomorphism B is parallel for such ∇∗. Furthermore,
the theory tells us that, for a torsion-free connection ∇, the torsion of ∇∗ is given,
∀v, w ∈ TTM , by
T∇
∗
(v, w) = R∇
∗
(v, w)ξ = π∗R∇(v, w)ξ := Rξ(v, w) (10)
where R∇
∗
, R∇ denote the curvature tensors (the proof of (10) being recalled in
Section 4). This tells us the torsion is vertically valued and only depends on the
horizontal directions. In the third identity the tensor Rξ ∈ Ω2TM (V ) is defined.
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We finally turn to the given metric tensor g on M . Recall the Sasaki metric
on TM , here also denoted by g, is given naturally by the pullback of the metric
on M both to H and V . The restriction B : H → V of the mirror map is then a
parallel and metric-preserving morphism. We employ the notation Bt for the adjoint
endomorphism of B, which equals the inverse in the case of the referred restriction.
Moreover, we have that J = B − Bt is the well-known almost complex structure
on TM . In particular our manifold is always oriented. Of course, ∇g = 0 implies
∇∗g = 0.
Certainly one may continue to establish the construction with any metric con-
nection, but now we assume the given ∇ is the Levi-Civita connection of M .
Let us consider the tangent sphere bundle SsM −→ M with any fixed constant
radius s > 0,
SsM = {u ∈ TM : ‖u‖ = s}. (11)
This hypersurface is also given by the locus of 〈ξ, ξ〉 = s2. Using (8) we deduce
T (SsM) = ξ
⊥ ⊂ TTM . Since TM is orientable, SsM is also always orientable —
the restriction of ξ/‖ξ‖ being a unit normal. Moreover, for any u ∈ TM\0, we
may find a local horizontal orthonormal frame e0, e1 . . . , en, on a neighbourhood of
u 6= 0, such that e0 = Btξ/‖ξ‖ (the existence of such moving frame relies on the
smoothness of the Gram-Schmidt process and the action of the orthogonal group).
Note that any frame in H extended with its mirror in V clearly determines an
orientation on the manifold TM . We always adopt the order ‘first H then V ’.
The mere existence of a parallel n + 1-form on M would be interesting enough
for our purposes, but here we assume once and for all the manifold is oriented. We
let
αn =
ξ
‖ξ‖y(π
−1volM) (12)
where π−1volM is the vertical pullback of the volume-form of M . And let vol denote
the pullback by π of the volume-form of M :
vol = π∗volM . (13)
With the dual horizontal coframing {e0, e1, . . . , en}, where e0 = e♭0, clearly the iden-
tity vol = e0 ∧ · · · ∧ en is satisfied. Joining in the mirror subset { ξ♭
‖ξ‖
, en+1, . . . , e2n},
this is, the forms defined by en+i(ej+n) = e
i(ej) = δ
i
j , e
n+i(ej) = e
i(ej+n) = 0, ∀i, j,
we may then use the following volume-form of TM :
volTM = (−1)n+1e0 ∧ e1 ∧ · · · ∧ en ∧ ξ
♭
‖ξ‖ ∧ e
n+1 ∧ · · · ∧ e(2n)
=
1
s
ξ♭ ∧ vol ∧ αn.
(14)
In this way, the orientation (ξ/s)yvolTM of the Riemannian submanifold SsM agrees
with vol ∧ αn = e01···(2n) = e0 ∧ e1 ∧ · · · ∧ en ∧ · · · ∧ e(2n). We shall assume always
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the canonical orientation is given by vol ∧ αn on SsM (we omit the notation of the
restriction of those forms to the hypersurface). A direct orthonormal frame as the
one introduced previously is said to be adapted.
To ease the notation we let S denote the total space SsM with any s freely
chosen, only recalled when necessary.
The submanifold S admits a metric linear connection ∇>, as we shall see next.
For any vector fields y, z on S, the covariant derivative ∇∗yz is well-defined and,
admitting y, z perpendicular to ξ, we just have to add a correction term:
∇>y z = ∇∗yz −
1
s2
〈∇∗yz, ξ〉ξ = ∇∗yz +
1
s2
〈yv, zv〉ξ. (15)
Since 〈Rξ(y, z), ξ〉 = 0, we see from (10) that a torsion-free connection D is given by
Dyz = ∇>y z− 12Rξ(y, z). We remark D is not the Levi-Civita connection in general,
with further details on homotheties, topology and metric connections on S being
found in [1, 2, 4].
2.2 The contact structure and the fundamental differential
forms
Continuing the above, we let θ denote the 1-form on S
θ = 〈ξ, B · 〉 = s e0. (16)
The differential geometry of S is much determined by the following proposition,
whose proof shall be recalled in Section 4. The result was essentially deduced by
Y. Tashiro through chart computations, cf. [9, 19].
Proposition 2.1 (Y. Tashiro). We have dθ = e(1+n)1+ · · ·+ e(2n)n. In other words,
∀v, w ∈ TS,
dθ(v, w) = 〈v, Bw〉 − 〈w,Bv〉. (17)
It follows that (S, θ) is a contact manifold. In fact, θ∧(dθ)n = (−1)n(n+1)2 n!s vol∧
αn 6= 0, as we shall care to establish later.
We observe here that the expression of dθ is not linear in s, lest one should be
driven to conclude so. This shows the relative importance of the computations being
done with any radius albeit constant.
Remark. We may also describe a metric contact structure on S. Finding the
correct weights on the fixed metric, the 1-form θ and the so-called Reeb vector field,
which of course is a multiple of Btξ, gives
gˆ =
1
4s2
g, ξˆ = 2Btξ, η = gˆ(ξˆ, · ) = 1
2s2
θ, ϕ = B −Bt − 2ξ ⊗ η. (18)
Then η(ξˆ) = 1, ϕ(ξˆ) = 0, ϕ2 = −1+η⊗ξˆ, gˆ(ϕ · , ϕ · ) = gˆ−η⊗η and dη = 2gˆ( · , ϕ · )
as required. Such metric contact structure is Sasakian if and only if M has constant
sectional curvature 1/s2, a result which is first proved for s = 1 by Tashiro in [19].
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Before finally introducing the n + 1 natural n-forms on S with any constant
radius s, let us define for any 0 ≤ i ≤ n the rational number
ni =
1
i!(n− i)! . (19)
Continuing with the notation and the adapted frame introduced earlier, we have
first with π−1volM the vertical pullback, cf. (12),
αn =
ξ
‖ξ‖y(π
−1volM) = e
(n+1) ∧ · · · ∧ e(2n). (20)
Then, finally, for each i, we define the n-form αi by
αi = ni αn ◦ (Bn−i ∧ 1iTS), (21)
this is, ∀v1, . . . , vn ∈ TS,
αi(v1, . . . , vn) = ni
∑
σ∈Sn
sg(σ)αn(Bvσ1 , . . . , Bvσn−i , vσn−i+1 , . . . , vσn). (22)
Of course, Sn denotes the symmetric group and 1 = 1TS denotes the identity endo-
morphism of TS. Note that Bi = ∧iB = B ∧ · · · ∧ B with i factors. The notation
α ◦ (Bi ∧ 1n−i) shall be duly justified in Section 4. Notice αn is unambiguously
defined since αn ◦ ∧n1 = n!αn. We remark also that α0 = e1...n, which justifies the
introduction of the weight ni. For convenience of notation we define αn+1 = α−1 = 0.
The reader may see all the αi for the cases n = 1, 2 in the Introduction section.
Let ∗ denote the Hodge star-operator on S. Of course, it satisfies ∗∗ = 1Λ∗
S
.
Proposition 2.2 (Basic structure equations). For any 0 ≤ i ≤ n we have:
∗ θ = s α0 ∧ αn = s(−1)
n(n+1)
2
n!
(dθ)n, (23)
∗ (dθ)i = (−1)n(n+1)2 i!
(n− i)!s θ ∧ (dθ)
n−i, ∗αi = (−1)
n−i
s
θ ∧ αn−i. (24)
Moreover,
αi ∧ dθ = 0 and αi ∧ αj = 0, ∀j 6= n− i. (25)
The proof of all propositions and theorems in this sub-section is relegated to
Section 4. Next we use the notation Rlkij = 〈R∇(ei, ej)ek, el〉 with
R∇(ei, ej)ek = ∇ei∇ejek −∇ej∇eiek −∇[ei,ej ]ek. (26)
Theorem 2.1 (1st-order structure equations). We have
dαi =
1
s2
(i+ 1) θ ∧ αi+1 +Rξαi (27)
where
Rξαi =
∑
0≤j<q≤n
n∑
p=1
sRp0jq e
jq ∧ ep+nyαi. (28)
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We have in particular the formulasRξα0 = 0, Rξα1 = −rs vol = −r θ∧α0, where
r = 1
s2
π−1Ric (ξ, ξ) is a smooth function on S determined by the Ricci curvature of
M . In other words, r is defined by
u ∈ S 7−→ r(u) = 1
s2
Ric π(u)(u, u)
=
1
s2
trR∇π(u)( · , u)u =
n∑
j=1
Rj0j0. (29)
We therefore write
dα0 =
1
s2
θ ∧ α1 (30)
and
dα1 =
2
s2
θ ∧ α2 − r θ ∧ α0. (31)
Also we remark
dαn = Rξαn
=
∑
0≤j<q≤n
n∑
p=1
(−1)p−1sRp0jq ejq ∧ e(n+1)···(̂n+p)···(2n). (32)
Since
d(Rξαi) = 1
s2
(i+ 1) θ ∧Rξαi+1, (33)
we have
dθ ∧ Rξαi = 0. (34)
We recall the decomposition of n-forms under the trivial plus twice the stan-
dard representation of the special orthogonal group SO(n) on R2n+1 = R ⊕ 2Rn.
This induces the decomposition Λn(R2n+1) = ⊕l+p+q=nΛl(R)⊗Λp(Rn)⊗Λq(Rn). It
has as invariants, giving the 1-dimensional representations, the forms θε ∧ (dθ)[n2 ],
α0, . . . , αn, where ε = 0 or 1 according to the parity of n.
We call the d-closed ideal generated by the set of differential forms θ, α1, . . . , αn
the natural exterior differential system on the tangent sphere bundle of M .
On the case of flat space M = Rn+1 our system coincides essentially with that
defined by Bryant, Griffiths and Grossman in [8, p. 32] for the purpose of the study
of Euclidean submanifolds.
Case n = 1 is due to Cartan, cf. [18], where SsM −→M is seen as the principal
SO(2)-bundle of norm s orthogonal frames. The generalisation is thus overall in the
degree of the forms, which grows linearly with n. The dimension of SsM grows lin-
early too, whereas that of any Cartan’s principal frame bundle, with the celebrated
Lie algebra valued connection 1-forms, has quadratic growth with n.
To the best of our knowledge, there exist in the literature only a few descriptions
of the exterior differential system of θ and the αi. In each, we find a distant or partial
relation with our differential system, on some fibre bundle over a given manifold.
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The closest system, in [8], has in view the solution of some geometrical problems in
Euclidean space. We also find this kind of structural n-forms in [20], defined over
Cartan’s principal conformal frame bundle, with a large symmetry group. However,
the structural equations turn out quite apart from the present, even for the case
they were designed, i.e., a conformally flat base manifold.
With the remarkable applications of differential systems within mechanical and
geometrical motivations seen in [10], we are presented with local solutions which
arguably recur to the 1- and 2-forms, respectively, of 2 and 3 dimensional base
M . In the landmark reference [7, p.152] the emphasis remains in 3-dimensional
questions, and the same is true for [11] or [13].
2.3 Some natural geometric properties
We continue with M of dimension n + 1 and SsM with any radius s > 0. In this
section we leave some computational proofs to Section 4.
It is trivial to see δθ = 0. As well as the following result.
Proposition 2.3. The differential forms αn and αn−1 are always coclosed.
Proof. Indeed, we have that d ∗ αn−1 = −1s d(θ ∧ α1) = −1s dθ ∧ α1 + 1s θ ∧ dα1 = 0
and d ∗ αn = dvol = π∗d volM = 0. 
Uniqueness of the Levi-Civita connection implies that any isometry preserves the
horizontal distributions. Hence the following trivial result.
Proposition 2.4. Let f : M −→ N be an isometry between oriented Riemannian
manifolds. Then the map fˆ : SsM −→ SsN induced by the differential of f is an
isometry and a contactomorphism which applies by pullback each αi of N to the
respective αi of M .
Let us see how the differential system behaves under restriction to totally geodesic
hypersurfaces.
Theorem 2.2. Let f : N −→ M be an n-dimensional orientable embedded totally
geodesic Riemannian hypersurface. Let fˆ denote the induced embedding SsN −→
SsM and let ~n denote the unit normal vector-field of N in M , inducing through
~nyvolM the orientation of N . Then the differential system on SsN arises in both
ways through the following formulas, for every i = 0, . . . , n− 1:
αNi = −fˆ ∗(~nvyαi+1) = −fˆ ∗(~nhyαi). (35)
Proof. Since the Levi-Civita connection ofN is the same as that ofM , the horizontal
distribution of N is mapped by fˆ∗ into that of M . Hence the mirror map on TTN
is obtained by simply restricting B on both its source and target spaces. Clearly
ξ restricts always to the tautological vector field of N . Since we know the induced
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volume-form on N it follows that αNn−1 = −fˆ ∗(~nvyαn). Since B~nv = 0 and ~nhyαn =
0, the proof is just a few computations away, though long, which we postpone to
the section entirely concerned with them. 
Another differential system worth studying is the one induced on ∂SsM , which
contains Ss∂M , for manifolds with boundary.
Now we define a new 1-form ρ to be 1
s
ξyπ−1Ric restricted to S. We are referring
to the vertical lift of the Ricci tensor, then pulled-back to S. In other words, using
an adapted frame,
ρ =
n∑
a,b=1
Ra0ab e
b+n. (36)
Recall αn, αn−1 are always coclosed (Proposition 2.3). The next theorem gives one
step further; it transforms the equation for an Einstein metric into a formally degree
1 equation.
Theorem 2.3. We have
d ∗ αn−2 = s ρ ∧ vol. (37)
The metric on M is Einstein if and only if δαn−2 = 0.
Proof. We leave the deduction of (37) to the computations section, below. The
conclusion on the metric being Einstein is found by observing how ρ is defined.
Indeed, δαn−2 = 0 if and only if at each point u ∈ S the form ξyπ−1Ric = λξ♭
for some real function λ of u. This says Ric (u, u) = λ〈u, u〉, which is the Einstein
metric condition. 
2.4 Examples and applications to special metrics
Let us see some examples of the fundamental equations associated to the tangent
sphere bundle of a given oriented Riemannian manifold M of dimension n + 1.
Example 1. From the definitions, in case n = 1 we have a global coframe
θ = s e0 , α0 = e
1 , α1 = e
2. (38)
S agrees with the total space of a principal SO(2)-bundle and is hence a parallelisable
manifold for every surface — as it is well-known. The exterior differential system
agrees with the Cartan structural equations, cf. [5, 18]:
dθ = α1 ∧ α0 , dα1 = c α0 ∧ θ , dα0 = 1
s2
θ ∧ α1 (39)
where c = R1010 is the Gaussian curvature of M . It is quite interesting to recognise
that c is non-constant in general, although a fibre constant.
Let us see the above equations in the trivial case of SsR
2 = R2 × S1s . Admitting
coordinate functions (x1, x2, u1, u2), subject to (u1)
2 + (u2)
2 = s2, we immediately
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find s e0 = u1dx
1 + u2dx
2, s e1 = −u2dx1 + u1dx2, s e2 = −u2du1 + u1du2. Using
the identity u1du1 + u2du2 = 0, we deduce straightforwardly the equations in (39).
Notice a trivial proof for non-flat coordinates is not quite at hand.
Example 2. Suppose n = 2 and s = 1. Then
α0 = e
12, α1 = e
14 + e32, α2 = e
34. (40)
The equations for αi, i = 0, 1, 2, give us the global tensors Rξα0 = 0, Rξα1 =
−r vol, cf. (29), and the very interesting new global tensor Rξα2 =
R1001e
014 +R1002e
024 +R1012e
124 − R2001e013 −R2002e023 − R2012e123. (41)
Henceforth
−1
2
dθ ∧ dθ = α0 ∧ α2 = −1
2
α1 ∧ α1,
dα2 = Rξα2 , dα1 = 2θ ∧ α2 − r vol, dα0 = θ ∧ α1.
(42)
Presently illustrative, these tensors play an important role in the case of 3-mani-
folds. We initiate the study in [5]. One may also discuss the appearance in [11, p.
461] of some relation with these equations, locally, arising from the principal frame
bundle of M and having in view an example of a hyperbolic differential system.
Example 3. It is quite interesting to consider the case of constant sectional cur-
vature c in any dimension n + 1. Since the Riemann curvature tensor is Rlkqp =
c(δlqδkp− δlpδkq), we prove in Section 4 that Rξαi = −c(n− i+1) θ∧αi−1. Recalling
α−1 = αn+1 = 0, we thus have
dαi = θ ∧
( 1
s2
(i+ 1)αi+1 − c(n− i+ 1)αi−1
)
. (43)
Notice Rξα1 = −snc vol, just as expected through (31). Despite the awkward
context, we may formally compare the deduced formula with the Frenet equations
of a curve in Rn described in [11, p. 23]. Furthermore, if M has constant sectional
curvature, it is easy to see that d ∗ αi = 0, ∀0 ≤ i ≤ n.
With little effort we deduce the converse of the last implication. Also, since (43)
is obtained independently of c varying or not, the differential system yields a new
proof of the Theorem of Schur, by purely skew-symmetric tensor methods.
Proposition 2.5. Suppose dimM ≥ 3 and M is connected.
(i) The metric is of fibrewise constant sectional curvature if and only if dαn =
−c θ ∧ αn−1. Also, if and only if δαi = 0, ∀i.
(ii) (Schur Theorem) Any of the hypotheses in (i) imply M has constant sectional
curvature.
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Proof. (i) From (32) we see that Rξαn = −c θ ∧ αn−1 implies Rp00q = 0, for all
p 6= q > 0. This implies Rlkqp of the constant type above. Then, using the basic
structure equations (24), equation (43) easily implies the whole differential system
is coclosed. So we are left to prove that δαi = 0 implies Rlkqp of the above fibrewise
constant form. Indeed, we immediately find d ∗ αi = (−1)n−is θ ∧ Rξαn−i, which
vanishes if and only if Rp0jq = 0 for all p, j, q > 0.
(ii) Let us suppose the algebraic curvature tensor is of the constant type, thus with
fibrewise constant c. Then c is the pullback to S of a function onM . Differentiating
(43) again, we find in particular dc∧ θ∧αn−1 = 0. Writing dc =
∑n
i=0 dc(ei)e
i, with
an adapted frame, it then follows that dc(ei) = 0, ∀i = 1, . . . , n. Then dc = a θ is
some multiple of θ. But 0 = da ∧ θ + a dθ shows a = 0. 
Now let us see an application which was found before the present construction
of the natural exterior differential system of a Riemannian manifold. We shall need
to refer to concepts of G2 geometry which the reader may follow e.g. in [14].
In [6] it is proved that the total space of the unit tangent sphere bundle S1M →
M of any given oriented Riemannian 4-manifold M carries a natural G2-structure.
The structure led us to introduce the 3-forms α0, α1, α2, α3,
α0 = e
123, α1 = e
126 + e234 + e315, α2 = e
156 + e264 + e345, α3 = e
456, (44)
and to deduce the respective structural differential equations. The space is now
called G2-twistor or gwistor space, due to similar techniques of twistor space, and
its fundamental structure 3-form is proved to be the case t = 0 for the following
variation of G2-structures on S1M keeping the Sasaki metric, cf. [3]:
φt = θ ∧ dθ ± sin t (α0 − α2) + cos t (α1 − α3). (45)
This incursion within exceptional Riemannian geometry is rather fortunate with the
Hodge dual of φ. The structure 3-form φ0 is coclosed (a relevant G2 condition since
it originates a calibration) if and only if the 4-manifold M is Einstein.
Another important question is then to find the conditions for a linear combination
ϕ =
∑n
i=0 biαi + cθ
ε ∧ (dθ)[n2 ], with bi, c ∈ C∞S1M , to be a calibration of degree n.
Recall a calibration is a closed p-form ϕ such that ϕ|V ≤ volV for every oriented
tangent p-plane V .
For even n we certainly have an obvious ϕ. For n = 1 the question may be
solved easily recurring to (39). For n = 2 and 3 we have a complete classification
in [14, Theorems 4.3.2 and 4.3.4] of all the possible calibrations which may occur
point-wise, in the algebraic form, as elements of Λn(R2n+1). Several cases do follow
as the ϕ we have referred. For n = 3, we have the G2 structure of gwistor space
φ and ∗φ, and their variations. The problem, still open, aims towards the study of
the associative and coassociative submanifolds of S1M .
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3 The Euler-Lagrange differential systems
3.1 Recalling the theory
We wish to study the Euler-Lagrange system (S, θ, dθ, αl) for some fixed αl, the
Lagrangian form, in the context of Riemannian geometry. The theory is that of
exterior differential systems of contact manifolds — explained very clearly in [8] as
well as in various parts of [11]; we recall here some of its fundamentals.
In this section we assume (S, θ) is any given contact manifold, not necessarily
metric, of dimension 2n+ 1.
The contact differential ideal I is defined as the d-closed ideal generated by
θ ∈ Ω1S. In other words, I is the ideal algebraically generated by exterior multiples
of θ and dθ. A Legendre submanifold of S consists of an n-dimensional manifold
N together with an immersion f : N → S such that f ∗θ = 0. The same is to
say N is an integral n-submanifold, the expression integral meaning f ∗I = 0. We
also recall that there exists a generalisation of the famous Darboux Theorem, which
concludes that certain generic Legendre submanifolds appear as the zero locus of
n + 1 of the so-called Pfaff coordinates. A Legendre submanifold is said to be
C1-differentiable close to such a generic Legendre submanifold N if it appears as
the graph of a function on N in the remaining Pfaff coordinates. These are then
called the transverse Legendre submanifolds. The local model is the 1-jet manifold
S = J1(Rn) of Euclidean flat space, with coordinates (z, xi, pi), the contact form
θ = dz −∑ni=1 pi dxi and submanifold N given by z = 0, pi = 0. Any other N close
to that one being of the form {(f(x), xi, ∂if)}. Equivalently, a Legendre manifold
N is considered C1-close or transverse if (dx1 ∧ · · · ∧ dxn)|N 6= 0.
A Lagrangian defined over S is just a Λ ∈ Ωn. It gives rise to a functional on
the set of smooth, compact Legendre submanifolds N ⊂ S, possibly with boundary,
defined by (the restriction or pullback to N of the Lagrangian is omitted, as the
emphasis is on the global and independent Λ):
FΛ(N) =
∫
N
Λ. (46)
There are two types of equivalence in a unique relation associated to such n-forms.
An equivalence class [Λ] is represented by any element of Λ + In + dΩn−1, where
In = I∩Ωn. Such Lagrangian class clearly induces the same functional on Legendre
submanifolds without boundary. On the other hand, a point-wise algebraic identity
carries over to the whole contact manifold, giving:
Ik = Ωk , ∀k > n. (47)
Hence we have that dΛ ∈ In+1 and so the above class is well defined in the coho-
mology ring of degree n for the differential complex (Ωn/In, d), i.e. the character-
istic cohomology ring H¯n(S) of the exterior differential system (S, θ). It relates to
deRham cohomology via the short exact sequence 0→ Ik → Ωk → Ωk/Ik → 0.
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Having chosen a Lagrangian Λ, we wish to study the functional FΛ. By (47)
there exist two forms α, β on S such that
dΛ = θ ∧ α + dθ ∧ β = θ ∧ (α + dβ) + d(θ ∧ β),
By [8, Theorem 1.1] there exists a unique global exact form Π such that Π ∧ θ = 0
and Π ≡ dΛ in Hn+1(I):
Π = d(Λ− θ ∧ β) = θ ∧ (α + dβ). (48)
The n+ 1-form Π is called the Poincare´-Cartan form.
Now suppose we have a variation of Legendre submanifolds with fixed boundary,
i.e. suppose there exists a smooth map F : N × [0, 1]→ S such that each F|Nt, with
Nt = N × {t}, defines a Legendre submanifold (in other words, F ∗θ ≡ 0 mod dt)
and ∂(F (Nt)) is independent of t. The variation is of course around the Legendre
submanifold F|N0 = f : N → S. Then, subtracting
∫
Nt
θ ∧ β = 0 from the left
hand side, applying the well-known formula of the usual derivative becoming the
Lie derivative under the integral and using the Cartan formula, it is proved that
d
dt
∫
Nt
Λ =
∫
Nt
∂
∂t
yΠ. (49)
Recurring to usual variational calculus notation, for every varying direction vector
field v ∈ Γ0(N ; f ∗TS) vanishing along ∂N , at point t = 0 playing the role of ∂∂t , the
previous identity reads
δFΛ(N)(v) =
∫
N
vyf ∗Π
=
∫
N
(vyf ∗θ) f ∗Ψ.
(50)
The last equality follows from the existence, as we saw above, of a non-unique n-form
Ψ such that Π = θ ∧Ψ. The conclusion is that
d
dt
∣∣∣∣
0
FΛ(Nt) = 0 if and only if f ∗Ψ = 0. (51)
A Legendre submanifold satisfying (51) is called a stationary Legendre submani-
fold. The exterior differential system algebraically generated by θ, dθ,Ψ is called
the Euler-Lagrange system of (S, θ,Λ); its Poincare´-Cartan form Π is said to be
non-degenerate if it has no other degree 1 factors besides the multiples of θ.
In sum, the guiding rule to determine the critical submanifolds of (46) is the
computation of the Poincare´-Cartan form (48), its transformation into the product
θ ∧ Ψ and finally, due to (51), the analysis of condition f ∗Ψ = 0, that is, the
Euler-Lagrange equation.
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3.2 Euler-Lagrange systems on S1M and applications
Again we consider an oriented n+ 1-dimensional Riemannian manifold M together
with its unit tangent sphere bundle S1M
π−→M , endowed with the canonical Sasaki
metric and metric connection, possibly with torsion, ∇> = ∇∗− 1
s2
〈∇∗ , ξ〉ξ induced
from the Levi-Civita connection on M .
For the rest of this section we assume the notation f : N → M refers to a
compact isometric immersed oriented submanifold of M of dimension n.
There exists a smooth lift fˆ : N → S1M of f . We simply define fˆ(x) = ~nf(x),
the unique unit normal in Tf(x)M chosen according to the orientations of N and M .
Note that fˆ is also defined on ∂N . It is easy to see that, up to the vector bundle
isometry dπ|H : H → π∗TM on the horizontal side, we have the decomposition into
horizontal plus vertical:
dfˆ(w) = df(w) + (f ∗∇)wf ∗~n , ∀w ∈ TxN. (52)
Indeed, due to (8), the vertical part at each point x ∈ N is ∇∗
dfˆ(w)
ξ = (fˆ ∗∇∗)wfˆ ∗ξ,
where ξ is the canonical vertical vector field on S1M . Clearly, (fˆ
∗ξ)x = fˆ(x) =
~nf(x) = (f
∗~n)x.
By definition of fˆ and (52) we have that fˆ : N → S1M defines a Legendre
submanifold of the natural contact structure: fˆ ∗θ = 0. In other words, fˆ(N) is
an integral submanifold of θ and dθ. If we choose an adapted direct orthonormal
coframe e0, e1, . . . , e2n locally on S1M , then it may not be tangent to N →֒ S1M .
Yet we have also a direct orthonormal coframe e1, . . . , en for N (we use the same
letters for the pullback). Now, from (52), for any 1 ≤ j ≤ n we have
fˆ ∗ej = ej (53)
and
fˆ ∗ej+n = −
n∑
k=1
Ajke
k (54)
with A the second fundamental form of N . We recall, A = −∇~n : TN → TN .
(By Proposition 2.1 and fˆ ∗dθ = dfˆ ∗θ = 0 we discover, or rather confirm, that
Ajk is a symmetric tensor.)
Conversely, a smooth Legendre submanifold Y is locally the lift N → Y ⊂ S1M
of an oriented smooth n-submanifold N →֒ M if and only if e1···n|Y 6= 0, for this
guarantees that Y is transverse. We are thus going to assume throughout such open
condition on submanifolds, defined by the ground differential form, α0|Y 6= 0.
Let us now recall a well-known result on minimal surfaces. Our proof is essentially
the generalisation of the flat Euclidean case seen in [8] (using the Grassmannian
bundle of n-planes for the supporting fibre bundle over M). We show the proof
works with any Riemannian manifold M . Moreover, one easily writes the formula
for the first-variation of the volume with fixed boundary, cf. [21].
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Theorem 3.1 (Classical Theorem). Let N be a compact isometrically immersed
hypersurface in M and let H be the mean curvature vector field, i.e. H = trA~n.
Then, ∀v ∈ Γ0(N, f ∗TM),
δvol(N)(v) = −
∫
N
〈v,H〉 volN . (55)
In particular, N is stationary for the volume functional within all compact hyper-
surfaces with fixed boundary ∂N if and only if its mean curvature vanishes.
Proof. By (53) we see immediately that the volume of an n-dimensional submanifold
N in M is given by Fα0(N), as in (46). Now, by Theorem 2.1, the Poincare´-Cartan
form of α0 is just dα0 = θ ∧ α1 = Π. Thus a Legendre submanifold with fixed
boundary in S1M is stationary for Fα0 if and only if fˆ ∗α1 = 0. Since
α1 = e
1+n ∧ e2 ∧ · · · ∧ en + e1 ∧ e2+n ∧ e3 ∧ · · · ∧ en + etc,
we have fˆ ∗α1 = −(A11 + · · ·+Ann) e1 ∧ · · · ∧ en = −〈H,~n〉 volN . Then we apply (50),
noticing that vyfˆ ∗θ = 〈v, ~n〉. 
We now consider the other n-forms αi defined in Section 2.2. They give in their
own right interesting Lagrangian systems on the contact manifold S1M . We define
the functionals on the set of compact immersed hypersurfaces of M :
Fi(N) :=
∫
N
αi. (56)
Let ei(A) denote the elementary symmetric polynomial of degree i on the eigen-
values λ1, . . . , λn of A.
The proof of the following result is quite immediate and in line with the deduction
of previous identities, cf. Section 4.6.
Proposition 3.1. For 0 ≤ i ≤ n, we have fˆ ∗αi = (−1)iei(A) volN .
The Lagrangians referred in [8, p. 32], defined over the Grassmannian bundle of
n-planes over flat Euclidean space, call our attention to the following feature on the
general setting of a Riemannian manifold M . We have the functional Fn satisfying
Fn(N) = (−1)n
∫
N
det(A) volN . (57)
det(A) is the so-called Gauss-Kronecker curvature of N when M is flat. Moreover,
by (32), if M is flat we have dαn = 0 and hence a functional constant on the
set of C1-close isometrically immersed N , which partly confirms the Theorem of
Chern-Gauss-Bonnet.
This result may be immediately generalised recurring to (6). For example, sup-
pose M has constant sectional curvature c 6= 0. Then dαn = −c θ ∧αn−1 and so the
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Gauss-Kronecker functional with fixed boundary admits N as a stationary subman-
ifold if and only if λ2λ3 · · ·λn + λ1λ3 · · ·λn + · · ·+ λ1λ2 · · ·λn−1 = 0. Equivalently,
∃j, k, j 6= k : λj = λk = 0 or
n∑
i=1
1
λi
= 0. (58)
As seen earlier, the functional F1 corresponds with
F1(N) = −
∫
N
〈H,~n〉 volN , (59)
basically the integral of the mean curvature on immersed f : N →M .
Theorem 3.2. Suppose M has dimension n + 1 > 2. Then any compact isometric
immersed hypersurface f : N → M satisfies, ∀v ∈ Γ0(N, f ∗TM),
δF1(N)(v) =
∫
N
〈v, ~n〉(r~n − ScalM + ScalN)volN . (60)
Hence N is stationary for the mean curvature functional F1 with fixed boundary ∂N
if and only if
ScalN = ScalM − r~n (61)
where r~n = Ric (~n, ~n) is induced from the Ricci tensor of M and Scal
N , ScalM are
the respective scalar curvature functions.
In particular, if the metric on M is Einstein, say Ric = nc〈 , 〉, then N has
stationary integral of the mean curvature with fixed boundary if and only if N has
constant scalar curvature ScalN = n2c.
Proof. By Gauss and Codazzi equations, we see the curvatures of N and M satisfy
RMijij = R
N
ijij−λiλj, ∀1 ≤ i, j ≤ n, in an orthonormal basis diagonalising the second
fundamental form A. Hence
ScalM =
n∑
i,j=0
RMijij
= 2
n∑
j=0
RMj0j0 +
n∑
i,j=1
RMijij
= 2r~n + Scal
N − 2e2(A),
which is actually a known formula, since e2(A) =
∑
i<j λiλj . Then, recurring to
the fundamental exterior differential system on S1M →M , by (31) we know dα1 =
θ ∧ (2α2 − r α0), which is the Poincare´-Cartan form, where r was defined in (29).
Hence, by (50), we have
δF1(N)(v) =
∫
N
(vyfˆ ∗θ) fˆ ∗(2α2 − r α0) =
∫
N
〈v, ~n〉(2e2(A)− r~n)volN
Indeed fˆ ∗r in the previous notation agrees with r~n. The first part follows. For the
second, the formula yields ScalN = (n+ 1)nc− nc = n2c. 
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We recall a similar known result with the hypothesis of Euclidean ambient, how-
ever within a different variational principle. It is the following: constant scalar
curvature hypersurfaces N of Euclidean space Rn+1 are stationary for F1, when
varying within the class of volume preserving submanifolds.
The theory yields partly a classical result.
Theorem 3.3 (cf. [16, Theorem B]). Suppose M has constant sectional curvature
c. A compact isometric immersed hypersurface N satisfies, for all 0 ≤ i ≤ n and
v ∈ Γ0(N, f ∗TM),
δFi(N)(v) = (−1)i
∫
N
〈v, ~n〉(c(n− i+ 1)ei−1(A)− (i+ 1)ei+1(A))volN . (62)
N is stationary for Fi if and only if c(n− i+ 1)ei−1(A)− (i+ 1)ei+1(A) = 0.
Proof. Immediate from formula (43). 
Now, for an Einstein metric on the ambient manifold M , we see through a
formula in the proof of Theorem 3.2 that F2 leads to an Euler-Lagrange equation
on the scalar curvature of N .
Theorem 3.4. Let M be a Riemannian manifold of dimension n + 1 > 2 and
constant sectional curvature c. Then a compact hypersurface N is a critical point of
the scalar curvature functional
∫
N
ScalN volN with fixed boundary if and only if the
eigenvalues λ1, . . . , λn of A satisfy (assume λ3 = 0 for n = 2)∑
j1<j2<j3
λj1λj2λj3 +
c
6
(n− 1)(n− 2)(λ1 + · · ·+ λn) = 0. (63)
This is, 6e3(A) + c(n− 1)(n− 2)e1(A) = 0.
Proof. As seen above, we have ScalN = ScalM − 2r~n+2e2(A) corresponding here to
the Lagrangian Λ = (n+1)nc α0− 2nc α0 +2α2 = (n− 1)nc α0+2α2. Recurring to
(43) we compute
dΛ = (n− 1)nc θ ∧ α1 + 2θ ∧
(
3α3 − c(n− 1)α1
)
= θ ∧ (6α3 + c(n− 1)(n− 2)α1)
and thus, having found the Poincare´-Cartan form, the result follows easily. 
Note the case n = 2 is always satisfied and invariant of the ambient manifold as
expected by Gauss-Bonnet Theorem.
For n = 1, we remark F0 gives the unparametrised geodesics as length stationary
submanifolds and F1 gives a trivial condition. The following functional, with t ∈ R,
seems also particularly interesting for further studies with our system
F(t, N) =
n∑
i=0
∫
N
tiαn−i =
∫
N
det (t1− A) volN .
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The celebrated integral identities of Hsiung-Minkowski ([12, 15]) are easy to
deduce using our fundamental exterior differential system. Following their notation,
we define Mi = ei(A)/
(
n
i
)
.
Theorem 3.5 (Hsiung-Minkowski identities). Let N be any given closed oriented
immersed hypersurface of Euclidean space Rn+1. Let ~n be the unit normal to N
with the induced orientation. And let X be the position-vector vector field (from the
origin). Then, for any 0 ≤ i ≤ n,∫
N
(Mi + 〈X,~n〉Mi+1) volN = 0. (64)
The proof of this theorem with the fundamental exterior differential system is
much simpler than the original. We leave it as an exercise. Notice the result is not
true in wider contexts, since the LXhαi are then not so easy to compute. The case
is that the lift of X , even for Euclidean space, is no longer a Killing vector field of
the Sasaki metric.
It is in [15] that we see the formula for any i, attributed to Hsiung. Of course,
if ∂N 6= ∅, then a more general result also follows.
3.3 Infinitesimal symmetries
We now wish to explore further properties of the exterior differential system on the
tangent sphere bundle of a Riemannian n + 1-manifold. We resume with previous
notation for S with any radius s. For many of the following notions we recur to
[7, 8, 13].
It is easy to see there are no non-zero Cauchy characteristics of the contact
structure (S, θ), i.e. there exists no vector field v ∈ XS\0 on S such that vyI ⊂ I
where I is the d-closed differential ideal generated by θ. The Lie algebra gI of
infinitesimal symmetries v of I, a set containing the Cauchy characteristics, is easy
to compute formally. v is now required to satisfy LvI ⊂ I. On an adapted frame
on S, we let v = ∑2ni=0 viei and it is of course enough to check that the 1-form Lvθ
is still a multiple of θ. By the Cartan formula,
Lvθ = d(vyθ) + vydθ ∈ I ⇐⇒
{
s dv0(ei) = −vi+n
s dv0(ei+n) = vi
, ∀0 ≤ i ≤ n. (65)
In particular Btξ = θ♯, the geodesic spray vector field on S, is an infinitesimal
symmetry. Recall from (47) that ΩjS ⊂ I, ∀j > n, where ΩjS is the space of j-forms.
Hence, for each i, the Euler-Lagrange system spanned by {θ, dθ, αi} forms a d-closed
ideal.
Let I−1 = I and let Ii be the ideal generated by Ii−1∪{αn−i}, for each 0 ≤ i ≤ n.
Clearly Ii ⊂ Ii+1 and In agrees with the fundamental differential system.
Now we must return to M with constant sectional curvature.
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We have both a d-closed ideal filtration, such that dIi ⊂ Ii+1, and a Lie filtration,
cf. (43):
Lθ♯Ii ⊂ Ii+1. (66)
One considers the tautological horizontal vector field in the class of constant sectional
curvature metrics, since, even in such case and choosing any constant Lagrangian n-
form Λ from the differential system In, it is barely decidable if it admits non-trivial
infinitesimal symmetries.
We want a Λ =
∑n
i=0Xiαi with real constant coefficients Xi generating a d-
closed ideal J = {θ, dθ,Λ} ⊂ In, and the goal is to guarantee θ♯ ∈ gJ . Letting c
denote the sectional curvature, then we compute:
Lθ♯Λ = θ♯ydΛ =
n∑
i=0
s2Xi(
1
s2
(i+ 1)αi+1 − c(n− i+ 1)αi−1). (67)
No component of this is a multiple of dθ because there are no ej(j+n) factors in any
of the terms of any of the αi. So it can only be a multiple
a
s2
Λ of Λ itself for some
real function a, and hence this becomes
n∑
j=0
(jXj−1 − s2c(n− j)Xj+1 − aXj)αj = 0. (68)
In particular a is a constant. Let us put the coefficients in linear system LX = 0.
Then the determinant of the n + 1-squared matrices representing L, the first three
being
[ −a −cs2
1 −a
]  −a −2cs21 −a −cs2
2 −a




−a −3cs2
1 −a −2cs2
2 −a −cs2
3 −a

 ,
(69)
is
detL =
{
(a2 + cs2)(a2 + 9cs2)(a2 + 25cs2) · · · (a2 + n2cs2) for n odd
−a(a2 + 4cs2)(a2 + 16cs2)(a2 + 36cs2) · · · (a2 + n2cs2) for n even .
(70)
Since the vanishing of this determinant assures the non-trivial solutions, the conclu-
sions are as follows.
Theorem 3.6. Let M have constant sectional curvature c and let Λ be defined, as
above, on the tangent sphere bundle S. Then the condition θ♯ ∈ gJ is equivalent to
solving Lθ♯Λ = aΛ for constant a. Moreover
i) in case n is even or M is flat (c = 0), there always exists a 1-dimensional solution
subspace RΛ, hence satisfying a = 0;
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ii) in case n is odd and c > 0, then there is no non-trivial solution;
iii) in case c ≤ 0, then there exist n+ 1 solution subspaces RΛj satisfying
Lθ♯Λj = a±j Λj with
{
a±j = ±(2j + 1)s
√−c, ∀0 ≤ j ≤ n−1
2
for n odd
a±j = ±(2j)s
√−c, ∀0 ≤ j ≤ n
2
for n even
. (71)
Furthermore, whenever a = 0, we have dΛ = 0.
The last assertion follows from (67). The theory requires further a study of the
conservation laws of the Euler-Lagrange system {θ, dθ,Λ}. Besides the trivial ones,
θ♯yΛ and δΛ, which in fact vanish by Proposition 2.5, we question if there may exist
any other.
4 Proofs of main formulae
4.1 An algebraic technique
We start by recalling an algebraic tool which creates new differential forms from
tensors on a given manifold. Such technique was introduced in [6] and the proofs of
all assertions regarding it are quite straightforward.
Given any p-tensor η and any endomorphisms Bi, 1 ≤ i ≤ p, of the tangent
bundle of the given manifold, we let
η ◦ (B1 ∧ · · · ∧Bp) (72)
denote the p-form defined by (Sp is the symmetric group)
η ◦ (B1 ∧ · · · ∧ Bp)(v1, . . . , vp) =
∑
σ∈Sp
sg(σ) η(B1vσ1 , . . . , Bpvσp). (73)
If η is a p-form, then η ◦ (∧p1) = p! η. For a wedge of p 1-forms we have the most
important identities:
η1 ∧ . . . ∧ ηp ◦ (B1 ∧ . . . ∧ Bp) =
∑
σ∈Sp
η1 ◦Bσ1 ∧ . . . ∧ ηp ◦Bσp
=
∑
τ∈Sp
sg(τ) ητ1 ◦B1 ∧ . . . ∧ ητp ◦Bp.
(74)
For a 2-form η and any endomorphism B, clearly η ◦ B ∧ B (v, w) = 2η(Bv,Bw).
For a 3-form and two endomorphisms B,C, letting + denote cyclic sum, we have
η ◦ (B ∧B ∧ C)(v, w, z) = 2 +
v,w,z
η(Bv,Bw,Cz). (75)
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A great advantage of the construction of forms as above is that it obeys a sim-
ple Leibniz rule under either Lie or covariant differentiation, with no minus signs
attached:
D(η ◦ (B1 ∧ · · · ∧ Bp)) = (Dη) ◦ (B1 ∧ · · · ∧Bp)
+
p∑
j=1
η ◦ (B1 ∧ · · · ∧ DBj ∧ · · · ∧Bp). (76)
4.2 Proofs for Section 2.1
We resume with the theoretical setting of Section 2. We are now ready for the proofs
of the auxiliary and main formulae there. The theory recurs to the now classical
geometry of tangent bundles initiated by Sasaki (cf. [1, 2, 4, 9, 17, 19]).
To encourage the reading which follows, we start by giving yet another explana-
tion of the well-known formulae (8). In a way, these are the defining equations of
a connection in relation with the horizontal subspace H . We may always assume a
non-vertical vector is of the form w = (dv1)x(v2) where x ∈ M and v1, v2 ∈ XM are
vector fields. We just need the map v1 into TM to be defined on a neighbourhood of
x. As it is not so difficult to see, wv = ((dv1)x(v2))
v = ∇v2v1. Then since π◦v1 = 1M
and v∗1ξx = ξv1(x) = v1(x), we find
∇∗wξ = (v∗1π∗∇)v2v∗1ξ = ∇v2v1 = wv.
Furthermore, if one considers a curve γ in M and its velocity and acceleration, then
one has that γ¨ sits in the sub-bundle ker(∇∗· ξ) if and only if the curve satisfies the
equations system of a geodesic of M .
Proof of (10) and Proposition 2.1. Recall the connection D on S ⊂ TM induced
from ∇∗, given in Section 2.1: D = ∇> − 1
2
Rξ. To prove it is torsion-free, we
may likewise compute the torsion of ∇>. First, it is easy to see that (T∇>)h =
(T∇
∗
)h = π∗T∇ = 0. Secondly, disregarding the symmetric component ∇>y z−∇∗yz =
1
s2
〈yv, zv〉ξ, for any two vector fields y, z on S, cf. (15), the vertical part is
(T∇
>
(y, z))v = ∇>y zv −∇>z yv − [y, z]v
= ∇∗y∇∗zξ −∇∗z∇∗yξ −∇∗[y,z]ξ
= Rξ(y, z).
This proves (10). Regarding the 1-form θ defined in (16), we use the same connection
to compute firstly:
(Dyθ)z = y(θ(z))− θ(Dyz)
= y〈ξ, Bz〉 − 〈ξ, BDyz〉
= 〈∇∗yξ, Bz〉+ 〈ξ,∇∗yBz〉 − 〈ξ, B∇∗yz〉
= 〈yv, Bz〉 .
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Hence, by a well-known formula,
dθ(y, z) = (Dyθ)z − (Dzθ)y = 〈y, Bz〉 − 〈z, By〉
as we wished. 
4.3 Proofs for Section 2.2
Note that θ is actually defined on the manifold TM . Undoubtedly θ corresponds
with the pullback of the Liouville 1-form on the cotangent bundle through the mu-
sical isomorphism induced by the metric. Hence dθ corresponds with the pull-
back of the canonical, exact symplectic form of T ∗M (cf. the general case of
a connection with torsion in [2]). Using the adapted direct orthonormal frame
{e0, e1, . . . , en, en+1, . . . , e2n}, locally defined on S, we prove the basic structure equa-
tions.
Proof of Proposition 2.2. First note (recall the notation eab = ea ∧ eb)
(dθ)i =
n∑
j1=1
e(n+j1)j1 ∧ · · · ∧
n∑
ji=1
e(n+ji)ji
=
∑
1≤j1<...<ji≤n
i! e(n+j1)j1 ∧ · · · ∧ e(n+ji)ji.
In particular, one proves the claim that (dθ)n = (−1)n(n+1)2 n! e1...n(n+1)...(2n), enough
to ensure we have a contact structure. Now
∗(dθ)i = i!(−1)n(n+1)2
∑
1≤k1<...<kn−i≤n
e0 ∧ e(n+k1)k1 ∧ · · · ∧ e(n+kn−i)kn−i
= (−1)n(n+1)2 i!
(n− i)!s θ ∧ (dθ)
n−i.
This proves the first part of (24) and, in particular, (23) due to ∗∗ = 1Λ∗ .
Now, applying the second identity of (74), we find
αi = ni αn ◦ (Bn−i ∧ 1iTS)
= ni
∑
σ∈Sn
sg(σ)
(
e(n+σ1) ◦B ∧ · · · ∧ e(n+σn−i) ◦B ∧ e(n+σn−i+1) ∧ · · · ∧ e(n+σn))
= ni
∑
σ∈Sn
sg(σ)
(
eσ1 ∧ · · · ∧ eσn−i ∧ e(n+σn−i+1) ∧ · · · ∧ e(n+σn)).
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Since ni = nn−i, we find
∗αn−i = ni
∑
σ
sg(σ) ∗ (eσ1 ∧ · · · ∧ eσi ∧ e(n+σi+1) ∧ · · · ∧ e(n+σn))
= ni
∑
σ
sg(σ) (−1)n+(n−i)n e0 ∧ eσi+1 ∧ · · · ∧ eσn ∧ e(n+σ1) ∧ · · · ∧ e(n+σi)
=
ni
s
∑
τ
sg(τ) (−1)in+i(n−i) θ ∧ eτ1 ∧ · · · ∧ eτn−i ∧ e(n+τn−i+1) ∧ · · · ∧ e(n+τn)
=
(−1)i
s
θ ∧ αi,
where the τ equal the σ composed with an obvious index permutation. Formulae
dθ ∧ αi = 0, αi ∧ αj = 0, ∀j 6= n− i, are then very easy to deduce. 
Now let us see the proof of an important result.
Proof of Theorem 2.1 in Section 2.2. Recall, for all 0 ≤ i ≤ n,
αi = ni αn ◦ (Bn−i ∧ 1i)
where αn =
ξ
‖ξ‖
yπ−1volM requires the vertical pullback and 1 denotes the identity
endomorphism of TS.
With the torsion-free linear connection D on S and with the adapted frame
{e0, . . . , e2n} together with its dual coframe, we are well equipped to compute a
formula for dαi. It is obtained through the well-known general formula dαi =∑
j e
j ∧Djαi. Hence we need the following computation: ∀v, v1, . . . , vn vector fields
on S,
Dvαi(v1, . . . , vn) =
= v · (αi(v1, . . . , vn))−
n∑
k=1
αi(v1, . . . ,∇>v vk −
1
2
Rξ(v, vk), . . . , vn)
= ∇∗vαi(v1, . . . , vn) +
1
2
∑
k
αi(v1, . . . ,Rξ(v, vk), . . . , vn)
= ni(∇∗vαn) ◦ (Bn−i ∧ 1i)(v1, . . . , vn) +
1
2
∑
k
αi(v1, . . . ,Rξ(v, vk), . . . , vn).
(77)
We have used the fact that any αi vanishes in the direction of ξ and that ∇∗B =
∇∗1 = 0. Now, since ∇volM = 0, it follows for both horizontal and vertical lifts that
∇∗π∗volM = ∇∗π−1volM = 0. Then for any vj ∈ XS , and since vj(‖ξ‖) = 0, we find
∇∗vjαn =
(
vj
( 1
‖ξ‖
)
ξ +
1
‖ξ‖∇
∗
vj
ξ
)
y(π−1volM) +
ξ
‖ξ‖y(∇
∗
vj
π−1volM)
=
1
s
vvj y(π
−1volM).
(78)
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Now one sees by (77) and (78) that dαi has obvious flat and curved components.
We compute firstly such flat part of dαi. Proceeding by the mentioned formula,
2n∑
j=0
ej ∧ (∇∗jαn) ◦ (Bn−i ∧ 1i) =
=
1
s
2n∑
j=n+1
ej ∧ ((ejyπ−1volM) ◦ (Bn−i ∧ 1i))
=
1
s2
2n∑
j=n+1
(−1)j−n ej ∧ ((ξ♭ ∧ e(n+1)···jˆ···(2n)) ◦ (Bn−i ∧ 1i))
=
1
s2
n∑
j=1
(−1)j ej+n ∧ ((ξ♭ ∧ e(n+1)···ĵ+n···(2n)) ◦ (Bn−i ∧ 1i)) = (⋆).
In the following step we define B1 = · · · = Bn−i = B and Bn−i+1 = · · · = Bn = 1.
By the first identity of formula (74), we have in particular
αn ◦ (Bn−i ∧ 1i) =
∑
σ∈Sn
en+1 ◦Bσ1 ∧ · · · ∧ e2n ◦Bσn . (79)
Following the same technique (74) in the computation above yields:
(⋆) =
1
s2
n∑
j=1
∑
σ∈Sn
(−1)j ej+n ∧ ξ♭ ◦Bσ1 ∧ en+1 ◦Bσ2 ∧ · · ·
· · · ∧ ej+n−1 ◦Bσj ∧ ej+n+1 ◦Bσj+1 ∧ · · · ∧ e2n ◦Bσn
=
1
s2
n∑
j=1
∑
σ∈Sn: σ1≤n−i
θ ∧ en+1 ◦Bσ2 ∧ · · · ∧ ej+n−1 ◦Bσj ∧ ej+n ∧
∧ej+n+1 ◦Bσj+1 ∧ · · · ∧ e2n ◦Bσn
because θ = ξ♭ ◦ B and ξ♭ ◦ 1 = 0. Now notice the role of Bσ1 . Letting B1 = · · · =
Bn−i−1 = B and Bn−i = · · · = Bn = 1, we may continue the computation:
=
n− i
s2
θ ∧
n∑
j=1
∑
τ∈Sn: τj=n
en+1 ◦Bτ1 ∧ · · · ∧ ej+n−1 ◦Bτj−1 ∧ ej+n ∧
∧ej+n+1 ◦Bτj+1 ∧ · · · ∧ e2n ◦Bτn
=
n− i
s2
θ ∧
n∑
j=1
∑
τ : τj=n
en+1 ◦Bτ1 ∧ · · · ∧ ej+n ◦Bτj ∧ · · · ∧ e2n ◦Bτn
=
n− i
s2
θ ∧ αn ◦ (Bn−i−1 ∧ 1i+1).
Notice in case i = 0 this expression vanishes because θ would have never appeared.
Henceforth, assuming for a moment that M is flat, we have deduced, cf. (27),
dαi =
ni(n− i)
s2ni+1
θ ∧ αi+1 = i+ 1
s2
θ ∧ αi+1. (80)
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Now let us see the curved side of (77). First recall that Rξ(v, ) vanishes on
any vertical direction v. Then, writing as it is usual Rabcd = 〈R∇(ec, ed)eb, ea〉,
∀a, b, c, d ∈ {0, . . . , n} and using the adapted frame e0, . . . , e2n on S, we have
Rξej =
n∑
p=1
〈R∇(ej , )se0, ep〉ep+n =
n∑
q=0, p=1
sRp0jq e
q ⊗ ep+n .
It is easy to see we just have to simplify the following expression, coming from (77)
and given for all v1, . . . , vn ∈ XS by
n∑
k=1
αi(v1, . . . ,Rξejvk, . . . , vn) =
=
n∑
q=0
n∑
k,p=1
sRp0jq αi(v1, . . . , e
q(vk).ep+n, . . . , vn)
=
n∑
q=0
n∑
k,p=1
∑
σ∈Sn: σ1=k
1
(n− 1)!sRp0jq(−1)
k−1sg (σ˜)eq(vσ1)αi(ep+n, vσ2 , . . . , vσn)
=
n∑
q=0, p=1
sRp0jq e
q ∧ ep+nyαi (v1, . . . , vn)
where σ˜ above is the permutation which transforms σ2, . . . , σn back into the ordered
set 1, . . . , k̂, . . . , n. Finally the tensors introduced in (27,28) are coherent with the
computation of dαi from above. Indeed,
Rξαi =
n∑
j=0
ej ∧ 1
2
n∑
k=1
αi(. . . ,Rξ(ej, ), . . .)
=
∑
0≤j<q≤n
n∑
p=1
sRp0jq e
jq ∧ ep+nyαi
(81)
as wished. 
The previous formula may be partly simplified if (79) is used:
ep+nyαi =
= ni
n∑
k=1
(−1)k−1
∑
σ∈Sn
en+1 ◦Bσ1 ∧ · · · ∧ ep+ny(ek+n ◦Bσk) ∧ · · · ∧ e2n ◦Bσn
= ni
n∑
k=1
∑
σk≥n−i+1
(−1)k−1 en+1 ◦Bσ1 ∧ · · · ∧ δpk ∧ · · · ∧ e2n ◦Bσn
= ni
∑
σ∈Sn: σp≥n−i+1
(−1)p−1 en+1 ◦Bσ1 ∧ · · · ∧ ̂en+p ◦Bσp ∧ · · · ∧ e2n ◦Bσn .
(82)
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The cases Rξα0 and Rξα1 having the particular expressions appearing in (30,31)
may now be deduced. Clearly, by (81),
Rξα0 = 0. (83)
Recurring to the formula above, we find
Rξα1 =
=
∑
0≤j<q≤n
n∑
p=1
sRp0jq e
jq ∧ ep+nyα1
= n1
∑
0≤j<q≤n
n∑
p=1
sRp0jq e
jq ∧
n∑
k=1
∑
σ∈Sn: σk=n
(−1)k−1δpk e1 ∧ · · · êk · · · ∧ en
=
1
(n− 1)!
∑
0≤j<q≤n
n∑
k=1
sRk0jq e
jq ∧ (−1)k−1(n− 1)! e1 ∧ · · · êk · · · ∧ en
=
n∑
q=1
sRq00q e
0 ∧ e1 ∧ · · · ∧ eq ∧ · · · ∧ en
= −1
s
Ric (ξ, ξ) vol.
4.4 Proofs for Section 2.3
We just have to finish the proof of Theorem 2.2. Let us prove the first equality in
(35). Clearly, using the mirror map, B~nv = 0. On the other hand, ~nhyαn = 0. Now
we consider again formula (79) with the same Bj :
~nvyαi = ni ~n
v
y
∑
σ∈Sn
en+1 ◦Bσ1 ∧ · · · ∧ e2n ◦Bσn .
We may certainly assume ~nh = e1, so that e
n+j(~nv) = δj1, and proceed
= ni
n∑
k=n−i+1
∑
σ∈Sn: σ1=k
en+2 ◦Bσ2 ∧ · · · ∧ e2n ◦Bσn
= −nii αNn−1 ◦ (Bn−i ∧ 1i−1)
= − 1
(n− i)!(i− 1)! α
N
n−1 ◦ (Bn−1−(i−1) ∧ 1i−1)
= −αNi−1.
For the second equality in (35), which is very similar and straightforward to deduce
as the first, we return to canonical methods. Let v1, . . . , vn−1 be any vector fields
on SsN . Then we define w1 = ~n
h, w2 = v1, . . . , wn = vn−1 and notice Bw1 = ~n
v. As
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such,
~nhyαi(v1, . . . , vn−1)
= αi(w1, w2, . . . , wn)
= ni
n−i∑
j=1
∑
σ: σj=1
sg (σ)αn(Bwσ1 , . . . , Bwσj , . . . , Bwσn−i , wσn−i+1 , . . . , wσn)
= ni
n−i∑
j=1
∑
σ: σj=1
sg (σ)(−1)j−1 αn(~nv, Bwσ1 , . . . , B̂wσj , . . . , Bwσn−i , wσn−i+1, . . . , wσn)
= ni
n−i∑
j=1
∑
τ∈Sn−1
sg (τ) (~nvyαn)(Bwτ2 , . . . , . . . , Bwτn−i , wτn−i+1, . . . , wτn)
= − n− i
i!(n− i)(n− i− 1)!
∑
τ
sg (τ)αNn−1(Bwτ2, . . . , . . . , Bwτn−i , wτn−i+1, . . . , wτn)
= −αNi (w2, . . . , wn)
and the result follows.
Now let us prove Theorem 2.3.
Proof of formula (37). Clearly from (24), (27) and (28) we have
d ∗ αn−2 = −1
s
θ ∧ dα2
= −1
s
θ ∧ Rξα2
= − θ ∧
∑
1≤j<q≤n
n∑
p=1
Rp0jq e
jq ∧ ep+nyα2
= −n2 θ ∧
∑
1≤j<q≤n
n∑
p,a,b=1
Rp0jq e
jq
∑
σ∈S′n
ep+ny(e
n+1 ◦Bσ1 ∧ · · · ∧ e2n ◦Bσn)
As usual, here we let B1 = · · · = Bn−2 = B, Bn−1 = Bn = 1, and then continue the
computation (we let S ′n = {σ ∈ Sn : σa = n− 1, σb = n}):
= −1
2
θ ∧
∑
1≤j<q≤n
n∑
p=1
Rp0jq e
jq
(∑
a<b
ep+ny(e
1 ∧ · · · ∧ en+a ∧ · · · ∧ en+b ∧ · · · ∧ en)
+
∑
b<a
ep+ny(e
1 ∧ · · · ∧ en+b ∧ · · · ∧ en+a ∧ · · · ∧ en)
)
(cont.)
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= − θ ∧
∑
1≤j<q≤n
∑
a<b
n∑
p=1
Rp0jq e
jqep+ny(e
1 ∧ · · · ∧ en+a ∧ · · · ∧ en+b ∧ · · · ∧ en)
= θ ∧
∑
1≤j<q≤n
∑
a<b
(
Ra0jq e
jq(−1)a+ben+b ∧ e1 ∧ · · · ∧ êa ∧ · · · ∧ êb ∧ · · · ∧ en
−Rb0jq ejq(−1)a+ben+a ∧ e1 ∧ · · · ∧ êa ∧ · · · ∧ êb ∧ · · · ∧ en
)
= s e0 ∧
∑
a<b
(−Ra0ab en+b +Rb0ab en+a) ∧ e1···n
= (
∑
a<b
+
∑
b<a
)sRa0ab e
n+b ∧ vol
=
n∑
a,b=1
sRa0ab e
n+b ∧ vol.
Recalling (36), we may conclude. 
4.5 Proofs for Section 2.4
Proof of formula (43) in Section 2.4. For constant sectional curvature, which we re-
call is equivalent to Rqpij = c(δiqδjp − δipδjq), one immediately finds from formula
(81) above that
Rξαi = −c θ ∧
n∑
q=1
eq ∧ eq+nyαi.
Now, assuming B1 = . . . = Bn−i = B and Bn−i+1 = . . . = Bn = 1, the relevant
component is
n∑
q=1
eq ∧ eq+nyαi =
= ni
n∑
q=1
eq ∧ eq+ny
∑
σ∈Sn
en+1 ◦Bσ1 ∧ · · · ∧ e2n ◦Bσn
= ni
n∑
q=1
∑
σ
en+1 ◦Bσ1 ∧ · · · ∧ en+q ◦Bσq(en+q)eq ∧ · · · ∧ e2n ◦Bσn
= ni
∑
q
∑
σ: σq>n−i
en+1 ◦Bσ1 ∧ · · · ∧ eq ∧ · · · ∧ e2n ◦Bσn (cf. (82))
= ini
∑
q
∑
σ: σq=n−i+1
en+1 ◦Bσ1 ∧ · · · ∧ eq ∧ · · · ∧ e2n ◦Bσn .
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Here we may change to B1 = . . . = Bn−i = Bn−i+1 = B and Bn−i+2 = . . . = Bn = 1
and then, resuming the computation,
= ini
n∑
q=1
∑
τ∈Sn: τq=n−i+1
en+1 ◦Bτ1 ∧ · · · ∧ en+q ◦Bτq ∧ · · · ∧ e2n ◦Bτn
=
ini
ni−1
αi−1
= (n− i+ 1)αi−1.
Formula dαi =
i+1
s2
θ ∧ αi+1 +Rξαi = θ ∧ ( i+1s2 αi+1 − c(n− i+ 1)αi−1) follows. 
4.6 Proofs for Section 3.2
In Section 3.2 the reader finds a statement about the pullback of the Lagrangians αi
by the lift f̂ to S of an isometric immersion f : N → M and a subsequent formula
f̂ ∗αi = (−1)iei(A) volN which is worth checking in detail.
Proof of Proposition 3.1. We have seen that
αn−i = ni
∑
σ∈Sn
sg(σ) eσ1 ∧ · · · ∧ eσi ∧ e(n+σi+1) ∧ · · · ∧ e(n+σn).
Hence, using (53) and (54) and permutations τ on the set {i+ 1, . . . , n},
(−1)n−i f̂ ∗αn−i =
= ni
∑
σ∈Sn
n−i∑
j=1
n∑
kj=1
sg(σ)A
σi+1
k1
· · ·Aσnkn−i eσ1 ∧ · · · ∧ eσi ∧ ek1 ∧ · · · ∧ ekn−i
= ni
∑
σ
∑
τ∈Sn−i
sg(σ)Aσi+1στi+1 · · ·A
σn
στn
eσ1 ∧ · · · ∧ eσi ∧ eστi+1 ∧ · · · ∧ eστn
= ni
∑
σ
∑
τ∈Sn−i
sg(τ)Aσi+1στi+1 · · ·A
σn
στn
e1 ∧ · · · ∧ en.
Letting e1, . . . , en be a direct orthonormal basis of eigenvectors of A with eigenvalues
λj (recall A is symmetric), we see
(−1)n−i f̂ ∗αn−i = ni
∑
σ∈Sn
λσ1 · · ·λσn−i volN =
=
∑
1≤j1<···<jn−i≤n
λj1 · · ·λjn−i volN = en−i(A) volN
as we wished. 
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