On one hand, PSA results are increasingly used in decision making, system management and optimization of system design. On the other hand, when severe accidental transients are considered, dynamic reliability appears appropriate to account for the complex interaction between the transitions between hardware configurations, the operator behavior and the dynamic evolution of the system. This paper presents an exploratory work in which the estimation of the system unreliability in a dynamic context is coupled with an optimization algorithm to determine the "best" safety policy. Because some reliability parameters are likely to be distributed, the cost function to be minimized turns out to be a random variable. Stochastic programming techniques are therefore envisioned to determine an optimal strategy. Monte Carlo simulation is used at all stages of the computations, from the estimation of the system unreliability to that of the stochastic quasi-gradient. The optimization algorithm is illustrated on a HNO 3 supply system. ᭧
Introduction
The ultimate purpose of PSA studies is actually far beyond obtaining figures for the frequency of some top events. Safety studies are part of an integrated process aiming at improving the performances of a system, considering its likeliness to display abnormal or even catastrophic working modes. Accounting for risk in an attempt to optimize the design of an installation often amounts to finding an appropriate balance between the cost of safety, the loss of revenue entailed by a system shutdown, and the cost induced by potential system failures. The latter point is usually more than a pragmatic economical issue, as the damage caused by an accidental situation could include human fatalities for instance, or any consequences that cannot be directly expressed in dollars. Therefore, a realistic quantification of a cost function is not straightforward, and raises questions that are beyond the scope of this work.
Generally speaking, such a cost function is related to the system unreliability or unavailability. It also depends on two major variables:
• a set of strategies, which embody the safety policy adopted for the system; and • a vector of uncertain parameters, such as reliability characteristics of hardware components, or delays in the actuation of a protection device … We assume a distribution can be postulated for these parameters.
Allowance is thereby to be given to the stochastic nature of the cost function, what will lead us to use stochastic programming techniques [1] .
Consider now the particular case of the optimal design of a safety feature in the frame of severe transients. In such a situation, a rapid triggering of this protection device, inducing an early system shutdown, is conservative from a safety point of view. But it is a poor solution from an economical standpoint, because it can lead to an unnecessary interruption in the production, while the safety margin could still be sufficient. On the other hand, a delayed shutdown would reduce the costs associated with the loss of production and the restarting of the system, but at the same time it would increase the probability of developing a potentially dangerous scenario. The optimal system design corresponds to an appropriate balance between these extreme situations. Another example of interest in this context comes from the possible mitigation actions in a level-2 accident taking place in a nuclear power plant. The decision of venting, i.e. allowing a controlled release of gases and radioactive isotopes outside the reactor containment to oppose its pressurization, should be taken at a pressure threshold that maximizes the impact of this protective action on the reduction of the probability of containment breach.
In such situations, where the dynamic aspects of the transient come into play, the safety analysis should be conducted using a dynamic reliability approach [2] [3] [4] [5] . Therefore, the corresponding optimization algorithm consists in the combination of the following three computational stages:
• the estimation of the failure risks of a system, in a dynamic context, for a given strategy and for given values of the uncertain parameters; • the treatment of these distributed parameters, given the strategy; and • the optimization procedure leading to the optimal strategy.
Monte Carlo will be used at each step of the iterative scheme sketched hereabove. It should then be underlined that efficient Monte Carlo games are required for each item of this multi-level algorithm, to keep computer times tractable.
The present paper displays the following structure. Section 2 presents some basics of dynamic reliability, and summarizes the Monte Carlo algorithm that is used for the estimation of the dynamic reliability characteristics of a system. Section 3 introduces the formal expression of the optimization problem, brings it back to a primal stochastic problem, in terms of stochastic programming, and summarizes the main features of the solution algorithm. A chemical application was chosen to illustrate the optimization procedure. The complete dynamic description of this system is provided in Section 4, while the corresponding numerical results can be found in Section 5. Some concluding remarks end the paper.
Dynamic reliability and Monte Carlo simulation
Dynamic reliability [2] [3] [4] [5] originated from the observation that classical PSA techniques could hardly deal with accidental sequences presenting strongly dynamic aspects. This advanced approach to reliability problems was thereby developed to model the interaction between the dynamic evolution of a system in the course of a transient and the transitions between system states that define an accident sequence. Such a sequence appears as a stochastic combination of sections of deterministic evolutions in the different states the system has been evolving in, and the system evolution is modeled as a piecewise-deterministic stochastic process.
Most scenarios will end up with the safe mitigation of the transient. However, some sequences are likely to lead the system out of a safety region D in the process variables space. Successive transitions could also bring the installation into one of the configurations belonging to a set Y of system states that are unacceptable from a safety standpoint. The system is failed when one of these failure conditions is met. The safety analysis has to be performed on a time interval T, called accident duration, which generalizes the classical concept of mission time [6] .
Due to the high dimensionality of realistic applications, one has to resort to techniques like Monte Carlo simulation to estimate reliability characteristics in this context. Efficient Monte Carlo games, devised to estimate the probability of the rare failure events characteristic of a well-designed system, are summarized below. The probability of a system shutdown can be obtained in the course of the same simulation, and hence the cost function (see Section 3). The details of these Monte Carlo games are presented in Refs. [7, 8] .
The simplest estimator of the system unreliability is a stepfunction centered at the time t f a failure occurs in the current history, if such an event takes place. With this estimator, as long as no transition occurs, no score is obtained. If a failure condition is fulfilled at t f , a unit contribution is scored for all times posterior to t f .
Having to deal with (hopefully!) rare accidental events, such a Monte Carlo game turns out to be inefficient for realistic applications. So-called free-flight estimators (because their unbiasedness was proven as a direct consequence of the analogy between dynamic reliability and neutron transport) can be used instead. These estimators are based on expected values, since they consist in adding to the score a contribution equal to the probability of a system failure, either (a) by escaping the safety domain before T while evolving without transition, from the time the system enters a new state, or (b) by undergoing a transition to an unacceptable state in set Y when the system leaves a state.
It should be observed that contributions to the score in this Monte Carlo game are obtained even when no failure event is actually sampled in a history. This obviously leads to a reduction of the variance of the estimate.
In this work, we have used a Monte Carlo simulation with free-flight estimators, coupled with the memorization of the most probable evolutions (MPE). A MPE is associated with each system configuration the transient can start in. It corresponds to the expected system behavior during the transient, considering the correct working of the available mitigation actions in the safety policy of the system. No stochastic transition is thus allowed along a MPE, and protection devices are assumed to work correctly. The essential characteristics of these faultless deterministic trajectories are memorized before the simulation for later use when histories are played.
In the actual simulation, MPEs are likely to be followed all over the accident duration in most histories. This entails useless repetitions of time-consuming calculations, because no new information can be retrieved from such Monte Carlo runs [8] . For this reason, the simulation algorithm focuses on scenarios in which the system leaves before T the MPE it started on. Branching points are sampled from each section of the MPE to investigate potentially dangerous sequences that are initiated by an unexpected event taking place at this stage of the MPE.
Because of the defense-in-depth policy of industrial installations, the memorization of secondary MPEs can appear necessary. These secondary MPEs are similar in principle to the (first-order) MPEs that were introduced above. But they are computed starting from the failure of a control device on the MPEs. We have made use of secondary MPEs in this work. Their treatment and the computation of the corresponding mean score they carry is analogous to the "first-order" case.
The optimization problem
As mentioned above, we would like to introduce an optimization problem in the context of the dynamic approach to reliability. We first introduce this problem from an economical point of view, before formalizing it and explaining the solution algorithm.
Optimal design strategy
The design of a safety device involves the choice of a certain set of parameters, describing for example the conditions in which the safety device should react, and the magnitude of this reaction. The choice of these parameters is a crucial step in the design of a system, because it will drastically affect the efficiency of the safety device and the management of the system to be protected. Hence, to determine optimal values for these parameters, it seems natural to introduce a cost function related to the system management and to minimize this function with respect to the design parameters. We adopt for the cost function f the following general expression:
where c inv denotes the investment cost associated with the selected design parameters, while c fail and c stop are the costs induced by a system failure and a system shutdown, respectively. P fail and P stop are the probabilities of occurrence of these events. However, this cost function is generally not deterministic. On one hand, costs entailed by both incidental and accidental situations are not easily assessed. On the other hand, parameters defining the dynamic evolution of the system, or reliability characteristics of its components, are often imperfectly known. We shall focus in the following on this second type of uncertainties, for which we assume a reasonable probability distribution can be postulated. Both aleatory and epistemic uncertainties can be included in this category. Though the formal treatment presented below can be similar in both cases, a distinction between them could be envisioned at a decision making level [9] .
Since f is a random variable, our optimization problem turns out to be a stochastic problem. To reduce it to a classical deterministic one, we could think of minimizing the mean value (with respect to the uncertain parameters) of the cost function. Although being convenient, we believe this approach is not adapted to a risk-based decision making process. Indeed, the expected value of the cost does not inform the decision maker on the extent to which uncertainty influences the outcomes of the computations, which could therefore turn out to be misleading. One would instead prefer to be as sure as possible that the cost incurred for the management of incidental/accidental operating conditions does not exceed a predetermined value.
Minimizing the mean cost is thus not sufficient to ensure that the probability of a low cost is very high. Hence, we should rather maximize the probability that the cost function takes values under a given threshold (corresponding to a critical budget), which represents the most damageable case that we could admit. In other words, our problem is a stochastic programming problem, since the probabilistic aspects lie very deep in its core. This way, the effects of uncertainty are directly integrated in the search for the optimum, instead of performing a posteriori an uncertainty analysis on the optimal solution of a deterministic problem, obtained by assuming fixed values of the uncertain parameters. The probabilistic approach we propound here could be even more desirable in case of epistemic uncertainty.
One could wonder at this stage why a dynamic treatment of reliability is chosen for the estimation of the probabilities appearing in the expression of the cost function (1), while these computations could at first appear decoupled of the optimisation scheme itself. Several reasons can be invoked to support this approach. First, if the uncertainty analysis and the optimization procedure are performed in an integrated way, it seems coherent to use also an integrated framework for the calculation of the safety characteristics of the system, as that provided by dynamic reliability. Secondly, the allowance explicitly given to the system's dynamic evolution in the delineation of accident sequences is of prime importance in the investigation of "near-misses", for which uncertainty could dramatically change the probabilities of failure and shutdown, and hence the cost function. We therefore think the additional complexity and numerical workload entailed by this application of stochastic programming to dynamic reliability problems is a challenge worth being considered.
Formal problem
Let us now formalize this problem and introduce some mathematical notations. Let u be the vector of strategies, the components of which are e.g. the design parameters for the safety devices; u belongs to a given domain U (which is a subset of R m ) since these parameters are usually restricted to bounded intervals. Let a be the vector of uncertain parameters (characterizing the protected system), having values in a given domain A. These parameters represent the uncertain characteristics discussed in the previous section, and can be, for example, the failure rate of a component, the bias of a sensor device, … Hence, the cost function f mentioned above, which depends on u and on the uncertain parameters a; is, for a given u; a random variable. Since f relates to the system reliability characteristics, for given u and a; the value of f can be estimated by a Monte Carlo simulation of the failure risks of the protected system. Finally, we define w as the critical budget characterizing the worst failure that we could admit.
With these notations, our problem can be formulated as follows: we would like to determine the set of optimal strategies u w given by u w argmax uʦU
where the probability function P w u is defined by
is the distribution of the uncertain parameters and H(·) is the Heaviside stepfunction.
This is a primal stochastic problem, in the language of stochastic programming [1] .
Solution algorithm
In this section, we present a solution algorithm given in Ref. [1] , for a primal stochastic problem, that is applicable to our case. The optimal strategy is obtained by an iterative scheme of the form:
where P U is the Euclidian projector on the domain U ʚ R m ; r k is the magnitude of the shift in strategy at this iteration, and j k should represent the gradient of the probability function P w u. However, it seems extremely difficult to compute this gradient, since the computation of the probability function itself involves the integration on domain A of a characteristic function (see Eq. (2)) that has to be computed, in our reliability problem, by a Monte Carlo method for each point of A. To avoid this computational burden, we will make use of a stochastic quasi-gradient for P w u at point u k : This is a random vector j k satisfying the following condition:
where a u is a scalar function on U and b u is a vector function on U. In the case a u 1 and b u 0; we have an unbiased stochastic quasi-gradient for the probability function.
We give now the stochastic quasi-gradient used in Ref. [1] :
where P ‫ء‬ t is an estimation of the probability function, given by
Hw Ϫ f u;â i 4 using t samplesâ 1 ; …;â t of the random vector a: In the above expression,ũ kj represent random variables, uniformly distributed on the interval
e j is the jth vector in the canonical basis on R m . This stochastic quasi-gradient is shown to be unbiased.
We give now the different steps of the algorithm, according to Ref. [1] , p. 259-262.
1. Choose an initial strategy u 0 ; set k 0: 2. Construct t k samplesâ 1 ; …;â t k for the random vector a: 3. Compute the stochastic quasi-gradient j k at point u k ; using Eq. (3). 4. Select the next strategy u kϩ1 by the formula:
where L is an upper bound for the variation of the probability function. 5. Check if the strategy u kϩ1 is "satisfactory"; else, let k k ϩ 1 and go to step 2.
This last stopping rule is stated rather vaguely. Different criteria can be defined in order to put an end to the iterative scheme: a sufficiently high value of the probability function at the current point of domain U (note that this approach is close to that looking for the strategy minimizing the critical budget ensuring a given value of the probability function; see the discussion in Section 6 for further details), a too small relative improvement of P w u between the last two iterations … The algorithm makes use of a small set of parameters r k , t k , d k and L, varying with the iterations, and that will be discussed in Section 5.
The convergence of this algorithm is granted by the following result:
Theorem 1 (Kibzun and Kan ([1], p. 260))
Suppose we have the following conditions:
1. the probability function P w u is concave and Lipschitz on the convex, compact domain U; the optimum u w ʦ intU:
the (deterministic) sequences {d k } and {t k } satisfy
where the sequence { u k } is obtained with the above algorithm.
We now detail how the random vector a is sampled for a given k. As we have to obtain a specified number t k of samples, that are supposed to represent correctly all the range A of the vector a; it makes sense to obtain these samples in a rather systematic way. More precisely, we will use latin hypercube sampling. Assuming that A is a product of intervals, we can decompose each interval in t k subintervals of equal probability (these decompositions inducing a decomposition of the hypercube A in small hypercubes of equal probability). We sample each coordinate of a once in each of the t k corresponding subintervals, and then we combine these sampled coordinates randomly, by using random permutations of the set {1; 2; …; t k }:
This method is explained with more details in Ref. [10] . The results in the referred paper show that the variance of the estimated function (here, P ‫ء‬ t is reduced in a wide range of cases, which covers our particular problem.
Application: a HNO 3 cooling system
The essential part of this work was to implement the optimization techniques explained above to a particular reliability problem. We give now a detailed description of the protected system with its safety devices.
Description of the system
We chose to apply our methods to a HNO 3 cooling system, which has often been used as a test-case in different applications [11, 12] . This example was selected because it displays the following essential characteristics:
• it is inherently dynamic -different orderings in the realization of the same events can lead to very distinct consequences; • a similar feature is the effect of the timing of some events on the failure hazards; and • the system is strongly controlled, and there exist dependencies between the automatic and human-driven control actions.
All these points call for a dynamic reliability analysis of the system. In comparison with the description of the cooling system given in Ref. [11] , the description given here below is more detailed. Because the precise behavior of the system is essential in dynamic reliability, a dynamic modeling has been added to the hardware description, and the behavior of the operator has been specified.
The different parts of the cooling system are illustrated on Fig. 1 [11] . This plant aims at cooling down nitric acid entering a heat exchanger to bring its temperature within a specified range at the output. Two nested loops are devised to adapt the flow of cooling water to variations in the value of the inlet temperature. The inner automatic loop consists of a temperature controller calculating the modification of the water flow and of the operation of the valve determining this flow. The operator can bypass this automatic procedure to directly act on the valve. In case of unmitigated transient, the operator can close the inlet valve to cause a safe shutdown of the cooling system.
The different failure and working modes of the system components are explicited in Appendix A (see Ref. [13] for additional details). The authors acknowledge that the description of the operator is very basic: the only objective is to develop a realistic dynamic behavior for the system, without any attempt to define an accurate and complicated model for human reliability, as in Ref. [14] for instance.
We have also explicited the dynamic modeling of the system behavior in Appendix B, while most numerical values used in Section 5 are provided in Appendix C.
Control actions
We now describe the possible control actions on the cooling system. These controls are associated with the behavior of the operator OP, as the automatic control performed in the inner loop is already included in the dynamics. Note that V5 closed appears a priori as another unacceptable hardware state, but this failure mode of V5 is not taken into account here, as stated in Appendix A.
On the other hand, the working of the system can be willingly interrupted before a global failure occurs (the consequences are not so important):
• Shut down: V1 is closed.
It should be observed that this numerical problem requires two sets of free-flight estimators, to compute the failure probability and the shutdown probability, respectively.
Economical problem
We now define the vectors u; a; the probability distribution of ā and the cost function f in the case of the HNO 3 cooling system.
In order to keep the computational costs low enough, we choose the vectors u and a to be two-dimensional. The components of these vectors represent (see Appendices A-C):
• vector u: For the sake of clarity, the components of these vectors u and a take value in [0,1], linearly parameterizing the above listed variables of the cooling system. In particular, U A 0; 1 × 0; 1: We also assume that vector a is uniformly distributed on A. Note that such linear expressions in u and a would not be well adapted to quantities the value of which varies on several orders of magnitude.
As we have seen before, the whole system can be in three different situations, after a certain time t lim :
• normal: the final temperature of HNO 3 has kept evolving within the range [T min , T max ].
• failed: the final temperature of HNO 3 went out of this range.
• stopped: the valve V1 had to be closed.
We introduce costs corresponding to both abnormal situations of the system (see Eq. (1)), and investment costs linearly depending on the components of u: The cost function f then takes the following form:
Numerical results
A code, including all the features mentioned in the previous sections, was written for the computation of the failure risks of the HNO 3 cooling system and for the optimization procedure given above. In this section, we give the numerical results obtained with this code, and we discuss issues related to the optimization problem, as well as possible improvements of the algorithm.
System unreliability
The results are presented in Table 2a -d, with the values of the economical parameters given in Table 1 .
We can observe for small values of a 1 and a 2 , i.e. for a smooth rise of the inlet temperature, that changes in strategy do not affect significantly P fail and P stop , though very different values of the total cost are obtained. In this case, supplementary investments for a better protection of the system are unnecessary.
On the other hand, when most severe initiating events occur (higher values of a 2 ), an appropriate choice of u is likely to reduce the hazard of a system failure or shutdown. Even if the corresponding strategy can be more expensive to implement, this cost seems to be compensated by the better ability to mitigate the transient.
These numerical tests highlight the rôle played by distributed parameters in the optimization of the protection of a system. This clearly justifies the approach that was adopted in Section 3.
First results and improvements
The direct implementation of the optimization algorithm presented in Section 3.3 leads to unsatisfactory results. Indeed, the accuracy of the estimated quasi-gradient is very poor: it vanishes for some iterations (although the current strategy is not optimal), and different estimations of the quasi-gradient for the same strategy can be very different. The reason for these bad results can be understood if we look at Eqs. (3) and (4) defining the estimator for the quasi-gradient. The second equation describes how the result of the (long) computation of the system unreliability is used in this estimation: if the associated cost is smaller than the critical budget, then we score 1; else, we score 0. In fact, this estimator uses a very small part of the information that is collected while computing the unreliability.
As a consequence of this, the estimated quasi-gradient will often vanish, except if the estimated costs are very close to the critical budget. In this case indeed, a small perturbation of the strategy is likely to bring the estimation of the cost function above the critical budget, if it was below it before, and vice versa. On the other hand, if the estimated costs are very close to this critical limit, the statistical uncertainty on the computation of the unreliability (rather than the perturbation of the strategy) could cause the crossing of this limit. As a result, the estimation of the quasi-gradient will be inaccurate.
All these undesired side effects of the method can be avoided if we exploit, in the estimation of the quasi-gradient, a larger part of the information obtained during the computation of the unreliability, or equivalently if we take the variance of the computed unreliability into account. This variance is computed with the same Monte Carlo algorithm as for the unreliability itself, and gives a good idea of the statistical error on the computed result. To account for this variance, we can just replace the estimator (4) of P ‫ء‬ t by the new estimator
In this equation, F u;â i is the random variable associated with the Monte Carlo estimation of the cost; its expected value is the actual cost, given u andâ i : The probability that F u;â i is smaller than the critical budget w is computed by assuming that the former is a normally distributed random variable, the mean of which is estimated by the computed cost f u;â i . Its variance is estimated from the variances on each probability (shutdown and system failure) computed with the Monte Carlo algorithm. The use of a normal distribution is justified by the Central-Limit theorem.
With this new estimator for the quasi-gradient, the results of the algorithm become much more interesting. In the next section, we study the behavior of this modified solution method.
Discussion of results
In this section, we discuss the results obtained with the optimization algorithm. We identify specific issues and propound some modifications in order to improve the behavior of the algorithm.
Choice of the critical budget
The optimization problem is formulated as the maximization of the probability function P w , that explicitly depends on the critical budget w . It is thus very likely that the behavior of the algorithm will strongly depend on the value of w . Indeed, our numerical results show that the performances of the algorithm are dramatically affected when w varies. In particular, very bad results are obtained if the value of w is incorrectly chosen. For instance, assume w is much larger than the values of the cost corresponding to the different values of the strategies and unknown parameters. Then the probability function will be very close to 1 and will essentially not vary with the strategy. In that case, the algorithm will not be able to detect a significant variation for P w , and no preferable strategy will be chosen. This corresponds to the situation in which the system is already very secure, whatever choice of strategy is done among the possible ones. In other words, the value of the critical budget is irrelevantly high in view of the costs induced by most undesired behaviors of the system.
On the other hand, if w is chosen very small, such that most costs obtained in the simulation are greater than w , the algorithm will behave improperly, as illustrated by the results displayed in Table 4 , and obtained with the values of the parameters given in Table 3 .
In Table 4 , c avg is the average cost obtained with all the simulations associated with the current strategy.
These results show that in this case the probability function does not increase very much. However, the average cost increases significantly, and the dispersion of the computed costs follows the same negative trend. In other words, the strategies in the last iterations correspond to dangerous situations, in which some important accidents could happen with a significant probability. This strange behavior of the algorithm can be explained in the following way: as most computed values of the cost fall above the critical budget, the algorithm is looking for strategies increasing the dispersion of the computed costs, so that more computed costs will be below w . However, these risky strategies are not desirable from our reliability point of view. Therefore, we should avoid this kind of behavior for the algorithm, and choose a more appropriate value for the critical budget w .
Mathematically speaking, determining a good value for w is not an easy issue, because we do not know a priori the range of the computed costs before running the simulations. A way to avoid this problem is to select the value of w after the simulations corresponding to the initial strategy. Numerical tests show that the median of the computed costs, or a slightly larger value, is a good starting point for w .
This choice of w gives a numerical value that is well adapted to the strategies lying in the neighborhood of u o : However, as u is getting closer to the optimal strategy, the probability function is increasing, and the computed costs become generally smaller. As a consequence of this, the initial value of w could turn out to be inappropriate for the strategies considered after some iterations: it could be too large, compared with the computed costs at this stage. In that case, the performance of the algorithm will be strongly limited, as explained above. Therefore, in order not to slow down the convergence of the strategy towards its optimal value, we should use an adaptable budget. This approach is illustrated by the results presented in Tables 5 and 6 , which demonstrate the need for such an adaptation of w . w H denotes the new value of the critical budget.
The choice of the next strategy is improved after iteration 1 if we use the adapted value w H 2:56 for the critical budget. We see indeed that we attain a very different strategy at iteration 2, with a higher value of the (new) probability function. The new critical budget is determined using the same method as for its initial value. The change of critical budget corresponds to the following situation: the system can be made sufficiently reliable to meet our first expectations, with the first value of w . However, our choice of strategy can still be improved; we thereby determine a new goal for the system unreliability and for its economical interpretation. We then see how this new goal can actually be reached.
Even if this method seems to lead to satisfactory results, we should keep in mind the fact that a change of w implies a change of P w , the probability function, which is our objective function. If we modify this function, then the behavior of the algorithm is affected. Hence it becomes more difficult to compare the evolution of the optimization scheme with that observed during the first iterations, because the objective function is not the same anymore. Therefore, this method should not be too often used. A rule-of-thumb is to use it only if it is really necessary to improve the convergence of the strategies to the optimal strategy. A good criterion consists in adapting the critical budget when the estimation of the gradient of P w becomes extremely small, i.e. when the current value of w does not allow to make any distinction between the current strategy and its close neighbors.
Influence of the starting strategy
A standard way to test an optimization algorithm is to compare the results obtained when using different starting points for the iterations. This makes sense in our context, since the initial strategy has no particular meaning. Table  7a -f present the results obtained for a given optimization problem (the economical parameters are those given in Table 1 ) and different initial strategies.
These results clearly show that the strategy does not converge to the same optimal value when using different starting points. However, the optimization is satisfactory each time the algorithm presents a "smooth" behavior, as we obtain in each of these cases a sufficiently large value of the probability function. The strategies that are obtained with the above computations are located in a particular region for which the probability function takes values that are equivalent with respect to the optimization criteria.
According to the above results, this "optimal zone" appears as a vertical strip located between about u 1 0:75 and u 1 0:80: Yet the value of u 2 is not indifferent; but convergent numerical tests indicate there are at least 3 local optima. The algorithm seems to reach this vertical strip, regardless of the initial strategy that is used. However, this zone is entered at different locations depending on u o ; and this defines the local optimum that will be reached. The parameter r k was chosen constant and small (0.03), in order to avoid large oscillations. Even with such a small value of r k , some important oscillations can be observed in three cases. However, one could have chosen a larger value of this parameter for the computations starting relatively far away from the optimal zone, in order to avoid spending much effort in an uninteresting part of U.
Our results seem to indicate that the algorithm is not really able to find its way in this optimal region. This strange behavior can be mathematically explained in the following way: Theorem 1 guarantees the convergence of the algorithm if the probability function is concave. However, a systematic computation of P w at each point of a grid shows that this is definitely not the case. This fact is not very surprising, because we have no way to control or predict the general behavior or the properties of the probability function corresponding to a given reliability problem.
If we want to overcome these difficulties and obtain more accurate results, we have two options:
• either compute more information about the "optimal zone" using different starting strategies, • or adapt the optimization algorithm to make it find its way in the "optimal zone".
The first option seems to be inappropriate in this case, because of the supplementary computational cost, and because the information gained in this way could be incomplete, without being able to predict this situation.
Therefore, we propose to implement the second option and to improve the algorithm to make it converge to an optimal strategy, even with a strongly nonconcave behavior of the probability function. In Section 6.2, we propound some specific improvements in this direction.
Choice of the optimization parameters
The optimization algorithm comes with a set of technical parameters that have to be correctly tuned, in order to obtain satisfactory results. These parameters are:
• the shift in strategy d k that is used to numerically estimate the derivatives of P w u; • the number t k of samples of vector a that are used to estimate the gradient of P w u for each strategy; • the maximal norm L that is admissible for the stochastic quasi-gradient, and • the magnitude r k of the shift in the strategy domain between two iterations (the change in strategy is given by r k 7P w ).
First, the choice of the parameter d k is not fundamental: numerical tests show that the performances of the algorithm are not really altered if this parameter is modified. It has to decrease with k, in order to satisfy one of the hypotheses of Theorem 1, and indeed we need to compute the derivatives of the probability function more locally as we get closer to the optimal strategy. In our numerical computations, we used an asymptotic behavior in k Ϫ1/5 that was suggested in Ref. [1] . The scaling of d k was determined by choosing a small value, compared with the size of domain U. So we used the value d k 0:04k Ϫ1=5 for all our computations. The number t k of samples of vector a at each iteration has to be chosen sufficiently large, in order to obtain a good approximation of the actual gradient of P w u. However, the high computational cost of our Monte Carlo algorithm prohibits the use of a very large value. For that reason, we chose to use the relation t k 10 ϩ intk 1:6 with respect to the iteration index. The results show that, although some dispersion can be observed for the stochastic quasi-gradient, the approximation obtained for the gradient of P w is good enough to provide satisfactory results. We do not expect that a much larger value of t k will give us improved results that would be worth the additional computational cost.
The maximal norm L for the stochastic quasi-gradient seems to be a rather artificial parameter from a numerical point of view. This parameter is needed in order to ensure the formal convergence of the algorithm in Theorem 1; but it should be obvious that if this parameter affects the computations (i.e. if the norm of an estimation of the gradient of P w exceeds L), this means that the algorithm has failed, because the other parameters for the optimization were not correctly chosen. For that reason, we opted for a relatively large value for this parameter: L 100; and we rather focussed on the determination of the other parameters to avoid this extreme situation.
The magnitude r k of the move in strategy is extremely important, because the convergence speed directly depends on its value. Numerical experiments show indeed that the behavior of the algorithm is very sensitive to the value of r k . Unfortunately, no way to predict what could be a good value for this parameter is available, and it would anyway be problem-dependent. Tables 8 and 9 present numerical As it is easily observed from Table 9 , the probability function and the average cost oscillate with the iterations, with an overall decreasing trend. One can also check that the algorithm goes very often backwards in strategy; this behavior can be attributed to the fact that r k is too large in these computations. If we use the value r k 0:03 instead, we find the results that were displayed in Table 6 . The comparison of these two tests clearly show that the computational cost of the algorithm is dramatically affected by the choice of r k .
According to Theorem 1, this parameter should decrease to zero, in order to make the strategy converge to the optimum. However, in the above computations, we used a constant value for r k ; indeed, we observe much more satisfactory results if r k decreases very slowly, or not at all. This seems to be in contradiction with the hypothesis of Theorem 1: we should have k r 2 k Ͻ ∞ and hence r k should decrease faster than k Ϫ0.5 , like k Ϫ0.8 for example, as suggested in Ref. [1] . Nonetheless, our numerical experiments indicate that a good choice for r k could be a constant value during the first iterations; this value should then be reduced at some stage of the optimization, when approaching the optimal strategy (for example, when the critical budget is adapted, or when the probability function crosses some threshold). However, this practical observation does not tell us how to choose the constant values for r k . This problem, that was also mentioned above, is still to be further investigated.
Discussion
This paper has presented an approach to the optimization of the design of a safety system in a dynamic context, while accounting for the effect of uncertainties. A general cost function, based on the failure and shutdown probabilities of the system and on the respective costs entailed by these circumstances, has been introduced to balance the economical and safety criteria. Because of various sources of uncertainties, the cost function turns out to be a random variable. Instead of first performing the optimization procedure for given values of the distributed parameters, and then the uncertainty analysis on the results, we have treated this problem in an integrated fashion: the optimization scheme is driven by the search for strategies which increase the probability that the cost function does not exceed a critical cost. This approach, which seems in principle more satisfactory than other methods like the use of expected values, requires therefore techniques developed in stochastic programming.
The optimization issue has been particularized to applications where the use of dynamic reliability is advised. As the calculation of the failure and shutdown probabilities is more computer demanding in this case, the fast convergence of the optimization scheme is of prime importance. Moreover, the integrated treatment of the risk assessment provided by dynamic reliability is coherent with the integrated optimization approach used.
A stochastic programming algorithm was implemented in a computer code that was applied to the search of optimal strategies in a HNO 3 cooling system. The numerical results that were obtained in this way are encouraging and show that such a problem can be solved by combining different Monte Carlo games, for the estimation of failure probabilities, the treatment of uncertainties in parameters and the estimation of the gradient of the probability function.
Some specific issues that still need to be tackled are discussed below.
Investigation of the optimal zone
As already mentioned in the preceding section, the behavior of the optimization algorithm becomes unsatisfactory when the strategy enters an "optimal zone". Clearly, the optimization scheme is not adapted to the rather complicated form of the probability function in this zone. Indeed, Theorem 1 assumes that P w is concave, what it is clearly not. Therefore, we have to adapt the solution scheme to this more general situation, and to avoid the algorithm being trapped in some local optima that could exist in the optimal zone. In this perspective, simulated annealing could be envisioned to improve the search for a global optimum.
However, this optimal zone appears as a set of strategies which are almost indifferently acceptable for the criteria that could be quantified. This lets room for a decision maker to include more subjective factors in the final decision.
Estimation by importance coefficients
Although our current computation technique for the stochastic quasi-gradient of P w u yields rather satisfactory results, it would be very interesting to save computer resources on the repeated estimations of the cost function at neighboring values of u and a: Indeed, the computation of the unreliability of the HNO 3 cooling system (and hence of the associated cost) involves a Monte Carlo algorithm (that was exposed in Section 2); the computation of the stochastic quasi-gradient, once these costs are known, is also computed by a Monte Carlo method, with samplings of the uncertain parameters a ʦ A: Finally, iterations on these computations are to be done to converge to the optimal strategy.
In order to reduce the computational cost of running these nested Monte Carlo games, we can try to deduce several estimations of the cost function from the same batch of histories. Indeed, the repeated computation of the dynamic evolution of the system in the course of each history is the most demanding numerical task. Therefore, any way of reducing the number of histories necessary for a given number of estimations of the cost function will positively affect the computer time. This would also allow to concentrate the numerical effort on the optimization algorithm itself, rather than on the estimation of f u; a: This can namely be achieved when variations in the uncertain parameters a do not modify the possible dynamic evolutions of the system, for a given strategy. In this case, a generalized correlated sampling could be considered to simultaneously estimate the cost function at several points among the t k samplesâ i : Correlated sampling is also likely to improve the estimation of small differences between values of f at close points belonging to domain U, and it could thereby also improve the estimation of the quasigradient.
Variation of economical parameters
In this paragraph, we expose a slightly different application of our optimization techniques in a reliability framework. Up to now, we have focused on the optimal definition of the design strategy of a system, given values of the economical parameters determining the cost objective. In actuality, these parameters are difficult to estimate. This is true for instance when the cost is associated with the damage induced by a failure.
An important side problem of the optimization procedure is the analysis of the sensitivity of the optimal strategy to variations in the economical parameters. Such an information can be critical in decision-making, and is likely to give new insights in the issues related to the optimal zone.
Although some work is still needed to achieve this goal, it seems important to head for such an objective in the development of optimization techniques in reliability.
Inverse stochastic problem
In Section 5.3.1, the critical budget was somehow considered as a parameter of the optimization scheme, that can be tuned to improve the convergence. This approach is not realistic enough, because this budget should be set based on actual operational priorities.
To account for this fact, the optimization problem can be formulated in a different way. Let F a u ϵ min{w : P w u Ն a} be a quantile function associated to our problem, where a ʦ 0; 1 is a given probability level. The stochastic programming problem corresponding to u a argmin uʦU F a u is called an inverse stochastic problem. This expression of the optimization problem turns out to be useful when the critical cost w cannot be easily assessed, but when one can evaluate simply the acceptable risk by a level 1 Ϫ a . Specific algorithms associated with this approach will have to be investigated in future work. This work has demonstrated the feasibility of optimization procedures imbedded within dynamic reliability applications. Yet more general-purpose approaches to the problem still need to be developed. Among other issues of interest, one should compare the particular optimization approach selected here with other methods decoupling the search for optimum and the allowance given to uncertainty. The identification of those types of uncertainties strongly influencing the decision process, and therefore requiring to be integrated within the search for optimum, should also be done.
with no possibility of further modifying the water flow entering the heat exchanger. (1) (2), aware of the problem (3) or ready to act (4). When OP is solicitated (and present), he moves into action in the following way: for a first critical value of TI, he becomes aware of the problem; at the end of a time delay, he becomes ready to intervene, and he acts manually on V5. The operator action then prevails on the controller's ones. If this first intervention is not sufficient, a second time before action has to elapse in the state "ready to act" before the decision of shutting down the system is taken.
Air pressure AP. This device is normally

12.
Temperature controller TC. This component computes the optimal position of V5 according to the values given by TE and TS. It displays the same states and transitions as TE.
Appendix B. Physical model
Assume the heat exchanger is characterized by the following transfer function:
where T o and T i are the output and inlet temperatures, respectively, and q is the cooling water flow. The other symbols that were used are explicited in Table B1 . The water flow necessary to obtain a desired output temperature can be deduced from the previous expression, and is formally written:
Consider now the physical variables describing the 
