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In this paper, we propose the two-sided hyperbolic SVD (2HSVD)
for square matrices, i.e., A = UV [∗], where U and V [∗] are J-
unitary (J = diag(±1)) and is a real diagonal matrix of “double-
hyperbolic” singular values. We show that, with some natural
conditions, such decomposition exists without the use of hyper-
exchange matrices. In other words, U and V [∗] are really J-unitary
with regard to J and not some matrix Ĵ which is permutationally
similar to matrix J. We provide full characterization of 2HSVD and
completely relate it to the semideﬁnite J-polar decomposition.
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1. Introduction
The singular value decomposition (SVD) was discovered independently in years 1874 and 1875 by
Beltrami and Jordan (see [12]). It was introduced to the numerical mathematics by Golub and Kahan
in [4]. In 1970, the Golub–Reinsch algorithm for calculating SVD was presented in [5], remaining in
use for two decades.
Separately, in 1949, Krein in [9] introduced vector spaces equipped with nonstandard scalar prod-
ucts, nowadays called hyperbolic scalar products.
Later, exploration of the signal processing led to development of the various operators related
to hyperbolic scalar products, from hyperbolic rotations and reﬂectors to hyperbolic singular value
decomposition (HSVD)
A = UV∗,

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where U is unitary, V∗ is J-unitary and  is a diagonal matrix. HSVD was ﬁrst proposed by Onn et al.
in [10] and then generalized by the same group of authors in [1]. The complete characterization of the
existence of HSVD, somewhat more practical for the purpose of this paper, was given by Zha in [14,
Section 3].
In his Ph.D. thesis [6], Hassi has generalized the SVD to the vector spaces equipped with general
indeﬁnite scalar products. Not surprisingly, some of the nice properties tied to the traditional SVD
were lost. When restricted to vector spaces equipped with the hyperbolic scalar products, Hassi’s SVD
comes very near what one would expect from an SVD. The only important difference here is that the
transition matrices are hyperexchange and not J-unitary, which we address in this paper.
Finally, in [11], Renardy has provided an SVD in Minkowski space, which is a hyperbolic space for
J = diag(1,−1,−1, . . . ,−1).
This SVD came from the applications in studying polarized light and is a result that we shall generalize
in this paper (to any hyperbolic J). The proof given by Renardy is not applicable to general hyperbolic
product as it heavily relies on the fact that J has only one element equal to 1.
In this paper, we show that the permutations in Hassi’s SVD are not needed in hyperbolic case
under additional natural condition on the spectrum of A[∗]A and we propose the two-sided hyper-
bolic SVD (2HSVD). We also explore interesting properties which relate the 2HSVD closely to the
traditional SVD, linking it to the hyperbolic version of the semideﬁnite J-polar decomposition (for the
semideﬁnite J-polar decomposition, see [2, Section 5] and, for the generalized polar decomposition,
[7, Section 4]).
The paper is organized in six sections. In the next section, we present deﬁnitions and known results
needed for the 2HSVD and it’s exploration of its properties. In the third section, we propose and
prove the 2HSVD for square matrices, while in the fourth section we discuss the uniqueness of such
decomposition. In the ﬁfth section, we investigate J-nonnegative matrices (indeﬁnite counterparts
of the positive semideﬁnite matrices), drawing a strong connection between the 2HSVD and the
semideﬁnite J-polar decomposition. In the ﬁnal section we draw some ﬁnal conclusions.
2. Prerequisites
LetF be the ﬁeld of the real or the complex numbers (F = R orF = C) and let J ∈ Fn×n be a square
signature matrix (i.e., diagonal matrix with +1 and −1 on the diagonal; J = diag(±1)) of order n. We
deﬁne the indeﬁnite scalar product for J as
[x, y] := 〈Jx, y〉, x, y ∈ Fn.
Note that J is both symmetric and orthogonal, so J = J∗ = J−1.
Deﬁnition 2.1. Well-known concepts related to the indeﬁnite scalar product are deﬁned as follows:
• Adjoint matrix A[∗] is deﬁned by [Ax, y] = [x, A[∗]y], for all x, y ∈ Fn. For hyperbolic J, the fol-
lowing holds: A[∗] = JA∗J.
• J1J2-adjoint “jumps” between scalar products [·, ·]1 and [·, ·]2 deﬁned by J1 and J2, respectively:[Ax, y]1 = [x, A[∗]1,2y]2. The following holds:
A[∗]1,2 = J2A∗J1. (2.1)
• Matrix A is J-Hermitian if A = A[∗], i.e., A = JA∗J.
• MatrixU is J-unitary if [Ux, Uy] = [x, y],∀x, y ∈ Fn, i.e.,U∗JU = J. Sometimes, J-unitarymatrices
are also called orthonormal.
ForHermitian (i.e., hyperbolic) J, the followingholds aswell:U is J-unitary if andonly ifUJU∗ = J.
This does not hold for all indeﬁnite products.
When it comes to the hyperbolic scalar products, there is another category of matrices, very much
like the J-unitary ones, but with a bit weaker properties:
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Deﬁnition 2.2. Matrix A ∈ Cn×n is called hyperexchange with respect to J = diag(±1) if there exists
permutation matrix P such that
A∗JA = P∗JP.
Obviously, ifA ishyperexchangewith regard topermutationP andhyperbolic scalarproduct induced
by J, then AP∗ is J-unitary.
Deﬁnition 2.3. Matrix A ∈ Cn×n is J-positive (J-nonnegative) if JA is Hermitian positive deﬁnite
(semideﬁnite).
When it comes to indeﬁnite scalar products, very important property of an arbitrary set of vectors
is (non)degeneracy. In layman’s terms, it separates setswith “nice” properties (i.e., those that resemble
positive scalar products).
Deﬁnition 2.4. Set S ⊆ Fn of vectors is called degenerate if there exists x ∈ S such that x /= 0 and
[x, y] = 0 for all y ∈ S. If no such x exists, we say that S is nondegenerate.
The nondegeneracy property shall be heavily exploited both in the 2HSVD and the “nice” semidef-
inite J-polar decomposition. We shall also provide the counterexamples of the theorems when the
certain sets are degenerate.
Note that, due to the nonsingularity of J, Fn is always nondegenerate with regard to the scalar
product generated by J.
These deﬁnitions and properties of the indeﬁnite scalar products are well known for a much wider
choice of J and can be found in, for example, [3].
3. The two-sided hyperbolic HSVD
Weconstruct the two-sided hyperbolic SVD (2HSVD) fromHassi’s J1J2-SVD, deﬁned in [6, Deﬁnition
2.1] as follows:
Deﬁnition 3.1 (J1J2-SVD). Any factorization for anm × nmatrix A ∈ Cm×n of the form
A = UV−1,
where is nonnegative real diagonalm × nmatrix and the column vectors u1, . . . , um and v1, . . . , vn
of U ∈ Cm×m and V ∈ Cn×n satisfy
[ui, uj]1 = ±δij and [vi, vj]2 = ±δij.
Diagonal elements σi of are referred to as the singular values of A with respect to [·, ·]1 and [·, ·]2, the
corresponding column vectors ui in U (respectively, vi in V) are the left (respectively, right) singular
vectors of A with respect to [·, ·]1 and [·, ·]2. Using matrix notations we have (Formula 2.1 in [6]):
U−1AV = , U∗J1U = S1 and V∗J2V = S2,
where Si is a diagonal square matrix with diagonal entries ±1 appearing according to inertia of the
matrix Ji, i = 1, 2.
Note that, in the hyperbolic case (J := J1 = J2 = diag(±1)), this means that U and V are hyperex-
change matrices. In this paper, we replace these with J-unitary matrices.
Aswe shall soon show, (non)degeneracy ofR(A) (range ofmatrix A) is an important property and it
is often useful to have its various characterisations. Some of them are provided in the following lemma
[6, Lemma 2.3].
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Lemma 3.2. The rangeR(A) of A is J-nondegenerate if and only if
N (A[∗]A) = N (A)
or, equivalently,
rank(A∗JA) = rank(A).
Hassi provided the following characterization of J1J2-SVD in [6, Theorem 2.4]:
Theorem 3.3 (J1J2-SVD). An m × n matrix A (m n) has a singular value decomposition with respect
to [·, ·]1 and [·, ·]2 if and only if the matrix A[∗]A is R-diagonalizable and R(A) is nondegenerate linear
subspace of (Cm, [·, ·]1).
This result is very general, but lacks the J-unitarity property of U and V . Restricting it to hyperbolic
products and with the additional constraint on the eigenvalues of A[∗]A, we propose the following
decomposition which maintains J-unitarity:
Theorem3.4 (Two-sided hyperbolic SVD). Let J = diag(±1) and let A ∈ Cn×n be a complexmatrix such
that A[∗]A is R-diagonalizable with only nonnegative eigenvalues andR(A) is nondegenerate subspace of
(Cn, [·, ·]J). Then there exists the two-sided hyperbolic singular value decomposition of matrix A :
A = UV [∗] = UV−1,
where  is real diagonal, while U and V are J-unitary.
The converse also holds: if there exists the two-sided hyperbolic SVD of A, then A[∗]A isR-diagonalizable,
all its eigenvalues are real nonnegative andR(A) is nondegenerate linear subspace of (Cn, [·, ·]J).
Proof. According to Theorem 3.3, there exists a JJ-SVD of matrix A:
A = U11V−11 , (3.1)
where U1 and V1 are hyperexchangematrices, while1 is nonnegative real diagonal matrix. Note that
the following identities are true:
U∗1 JU1 = P∗UJPU , for some permutation PU, (3.2)
V∗1 JV1 = P∗V JPV , for some permutation PV . (3.3)
We now deﬁne:
V := V1P∗V , (3.4)
J1 := J(PVP∗UJPUP∗V ), (3.5)
 := PV1P∗V . (3.6)
Since the elements of 1 are nonnegative, so are the elements of  (which are the same elements
permuted along diagonal). It is easy to see that
A[∗]A = VJ(PVP∗UJPUP∗V )(V1P∗V )−1 = VJ1V−1 = VJ12V−1, (3.7)
where V is J-unitary.
From(3.7) follows thatA[∗]A is similar to the real diagonalmatrix J12. Since ∈ R, J1 = diag(±1)
and, by assumption, A[∗]A has only nonnegative eigenvalues, we conclude that J12 = 2. Therefore,
A[∗]AV = V2.
Let us denote the diagonal elements of  as σi:
 = diag(σ1, . . . , σn),
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For some permutation p(·) and l n,
σp(i) /= 0 for isuch that 1 i l,
σp(i) = 0 for i such that l + 1 i n,
In other words,  has l positive and n − l neutral (zero) diagonal elements.
For σi /= 0 we deﬁne:
ui := 1
σi
Avi, (3.8)
where vi are columns of V . Since σi /= 0 and vectors vi are J-orthonormal, i.e., [vi, vj] = 0 for i /= j and[vi, vi] = ±1, vectors ui are J-orthonormal as well:
[ui, uj] = 1
σiσj
[Avi, Avj] = 1
σiσj
[A[∗]Avi, vj] = σi
σj
[vi, vj] = [vi, vj].
It is a well known fact, presented in [3, page 10], that nondegenerate subspaces have J-orthonormal
basis. Sincewehaveassumed thatR(A) is nondegenerate andwehave just shown that {up(i) : 1 i l}
is the orthonormal subset ofR(A), we can expand it to the orthonormal basis
{ui : i = 1, . . . , n}.
So, the matrix
U := [u1 u2 · · · un]
with columns ui is J-unitary.
It remains to be shown that A = UV [∗]. Let ̂ := U−1AV = U[∗]AV , i.e.,
̂ = U[∗]AV = JU∗JAV .
We shall now calculate the elements of ̂:
• For j such that σj /= 0, using deﬁning relation (3.8):
̂ij = Jiiu∗i JAvj = Jiiu∗i J(Jjjσjuj) = σj[uj, ui] = σjδij.
• For j such that σj = 0, using (3.1) and (3.4), we get:
U11 = AV1 = AVPV ,
AV = U11P∗V = U1P∗V (PV1P∗V ) = U1P∗V,
Avj = (U1P∗V )σj = 0.
In other words, Avj = 0 for all j such that σj = 0. We can now calculate the elements of the jth
column of ̂ (for j such that σj = 0):
̂ij = Jiiu∗i JAvj = 0 = σjδij.
We conclude that for all i and j, 1 i, j n,
̂ij = σjδij.
In other words, ̂ =  and A = UV [∗].
To prove the converse, let A have the 2HSVD
A = UV−1,
where U and V are J-unitary and  = diag(σ1, . . . , σn) is real diagonal. Then
A[∗]A = V2V [∗] = V2V−1 (3.9)
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is obviouslyR-diagonalizablewithnonnegative eigenvalues. For the secondcondition, from(3.9) easily
follows that
rank(A∗JA) = rank(A[∗]A) = rank(2) = rank() = rank(A),
so, by Lemma 3.2,R(A) is nondegenerate. 
4. The uniqueness of 2HSVD
It is a well known fact that the traditional SVD of an arbitrary matrix A does not have to be unique.
In this section, we shall investigate the uniqueness of the two-sided hyperbolic SVD.
Obviously, the following holds:
UV [∗] = (U˜J)(VJ˜)[∗]
for any diagonal J-unitary J˜. For example, J˜ can be any signature matrix.
One should also note that sometimes a permutation P /= I of  can be done. To be more precise:
A = UV [∗] = (UP)(P∗P)(P∗V [∗]) = (UP)(P∗P)(VJPJ)[∗]
is also a 2HSVD if UP and VJPJ are J-unitary, which is the case for any J-unitary permutation P, i.e., the
one such that P∗JP = J. In other words, we can freely permute those elements of  that correspond
to the equal elements of J. Since such permutation always exists for the matrices of order greater than
2 (i.e., n > 2), we conclude that the 2HSVD is never unique (not even up to a right multiplication of U
and V with the same diagonal J-unitary factor) except maybe for the very small matrices (of order 1
or 2).
The reason for loosing the similar uniqueness that we have in the traditional SVD for nonsingular
matrices lays in the fact that we had to drop the condition on the descending order of the diagonal
elements of . This, as we have seen, cannot always be met, but some sorting (i.e., permutations)
is allowed. If the uniqueness is needed, one might put a bit “loosed” condition on the order of the
diagonal elements of  = diag(σi):
i < j and Jii = Jjj ⇒ |σi| |σj|,
separately sorting the diagonal elements of  that correspond to positive and negative elements of J.
Since the 2HSVD involves J-unitary matrices, it is only natural to review the relation of such de-
compositions for arbitrary matrix A and its J-adjoint A[∗]. As one might expect, these two are almost
the same, with only U and V changing places, similarly to [6, Corollary 2.8]. More formally:
Proposition 4.1. If J = diag(±1), then A has 2HSVD
A = UV [∗]
if and only if A[∗] has 2HSVD. Furthermore the two are related in a way that A[∗] has 2HSVD
A[∗] = VU[∗].
Proof. This proof is fairly trivial. One only needs to note that real diagonal matrix  is J-Hermitian,
i.e., that [∗] = . So,
A[∗] = (UV [∗])[∗] = (V [∗])[∗][∗]U[∗] = VU[∗].
Obviously, this is a 2HSVD of matrix A[∗]. The converse can be proven in exactly the same way, by
swapping A and A[∗]. 
Note that the previous proposition gives the existence of 2HSVD. If some matrix A has 2HSVD
A = U11V [∗]1 and A[∗] has 2HSVD A[∗] = U22V [∗]2 , there is no guarantee that U1 = V2, U2 = V1
and/or 1 = 2. This obviously follows from the previous discussion on the uniqueness of 2HSVD.
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5. J-nonnegative matrices
We can choose the signs in  arbitrarily, because for any signature matrix J the following holds:
UV−1 = (UJ)(J)V−1.
It is easy to see that UJ is J-unitary and, obviously, J is real diagonal.
In this section, we shall choose the signs in to mach those of J. In other words, we shall choose
to be J-nonnegative, which will lead to the symmetric form (i.e., U = V) of the corresponding 2HSVD
if and only if A is also J-nonnegative, just as the traditional SVD has the symmetric form for the positive
semideﬁnite matrices.
We shall need the following result by Hassi [6, Corollary 2.9] which gives even easier conditions on
A given that the one of the used scalar products is deﬁnite.
Corollary 5.1. If the scalar product [·, ·]2 is deﬁnite, then every matrix A ∈ Cm×n which satisﬁes one of
the conditions
1. AA[∗] is R-diagonalizable,
2. R(A) is nondegenerate,
3. N (A[∗]) is nondegenerate,
with respect to the other scalar product [·, ·]1, has an SVD with respect to these scalar products. If, on the
other hand, [·, ·]1 is deﬁnite scalar product, the conditions should be correspondingly modiﬁed.
We are now ready to state and prove the existence of the symmetric form of the 2HSVD for
J-nonnegative matrices.
Theorem 5.2. Let J = diag(±1). Then A is J-nonnegative with nondegenerateR(A) if and only if it has a
2HSVD of the form
A = VV−1, (5.1)
where V is J-unitary and  is J-nonnegative real diagonal (i.e. J has nonnegative diagonal elements).
Proof. It is easy to show that
A = VV−1 = VV [∗] = V(JV∗J)
is J-nonnegative. First, we show that JA is Hermitian:
(JA)∗ = (JVJV∗J)∗ = (JV)(J)V∗J = (JV)(J)V∗J = J(V(JV∗J)) = JA.
Using the fact that J is positive semideﬁnite, we show that JA is positive semideﬁnite as well:
x∗(JA)x = x∗J(VJV∗J)x = (V∗Jx)∗(J)(V∗Jx) = (V∗Jx)∗(J)(V∗Jx) 0.
Wehaveshownthat JA isHermitianpositive semideﬁnite, i.e., thatA is J-nonnegativeand fromTheorem
3.4 (the converse, using U = V) it is clear thatR(A) is nondegenerate.
Let us prove the converse, i.e., that a J-nonnegative matrix Awith nondegenerate rangeR(A) has a
2HSVD such that U = V .
Since A is J-nonnegative, JA is Hermitian positive semideﬁnite and there exists a unique Hermitian
positive semideﬁnite Hermitian square root B such that JA = B2 (see [8, Theorem 7.2.6]). Clearly,
R(A) = R(JB2) = R(JB).
To see thatR(B[∗]I,J ) is nondegenerate one only needs to see that
B[∗]I,J = JB∗ = JB,
byR(B[∗]I,J ) = R(JB) = R(A), which is nondegenerate by the assumption.
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By Corollary 5.1, B has IJ-SVD
B = U1V1,
where U is unitary, 1 is real diagonal and V1 is hyperexchange, i.e., there exists permutation P such
that V := P∗V1 is J-unitary, so V1 = PV . Let  := JP∗21P, so
A = JB∗B = JV∗1 ∗1U∗U1V1 = JV∗1 21V1 = JV∗P∗21PV = JV∗J(JP∗21P)V = V [∗]V,
where  is obviously J-nonnegative and V [∗] is J-unitary. 
Since J-positive matrices are nonsingular and therefore nondegenerate, the following is obvious:
Corollary 5.3. If J = diag(±1) and matrix A is J-positive, then it has 2HSVD of the form
A = VV−1,
where V is J-unitary and  is J-positive real diagonal.
The following theorem shows that the 2HSVD and the semideﬁnite J-polar decomposition are
closely related, just like they are in the positive deﬁnite case.
Theorem 5.4. Matrix A ∈ Cn×n has 2HSVD
A = UV−1
for some J = diag(±1) (U and V are J-unitary and  is real J-nonnegative diagonal) if and only if R(A)
is nondegenerate and A allows semideﬁnite J-polar decomposition
A = WX,
where W is J-unitary and X is J-nonnegative.
Proof. Let us ﬁrst assume thatR(A) is nondegenerate and A has semideﬁnite J-polar decomposition,
i.e., there exist J-unitaryW and J-nonnegative X such that
A = WX.
Then, by Theorem 5.2, X has 2HSVD
X = VV−1.
Since U := WV is J-unitary,
A = WX = W(VV−1) = UV−1
is 2HSVD of A.
To prove the converse, assume that A has 2HSVD
A = UV−1 = (UV−1)(VV−1). (5.2)
Since U and V are J-unitary matrices,W := UV−1 is J-unitary as well. By Theorem 5.2,
X := VV−1 = VV [∗]
is J-nonnegative with nondegenerate range, so
A = WX
is semideﬁnite J-polar decomposition of A as stated in the theorem. 
In the proof of the previous theorem, we have shown that if A has 2HSVD, it also has semideﬁnite
J-polar decomposition A = WX . Note that we could have rewritten (5.2) the other way around:
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A = UV−1 = (UU−1)(UV−1).
Again, the sameargumentswouldapply,which shows that– ifmatrixAhas2HSVD–wecandecompose
it both ways:
A = W1X1, W1 is Junitary, X1 is Jnonnegative and
A = X2W2, X2 is Jnonnegative, W2 is Junitary.
Aswe shall present in the following example, the condition onR(A) is crucial and once again cannot
be omitted.
Example 5.5. Let
A =
[
1 1
1 1
]
, J = diag(1,−1).
Obviously, A∗JA = 0, i.e.,
0 = rank(A∗JA) /= rank(A) = 1,
so, by Theorem 3.4, A does not allow 2HSVD. This fact can also be shown directly, by assuming the
opposite, i.e., that there exist J-unitaryU, V and real diagonal (for this example, we do not even have
to put limitations on , so we omit them) such that A = UV−1. Then
V2V−1 = A[∗]A = 0,
so  = 0. In other words,
A = UV−1 = 0,
which is a contradiction.
On the other hand, A has a semideﬁnite J-polar composition, for example:
A = UX, U =
[√
2 1
−1 −√2
]
, X =
[
1 + √2 1 + √2
−1 − √2 −1 − √2
]
.
It is easy to verify that U is J-unitary and X is J-Hermitian.
Note thatR(A) is nondegenerate if and only ifN (A[∗]A) = N (A) is also J-nondegenerate, which is
true whenever semideﬁnite J-polar decomposition can be chosen in a way that N (X) = N (X2) (see
[2, Theorem 5.3]). In other words:
Remark 5.6. Matrix A allows semideﬁnite J-polar decomposition A = UX such thatN (X) = N (X2) if
and only if it also allows 2HSVD.
Nondegeneracy is always considered a “nice” property, so one might say that a matrix has 2HSVD
if and only if it allows “nice” semideﬁnite J-polar decomposition.
Contrary to what one might expect, not every nonsingular matrix has 2HSVD, as shown in the next
example.
Example 5.7. Let J = diag(1,−1) and
A =
⎡⎣−1 − 12
1 − 1
2
⎤⎦ .
Obviously, A is nonsingular, but
A[∗]A = JA∗JA =
[
0 1
−1 0
]
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which is not R-diagonalizable. Therefore, matrix A, although nonsingular, does not have 2HSVD.
On the other hand, if a matrix is diagonal, it always has 2HSVD. This result will be used in [13].
Corollary 5.8. Let J = diag(±1) and A = diag(aii, . . . , ann), aii ∈ C. Then A has 2HSVD.
Proof. Note that, since A is diagonal, A∗ is also diagonal and they both commute with J. Therefore,
A[∗]A = JA∗JA = A∗A = diag(|a11|2, . . . , |ann|2) = 2,
where := diag(|a11|, . . . , |ann|), is real diagonal and is trivially R-diagonalizable and obviously has
nonnegative eigenvalues. Using the fact that  is diagonal (so rank = rank2), we can show that
RA is nondegenerate:
rankA∗J∗A = rankJA∗JA = rankA[∗]A = rank2 = rank.
Therefore, A[∗] is R-diagonalizable with nonnegative eigenvalues and R(A) is nondegenerate. By
Theorem 3.4, A has 2HSVD. 
6. Conclusion
In this paper, we have introduced the two-sided hyperbolic singular value decomposition (2HSVD)
A = UV [∗] = UV−1,
a natural generalization of the singular value decomposition (SVD) to the vector spaces equippedwith
hyperbolic scalar product.
This decomposition resembles the traditional SVD in a way that the both nondiagonal factors in
it (U and V [∗]) are unitary with respect to the deﬁned scalar product. In process, we have dropped
nonnegativity and the descending order of diagonal elements of , but have shown that the later can
be kept, if needed, in a bit loosened way. As shall be seen in [13], this has to be taken into account, but
is not much of a drawback and can usually be worked around easily.
We have also shown that for J-nonnegative matrices there exists the symmetric form of 2HSVD
(U = V) such that  is J-nonnegative as well. Such decomposition handles J-nonnegative matrices
in the same way in which the SVD handles positive semideﬁnite matrices (deﬁnite counterparts of
J-nonnegative matrices).
In the end, this has allowed us to draw the direct connection between the “nice” version of the
semideﬁnite J-polar decomposition and the 2HSVD, showing that the two are equivalent.
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