In survival analysis, time-dependent covariates are usually present as longitudinal data collected periodically and measured with error. The longitudinal data can be assumed to follow a linear mixed effect model and Cox regression models may be used for modelling of survival events. The hazard rate of survival times depends on the underlying time-dependent covariate measured with error, which may be described by random effects. Most existing methods proposed for such models assume a parametric distribution assumption on the random effects and specify a normally distributed error term for the linear mixed effect model. These assumptions may not be always valid in practice. In this paper we propose a new likelihood method for Cox regression models with error-contaminated time-dependent covariates. The proposed method does not require any parametric distribution assumption on random effects and random errors. Asymptotic properties for parameter estimators are provided. Simulation results show that under certain situations the proposed methods are more efficient than the existing methods.
Introduction
This research work is to develop new methods for the Cox proportional hazard model (Cox, 1972) with error-contaminated time-dependent covariates, avoiding the parametric assumptions in existing methods. The Cox model, which is widely used to study the relationship between survival events and time-dependent or time-independent covariates, assumes that the failure time hazard rate function λ(s) relates to a latent process W (s), an observed process Z(s) and baseline hazard λ 0 (s) through λ(s) = λ 0 (s) exp(γW (s) + β T Z(s)), where γ and β are the unknown parameters. To implement the Cox model most existing methods require the latent time-dependent process W (s) to be fully observed. In practice, however, W (s) is measured intermittently and with error. In other words, we only observe longitudinal mea-surements W j at some time points t j , j = 1, · · · , m, where W j = W (t j ) + ϵ j and ϵ j is the error term. Substituting mis-measured values for true covariates in Cox models leads to biased estimates (Prentice, 1982) .
Recent studies focus on joint modelling of survival events and longitudinal measurements. The latent time-dependent process W (s) is usually assumed to be W (s) = ω 0 + ω 1 s, which may be generalized to more complex polynomial models. Here ω 0 and ω 1 are random effects. Such assumptions can be used to study the effects of potentially mis-measured time-dependent covariates on the failure time. Many existing research works (DeGruttola and Tu, 1994; Faucett and Thomas, 1996; Henderson et al., 2000; Wulfson and Tsiatis, 1997) assumed that the random effects and random error follow Gaussian distributions and they used EM algorithms or
Bayesian approaches to deal with the unobserved latent process W (s). However, the normal distribution assumption on random effects and random errors may not be true in practice.
Misspecification of the distributions of random effects or random errors will result in biased estimates (Tsiatis and Davidian, 2001; Song and Huang, 2005; Wang, 2006) . Hu et al. (1998) relaxed the normal assumption by assuming that the density of underlying covariates belongs to a smooth class. These approaches involve intensive EM-algorithm computation. Huang and Wang (2000) and Song and Huang (2005) proposed a corrected score approach which does not require any distribution assumption on random effects and the error term ϵ. Their models assume that the underlying covariate W is time-independent. In addition, the corrected score method requires replicated observations for each subject. In many applications, however, the underlying covariates are time-dependent and replicated observations for each subject may not be available. Recently, another interesting method is proposed by Wang (2006) . With the normal distribution assumption for error terms, Wang's method does not put any distribution restriction on W (s). This method is based on the assumption that the hazard rate depends on the time-independent random effects, not the time-dependent underlying process W (s). Another estimator, the conditional score estimator, is proposed by Tsiatis and Davidian (2001) . When the hazard rate λ(s) depends on the time-dependent underlying process and the error term is normally distributed, conditional score (CS) estimator does not require any distribution assumption on W (s).
In this paper, we consider the general case where the failure time hazard rate depends on a latent time-dependent process. With the normal distribution assumption on ϵ, a simple working-likelihood (SWL) estimator is proposed without any distribution assumption on ω 0
and ω 1 . The simple working-likelihood estimator is proved to be consistent and asymptotically normal under some regularity conditions. A consistent covariance estimator is also provided.
Then we relax the normal distribution assumption on ϵ. A generalized working-likelihood (GWL) estimator is introduced for such cases. Consistency and asymptotic distribution of the GWL estimator are also shown. Simulation studies demonstrate that when the error term ϵ follows a normal distribution, the SWL estimator has smaller bias but larger variance than the CS estimator. Numerical studies also show that the GWL estimator works well and it has much smaller bias than SWL and CS estimators when ϵ and (ω 0 , ω 1 ) are both non-normally distributed. This paper is organized as follows. Models and notations are given in Section 2.
In Section 3 we propose the simple working-likelihood estimator. The generalized workinglikelihood estimator is provided in Section 4. Numerical studies and discussions are given in sections 5 and 6.
Models and notations
Let Z i (s) be the observed time-dependent process and W i (s) be the unobserved time-dependent process for the ith subject, i = 1, · · · , n. Throughout this paper for simplicity we assume that W i (s) is a univariate process, though the proposed methods can be extended to a multivariate unobserved time-dependent process. We also assume that
Here
T is the random effect for the ith subject. We cannot observe W i (s) but
at ordered times
Throughout this paper we do not put any distribution assumption on ω i .
Let T i be the survival time of the ith subject. In practice, we may not observer T i for all subjects. Instead, we only observeT i = min(T i , C i ) and
, where the censoring variable C i is independent of T i . There is additional censoring at τ , which is the end time of the experiment. We assume that T i and C i are independent of t i and ϵ i . The Cox proportional hazard model assumes that the hazard rate is a function of covariates through the following form,
where λ 0 (s) is an arbitrary baseline hazard function. Our aim is to estimate the unknown parameters β and γ in the above model.
Define counting process dN
where
Using martingale theories and under some regularity conditions, it is straightforward to show that the maximum likelihood estimate based on (3) is consistent. Details can be found in Fleming and Harrington (1991) .
is measured with error and intermittently, the score functions in (4) are not available. To solve this problem, a naive approach is to estimate W i (s) using the Least Squares estimates (LSE) and then to apply these estimates as the true values. Another method is to use the regression calibration estimator, which is to replace W i (s) with its conditional expectation given the longitudinal measurements. These approaches, however, introduce a severe bias to the estimate of γ. Detailed discussions and comparisons can be found in Tsiatis and Davidian (2001) and Wang (2006) . Based on a sufficient statistic for Tsiatis and Davidian (2001) proposed a conditional score estimator, with no distribution assumption given to the random effect ω i . The conditional score estimator is more efficient than the naive approach and regression calibration. We will briefly compare the conditional score estimator with the proposed estimator in the following section.
A simple working likelihood estimator
Throughout this section, we assume that ϵ i in (1) has the normal distribution ∼ N (0, σ 2 I m i ).
We assume that ω i , i = 1, · · · , n are i.i.d. with an unknown common distribution.
The score function (4) is not available since W i (s) is measured intermittently and with error.
To derive a working score function it is natural to consider using the least squares estimate 
timator (Tsiatis and Davidian, 2001 ) for σ 2 isσ 2 =
, where R i is the residual sum of squares for subject i for the least squares fit to all the m i observations. If we simply replace W i (t) in (4) byŴ i (t), we will obtain a biased estimate (Tsiatis and Davidian, 2001) . To obtain an unbiased working score function we consider the following procedure. 
, where E means expectation. Therefore
which implies EÊ
Under some regularity conditions (see Appendix A) and according to (5) we have that
is asymptotically unbiased for l(θ) given in (3). To find the MLE based on (6), we take derivatives over γ and β and obtain the following score functionŝ
If we replace σ 2 byσ 2 in (7), we will have thatÛ (1) (θ,σ 2 , τ ) is also an unbiased score function. This is given by the following theorem. 
See Appendix B for a sketch of proof. An estimator for R 1 is also given in Appendix B. Let
Note that the conditional score estimator in Tsiatis and Davidian (2001) used a similar estimating equation as (7) but replacedÊ
is not predictable with respect to F s since it is a function of dN i (s). This might make it difficult to use martingale theories to prove the asymptotic normality for the estimator. Tsiatis and Davidian (2001) only provided a heuristic proof. The proposed SWL estimator based on the estimating equation (7), however, does not involve dN i (s). This means that the integrand in (7) will be predictable with respect to F s . This enables us to show asymptotic normality with martingale theories.
A general working likelihood estimator
In the previous section we proposed a simple working likelihood estimator based on the assumption that ϵ is normally distributed. This assumption may not be true in practice.
Throughout this section, we relax the normal distribution assumption for ϵ i and only assume
. with mean 0 and finite variance σ 2 . We also assume
Unbiased log-likelihood function and unbiased estimating equation
First we need to derive an unbiased working likelihood function. Since we can calculated the
, it is necessary to start from studying the properties of
Note that ξ i (s), i = 1, · · · , n may not have the same distribution since the number of longitudinal measurements of each subject, m i , may not be the same. 
Since ξ i,1 (s) has a similar expression as that in (8) and each subject has the same number of replicated longitudinal measurements, we know that
random variables. We cannot obtain the values of ξ i (s) and ξ i,1 (s), but we can have their
The unbiased working likelihood function can be derived based on this difference. The method is as follows.
.
under some regularity conditions. Similarly as the results in Section 3, if φ (0) (γ, s) is known we have an unbiased log-partial likelihood function as
Then unbiased estimating equations arȇ
Note that if we replace Ψ = {ψ 1 (γ, s), ψ 2 (γ, s)} in (10) by its consistent estimatorΨ, then we can calculate the MLE by solving score functionsȖ (1) (θ,Ψ, τ ) = 0.
Note that Song and Huang (2005) provided a similar approach for error contaminated timeindependent covariates. Therefore this method can be viewed as an extension of their method to error contaminated time-dependent processes.
Consistent estimator for Ψ
To obtain an MLE by solving score functionsȖ (1) (θ,Ψ, τ ) = 0, we need to find a consistent estimatorΨ. Suppose that for each subject, besides the M extra longitudinal measure-
Based on the two replicated data sets we can find the LSEs W i,r (s), r = 2, 3.
We then have the following theorem.
Theorem 4.1. Let
, where A i,2 is the regressor matrix for the second replicated data set
With the definition ofΨ = (ψ 1 (γ, s),ψ 2 (γ, s)) given in the above theorem, we have the unbiased estimating equations as
Similarly as the proof for Theorem 3.1 we can show that the estimated valueθ by solving (11) is consistent. We can also show that
given in Appendix D.
Constructing the replicated longitudinal measurements
The advantage of the above method is that it makes no distribution assumption on random effects and random errors. But this also leads to its drawback that for each subject it needs three extra longitudinal data sets,
Note that although in practice the replicated longitudinal observations ( W ij,r , t ij,r ), j = 1, · · · , M, r = 1, 2, 3 are not available directly, we can achieve replicated data sets in the following way. We may choose M = q + 2 or M = q + 3 and select 3M longitudinal measurements from each individual, if it has no less than 3M longitudinal observations. The 3M longitudinal measurements will be partitioned randomly into three groups as ( W ij,r , t ij,r ), j = 1, · · · , M, r = 1, 2, 3, which can be viewed as replicated longitudinal observations. These measurements will be used to calculate the consistent estimatorΨ. Then we keep the first group of the longitudinal measurements ( W ij,1 , t ij,1 ), j = 1, · · · , M unchanged and the rest of longitudinal observations for each subject are denoted as (
The larger value of M , the smaller the variance for ξ i,r (s). Thus a larger value of M causes smaller variances ofΨ and the estimating equation (11). Using the above method for constructing the three replicated data sets, subjects with less than 3M longitudinal observations have to be ignored when calculatingΨ. If we choose a very large value of M , then many subjects may not be taken into account for the calculation ofΨ. So provided that a sufficient number of subjects have no less than 3M longitudinal observations we will expect that a larger value of M leads to better estimates of θ. Effects on the parameter estimates of choosing different values of M are discussed in the following section through simulation studies.
5 Simulation studies and data analysis
Simulation studies
We consider simulation scenarios in Tsiatis and Davidian (2001) where for simplicity there is a single time-dependent process W i (s) and no time-independent covariates are involved in the proportional hazard model. We choose a modified version of the scenarios in Tsiatis and Davidian (2001) .
We assume W i (s) = ω i0 + ω i1 s. Two different distributions for (ω i0 , ω i1 ) are considered. In each scenario two sample sizes n = 200 and n = 100 are chosen and 2000 Monte Carlo data sets were generated. The parameter γ was estimated using four different methods: (1) using the 'ideal' estimator that could be obtained by fitting by partial likelihood with true values of W i (s); (2) using the conditional score (CS) estimator; (3) using the simple working likelihood (SWL) method; (4) using the generalized working likelihood (GWL) method with M = 4, 5. Other methods such as naive regression or method of 'last value carried forward' are not considered in the simulation studies since they are much less efficient than the conditional score estimator (Tsiatis and Davidian, 2001; Huang and Wang, 2000) .
Scenarios (a) and (b)
When the error term is normally distributed (scenarios (a) and (b)), from Table 1 we can see that with n = 200 the CS estimator and the SWL estimator work as well as the 'ideal' estimator with respect to the bias, but the SWL estimator has larger standard error estimates than the CS estimator. When sample size n = 200 the bias of the GWL estimator with M = 5 is as small as the bias of the CS and SWL estimators. But the bias of the GWL estimator with M = 4 is larger than the other estimators. When the sample size n = 100, all estimators have a relatively larger bias than the results with n = 200. The GWL estimators have larger standard error estimates than the other two estimators. This is reasonable since the GWL method does not make the normal assumption for random error term. From Table 1 we can also see that if we increase the variance of ϵ from 0.5 to 1.5, the variances of the SWL and GWL estimators increase. This is because larger variance of ϵ results in larger variance for estimating equations and further lead to larger standard errors for our estimators.
Scenarios (c) and (d)
When the error term follows a mixture of normal distributions, results are summarized in when ϵ is from a mixture of normal distributions. This can be seen from Table 2 . When we increases the sample sizes from n = 100 to n = 200, the bias of the CS estimator and the SWL estimator increase. For example bias increases from 0.0480 to 0.0809 for CS estimator with normal random effects. On the contrary, the bias of the GWL estimator decreases when sample size increases from n = 100 to n = 200 which implies that the GWL estimator is consistent when ϵ is from a mixture of normal distributions.
We also notice that the bias of the GWL estimators may be large when sample size n = 100.
For example the bias of the GWL estimator with M = 4 is 0.0933 with σ 2 c = 0.1 and ω i normally distributed. But the bias decreases a lot when sample size increases to n = 200. estimate as starting value to locate the correct estimate.
We also find out that when using generalized working likelihood method and choosing M = 4, the score function may have an outlier solution. Note that all the outliers occurring in our simulations are smaller than −20 which is far away from the true estimates around −1.0 (outside more than 3 times of standard deviations). In Figure 2 the solution for M = 4 is an outlier while the solution for M = 5 is the truth. The outliers will result in poor estimate for standard error and means. Similarly as Song and Huang (2005) , when all estimates exist and are non-outliers, general working likelihood estimates are stable and have small bias, regardless of the distributions of random effects and error terms.
For the GWL estimator, the value of M plays an important role in the accuracy of the estimators. To investigate this, we consider one scenario studied before where (ω i0 , ω i1 ) and the error term are both mixtures of normal distributions. The maximum number of longitudinal observations is 24, thus the maximum value that M can take is 8. On the other hand,Ψ is based on ξ i,r (s) (or the estimate of (ω i0 , ω i1 )) and σ 2 , which need three observations for estimation. Therefore we consider different values for M ranging from 3 to 8. The results are summarized in Table 3 . From the results we can see that when M = 3 the estimate has a larger bias comparing to the other estimates. This is because smaller M will give a large variance for the estimate ofΨ and then lead to a poor estimate of Ψ. When M = 4 the estimate becomes better although there is still a little bias. When M = 5, 6, 7 the estimate has very little bias. When M increases from 7 to 8, the number of subjects used to estimateΨ decreases from 91 to 79 and the bias of the estimate increases slightly. Under this simulation scenario, more than 80 subjects used to estimate Ψ seems sufficient.
Data analysis
To demonstrate the proposed methods we use the primary biliary cirrhosis (PBC) data set and data set can be found in Ding and Wang (2008) and Fleming and Harrington (1991) . We fit the model using conditional score method, simple working-likelihood method and generalized working-likelihood method. The maximum number of longitudinal observations for each subject is 16 and there are 32 patients who have more than 12 measurements on serum bilirubin. We choose M = 4 when using the generalized working-likelihood method. This means that 3M = 12 longitudinal measurements are selected and randomly partitioned into The results are shown in Table 4 . The three approaches provide similar results. All three methods suggest that the coefficient estimateγ for the latent process of serum bilirubin is non-significant. The coefficient estimate based on baseline serum bilirubin in Fleming and Harrington (1991) is 0.8, significantly different from 0. This suggests that the baseline serum bilirubin is a risk factor for survival times but serum bilirubin at later times after treatment is not. Fleming and Harrington (1991) also studied the treatment effect of D-penicillamine to PBC and their result is that the treatment is non-significant. From Table 4 we can see that all three methods give the same result that the coefficient estimateβ for treatment Z i is not significantly different from 0.
Discussion
We have proposed new methods for joint modelling of survival events and error-contaminated time-dependent processes. The estimators are easily computed and their large sample prop-erties are shown. We suggest using the generalized working likelihood method in practice if the number of longitudinal measurements is relatively large for each subject, since it does not lose much efficiency when the random error is normally distributed and it results in the least bias if the error term is from a mixture of normal distributions.
When using the general working likelihood method, we need replicated observations. Even if replicated observations do not exist, we still obtain replicates from the longitudinal observations using the method in Section 4.4. When partitioning the 3M longitudinal measurements into three groups, we need to do it randomly for each individual. Note that we cannot partition the 3M measurements into three groups such that
This is because doing in such way ( W ij,r , t ij,r , j = 1, · · · , M ) will not have the same distribution for different values of r and the large sample properties of the estimator cannot be guaranteed.
Most of the existing parametric or nonparametric correction methods assume that the observation times t ij are non-informative. In practice we may observe error-contaminated longitudinal points collected at informative observation times (Liang et al., 2009) . For such problems the methods in this paper are not valid. This is left as future research work.
A Regularity conditions
There exists a neighborhood Θ of θ 0 and, respectively, scalar, vector and matrix functions e (0) , e (1) and e (2) defined on
B Proof of Theorem 3.1
Proof. Under the regularity conditions in Appendix A, l(θ) is concave. The theorem then follows from the facts thatl n (θ, σ 2 ) is asymptotically unbiased to l(θ) and that under the regularity conditions in Chapter 8 of Fleming and Harrington (1991) l(θ) has a unique maximum at θ = θ 0 in a neighborhood of θ 0 . Now we prove the asymptotic normality of the estimator. The first-order Taylor extension for
andÊ (2) (θ, σ 2 , s) := ∂Ê (1) (θ, σ 2 , s)
i (θ, σ 2 , s).
For any vector a, the notation a ⊗2 denotes the outer product aa ′ . we have that an estimator for Σ U (θ 0 , σ 2 , t) iŝ
t).
Thus an estimator for R 1 isR 1 =Î(θ,σ 2 , τ ) −1Σ U (θ,σ 2 , τ )Î(θ,σ 2 , τ ) −1 .
C Proof of Theorem 4.1
The theorem follows from the obvious results 
D Asymptotic distribution for the GWL estimator
DefineȊ(θ, Ψ, τ ) = −
