A polytope P ⊆ [0, 1) d and an α ∈ [0, 1) d induce a so-called Hartman sequence h(P , α) ∈ {0, 1} Z which is by definition 1 at the kth position if k α mod 1 ∈ P and 0 otherwise, k ∈ Z. We prove an asymptotic formula for the subword complexity of such a Hartman sequence. This result establishes a connection between symbolic dynamics and convex geometry: If the polytope P is convex then the subword complexity of h(P , α) asymptotically equals the volume of the projection body ΠP of P for almost all α ∈ [0, 1) d .
Introduction
Let K d be the set of convex bodies, i.e. compact convex sets, in E d , the standard Euclidean space equipped with the usual inner product x ·y, x, y ∈ R d . Each K ∈ K d is uniquely determined by its support function ΠK is called the projection body of K. This concept was introduced by Minkowski at the turn of the last century and has proved to be an important tool for the study of projections (cf. [7] ). Questions regarding the volume of the projection body (or its polar) have been central to convex geometry for some time now (see e.g. [5, 6, [8] [9] [10] [13] [14] [15] [16] [17] [18] [20] [21] [22] 25, 28, 31, 32, 37, 38] ).
In spite of every effort the projection body holds some unsolved questions of central importance. One major open problem is: which convex bodies of given volume have a projection body of maximal and minimal volume (see [19] ).
In this paper it is shown that the volume of the projection body arises in a totally unexpected setting, namely in the context of the so-called Hartman sequences which play a role in the theory of symbolic dynamics and can be seen as a generalization of the classical Sturmian sequences. Here a brief introduction to this concept:
Let G be a compact topological group which is monothetic, i.e. there exists a generating g ∈ G such that (kg) k∈Z is dense in G. Hence G is abelian. We mainly focus on the special case G = T d , where T = R/Z denotes the torus group, with generator α = (α 1 , . . . , α d ). Such an α is a generating element of T d if and only if it is strongly irrational, i.e. its components together with 1 are linearly independent over Z. To disburden the notation we interpret the translation by α as a group action on T d and hence omit the term mod(ulo) 1 in the sequel.
On such a group G there exists a unique Haar probability measure μ G . A subset M ⊆ G is called a (μ G -)continuity set, if the Haar measure of its topological boundary, ∂M, is 0. Hence continuity sets are generalized Jordan measurable sets. The continuity sets we concentrate on are the polytopes in T d (for the definition of polytopes in T d see Section 2.
1). A continuity set M ⊆ G defines the binary biinfinite sequence, called Hartman sequence, h = (h(M, g) k )
∞ k=−∞ ∈ {0, 1} Z which is 1 at the kth position if kg ∈ M and 0 otherwise. The unique ergodicity of minimal group translations (cf. [34] ) yields one fundamental property of Hartman sequences, namely their uniform density. More precisely:
uniformly in l ∈ Z. In our setting, i.e. G = T d with generator α ∈ T d , the unique ergodicity translates to the classical well-distribution of the sequence (k α) ∞ k=0 (cf. [11] or Weyl's famous work [35] ).
In [36] the author shows that a Hartman sequence h = (h(M, g) k ) ∞ k=−∞ contains essentially all information about the underlying continuity set M and the generator g. But how much information is contained in the language generated by h?
One possibility to quantify the richness of the language of a sequence is given by the complexity function: Let h = (h k ) ∞ k=−∞ ∈ {0, 1} Z . We call, for k ∈ Z and N ∈ N, a segment h k h k+1 . . . h k+N −1 ∈ {0, 1} N of h a (sub)word of h of length N . The (subword) complexity P h (N ) is per definition the number of distinct words of h of length N ∈ N. Hence 1 P h (N ) 2 N . The complexity function, introduced in [23] and [24] , is a well-studied function in combinatorics and symbolic dynamics and closely related to the concept of entropy in ergodic theory (cf. [12, 26] ). To emphasize the large range of applications of the complexity function P(N ) we instance two recent number theoretical articles, [1] and [2] , containing a combinatorial transcendence criterion based on P(N ). Questions concerning the subword complexity of sequences arising from ergodic group translations have a long tradition-the most prominent representatives of such sequences are the Sturmian ones which are the non-(eventually)-periodic sequences of minimal complexity, namely P(N ) = N + 1 (see, i.e., [4, 26, Chapter 6] and [12, Chapter 2]). For first results concerning the subword complexity of Hartman sequences we refer to [33] .
Because of several reasons it is natural to interpret Hartman sequences as generalized Sturmian sequences. For instance, every Hartman sequence can be approximated arbitrarily well (w.r.t. the density) by finite intersections and unions of Sturmian sequences (see [27] ). If
Z is a Hartman sequence induced by the continuity set M and the generator g ∈ G we write P (M,g) (N ) instead of P h (N ) to emphasize the relation between the complexity and M and g.
The main result of the present work, Theorem 5, connecting convex geometry and symbolic dynamics, says that the identity
holds whenever P ⊆ T d and α ∈ T d fulfil some independence condition which is, by Proposition 23, satisfied by almost all α ∈ T d in the measure theoretical as well as in the topological
The essential tool to prove Theorem 5 is the so-called local complexity which is defined in Section 2.2.
The paper is organized in the following way: After the introduction we present in Section 2 further notation and facts needed for a concise formulation of the main result. In Section 3 the main result is presented and verified by applying the formula for the local complexity given by Proposition 6. Section 4 is devoted to the geometrical proof of Proposition 6. In Section 5 we conclude by showing Proposition 23 mentioned above.
Further notation and preliminaries

Polytopes in T d
For u ∈ S d−1 and λ ∈ R, the set
halfspaces. (For the sake of simplicity we do not introduce a different notation for closed and open halfspaces.) As usual, a polytope is a bounded region of E d enclosed by a finite set of hyperplanes. In particular, a convex polytope
We call a (d − 1)-dimensional subset of the boundary ∂P of a polytope P ⊆ E d appearing as the intersection of ∂P with a tangent hyperplane of P a face of P and, for i = 0, . . . , d − 2, an i-dimensional subset of ∂P defined by the intersection of some faces of P , an i-dimensional face of P if i ∈ {2, . . . , d − 2}, an edge of P if i = 1 and a vertex of P if i = 0.
We 
Partition sets and the local complexity
Let M be a continuity set, C an arbitrary set in T d , α strongly irrational and h = (h(M, α) k ) ∞ k=−∞ ∈ {0, 1} Z the induced Hartman sequence. The following concept, introduced in [33] , is of central importance in the sequel.
We say that a word
be the set of all words of h = (h(M, α) k ) ∞ k=−∞ of length N ∈ N starting in C. This set and in particular its cardinality are of central importance in the sequel.
Definition 1. We call
the local complexity of C induced by M and α.
For N ∈ N, it is easy to see (cf. [27] ) that a word w = w 0 w 1 . . . w N −1 ∈ {0, 1} N is an element of W (C, N) if and only if 
for all j , is called over-determined vertex on F σ r after N steps. Let Q r (N, σ ) be the set of all over-determined vertices on F σ r after N steps.
Definition 2.
For σ > 0 a polytope P ⊆ T d and a strongly irrational α ∈ T d are called σ -asymptotically independent (abbreviated σ -a.i.) if
As shown in Section 5, a polytope P ⊆ T d and an α ∈ T d are typically σ -a.i. We define the matrix
Definition of a measure preserving mapping
Observe that 
The separation number
Back in the abstract setting let G be a compact monothetic metrizable group with generator g and Haar measure μ G . Let d(·,·) denote a metric on G compatible with its topology. We call, following [36] 
Recall from Section 2.2 that, for a word w = w 0 w 1 . . . w N −1 ∈ {0, 1} N of length N , the set M w of starting points of w is given by
Although the next result seems rather natural in the context of ergodic theory we like to present the following nice (and so far unpublished) proof of this statement due to the author of [36] . 
In order to prove that for every ε > 0 there exists an N s ∈ N such that for all n N s and all x, y ∈ G w(x)| n = w(y)| n implies d(x, y) ε assume that there exists an ε > 0 such that for all n ∈ N there exist x n , y n ∈ G such that w(
converging to, say, (x, y). Observe that x = y. Choose an arbitrary z ∈ M o and a sequence
We may assume, w.l.o.g., that l n k n for all n ∈ N (if necessary, we can pick a sufficiently sparse subsequence of (k n ) ∞ n=0 ). Since
z is chosen arbitrarily and M is a continuity set. So we obtain 
Hence, if P is a convex polytope in T d and ΠP its projection body then
The main tool for the proof of Theorem 5 is the following estimate of the local complexity P(C, N, P , α). 
Proof of Theorem 5. Pick k ∈ N sufficiently large such that
be the ε-separation number of P and α given by Lemma 3. Then, for C 
This holds for all ε > 0. Therefore we have lim inf
Analogously Proposition 6 yields the upper bound lim sup (F r ) for all r = 1, . . . , L proves the formula. If P is a convex polytope then our result for the asymptotic complexity just coincides with the formula for the volume of the projection body of P (cf. [29, p. 415] ). 2 Remark 7. [30] contains results related to Proposition 6 in the context of stochastic geometry.
Proof of Proposition 6
Overview
As discussed in Section 2.1, we interpret according to the context our fixed polytope
be a strongly irrational translation vector and σ sufficiently small such that P and α are σ -asymptotically independent. σ > 0 is a real number such that ξ(P , σ ) < σ /2. A general result in this direction follows in Section 4.2. In Section 4.3, we define the sequences of hyperplanes yielding the partitions Π i (C(σ, x), N ) , i = 1, 2. In Section 4.4 we show that the number of partition cells in Π i (C(σ, x) , N ) asymptotically coincides with the number of vertices in C. This and the well-distribution of the sequence (n α) n 0 in T d allow to deduce an explicit formula in Section 4.5. In Section 4.6 we finish the proof of Proposition 6. 
A basic lemma
(As usual, rel int S denotes the relative interior of S, i.e. the interior of S considered as a subset of the affine hull of S. Analogously we define the relative boundary of a set.)
(2) and (3) guarantee
Moreover, w(x, N, C) = 0 for all x on the relative boundary of C, all N ∈ N and all ddimensional C.
Before coming to the basic lemma, Lemma 10, we present immediate lower and upper bounds for the weight. 
where
Proof. By induction on L, the number of hyperplanes x is contained in, and d , the dimension of C: N ) is, by Lemma 8, the (finite) set of all intersection points in C induced by the hyperplanes H i , i = 1, . . . , N.
As noticed at the beginning of this section, the 
Every d -dimensional partition cell is a convex set in C. Let π ∈ Π d (C, N − 1). Then rel int π ∩ H N = ∅ is equivalent to the fact that by the N th intersection π is split into two We prove the assertion by a twofold induction on the dimension d 1 and N ∈ N, the number of hyperplanes. (4) and the induction hypothesis we obtain
Hence, by the induction hypothesis on N ,
Under the assumptions of Case 2, (1) guarantees
w(x, N, C). 2
Construction of the partitions Π i (C(σ, x), N ), i = 1, 2
From now on fix C = C(σ, x). As announced in Section 4.1, the aim of this section is to define hyperplanes inducing the partitions
In Section 4.5 we refer to these hyperplanes in a slightly more general setting. Therefore we formulate the following definitions not only for cubes but for parallelepipeds.
We use the notation fixed at the beginning of Section 4.1 and interpret the polytope P as a subset of E d . Let σ > 0 be small enough such that ξ(P , σ ) < σ /2. Set B(σ ) = B 3 2 ξ(P ,σ ) and let E ⊆ E d be a translate of a parallelepiped in [0, 1) d with center e and diam(E) ξ(P , σ ). Let E = E − e be the translate of E with center 0. We define, for a face F r ⊆ H u r ,λ r of P , r ∈ {1, . . . , L},
Γ u r (E).
Thus, for r = 1, . .
. , L, γ u r (E) ⊆ Γ u r (E) since φ u r (σ ) ⊆ Φ u r (σ ).
Condition (2) (E) which (partly) covers the face F r .
The height of both, γ u r (E) and Γ u r (E), equals the length of the interval J u r (E) and J u r (E) ⊆ [− ξ(P ,σ )
, ξ(P ,σ )
2 ]. Hence, fixing B(σ ) = B 3 2 ξ(P ,σ ) guarantees that the sets γ u r (E) are pairwise disjoint. Moreover, 
Of course we take here e, the center of E, on T d , i.e. mod 1. The sets N 1 r (E) are pairwise disjoint since the sets γ u r (E) are. This does not hold for the sets N 2 r (E) and Γ u r (E). Eq. (5) and the well-distribution of the sequence (n α) ∞ n=0 imply
Now we can define the hyperplanes yielding the partitions Π i (E, N ), i = 1, 2, of E: (n) u r ,μ ) ± for the induced halfspaces and tacitly assume that the one satisfying the just mentioned condition defining closedness is indeed closed.
Let ≺ be the lexicographical order on N × {1, . . . , L}, i.e. (n, r) ≺ (n , r ) iff n < n or n = n and r < r . Then,
, for which (7) holds and that are enumerated increasingly w.r.t. ≺, i.e., H (n) u r ,μ ≺ H (n ) u r ,μ if (n, r) ≺ (n , r ). This enumeration makes sense since the σ -a.i. guarantees that all elements of H i (E) are distinct.
For
Eq. (7) and the fact that all the elements of H(E) are distinct imply
The elements of H i (E, N ) are defined in such a way that the induced partitions Π i (E, N ) (the partition cells are given by
can be used to estimate the local complexity P(E, N ). Since sufficient for our needs we formulate the next lemma only for the special case where E = C(σ, x) is a cube. N ) is the cardinality of the sets P w (C), w ∈ {0, 1} N (Section 2.2). The sets P w (C) are polytopes (not necessarily convex) whose boundary is given by intersections of translates of C by n α on C, N ) ) are, according to (7), induced by (some) intersections of translates of C by n α on 
Proof. Recall that P(C,
T d , n = 0, . . . , N − 1, with ∂P . The sets in Π 2 (C, N ) (Π 1 (T d , n = 0, . . . , N − 1, with ∂P σ (∂P ). Also note that N 1 (C) ⊆ {n ∈ N: (C + n α) ∩ ∂P = ∅} ⊆ N 2 (C). So, if π ∈ Π 1 (C, N ), i.e., π = J j =1 H ± j , J = |H 1 (C, N )|, H j ∈ H 1 (C, N ), then π = j ∈K ( P T d \P − i j α),V i (E, N ) = ⎧ ⎪ ⎨ ⎪ ⎩ (j 1 , . . . , j d ): 1 j 1 < j 2 < · · · < j d J i , ∃x ∈ E with {x} = d k=1 H j k and H j k ∈ H i (E, N ) ⎫ ⎪ ⎬ ⎪ ⎭ , V i (E, N, W ) = ⎧ ⎪ ⎨ ⎪ ⎩ (j 1 , . . . , j d ): 1 j 1 < j 2 < · · · < j d J i , ∃x ∈ E with {x} = d k=1 H j k and H j k ∈ H i (E, N, W ) ⎫ ⎪ ⎬ ⎪ ⎭ , V i 0 (E, N ) = ⎧ ⎪ ⎨ ⎪ ⎩ (j 1 , . . . , j d ) ∈ V i (E, N ): d k=1 H j k H j for all H j ∈ H i (E, N )\ {H j 1 , . . . , H j d } ⎫ ⎪ ⎬ ⎪ ⎭ . V i (E,
(E, N ) ⊆ V i (E, N ). Additionally note that
where all the occurring sets V i (E, N, W ) are pairwise disjoint.
Consequences of Lemma 10 and the σ -asymptotic independence
We still refer to the notation fixed in Section 4. We want to elaborate how the σ -a.i. and Lemma 10 imply that the number of partition sets in C induced by the elements of H i (C, N ) can be estimated by the number of elements of
In the present section we omit the superscript i whenever we do not need to distinguish between the cases i = 1 and i = 2. Assume C is partitioned by the halfspaces induced by the elements of H(C, N ). As in Section 4.2, let, for d ∈ {1, . .
. , d}, Π d (C, N ) (Π d (C, N ) o ) denote the set of all d -dimensional (inner) partition cells in Π(C, N). Instead of w(x, |H(C, N )|, C) we write abbreviating w(x, N, C) for the weight of a point x in C as defined in Section 4.2 and G(C, N ) = {x ∈ C: w(x, N, C) 1}.
Firstly we show that, due to the σ -a. Lemma 12. Let P and α be σ -a.i. Then 
Proof. The sets U(N), V 2 (C, N ) and V 1 (C, N ) correspond, according to their definitions, to F σ r , Φ u r (σ ) and φ u r (σ ) and Lemma 12 , the cardinality of all three sets is at most o(N d ) . Moreover, the σ -a.i. implies that each x is contained in at most L hyperplanes, where L is the number of faces of our polytope P (cf. condition (4) N ) . As remarked subsequent to Eq. (1), the weight of a point of the boundary of C is always 0. Thus we only take points in C o in consideration. Let G 0 (C, N ) be the set of all vertices in C o determined by uniquely intersecting d-tuples, i.e., N ) . Note that every x ∈ G 0 (C, N ) corresponds to exactly one uniquely intersecting d-tuple and vice versa. By Lemma 8, w(x, N, C) = 1 if x ∈ G 0 (C, N ) . For all N ∈ N, by the σ -a.i., every x in C is also an element of at most L different hyperplanes in H (C, N ) . Again L is the number of faces of our polytope P . By Lemma 9, Eq. (2),
Proof. By Lemma 8, an x ∈ C is an element of G(C, N ) if and only if there exists a d-tuple
Lemma 16 uses the following local version of Lemma 3.
Lemma 15. For every ε > 0 there exists an
Proof. We use the geometric background of the elements of H 1 (C, N ) to find such an N(ε). Proof. The asserted inequality is a direct consequence of Lemma 10 and the inequality
As the subsequent lemma shows, the σ -a.i. implies that, for asymptotic estimates, it suffices to count only the d-dimensional inner partition sets.
Lemma 17. Let P and α be σ -a.i. Then
Proof. We show that the σ -a.i. implies
Since R is an inner partition cell it is a convex polytope whose boundary lies in hyperplanes of H (C, N ) , i.e. there are numbers r 1 than d hyperplanes of H(C, N ) ). Related to each such set R is the d -dimensional convex set Cut(R) = r∈J (R) H r ∩ C which is a subset of H l . By Lemma 10, an upper bound for the number of inner d -dimensional sets in Cut(R) is given by x∈G (Cut(R),N ) w(x, Cut(R), N ) . In other words, there is an injective mapping
ν assigns to each d -dimensional inner partition cell T ⊆ Cut(R) a point x(T ) ∈ Cut(R) with a positive weight. By Lemma 8, such an x(T ) is a vertex point in Cut(R) and hence also in 
Corollary 18 together with Lemma 11 guarantee that, assuming σ -a.i. of P and α, an asymptotic lower (upper) bound for the local complexity of a cube C is given by the number of intersecting d-tuples generated by the elements of
The goal of the next section is to compute estimates for this number.
Asymptotic growth rate of the number of intersecting d-tuples
In this section 
Proof. 
Lemma 20. Assume the elements of W are linearly independent. Take any ζ > 0 sufficiently small such that ξ(P , ζ + σ ) < σ /2. Then
Proof. C and T W (C), both Jordan measurable, can be approximated arbitrarily well (w.r.t. λ d ) by the union of disjoint copies of the small parallelepiped T W (ζ ), ζ > 0. Due to the well-distribution of the sequence (kα) ∞ k=0 the cardinality of We conclude this subsection with the subsequent formula.
Proof. According to Section 2.4,
Finalizing the proof of Proposition 6
Let, according to the assumptions of Proposition 6, P be a polytope in T d with faces F r and normal vectors u r , r = 1, . . . , L. Let α ∈ T d be strongly irrational and σ > 0 sufficiently small such that P and α are σ -a.i. Let C = C(σ, x) be an arbitrary cube with side length σ > 0 and center x. Let σ be small enough such that ξ(P , σ ) < σ /2.
Combining Lemmata 19 and 22 yields, for i = 1, 2, 
and analogously, for any ζ and ε sufficiently small such that, for ρ = σ + ε + ζ , ξ(P , ρ ) < σ /2,
Since, for any small ε, ζ > 0, the last two inequalities hold whenever N ∈ N is sufficiently large and
) for all r ∈ {1, . . . , L} we are done. How natural is our Definition 2? Recall from Section 2.3 the two conditions of the σ -a.i. involving P and α:
(1) For all r ∈ {1, . . . , L}, the number |Q r (N, σ )| of over-determined vertices on the face We can show the following. Proof. It is an easy and well-known fact that the set of nonstrongly irrational α ∈ T d is a meager zero set.
Let us prove that condition (1) typically holds: Fix a face F σ r , r ∈ {1, . . . , L}, and assume that there exist x = y in Motivated by this, we define, for linearly independent u r j , r j ∈ {1, . . . , L}, integers n j ∈ Z and m j ∈ Z d , j = 1, . . . , d, the set is a meager zero set. Since P is a polytope only finitely many choices for u ∈ S d−1 and δ ∈ R are possible. Obviously δ = 0 has to be respected for every u r , r ∈ {1, . . . , L}. However, this shows that the set of α ∈ T d for which condition (2) fails is meager and of zero measure. 2
Final remarks and open questions
The following question is evident: Is the identity Highly desirable is a deeper understanding of the interplay between the complexity and the projection body itself. This might lead to a better understanding of the volume of the projection body and help, for instance, to obtain extremality results. Concluding we remark that our result allows to express the important product (λ d (P )) 1 for almost all α ∈ T d .
