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Abstract
The main object of this paper is to establish several bivariate basic hypergeometric series identities by
means of elementary series manipulation. Some of them can be applied to yield transformation and reduc-
tion formulae for q-Kampé de Fériet functions.
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1. Introduction
For two indeterminates x and q , the shifted factorial is defined by
(x;q)0 = 1 and (x;q)n =
n−1∏
k=0
(
1 − qkx) with n = 1,2, . . . .
When |q| < 1, we have the following well-defined infinite product expressions:
(x;q)∞ =
∞∏
k=0
(
1 − qkx) and (x;q)n = (x;q)∞
(qnx;q)∞ for n ∈ Z.
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[a, b, . . . , c;q]n := (a;q)n(b;q)n · · · (c;q)n.
Following Gasper and Rahman [5], the basic hypergeometric series is defined by
1+rΦs
[
a0, a1, . . . , ar
b1, . . . , bs
∣∣∣q; z]= ∞∑
n=0
{
(−1)nq(n2)}s−r [a0, a1, . . . , ar ;q]n[q, b1, . . . , bs;q]n zn (1.1)
provided that no zero factors appear in the denominator on the right-hand side, i.e., none of the
denominator parameters {bk}sk=1 has the form q−m with m ∈ N0.
As the q-analogue of Kampé de Fériet function, Srivastava and Karlsson [8, p. 349] defined
the generalized bivariate basic hypergeometric function by
Φ
λ:r;s
μ:u;v
[
α1, . . . , αλ: a1, . . . , ar ; c1, . . . , cs; q: x, y
β1, . . . , βμ: b1, . . . , bu; d1, . . . , dv; i, j, k
]
(1.2a)
=
∞∑
m,n=0
[α1, . . . , αλ;q]m+n
[β1, . . . , βμ;q]m+n
[a1, . . . , ar ;q]m[c1, . . . , cs;q]n
[b1, . . . , bu;q]m[d1, . . . , dv;q]n
xmynqi(
m
2)+j(n2)+kmn
(q;q)m(q;q)n .
(1.2b)
It is not hard to check that when i, j, k ∈ N0, the double series Φλ:r;sμ:u;v is absolutely convergent
for |x| < 1, |y| < 1 and |q| < 1.
In [1], Buschman and Srivastava gave some double hypergeometric series identities with an
arbitrary parameter. The corresponding q-analogues were studied by Karlsson [6] and Srivastava
and Jain [7]. Recently, Chan et al. [2], Chen and Srivastava [3] and Chu and Srivastava [4]
also obtained several double series identities by using quadratic transformations and summation
theorems. Motivated by the aforementioned works, this paper will further investigate bivariate q-
series and prove several reduction and transformation formulae for q-Kampé de Fériet functions.
Some of these q-series identities may be considered as q-analogues of the results that appeared
in [2, Eq. (13)], [3, Eqs. (2.1), (2.10), (3.8)] respectively.
The proofs of the theorems all involve, first, a series rearrangement of the form
∑∞
m,n=0 · · · =∑∞
k=0
∑k
m · · · . The opposite step, where we go back to
∑∞
m,n=0 · · · , also occurs.
2. Reduction formulae and double series identities
By means of series rearrangements, we now prove two general reduction formulae for double
q-series, which will then be applied to derive several double series summation identities.
Theorem 1 (Reduction formula). For an arbitrary complex sequence {Ω(n)}∞n=0, there holds thefollowing transformation
∞∑
m,n=0
Ω(m + n) [a, qa
1
2 , b;q]m
[q, a 12 , qa/b;q]m
(1/b2;q)n
(q;q)n b
−2mxm+n (2.1a)
=
∞∑
n=0
Ω(n)
(a/b2;q)n(1/b;q)n(−qa 12 /b;q)n
(q;q)n(qa/b;q)n(−a 12 /b;q)n
xn (2.1b)
provided that both series displayed above are absolutely convergent.
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4Φ3
[
a, qa
1
2 , b, q−n
a
1
2 , qa/b, q1−nb2
∣∣∣q;q
]
= [a/b
2,1/b,−qa 12 /b;q]n
[1/b2, qa/b,−a 12 /b;q]n
the expression (2.1a) becomes
∞∑
n=0
Ω(n)xn
n∑
m=0
(a;q)m(qa 12 ;q)m(b;q)m
(q;q)m(a 12 ;q)m(qa/b;q)m
(1/b2;q)n−m
(q;q)n−m b
−2m
=
∞∑
n=0
Ω(n)
(1/b2;q)n
(q;q)n x
n
4Φ3
[
a, qa
1
2 , b, q−n
a
1
2 , qa/b, q1−nb2
∣∣∣q;q
]
=
∞∑
n=0
Ω(n)
(a/b2;q)n(1/b;q)n(−qa 12 /b;q)n
(q;q)n(qa/b;q)n(−a 12 /b;q)n
xn
which is just (2.1b). This completes the proof of the theorem. 
Specializing Ω(n) = 1 in Theorem 1, we get the following transformation between two well-
poised 3Φ2-series.
Corollary 2 (Transformation formula).
3Φ2
[
a/b2, −qa 12 /b, 1/b
−a 12 /b, qa/b
∣∣∣q;x
]
= (x/b
2;q)∞
(x;q)∞ 3Φ2
[
a, qa
1
2 , b
a
1
2 , qa/b
∣∣∣q; x
b2
]
.
Letting in Theorem 1
x = qa
1
2
c
and Ω(n) = (c;q)n
(qa/b2c;q)n
and then evaluating the corresponding (2.1b) by using [5, II-13]
4Φ3
[
a,−qa 12 , b, c
−a 12 , qa/b, qa/c
∣∣∣q; qa 12
bc
]
= [qa, qa/bc, qa
1
2 /b, qa
1
2 /c;q]∞
[qa/b, qa/c, qa 12 , qa 12 /bc;q]∞
we obtain the following summation formula.
Corollary 3 (Summation formula).
Φ
1:3;1
1:2;0
[
c: a, qa
1
2 , b; 1/b2; q: qa 12 /b2c, qa 12 /c
qa/b2c: a
1
2 , qa/b; −; 0, 0, 0
]
= [qa
1
2 , qa
1
2 /bc, qa/b2, qa/bc;q]∞
[qa 12 /b, qa 12 /c, qa/b, qa/b2c;q]∞
.
Its terminating case c = q−N reads as follows:
Φ
1:3;1
1:2;0
[
q−N : a, qa 12 , b; 1/b2; q: qN+1a 12 /b2, qN+1a 12
qN+1a/b2: a 12 , qa/b; −; 0, 0, 0
]
= [qa
1
2 , qa/b2;q]N
1
2
.
[qa /b, qa/b;q]N
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x = qa
bcd
and Ω(n) = [qa
1
2 /b, c, d;q]n
[a 12 /b, qa/b2c, qa/b2d;q]n
and then reformulating the corresponding (2.1b) by means of the non-terminating very well-
poised 6Φ5-summation formula [5, II-20]
6Φ5
[
a, qa
1
2 ,−qa 12 , b, c, d
a
1
2 ,−a 12 , qa/b, qa/c, qa/d
∣∣∣q; qa
bcd
]
= [qa, qa/bc, qa/bd, qa/cd;q]∞[qa/b, qa/c, qa/d, qa/bcd;q]∞
we find the following summation formula.
Corollary 4 (Summation formula).
Φ
3:3;1
3:2;0
[
qa
1
2 /b, c, d: a, qa
1
2 , b; 1/b2; q: qa/b3cd, qa/bcd
a
1
2 /b, qa/b2c, qa/b2d: a
1
2 , qa/b; −; 0, 0, 0
]
= [qa/b
2, qa/bc, qa/bd, qa/b2cd;q]∞
[qa/b, qa/b2c, qa/b2d, qa/bcd;q]∞ .
For the special case d = q−N , the above corollary becomes the following terminating sum-
mation formula:
Φ
3:3;1
3:2;0
[
qa
1
2 /b, c, q−N : a, qa 12 , b;1/b2;q: qN+1a/b3c, qN+1a/bc
a
1
2 /b, qa/b2c, qN+1a/b2: a 12 , qa/b;−;0,0,0
]
= [qa/b
2, qa/bc;q]N
[qa/b, qa/b2c;q]N .
In addition, taking in Theorem 1
x = q
2+Na2
b3cde
and Ω(n) = [q
−N,qa 12 /b, c, d, e;q]n
[qN+1a/b2, a 12 /b, qa/b2c, qa/b2d, qa/b2e;q]n
and then transforming the corresponding (2.1b) by Watson’s q-Whipple transformation formula
[5, III-18]
8Φ7
[
a, qa
1
2 , −qa 12 , b, c, d, e, q−n
a
1
2 , −a 12 , qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣q; q2+na2
bcde
]
= [qa, qa/de;q]n[qa/d, qa/e;q]n 4Φ3
[
qa/bc, d, e, q−n
qa/b, qa/c, q−nde/a
∣∣∣q;q]
we derive the following reduction formula.
Corollary 5 (Reduction formula).
Φ
5:3;1
5:2;0
[
qa
1
2 /b, c, d, e, q−N : a, qa 12 , b;1/b2;q: q2+Na2/b5cde, q2+Na2/b3cde
a
1
2 /b, qa/b2c, qa/b2d, qa/b2e, qN+1a/b2: a 12 , qa/b;−;0,0,0
]
= [qa/b
2, qa/b2de;q]N
[qa/b2d, qa/b2e;q]N 4Φ3
[
qa/bc, d, e, q−N
qa/b, qa/b2c, q−Nb2de/a
∣∣∣q;q] .
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Theorem 6 (Reduction formula). For an arbitrary complex sequence {Ω(n)}∞n=0, there holds thefollowing transformation
∞∑
m,n=0
Ω(m + n)(a;q)m(qa
1
2 ;q)m(−b/qa 12 ;q)m
(q;q)m(a 12 ;q)m(b;q)m
(−a− 12 ;q)n
(q;q)n
(−a− 12 )mxm+n (2.2a)
=
∞∑
n=0
Ω(n)
(−a 12 ;q)n(b/qa;q)n(q2a/b;q)n
(q;q)n(b;q)n(qa/b;q)n x
n (2.2b)
provided that both series displayed above are absolutely convergent.
Proof. According to the transformation [5, Eq. (3.10.9)]
4Φ3
[
a, qa
1
2 , −b/qa 12 , q−n
a
1
2 , b, −a 12 q1−n
∣∣∣q;q
]
= [b/qa,−a
1
2 , q2a/b;q]n
[b,−a− 12 , qa/b;q]n
we may reformulate (2.2a) as follows
∞∑
n=0
Ω(n)xn
n∑
m=0
(a;q)m(qa 12 ;q)m(−b/qa 12 ;q)m
(q;q)m(a 12 ;q)m(b;q)m
(−a− 12 ;q)n−m
(q;q)n−m
(−a− 12 )m
=
∞∑
n=0
Ω(n)
(−a− 12 ;q)n
(q;q)n x
n
4Φ3
[
a, qa
1
2 , −b/qa 12 , q−n
a
1
2 , b, −a 12 q1−n
∣∣∣q;q
]
=
∞∑
n=0
Ω(n)
(−a 12 ;q)n(b/qa;q)n(q2a/b;q)n
(q;q)n(b;q)n(qa/b;q)n x
n
which is precisely (2.2b). This completes the proof of this theorem. 
For Ω(n) = 1, the last theorem would readily yield the following transformation.
Corollary 7 (Transformation formula).
3Φ2
[−a 12 , b/qa, q2a/b
b, qa/b
∣∣∣q;x]= (−a− 12 x;q)∞
(x;q)∞ 3Φ2
[
a, qa
1
2 ,−b/qa 12
a
1
2 , b
∣∣∣q;− x
a
1
2
]
.
3. Further transformation formulae
By manipulating the double q-series, we shall establish in this section six further transforma-
tion and reduction formulae.
Theorem 8 (q-Analogue of transformation [2, Eq. (13)]). For an arbitrary complex sequence
{Ω(n)}∞n=0, there holds the following transformation
∞∑
Ω(m + n)q(m+12 ) (α;q)m+2n
(γ ;q)m+2n
xm
(q;q)m
yn
(q;q)n (3.1a)
m,n=0
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∞∑
m,n=0
Ω(m + n)q(m+12 ) (α;q)m+2n(γ /α;q)m(−q
m+1γ x/αy;q)n
(γ ;q)2m+2n(q;q)m(q;q)n x
myn (3.1b)
provided that both series displayed above are absolutely convergent.
Proof. Applying Jackson’s transformation [5, Ex. 1.16(III)]
2Φ1
[
q−n, b
c
∣∣∣q; z]= (c/b;q)n
(c;q)n 3Φ2
[
q−n, b, q−nbz/c
q1−nb/c, 0
∣∣∣q;q] (3.2)
we can reformulate (3.1a) as follows:
∞∑
k=0
Ω(k)q(
k+1
2 )
(α;q)kxk
(q;q)k(γ ;q)k 2Φ1
[
q−k, qkα
qkγ
∣∣∣q;−y/x]
=
∞∑
k=0
Ω(k)q(
k+1
2 )
(α;q)k(γ /α;q)kxk
(q;q)k(γ ;q)2k 3Φ2
[
q−k, qkα,−q−kαy/γ x
q1−kα/γ,0
∣∣∣q;q]
=
∞∑
k=0
k∑
n=0
q(
k+1
2 )+(n2)−knΩ(k)(α;q)k+n(γ /α;q)k−n(−q
1+k−nγ x/αy;q)n
(γ ;q)2k(q;q)k−n(q;q)n x
k−nyn.
Finally, going back to a series
∞∑
m,n=0
Ω(m + n)q(m+12 ) (α;q)m+2n(γ /α;q)m(−q
m+1γ x/αy;q)n
(γ ;q)2m+2n(q;q)m(q;q)n x
myn
by setting k = m + n, we just get the formula stated in Theorem 8. 
In the proof of the last theorem, if we apply instead of (3.2), Jackson’s transformation [5,
Ex. 1.16(II)]
2Φ1
[
q−n, b
c
∣∣∣q; z]= (c/b;q)n
(c;q)n b
n
3Φ1
[
q−n, b, q/z
q1−nb/c
∣∣∣q; z/c]
we obtain another q-analogue of [2, Eq. (13)].
Theorem 9 (Another q-analogue of transformation [2, Eq. (13)]). For an arbitrary complex
sequence {Ω(n)}∞n=0, there holds the following transformation
∞∑
m,n=0
Ω(m + n)q(m+12 ) (α;q)m+2n
(γ ;q)m+2n
xm
(q;q)m
yn
(q;q)n (3.3a)
=
∞∑
m,n=0
Ω(m + n)(α;q)m+2n(γ /α;q)m(−qx/y;q)n
(γ ;q)2m+2n(q;q)m(q;q)n (αx)
mynq
m
2 (1+3m+4n) (3.3b)
provided that both double series displayed above are absolutely convergent.
Similarly, applying in place of (3.2), Jackson’s transformation [5, Ex. 1.16(I)]
2Φ1
[
q−n, b
c
∣∣∣q; z]= (q−nbz/c;q)∞
(bz/c;q)∞ 3Φ2
[
q−n, c/b, 0
c, qc/bz
∣∣∣q;q]
we establish the following theorem.
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holds the following transformation
∞∑
m,n=0
Ω(m + n)qm(m+n)+(n2) (α;q)m+2n
(γ ;q)m+2n
xm
(q;q)m
yn
(q;q)n (3.4a)
=
∞∑
m,n=0
Ω(m + n)(−1)nq(m2)
(
αy
γ
)m+n
(α;q)m+n(−q1+nγ x/αy;q)m(γ /α;q)n
(γ ;q)m+2n(q;q)m(q;q)n
(3.4b)
provided that both series displayed above are absolutely convergent.
By appealing to the Sears–Carlitz transformation [5, III-14]
3Φ2
[
q−k, μ, qkλ
q1−k/μ, q1−2k/λ
∣∣∣q;−q1−2kx/λμy]
= (−q
−kx/y;q)∞
(−x/y;q)∞ 5Φ4
[
q− k2 ,−q− k2 , q 1−k2 ,−q 1−k2 , q1−2k/λμ
q1−k/μ,q1−2k/λ,−q−kx/y,−qy/x
∣∣∣q;q
]
, (3.5)
we can derive the following general transformation formula.
Theorem 11 (q-Analogue of transformation [3, Eq. (2.1)]). For an arbitrary complex sequence
{Ω(n)}∞n=0, there holds the following transformation
∞∑
m,n=0
qmn+(
n+1
2 )Ω(m + n)(λ;q)2m+n(λ;q)m+2n(μ;q)m(μ;q)n x
m
(q;q)m
yn
(q;q)n (3.6a)
=
∞∑
m,n=0
qn
2
Ω(m + 2n)(λμ;q)2m+4n (λ;q)m+2n(λ;q)2m+3n(μ;q)m+n
(λμ;q)2m+3n (3.6b)
× (−q
1+ny/x;q)m
(q;q)m
(−y)n
(q;q)n x
m+n (3.6c)
provided that both double series displayed above are absolutely convergent.
Proof. Setting n = k − m, we can rewrite (3.6a) as follows:
∞∑
k=0
Ω(k)(λ;q)k(λ;q)2k(μ;q)k q
(k+12 )yk
(q;q)k 3Φ2
[
q−k,μ, qkλ
q1−k/μ,q1−2k/λ
∣∣∣q; −q1−2kx
λμy
]
.
Evaluating the 3Φ2-series by the Sears–Carlitz transformation (3.5) and then simplifying the
result, we find that the expression (3.6a) becomes
∞∑
k=0
Ω(k)(λ;q)k
[ k2 ]∑
n=0
(−y)nxk−nqn2 (λ;q)2k−n(μ;q)k−n(q
2k−nλμ;q)n(−qy/x;q)k−n
(q;q)n(q;q)k−2n(−qy/x;q)n ,
where [s] denotes the greatest integer  s.
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∞∑
m,n=0
qn
2
Ω(m + 2n)(λμ;q)2m+4n (λ;q)m+2n(λ;q)2m+3n(μ;q)m+n
(λμ;q)2m+3n
× (−q
1+ny/x;q)m
(q;q)m
(−y)n
(q;q)n x
m+n
by setting k = m + 2n, we just get the series transformation stated in the theorem. 
Our next series identity reads as follows.
Theorem 12 (q-Analogue of reduction formula [3, Eq. (2.10)]). For an arbitrary complex se-
quence {Ω(n)}∞n=0, there holds the following transformation
∞∑
m,n=0
(−1)mq(n2)Ω(m + n) (λ;q)2m+n(qλ/uv;q)mx
m+n
(qλ/u;q)m(qλ/v;q)m(q;q)m(q;q)n (3.7a)
=
∞∑
n=0
Ω(n)q(
n+1
2 )
(λ;q)n(u;q)n(v;q)n
(q;q)n(qλ/u;q)n(qλ/v;q)n
(
λx
uv
)n
(3.7b)
provided that both series displayed above are absolutely convergent.
Proof. Recalling the q-Pfaff–Saalschütz theorem [5, II-12]
3Φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣q;q]= [c/a, c/b;q]n[c, c/ab;q]n
the expression (3.7a) may be written
∞∑
n=0
Ω(n)q(
n
2)
(λ;q)n
(q;q)n x
n
3Φ2
[
q−n, qnλ, qλ/uv
qλ/u, qλ/v
∣∣∣q;q]
=
∞∑
n=0
Ω(n)q(
n+1
2 )
(λ;q)n(u;q)n(v;q)n
(qλ/u;q)n(qλ/v;q)n(q;q)n
(
λx
uv
)n
,
which coincides with (3.7b). This completes the proof of the theorem. 
Setting Ω(n) = 1 in Theorem 12, we recover the Sears–Carlitz transformation (3.5).
Similarly by means of Jackson’s q-Dougall–Dixon formula [5, II-22]
8Φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣q;q]
= [qa, qa/bc, qa/bd, qa/cd;q]n[qa/b, qa/c, qa/d, qa/bcd;q]n where q
n+1a2 = bcde,
we can deduce the following transformation.
Theorem 13 (q-Analogue of reduction formula [3, Eq. (3.8)]). For an arbitrary complex se-
quence {Ω(n)}∞ , there holds the following transformationn=0
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m,n=0
Ω(m + n) (qλ
2/uvw;q)2m+nxm+n
(qλ;q)2m+n(qλ2/uvw;q)m+n(qλ/uvw;q)m+n
× [λ,qλ
1
2 ,−qλ 12 , u, v,w;q]m
[q,λ 12 ,−λ 12 , qλ/u, qλ/v, qλ/w;q]m
(qλ/uvw;q)n
(q;q)n
(
qλ
uvw
)m
=
∞∑
n=0
Ω(n)
[qλ/uv, qλ/uw,qλ/vw;q]n
[qλ/u,qλ/v, qλ/w,qλ/uvw;q]n
xn
(q;q)n
provided that both series displayed above are absolutely convergent.
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