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In redundant neural networks, many different combinations of connection weights will produce the
same output, thereby providing many possible solutions for a given computation. In this issue of
Neuron, Rokni et al. propose that the arm movement representations in the cerebral cortex act like
redundant networks that drift randomly between different synaptic configurations with equivalent
input-output behavior because of random noise in the adaptive learning mechanism.The arm and hand contain a few dozen
muscles innervated by a few thousand
spinal motor neurons, but tens of
millions of neurons in several motor
cortical areas contribute to their con-
trol. Because of this redundancy, it is
theoretically possible for the response
properties of single cortical neurons
to change with time while the global
cortical output signal continues to
produce the same movements. Rokni
et al. (2007) present evidence that the
motor representations in the primary
motor cortex (M1) and the supplemen-
tary motor area (SMA) of monkeys vary
with time at the single-neuron level.
They then show that a simple redun-
dant neural network with a noisy learn-
ing mechanism will form a motor
representation that is variable but still
produces accurate movements and
adapts to external forces.500 Neuron 54, May 24, 2007 ª2007 ElseDuring neural recordings, one some-
times observes gradual changes in the
activity of a neuron, such as its baseline
tonic rate or its response to a stimulus,
over the course of minutes or hours.
The origin of these changes is usually
unknown, but the analytical complica-
tions they present can often be man-
aged by such strategies as randomized
taskdesigns. Insomestudies,however,
gradual drifts in neural activity over time
are a problem. Suppose that one wants
to study how neural activity changes
while an animal learns a new stimulus-
response rule. If neural responses are
inherently stable, then one can assume
that all observed activity changes are
related to the learning process. How-
ever, if neural responses are not stable,
an indefinable part of the observed
changes are not learning related, which
confounds their interpretation.vier Inc.A case in point was a recent series
of studies of neural activity in M1 and
SMA of monkeys while they adapted
to external forces during arm move-
ments (Li et al., 2001; Padoa-Schioppa
et al., 2004). During each daily learning
session, monkeys made reaching
movements in different directions in
three consecutive blocks of 160 trials:
(1) a baseline block with no external
forces; (2) an adaptation block during
which a velocity-dependent ‘‘viscous-
curl’’ field pushed on the arm orthogo-
nal to the direction of movement; (3)
a washout block without forces. The
monkeys quickly adapted to the curl
field to straighten out their hand paths
during the adaptation block and then
readapted to the absence of forces in
the washout block.
Neurons in M1 and SMA have broad
directional tuning curves centered on
Neuron
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tion. During the learning sessions, neu-
rons showed a variety of patterns of
directional tuning changes across trial
blocks, which suggested that they
were distinct functional classes of neu-
rons that contributed to different as-
pects of motor learning. The preferred
direction of some neurons rotated
from the baseline to the adaptation
block and then rotated back toward
their original tuning during washout,
consistent with a role in compensating
for the forces (‘‘dynamic’’ neurons).
The tuning curves of other neurons
showed only minor changes in all three
blocks (‘‘kinematic’’ neurons). Finally,
some neurons changed their tuning
curves either only in the adaptation
block or the washout block and never
returned to their baseline tuning, as if
they stored information about the ad-
aptation and readaptation episodes
(‘‘memory’’ neurons). However, the tun-
ing curves of kinematic and dynamic
neurons also usually showed some re-
sidual change between the baseline
and washout blocks. Furthermore,
when the monkeys performed three
consecutive ‘‘baseline’’ blocks without
external forces, many M1 and SMA
neuronsstill showed response changes
between the first and last blocks that
were as large as those seen over the
same time frame in the learning session
(Li et al., 2001; Padoa-Schioppa et al.,
2004; Rokni et al., 2007).
Rokni et al. (2007) argue that these
response changes across time even
in constant task environments show
that cortical motor representations are
inherently variable and that learning
processes are superimposed on that
unstable background. To support this
hypothesis, Rokni et al. (2007) present
a neural network model with two input
units, a highly redundant middle layer
of 10,000 ‘‘neurons,’’ and two output
units. The input and output units coded
the (x,y) components of the direction of
movement and forces, respectively.
The connection weights from the input
units to the neurons were adjusted
after each trial by a learning signal
that attempted to minimize the sensed
error in that trial and also by random
noise that was uncorrelated across all
connections.Rokni et al. (2007) show that this
network can adapt to a force field and
then readapt when the field is removed.
During the learning session, many net-
work neurons undergo correlated rota-
tions of their directional tuning across
blocks, similar to M1 and SMA dynamic
neurons, despite the random noise in
the learning mechanism. When per-
forming three consecutive baseline
blocks, the noise causes uncorrelated
random changes in the responses of
single neurons across blocks, but the
network still generates the desired out-
puts. This latter finding indicates that
many different specific configurations
of the motor representation can pro-
duce the same motor output and so
comprise an ‘‘optimal manifold’’ of func-
tionally equivalent representations. The
motor representation meanders within
the confines of this range of functionally
equivalent states, due to the continual
interplay between random noise and
error-based learning signals.
One intriguing implication of this
model is that the motor cortex is in a
dynamic equilibrium of continual flux
even in a constant environment. Small
motor errors are converted to learning
signals to stay within the range of
adequate motor representations for
that environment by limiting the drift
caused by the intrinsic noise in the
adaptive process. When the learning
signal is blocked, Rokni et al. (2007)
show that the response properties
of neurons drift unchecked and the
performance of the network rapidly
degrades. The same feedback-based
learning signal that keeps the motor
representation within the manifold for
one environment causes it to adapt
when the environment changes. The
consistent trial-to-trial bias in the learn-
ing signal caused by the change in con-
ditions drives the motor representation
toward a new range of acceptable con-
figurations despite the random noise
element. Whether the motor represen-
tation drifts within the manifold of
equivalent states or adapts by evolving
toward a new range of states is deter-
mined by the trial-to-trial statistics of
the error-based learning signal.
Another important implication is that
some neural response changes are
behaviorally irrelevant and may evenNeuron 5be functionally deceiving. Rokni et al.
(2007) make the provocative suggestion
that different response patterns (e.g.,
kinematic, dynamic) do not arise from
separate functional classes of neurons.
Instead, they argue that the pattern of
changes in activity of a given neuron
with time is largely an epiphenomenon
shaped by the unique history of noise-
and error-driven changes in synaptic
input during each learning session.
Their model makes some testable
predictions. First, the behavior of
a neuron could change randomly
between kinematic, dynamic, and
memory patterns in different learning
sessions. Less evident but equally
important, the model requires that the
change in synaptic efficacy caused
by noise and by the learning signal on
any given trial should be of similar
size. If the learning signals have a sub-
stantially larger effect than the noise
term, most neurons would show
dynamic properties. In contrast, if
noise and learning signals have a simi-
lar impact on synaptic strengths on
M1 neurons but the neurons still
show consistent patterns of response
changes across different learning
sessions, then there must be some
underlying constraint on their behavior,
which would support the existence of
distinct functional classes. A third pre-
diction is that as a task becomes more
demanding, there will be a decrease in
the range of acceptable variability of
the motor representation and of noise-
related neural activity changes.
The conclusions drawn by this study
are only as valid as the neural data
that motivated it. The sizeable degree
of variability of single-neuron activity
in the motor cortex over short time
frames observed these studies, even
in constant task conditions (Li et al.,
2001; Padoa-Schioppa et al., 2004;
Rokni et al., 2007) has not been docu-
mented before. It is essential to con-
firm this important finding in further
studies in a range of tasks.
Some of the neural results are not
easily explained by random noise. For
instance, the neurons showed a pro-
gressive increase in average dis-
charge rate with each successive trial
block (Li et al., 2001; Padoa-Schioppa
et al., 2004). This trend suggests the4, May 24, 2007 ª2007 Elsevier Inc. 501
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Previewspresence of a process that has a cu-
mulative effect rather than a random
effect throughout the recording period.
This could be related to fatigue or
the trauma inflicted by the electrode
on local synaptic circuitry, or other
factors. This cumulative process may
have also contributed to the directional
tuning changes across time.
Furthermore, some of the examples
of time-dependent response changes
in M1 are from neurons with very low
peak discharge rates (Rokni et al.,
2007). This suggests that these neu-
rons were on the margins of the task-
related population and made only a
minor contribution to task perfor-
mance. While the activity changes inSurfing on Calciu
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A key question in brain developm
the ordered laminar layers. In the
of migrating cerebellar granule n
that propagates to the soma to c
Guided migration of immature neurons
from their birthplace to the final desti-
nation constitutes the basis for highly
ordered cytoarchitecture, specific syn-
aptic connectivity, and complex func-
tion of the nervous system (Bronner-
Fraser, 1994; Hatten, 1999; Kriegstein
and Noctor, 2004; Rakic, 1995). Re-
cent evidence indicates that several
axon guidance molecules are also
involved in directing neuronal migra-
tion, suggesting that the same set of
membrane receptors and cytoplasmic
transduction mechanisms may be
used for these two forms of neuronal
motility (Ayala et al., 2007). Most of
the migrating neurons exhibit a highly
polarized morphology with a leading
502 Neuron 54, May 24, 2007 ª2007 Elsthose neurons might be statistically
significant, it is not clear to what de-
gree they are functionally significant
or provide strong evidence for an
unstable motor representation.
Despite these reservations, the
study by Rokni et al. (2007) is impor-
tant. It draws attention to the possibil-
ity that the movement representation
in the motor cortex is not as stable
as is generally assumed. It presents
some interesting speculations about
the implications of an unstable redun-
dant motor representation on motor
cortex function. It suggests that sen-
sory signals from the periphery are
used not only for feedback correction
for errors and to guide motor learning,mWaves
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ent is how migration of neuronal
April 20, 2007 issue ofCell, Guan et
eurons senses repulsive Slit mole
ause reversal of cell polarity and
and a trailing neurite process. Directed
movement of the neuron typically re-
quires three distinct steps: extension
of the leading process, translocation
of the soma and nucleus, and retrac-
tion of the trailing process. The leading
process has a growth-cone-like motile
tip similar to the axonal growth cone
and is responsible for the process’ ex-
tension. Successful migration of the
cell also requires the translocation of
the soma, which involves the detach-
ment of the somal adhesion to the sub-
strate and movement of the nucleus
(‘‘nucleokinesis’’) and other cytoplas-
mic organelles, and perhaps uses
mechanisms distinct from those oper-
ating at the growth cone. In vitro obser-
evier Inc.but also to maintain the motor repre-
sentation within a range of equivalent
functional states against debilitating
drift caused by stochastic noise in
adaptive components of the system.
Finally, it makes strong predictions
that should be readily testable by
experiments.
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vations of cultured cerebellar granule
cells indicate that both the leading
growth cone and the soma exhibit sal-
tatory, but coordinated, advancement
(Hatten, 1999). However, two different
modesofneuronalmigrationhavebeen
observed in vivo, one relying primarily
on somal translocation, with its long
leading process remaining attached
to the pial surface, and the other involv-
ing coordinated movement of the short
leading process and soma (Ayala et al.,
2007). Therefore, the extension of the
leading process and the somal translo-
cation may be differentially coupled in
different modes of migration.
How does a migrating neuron detect
extracellular cues? If only the leading
