Abstract-High quality speech at low bit rates (e.g., 2400 bits/s) is one of the important objectives of current speech research. As part of long range activity on this problem, we have developed an efficient computer program that will serve as a tool for investigating whether articulatory speech synthesis may achieve this low bit rate. At a sampling frequency of 8 kHz, the most comprehensive version of the program, including nasality and frication, runs at about twice real time on a Cray-1 computer.
INTRODUCTION
OW bit rate coding of speech (Flanagan et al. [l] ) is an important objective of current speech research. There are essentially three different methods. used for speech synthesis from low bit rate data (e.g., Flanagan [2] and Linggard [3] ): formant synthesis, synthesis from linear prediction coefficients (LPC), and articulatory speech synthesis. Formant synthesis models the spectrum of speech while linear prediction models the signal waveform using correlation techniques.
For these methods there exist accompanying analysis procedures for obtaining the low bit rate data directly from the speech input.
Articulatory synthesis models the speech production mechanism directly. At present, however, there is no appropriate analysis procedure which satisfactorily solves the related "inverse" problem of obtaining .articulatory parameters from spoken utterances (for preliminary attempts see, e.g., Atal and Hanauer [4], Wakita [5] , Atal et al. [6] , Flanagan. et al. [ TI, Levinson and Schmidt [8],
and Kuc et al. [9] ). Despite this drawback, articulatory speech synthesis has several advantages as follows. a) Articulatory speech synthesis has the potential for very natural speech output at bit rates below 4800 bits I s ,
provided that "good" articulatory parameters are available to control the synthesizer.
b) The control signals of articulatory speech synthesizers have a direct interpretation in terms of physiological and physical data. In the human voice production system, they vary slowly enough to be potential candidates for efficient coding.
c) The model parameters are easier to interpolate than those of more abstract waveform or spectrum synthesizers. This is because interpolated values for the control signals of an articulatory synthesizer are physically real- In this paper we will describe recent efforts to develop a hybrid ,articulatory speech synthesizer. This approach takes advantage of both frequency and time domain techniques in order to obtain a fast and versatile realization.
In the synthesizer which we will describe, the wave propagation in the tract is assumed to be planar and linear. During the voiced portions of speech, however, the excitation of the tract is provided by a nonlinear model of the vocal cord oscillator (Ishizaka and Flanagan [lo] ) which is controlled by lung pressure, glottal rest area, intraglottal damping, pitch factor, and supraglottal pressure. It is the dependence on the supraglottal pressure which differentiates this type of synthesizer from simpler source-filter approaches. This dependence maintains a natural acoustic interaction between glottal source and the load provided by the vocal tract.
The unvoiced portions of speech, both aspiration and frication, are generated automatically by introducing noise sources at the glottis and downstream from the narrowest constriction of the vocal tract, respectively. The strengths of these sources depend on the local Reynolds number Since the vocal tract is assumed to be linear, it is most efficiently modeled in the frequency domain by a product of 2 X 2 chain matrices (also called ABCD matrices).
The elements of these matrices are specified to include wall vibration, viscous friction, etc. (Sondhi [l 11, [12] ). The nasal tract, including the sinus cavities, is modeled similarly, only the parameters are modified in view of the fact that the ratio of its perimeter to its cross-sectional area is higher than the average value of this ratio for the vocal tract. The glottis, however, must be modeled in the time domain.
In order to combine these two descriptions, the vocal/ nasal tract chain matrices are used to compute the input reflectance of the tract at the glottis end, and the transfer functions from glottal flow to the radiated sound pressure at the lips and nostrils. The corresponding impulse responses, calculated by inverse Fourier transforms, are convolved with the glottal flow to yield supraglottal pres-(e-g., [2, P. 551).
IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 7, JULY 1987 sure, flow at the narrowest constriction, and the voiced portion of the output speech. Whenever the flow at the constriction is large enough to generate frication, the unvoiced portion of the speech output is obtained by convolving the noise at the constriction with the appropriate transfer impulse response computed in a similar manner. We also have provision for adding to the speech output the sound radiated by the vibration of the vocal tract wall near the glottis. The effect of this component, however, is very small.
At present, the synthesizer is driven either by interactively generated vocal tract areas (from Bocchieri [ 13] ), by measured area data (Sondhi and Resnick [ 14] ), or by parameters generated by a text-to-speech transcription program (Coker [ 151). Such data are adequate for text-tospeech synthesis. For low bit rate speech transmission applications, however, we must derive the articulatory parameters from the speech wave. One (not entirely satisfactory) method which we plan to try is to use LPC derived "pseudoareas" [4] , [5] . Another possibility is the idea of adaptive estimation of these parameters by matching synthetic speech to natural speech [7] . We believe experimentation with our synthesizer will suggest better methods.
I. ARTICULATORY SPEECH SYNTHESIS
An overall outline of an articulatory speech synthesizer is given in Fig. 1 . Articulatory speech synthesizers differ from each other in the ways in which they model the two parts-the glottis and the vocal tract.
Besides implementing an electrical hardware network analog (e.g., Hecker [16]), there are mainly two different approaches used in articulatory speech synthesizers. The first approach is to model the glottal source and the vocal tract by finite difference equations. This results in a large system of linear or nonlinear equations to be solved for each, sampling interval. Examples of this approach are to be found in [lo] , 1131, [17] , [18] , and [19] . Unfortunately, this method is computationally very cumbersome. (For example, Bocchieri [13, p. 521 , reports a computer time of 5 h for 1 s of speech on a Data General Eclipse S/130.)
Kelly and Lochbaum [20] presented a much faster method. This method was later theoretically substantiated by Fettweis [2 I] , and is now called the wave digital filter method. It is based on forward and backward traveling waves in a digital line analog of the vocal tract, and can be conveniently realized in special hardware [22] . Recently, progress has been made in incorporating losses, in modeling of the glottis, and in taking into account the time-varying vocal tract area ( [23] -[26]).
THE HYBRID METHOD
The hybrid method differs from both of these approaches. While the glottis is modeled in the time domain because of its highly nonlinear nature, the vocal and nasal tracts are modeled in the frequency domain, taking advantage of the more convenient and accurate modeling of losses and radiation. The two models are then interfaced by inverse Fourier transformation and digital convolution. At the time of this writing we have come across an article (Allen and Strong [27] ) which reports on the generation of steady vowels by a method somewhat similar to ours. However, their approach does not include a model for self-oscillation of the vocal cords, ignores frication and nasality, and does not deal with the dynamic variations in the glottal parameters or in the shape of the vocal tract. All these effects are included in our model whose details are given in the following sections.
A . Model for the Glottal Source
The purpose of a glottal model (left box of Fig. 1 ) is to transform a few slowly varying control parameters into a relatively fast varying vocal tract excitation function. Although synthetic speech can be generated by using a simple excitation waveform specified uniformly over an utterance (Rosenberg [28] ), it seems to be essential that a model of the glottal source used in articulatory speech synthesis should reproduce more naturally the variations in the essential acoustic features of the excitation. Such features are [lo] the proper interaction with the acoustic load provided by the coupled tract input impedance Z,,, and realistic dependence of the glottal volume velocity waveform ( u s ) and pitch ( Fo) on lung pressure ( ps), pitch factor ( 4 ) , and glottal rest area ( A g o ) . The u,-waveform and Fo can be considered as being' output variables of the glottal model; Z,,, ps, 4 , and Ago are the related quasistationary control variables.
Although at first glance it seems important to include the acoustic properties of the subglottal trachea and lungs, several authors have demonstrated that their influence on the performance of an articulatory speech synthesizer is only minor (e.g., [2] , Wakita and Fant [29] ). GuCrin [30] found only slightly more skewed u,-waveforms when the subglottal structures were also simulated. Therefore, at present, we have not included a simulation of subglottal structures in our synthesizer.
Acoustic interaction of source and tract is the subject of five recent papers (Fant [31] , GuCrin [30] , Rothenberg [32] , Fant et al. [33] , Ananth et al. [34] ). In the latter paper, a method was proposed for measuring the sourcetract interaction from speech, expressing source/tract interaction as "variation in damping" of the speech waveform occurring as a result of open and closed glottal phases.
Acoustic interaction gives rise to several effects. One of these effects is skewing of the glottal waveform when-ever moderately narrow constrictions of the vocal tract occur, such as in /a / near the glottis, and in / i / near the lips. In these cases, the negative slope of ug becomes steeper compared to the positive slope, thus giving rise to higher energy in the high-frequency part of the excitation spectrum. (Rothenberg [35] gives a good explanation of this effect.)
Another interaction effect consists of oscillatory ripples, mostly visible on the positive slope portion of the glottal waveform. The frequency of these ripples usually lies slightly below twice the frequency of the first formant ( F , ) of the tract (Fant et al. [33] ).
Other interaction effects are the dependence of duty cycle (ratio of open to closed phase) of the glottis on F, (e.g., [30, Fig. 38-81 Fig. 161 ).
There are several different models of the glottal source which attempt to reproduce these interactions. Some models parameterize the glottal waveform (see, e.g., Rothenberg [35] , Ananthapadmanabha and Fant [36] , Fant [31] ) in terms of lung pressure and glottal area. Others try to explicitly model the mechanical system of the glottis, by one or more discrete mechanical oscillators (Flanagan and Landgraf [37] , Flanagan and Cherry [38] , Ishizaka and Flanagan [lo] ). The most complex modeh solve coupled acoustomechanical boundary-value problems of the distributed and layered mechanical system (e.g., GuCrin [30, p. 4921, Titze and Talkin. [39] ). (More recently, Titze [40] described a method for parameterization of his model, thus decreasing the computational load.)
The model we selected for our synthesizer is the twomass model of Ishizaka and Flanagan. Gu6rin [30] and Cranen and Boves [41] , [42] have shown that this model has very realistic properties. An outline of the model is shown in Fig. 2 . We will refer to that figure for an explanation of the variables appearing in the rest of this section. The glottal volume velocity ug ( t ) satisfies the differential equation
Here ps is the subglottal (i.e., in our case the lung) pressure, p1 is the pressure downstream of the glottal expansion (see Fig. 2 ), andp,, is a series noise pressure source located at the interface between expansion and first (variable) section of the vocal tract (see Section 11-B-2). We discretize (1) using backward differences. For sampling instant n this yields Here ts is the sampling interval, and Rtot and Lto, are the total quasi-stationary resistance and inductance representing the contraction, glottis, and expansion, as depicted in Fig. 2 . These variables are given by
and
+ where areal is the area of the first section of the vocal tract. In (3) and (4) the quantities Agl, Ag2, areal, and ug are all time varying. To simplify the expressions, their dependence on n is not shown explicitly. The glottal areas Agl and Ag2 are related to the lateral displacements x1 and x2 by
and where Agol and Agm are commonly set to the same glottal rest area A,o. Our realization differs from the original version of Ishizaka and Flanagan in three ways. The most important difference is that, due to the hybrid method, we do not have to set up a large system of equations. Instead, we compute the present value of p1 in terms of the present value of ug and past values of p1 and ug, as shown in (18) of Section 11-B-2. Equations (2) and (18) can thus be solved for p1 ( n ) and ug ( n ) . Note, however, that Rtot and Ltotr appearing in (2), depend on the lateral deflections x1 and x2, as shown by (3)- (6) . The deflections are obtained as the solutions of two second-order differential equations driven by p1 and ps. All four equations are thus coupled and must be solved simultaneously.
The second difference between our realization and that of Ishizaka and Flanagan is a more consistent discretization of these equations. The details of this discretization are given in the Appendix. Third , following Coker, we added another time-varying parameter gs to modify the glottal damping resistances (i.e., rl -+ r l / g i a n d r, -+ r 2 / g : ) , because it was found that the original glottal model did not stop voicing fast enough when Ago was suddenly increased in order to produce stops and fricatives after a vowel. The minimum value chosen for g : is typically about 0.16. There are several justifications for such a variable damping (e.g., Hirose [43] and Hirose et al. [44] ). Further, Hutters [45] has recently shown that aspirated and unaspirated stops are generated by different types of glottal gesture rather than by a different timing of the glottal and supraglottal articulations. She produced evidence that devoicing is an active process carried out by the interarytenoid muscle and by the posterior cricoarytenoid muscle (see, e.g., Zemlin [46, pp. 150-1551 for the anatomy of these muscles), rather than just by a diminished transglottal pressure due to closure of the vocal tract.
The values of all variables (except the ones controlled externally) used in our version of the two-mass model are given in Table I . As an example of its output we show the u,-waveform of the synthesized word "test" in Fig. 3 . The externally controlled variables in this example were obtained by using the method of Coker [15] .
B. Modeling of the Vocal and Nasal Tracts
First we will describe the method of analysis in the frequency domain. This is followed by a description of the method of synthesis in the time domain: I ) Frequency Domain Analysis: In Fig. 4 the vocal and nasal tracts are outlined. The velum is assumed to be at 8 cm downstream from the glottal expansion. We also detect the position of the narrowest constriction between velum and lips, which will be needed, if small enough, to introduce frication noise. We assume that the tract can TIME (see) and KL cover the glottal region, the nasal tract, the tract between velum and constriction, and the tract between the constriction and the lips, respectively.
never be constricted between glottis and velum. This is true for most western languages. Aspiration noise will be generated at the glottis, as will be described in detail later. a) Vocal Tract. The different portions of the tract are described by four chain matrices, namely, KG for the laryngeai region between glottis and velum, KN for the nasal tract from the velum to the nostrils, Kc from the velum to the constriction, and KL from the constriction to the lips.
A general chain matrix of a portion of the tract relates (planar) output pressure Po,, and volume velocity V,,, to the input pressure Pi, and volume velocity Ui, (capitalized The last equation differs from (29) in [ 111 because we also take wall compliance into account. The parameters ai, a , and b are defined by the equations
where LI,, CL, and RL are the mass compliance, and resistance o f the wall per unit length, respectively. Note that as in !3ondhi [ 111, we assume the wall parameters to vary with area in such a way that wi, a , and b are independent of area. Also, wo is interpreted as the lowest angular resonance frequency of the tract when it is closed at both ends. Data for all variables of the vocal and nasal tract are given in Table 11 . Each of the four matrices KG, KN, Kc, and KL is obtained by concatenating elementa'ry matrices of the type given by (7) using the same A1 for all elements.
At the. velum two special coupling matrices are needed. For computing the chain matrix from glottis to lips, the nasal side branch is represented by the matrix KcN given by where ZvN is the input impedance of the nasal branch at the velum. Similarly, for computing the chain matrix from glottis to the nostrils, the vocal tract is represented by the coupling matrix KcT which is the same as KcN with ZvN replaced by the input impedance of the oral cavity ZvF b) Nasal Tract: The nasal tract was modeled after geometrical data of Maeda [47] . It has a geometrical length of 11 cm. Modeling the nasal tract by only a variable-area tube of that length results in too high a frequency for the first polehero pair of the nasal tract transfer function (e.g., Fujimura and Lindqvist [48] ). Lindqvist and Sundberg [49] got more realistic frequency locations for the first pole and zero when the sinus (side) cavities were also modeled. Maeda [47] used a single side cavity of 20.8 cm3 coupled to the main nasal tract via a 0.5 cm long tube of 0.1 cm2 cross section at a distance of 7 cm from the velum. This side cavity introduces an additional pole slightly below its resonance frequency and an additional zero slightly above its resonance frequency. In contrast to Maeda, who modeled the side cavity too by concatenating homogeneous line sections, we used a computationally more economical approach by modeling the sinus cavity by a discrete Helmholtz resonator, having an impedance
The coupling of the sinus cavity to the nasal tract is achieved by a special chain matrix analogous to (8). The model of Maeda also features a special method to reduce the area in the vocal tract according to the opening of the velum. This reduction results in a noticeable downshift of all higher formants of the vocal tract, a phenomenon observed also in natural nasalized speech. Good agreement with the nasal transfer function reported in Maeda [47] was obtained with the resonator data and the viscous loss parameter c1 given in Table 11 .
2) Time Domain Synthesis of Voiced Sounds: Here we will describe how the glottal model and the vocalhasal tract model are interfaced to each other.
Assuming that the previously defined vocalhasal tract chain matrices KG, KN, Kc, KL, KcN, and KcT are known, we form global matrices as follows (see Fig. 4 ). The chain matrix from the glottis to the point of the narrowest constriction is
The chain matrix from the glottis to the lips (computed only if the constriction is not completely closed) is given by Ktract = KLKfric. The chain matrix from the glottis to the nostrils is
The input impedance Zin is given by Denoting U, and PL for the Fourier transformed glottal flow ug and sound pressure p L radiated at the lips, respectively, the transfer function H L from Ug to P , is H L is set to zero for a closed tract. The transfer function H N from U, to PN (the Fourier transform of the sound pressure radiated at the nostrils) is 
where Hvib is the transfer function
representing the sound pressure radiated by a sphere of radius a v i b vibrating with the particle velocity of the vocal tract wall at the glottis; area, is the first area data of the tract at the glottis end, and Zin is the input impedance of the tract in the same plane. (According to Fant et al. [50] , ' Note that because of the symmetry properties of the functions appearing in (7a-h), h,,, is a real function. So also is the function z,, ( t ) derived from Zin. the wall vibration is maximum at the glottis, followed by lip vibration which is about 4 dB down. We did not model lip vibration.) The definition of P is given by (7e).
The interaction between the glottal model and the tract model takes place via the supraglottal pressure p l . This pressure can be obtained by convolving the inverse Fourier transform of the impedance Zin with the glottal volume velocity ug. Using the term zin for this impulse response, we obtain
where * denotes convolution. In the discrete realization we obtain
where N is the length of the truncated impulse response.
In an early version of our synthesizer we computed p 1 from (17). It was found, however, that impractically long impulse responses had to be used in order to obtain a realistic buildup of supraglottal pressure during oral closure (see, e.g., Flanagan et al. [7, Fig. 61 ). ( [4] , that the inverse Fourier transforms of the chain matrix parameters are all of approximately 1 ms duration. A recursive formulation directly in terms of these parameters should therefore give the shortest convolutions. We tried this approach but abandoned it; due to yielding walls and nasal coupling, the durations turn out to be much longer, especially for the parameter C. The convolutions were also found to be not very stable numerically .)
3) Time Domain Synthesis of Unvoiced Sounds: In natural speech unvoiced sounds are either produced by aspiration (at the glottis) or by frication (at a constriction of the tract). Both cases are treated accordingly in our synthesizer; that is, noise of the correct amplitude is automatically injected at the correct place within the tract.
For lop6) , random is a random number uniformly distributed between -0.5 and 0.5, and Re&t is empirically found to be about 2700'. prig is then substituted into (1).
For frication generated in the vocal tract we have made several modifications to the original suggestions. First, while Flanagan et al. [ 181 used a noise source in each T-section of their vocal tract network, we use only one noise source at the point of maximum constriction. In Flanagan's proposal the noise source is a pressure source and appears in the vocal tract network as sketched in Fig.  5(a) . Here, the impedance Z1 is the backward input impedance seen toward the glottis at the constriction. Assuming a wide open glottis and zero subglottal impedance, we obtain 
UC(n)
where h, is the impulse response corresponding to
The noise sound pressure radiated at the lips is then obtained by convolving the noise flow in Z2 with the impulse response corresponding to the appropriate volume velocity to sound pressure transfer function [in analogy to (13)]. This model did not give satisfactory results because the "internal" impedance of the noise source was too high. (We do not report here how we incorporated the time dependent resistance R, in calculating uc in this case. Even with R, = 0, for example, we could not get a good quality / t / , because Z1 was much too high, thus preventing any large volume velocity u,. ) It turned out that good results could be obtained by introducing the noise source at a ''reference plane" downstream of the constriction. Unfortunately, for good results, the position of the reference plane had to be different for different fricatives and stop consonants. This finding is consistent with the results of Shadle [53] . Because of the need to modify the position of the reference plane, this method is very inconvenient, and we abandoned it in favor of the following alternative. ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. I, JULY 1987 Shadle [54] has shown that if the noise source is represented by a volume velocity source, then its position is not very critical. Following the procedure outlined by Liljencrants [25, pp. 5-4, eq. 5.1091, we therefore used the short-circuit noise flow u, = p , / R , in a parallel network shown in Fig. 5(b) . An acceptable position for the reference plane was found to be one section downstream of the outlet of the narrowest constriction (as long as the constriction was not at the lips). By informal listening tests, the optimum critical squared Reynolds number re:^, was found to be about 35002, the appropriate gain for computing~,, in analogy to (19) was found to be about 0.0001.
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The transfer function between noise flow U, and radiated noise pressure at the lips can be derived by inspection of Fig. 5(b) and by using, for example, (13) . We obtain We denote the impulse response corresponding to Houtfn, with the symbol h, in order to avoid double indexes on h,,,. (In the description above, we introduced the noise source at the reference plane but the amplitude of the source was supposed to be based on the flow at the constriction. In the actual implementation, we calculate the amplitude from the flow at the reference plane rather than at the constriction. This is not a significant change, but eliminates themecessity to compute another transfer function.) 3) . As an option, SYNTHC also generates linearly interpolated frames of glottal and tract related input data (needed, for example, for the currently still too sparsely sampled tract area functions of [14] ), and does all timedomain processing with the exception of the two-mass model, which is evaluated in the subroutine CORD. An important feature of the program is the sample-bysample linear interpolation of all impulse responses between two adjacent frames. This interpolation does not exactly correspond to a linear interpolation of the areas, as can be shown using the theoretical framework given in [14, eqs. (3-lo) ]. This method avoids, however, spurious signals otherwise generated due to the undersampling of the tract areas (also see, e.g. , Liljencrants [25, pp. 0-51) .
SYNTHC also interpolates the glottal parameters with a first-order low-pass filter in analogy to (23). Here the cutoff frequency is 10 Hz.
All variables to be used for convolution (e.g., ug, u,, p1 + Zoug) are stored twice in delay lines (arrays), using an offset of N (the length of the impulse responses). This greatly simplifies the addressing for all convolutions. The main program calls two major subprograms, namely, TRACT and CORD. TRACT calculates the target values of all impulse responses once per frame (of typical duration 10 ms ). CORD is called for each sample to update the displacements x1 and x, of the two masses of the vocal cord model.
TRACT analyzes the vocal tract in the frequency domain. For voiced speech and for a completely closed tract (e.g., for velar nasals [52, p. l50]), it computes the two impulse responses h,,, and ri, according to (12), ( 1 3 , and (19) , when there is a small enough nonzero opening somewhere in the tract, TRACT also computes the impulse responses h, and h, corresponding to Houtfn, [(27)] During intervals when there is no narrow constriction in the tract, the frication related impulse responses h, and h, are set to zero, thus' yielding a "soft" onset of frication in the next frication interval. (Note: all impulse responses are interpolated on a sample-by-sample basis.) It was also found that these impulse responses should be computed (and used) if the previous frame had a constriction and the current frame does not. (Additionally, in order to get a good stop release, the area value at the point of closure is prevented from being larger than 0.2 cm2 for the duration of one frame following closure.)
All transfer functions are low-passed by a zero-phase filter with a gradual rolloff starting at half-Nyquist frequency and are set to zero above three-quarters of the Nyquist frequency. This was found to be a reasonable compromise at a sampling frequency of 20 kHz. For a sampling frequency of 8 kHz, this filter has to be adjusted, otherwise the synthesized speech will sound muffled. The impulse responses are computed by inverse Fourier transformation and then windowed by applying the right half of a Hamming window of length 2N, where N is the length of the inverse FFT. For a sampling frequency of 20 kHz, a length of N = 512 points was found to be appropriate; for 8 kHz 256 points could be used.
2) Synthesis Results: In Fig. 6 we show the three glottal parameters Ago, ps, and q for synthesizing the word "test." (The resulting u,-waveform was already reported in Fig. 3 . ) Fig. 7 shows the speech output and the supraglottal pressure p1 on the same time scale as Figs. 3  and 6 .
Finally, we show some spectrograms where corresponding ones from natural and/or synthetic speech can be found in the literature. The spectrogram in Fig. 8 ("we were away a year ago") can be compared to the spectro- tence was synthesized using the same measured areas as in Sondhi and Resnick [14] , but manually generated glottal parameters. Finally, Fig. 11 ("goodbye Bob") shows the spectrogram obtained from Bocchieri's area data and manually generated glottal parameters.
111. DISCUSSION AND CONCLUSIONS In this paper we have described an articulatory speech synthesizer in which the properties of the oral and nasal tracts are computed in the frequency domain, converted to the time domain by inverse Fourier transformation, and interfaced with a time-domain nonlinear model of the vocal cords. The synthesizer allows for nasalization, frication, and aspiration. Many of the techniques used in the synthesizer have existed in the literature. What we have done is to bring them all together in a comprehensive synthesizer. We mention here some noteworthy features of our synthesizer, comparing them in particular to the synthesizer of Ishizaka and Flanagan [lo] . 1) Our chain matrix representation for the vocal tract is much more accurate and economical compared to the lumped parameter representation of [ 101. To illustrate this point, note that for a hardwalled, lossless, uniform tract the chain matrix gives exact values for the formants with even one section. On the other hand, in the ten-section lumped parameter representation of [lo] the second formant is in error by 1 percent and the fourth formant by 5 percent. Bocchieri [ 131 found that he needed 60 sections to get good spectral shapes with the lumped-parameter representation.
2) The hybrid simulation is much more versatile than the method of [lo] .
Note, for instance, that if one has a codebook of articulatory shapes, the impulse responses of those shapes can be precomputed and the computation reduced drastically. The lumped parameter method is incapable of utilizing such a codebook.
As another example, we might mention the ease with which losses such as viscous and thermal losses can be included in our simulation. Since such losses vary as the square root of the frequency, they do not have lumped parameter representations. In simulations with the method of [lo] , these losses can be incorporated only as convolutions with impulse responses proportional to 4.
Similar remarks apply to the wall impedance. At present we (as well as [ lo] ) approximate this as a compliancemass-resistance system. H'owever, the wall may be better represented in terms of frequency-dependent elements. Including such elements would require a trivial modification of our simulation, but would present formidable difficulties for the [ 101 simulation.
3) Finally, we compare the computational complexity of our method to that of [lo] . At a sampling rate of 8 kHz, the most comprehensive version of our synthesizer, including frication and nasality, takes about 2 s of Cray-1 CPU time per second of speech. It is difficult to directly compare this to the run times of other comparable synthesizers. Bocchieri [ 131 required 5 h of computation for 1 s of speech on the Data General Eclipse S / 130. Flanagan et al. [7] quote the figure of 200 s per second of speech on the Eclipse S/200 computer, for a 10-section implementation of the method of [ 101. In a private communication, K. Ishizaka has informed us that when the last mentioned program was transformed to the Cray-1 computer, the computation time did not decrease significantly; however, after modifying the method of time-dis-cretization, the computation time was reduced to about 2 s per second of speech. This is still about 5 or 6 times slower than our method because, as mentioned above, comparable modeling accuracy requires about 60 sections rather than the 10 used by [IO] .
At present we have the following sources of input data for the synthesizer: a) data for one sentence from Bocchieri [13] (this was manually generated in an interactive trial and error procedure); b) data for one sentence and a few words from the impedance tube measurements of Sondhi and Resnick [14] ; and c) data for a few sentences generated by the text-to-speech transcription program of Coker [ 151.
For text-to-speech synthesis, these types of data are useful but with the following limitations.
a) The interactive method is too time consuming to be useful for synthesis of large amounts of speech. Its main purpose appears to be experimental and educational.
b) The transcription program provides a complete set of control parameters. We believe that such a program coupled to our synthesizer can produce good quality synthesis. At present, however, the control parameters have to be manually altered by quite a significant amount before they produce reasonable speech. This is because the parameters have been optimized by trial and error for use with a very different synthesizer. Considerable effort must be invested to optimize them for our synthesizer.
The impedance tube method can provide large amounts of data in a relatively short time. The present measurements have inadequate spatial resolution and too slow a temporal sampling rate. Both these limitations will be reduced with a new experimental setup now being assembled. However, it must be remembered that this method will yield only vocal tract shapes. It does not provide control parameters for the vocal cords, nasalization, and frication. The main use of this method will be in providing statistical properties of area functions which would lead to improved quantization rules.
For applications to low bit rate speech transmission, we must find a way to derive the control parameters from the speech signal. One method, which is not entirely satisfactory, is to use LPC derived pseudoareas and a pitch detector. Another is to estimate the parameters adaptively by matching synthetic speech to natural speech. For each of these methods we could find the vocal tract shapes by exhaustive search of a code book of shapes derived from impedance tube measurements. We believe experimentation with the synthesizer will suggest other, better methods. APPENDIX SOLUTION OF THE COUPLED OSCILLATOR EQUATIONS For every sampling instant n, (2) and (18) are to be solved for ug ( n ) and p , ( n ). By rearranging terms, those two equations can be written as follows: These two simultaneous equations can be solved trivially once Ltot and'R,,, are known. As shown in (3)- (6) of the text, these are functions of the lateral displacements x1 and x2 of the two masses. The lateral displacements are solutions of the differential equations mlXl + r l i l + s1 + kc(xl -x2) = fi (A-5) and @ x 2 + r2x2 + s2 + k,(x2 -x,) = f2, (A-6) where ml, k l , etc., are as given in Table 1 where si and si represent nonlinear restoring forces given by (A-13) and (A-14). If (A-5) and (A-6) are also discretized by backward differences, then it is clear that we would have a coupled set of cubic equations. This is avoided by a discretization scheme in which the cubic terms are delayed by one sample. This results in the linear system where, closely following the notation of Ishizaka and Flanagan, the matrix elements and the b's are given by a l l = ( k , + h, +. kc) rf + rlts + ml; uI2 = -k,ta u2, = -k,t;; u22 = (k2 + h2 + k,)ta + r2ts + m2. The nonlinear portions, si and si, of the spring forces are
