O. Introduction
As is well known, the application of operator theory or calculus of variations to the study of differential equations leads to the question whether the solutions thus obtained are sufficiently smooth to be solutions in a classical sense. Rather complete results are known concerning the regularity of the solutions in the interior of their domain of existence (cf. H6rmander [6] , Malgrange [9] and the references given there). The regularity at the boundary of solutions of boundary problems has been far less studied, although quite recently very important progress has been made (el. Browder [1] , Gusev [4] , Lopatinski [8] , Morrey-Nirenberg [10] , Nirenberg [11] ).
The purpose of this paper is to give a complete description of the boundary conditions which give rise to regularity at the boundary, in the special case where the coefficients of the differential operators considered (in the interior and in the boundary conditions) are constant and the boundary is plane. This case can be studied essentially in the same way as the corresponding problem of interior regularity was studied by HSrmander [5] , but considerable technical difficulties are added.
In the case of boundary conditions satisfying condition (a) of Theorem 3.3, it is easy to extend the study to the case of variable coefficients and curved boundaries.
(In this case one can also admit overdetermined systems of differential operators and boundary operators.) Indeed, one can argue as in Morrey-Nirenberg [1] using a priori estimates for the case of constant coefficients obtained by Fourier transformations from estimates for ordinary differential operators. However, these results will not be developed here since the author has been informed by Professor Nirenberg that he, Agmon, Douglis and Schecter have also independently obtained the same theorems.
A classical prototype for the results in this article is contained in Schwarz' reflection principle. According to this principle, a function u satisfying the differential equation
au=0
(0. 1) in an open set ~ and vanishing on a plane piece eo of the boundary of ~, can be extended as a solution of (0.1) across ~o. Thus it is analytic in ~2 (J w since every solution of (0.1) is analytic, that is, it has a power series expansion in a neighbourhood of each point in this set.
In extending this result we shall consider solutions of a partial differential equa- In order that the interpretation of these equations shall be elementary we assume that the derivatives of u of order ~< k are continuous in ~ U co, where k is the maximum order of P (D) and Q, (D). Since the coefficients are constants there is in fact no real difficulty in extending the study to weak solutions, but for the sake of simplicity we shall not do so. Our purpose is to investigate the following two ques- Thus one must assume that P (D) is elliptic in studying question B, at least if one wants a result independent of ~ as will be the case here. Similarly, it is natural to assume that P (D) is hypoelliptic when studying A.
Algebraic characterizations of hypoelliptic and elliptic operators have been given
by Hhrmander [5] and Petrowsky [13] .
P (D) is hypoelliptic if and only if
Im ~-~c~ when ~--~ on the surface P (~)=0, (0 components if n-1 = 1. When n = 2 we therefore add to our hypothesis (0.4) that the number of zeros with positive imaginary part is the same for $ in the two components. We shall say that P is of (determined) type /~, if the number of zeros with positive imaginary part is ju for all 6ECK; when n>2 all hypoelliptic operators are thus of determined type.
L~LRS HORMANDER
Example. When n=2 and P(})=$1+i$ 2, N= (0,1), we have one root with positive imaginary part if }, > 0 but none if }1 < 0. Hence, although elliptic, P is not of determined type.
Remark. The above argument shows in particular that every elliptic operator in n > 2 variables is of even order. This was also observed by Lopatinski [8] .
We can now formulate our final hypothesis: The number o/ boundary conditions (0.3) shall be ~tt. Since we can add a finite number of identically satisfied boundary conditions (Q,=0), we may and will assume that there are precisely /~ boundary conditions. Our reason for this restriction has been that the problems A) and B) would otherwise be analogous to the problem of characterizing the ovcrdetermined differential systems which only have infinitely differentiable solutions. The solution of this problem has been given quite recently by C. Lech but was not known when the results of this paper were obtained. We recall that k denotes the maximum of the orders of P (D) and Q~ (D). The assumption that u E C ~ can easily be relaxed, as mentioned previously.
The plan of the paper is as follows. In section 1 we present some basic facts concerning ordinary differential equations, and in section 2 some algebraic preliminaries. In section 3 we then state our main result, the algebraic characterization of hypoelliptic and elliptic boundary conditions and discuss some special cases. The necessity and sufficiency of these conditions is proved in sections 4 and 5-6, respectively.
In doing so we also study inhomogeneous boundary problems. Thus one can find a non trivial solution of (1.2) if and only if det qv(Tj)=0.
Preliminaries concerning ordinary differential equations
In order to study the case of coinciding zeros also, we introduce a rational function of the indeterminates T~ ..... r, defined by
Since it is obvious that each factor in the denominator divides the numerator, the right hand side is a polynomial in the variables rj and is thus defined also in the case of coinciding zeros. Since it is a symmetric function of these variables, it can be expressed as a polynomial in the coefficients of k. Hence: For future reference we also observe that R does not change if we simultaneously make a translation of k and all q, and only multiplies by a constant factor if we make some other linear transformation of the independent variable 3.
The important role of this function here is due to the following theorem.
T H ]~ O R E M 1. when the zeros rj are different and by continuity otherwise. However, all h will not be polynomials, which requires some preliminary study of expressions of this form.
We first recall some notions from difference calculus. If / is an analytic function of a complex variable 3, its divided differences are defined as follows (cf. N6r-lund [12] ), when all vt are different:
3n))/(T 1 --3n ).
It is easy to show that /(31 .. Considering this as a homogeneous system in the variables a.j and 1 and using the definition of R, we immediately obtain (1.10).
Next assume that k (v) is a factor of a polynomial p (T), satisfies the desired boundary conditions, and the compensating term w satisfies as a function of t the equation k (5)w = 0, hence p (5)w = 0. Thus writing where g and h, are given by (1.13) and (1.14).
When using this formula in section 5 we shall need some rough estimates of the kernels g and h~. They will be consequences of the following theorem. Thus the result is true when a = 1.
Next assume that j=0, a>l. Moving the line of integration in (1.12)we obtain Now we prove the result in the general case, assuming that it has already been proved for derivatives of order <~ when p is of order <a. Let 2 be a zero of We shall finally prove an inequality for the solutions of (1.1), which in a somewhat weaker form will be useful in section 4.
THE O R EM 1.4. There is a constant ~ depending only on /u such that, i/ u is a solution o/ an equation k (r where all zeros o/ k (v) have non negative imaginary
Tarts, we have In the proof we may also assume that the theorem has already been proved for solutions of differential equations of order lower than /x, for it is trivial when ft=l. and the theorem will be proved.
In order to prove (1.19) we argue in the following way. Let ~0 (x) be a continuous function with support in (-~, O) and set Since the estimates of the coefficients of h thus obtained depend on ~t only, and the inequality [Tj[~> 1 is valid for every zero of k 2 (5), the inequality (1.19)and hence the theorem follows.
U (t) = u~eqp (t) "-f u (t -s) q~ (s) ds.

Notations and algebraic preliminaries
In order to give our results an invariant form we shall in this and the next section use a formalism which avoids the use of coordinate systems. Thus let G be a real vector space of dimension n and G* its complex dual space, i.e. the space of all complex linear forms on G. We shall denote the elements of G by x, y, ... and those of G* by Greek letters ~, ~, $ .... Usually ~ and ~ will denote real elements in G*, i.e. real linear forms. If P($) is a polynomial in G* we denote by P (D) the differential operator acting on the functions in G such that if x k and Sk are coordinates in G and G* with respect to dual bases, we obtain P (D)
by replacing ~k by -i~/~x k in P(~).
In studying the problem sketched in the introduction we shall let ~ be an open set in G and ~ a part of its boundary which is an open set in a hyperplane F.
The dual space F* of F is a quotient space of G*, We choose once for all a Euclidean norm in G. In F, G* and F* we use the norms obtained by restriction and duality respectively. The norm in F* is then the quotient norm of that in G*. For future reference we also note that obviously
IRe l<l l-
Now let P (D) be hypoelliptic and of determined type # (cf. Section 0). We shall denote by A the set of all ~ E G* such that the equation
has precisely # roots with positive imaginary part and none that is real. 
Characterization of elliptic and hypoelliptic boundary problems
The main results of this paper are the following two theorems. A remarkable feature of this example is that the Diriehlet boundary conditions are {hypo-)elliptie with respect to all (hypo-)elliptie operators of type ju, in spite of the fact that conditions (3.1) and (3.2) involve P also. We are going to study the boundary conditions which have this property. 
. Let ~' and ~" be real, ~' and ~" linearly independent, and let 2, and 2" be two non real numbers. Then there is a positive definite quadratic /orm S (~) such that S (~' + 2' N) = S (~" + 2" N) =O.
Proo/. Since ~' + 2' N, ~" + )," N and N are linearly independent, we can find a complex vector y E G + i G so that we decompose the principal part Q0 in a form similar to (3.7) and obtain
CO (6) = qO (~,) + i (~', ~') 89 q0 (~,).
This cannot vanish identically since (~', $')~ is not a rational function when n>2.
Hence, according to Theorem 3.3, the boundary condition being elliptic, we have C O (6)*0 for real 6*0. Multiplying C~ and CO( -6) together, noting that qo and ql are homogeneous, qo of one degree higher than ql, and that (-~', -~')}= (~', ~') 89
we find that q0 0 (~,)~ + (~,, ~,) q0 (~,)~. 0 for real ~ 0.
But this means precisely that the principal part of F (~') satisfies the definition (0.5) of an elliptic polynomial, so that the assertion is proved.
In particular, the result shows that the conditioa /or ellipticity with respect to the 
Laplace equation does not depend on whether ~ is situated in the hal
Necessity of the conditions for (hypo-)ellipticity
Using the theorem on the closed graph and the category theorem we shall prove i n this section that the algebraic conditions in Theorems 3.1 and 3.2 are necessary for the boundary conditions (0.3) to be (hypo-)elliptic. The results to be proved were formulated in an invariant way in these theorems, but when we prove them in this and the following sections we shall use non invariant methods. Thus we use in what follows a coordinate system such that the hyperplane F is defined by x n =0 and is situated in the half space x n >0. In order to avoid unnecessary complications we assume that ~ is bounded; the modifications that are otherwise required will be indicated at the end of the section. By ~' we shall denote a domain whose closure is contained in ~ U ~o but not in f~. We shall now prove that (3.1) and (3. 
Sufficiency of the condition for hypoellipticity
In this section we prove that condition (3.1) of Theorem 3.1 is sufficient for hypoellipticity, and moreover we shall also study the inhomogeneous case. For since ' va has compact support, we can estimate ~', by C I'1 where C is a constant.
(By C we always denote constants, but not always the same every time.) Furthermore, we have
100)(t, ~')l<~ flu u) (t, x')ldx' <~ C
we thus obtain, since j ~< a ~< k, (a) tal ~<
I
The study of the other integrals depends on the following lemma, the proof of which will be postponed to the end of this section. Using only a minor part of this lemma we can study the term Assuming as we may that y' is an integer and using a notation introduced above,
we thus obtain since the integral is convergent
In the same way it follows that for the term This inequality has been established under the assumption that all derivatives of U of transversal order ~< a are continuous. Now let us only assume that u E C k (~ U ~o), hence that U ECk(G+). Let ~v (x') be a function which is non-negative, infinitely differentiable, vanishes when I x'l/> 1 and satisfies the condition y ~p (x') dx' = 1. We form the convolution
and define F} .... in the same way. We also set R~=R-e. Since one can write This estimate will be useful later. If P is elliptic, it follows from Lemma 2.1 that we can take 0= 1. is then analytic in ~ U r As in section 5 we could have studied the inhomogeneous ease also, but since this can be reduced to the homogeneous case by means of the Cauchy-Kovalevsky theorem, we shall not do so.
From the results of section 5 we know already that u is infinitely differentiable. is convergent in a sphere with a radius independent of x and that it converges to u in ~'. Hence it follows that u is analytic in a neighbourhood of ~', which proves the Lemma.
It now only remains to prove that the estimates of the previous section can be improved so that (6.3) tollows. According to our present assumptions we can take ~= 1 in Lemma 5.3 and hence also in Lemma 5.1. This is the fact which gives rise to estimates of the form (6.3).
First, the estimate (a) of the term a is even better than that required since it does not contain any factorial on the right. Also, the estimate (d") has obviously the desired form. Since we only consider the homogeneous equations (6.1) the terms b and c vanish so that it only remains to study d' and e~. These terms have to be considered more carefully, however. Indeed, in estimating them we have differentiated repeatedly on the non analytic "cut off" function v~l, and this has to be avoided if we want to obtain an estimate of the form (6.3).
We first study e~. This completes the proof of Theorem 3.2. Moreover, it follows from the proof of Lemma 6.1 that the solutions of (6.1) can be continued across to into a domain ~* independent of u. In the classical case mentioned in the introduction ~* is obtained by geometric reflection of ~2. It would be interesting to investigate more carefully the size of the largest domain ~2" to which all solutions of (6.1) have analytic continuations. A special case of this question has been answered by F. John [7] .
