Consider the location-scale regression model Y = m(X)+σ(X)ε, where the error ε is independent of the covariate X, and m and σ are smooth but unknown functions.
Introduction
Consider the nonparametric location-scale regression model
where Y is the variable of interest, X is a covariate, the error ε is independent of X, and m and σ are smooth but unknown location and scale curves respectively. The location curve m is not restricted to the conditional mean E(Y |X = ·), but can equally well represent the conditional trimmed mean curve, the median curve, etc. Similarly the scale curve σ is not restricted to the conditional standard deviation. Let (X 1 , Y 1 ), . . . , (X n , Y n ) be n independent replications of (X, Y ).
This model has been studied by many authors over the last years. The estimation of this model has been considered in Akritas and Van Keilegom (2001) , Van Keilegom and Veraverbeke (2002) , Cheng (2004) , Müller et al. (2004a,b) , among others, whereas Neumeyer et al. (2004) , Van Keilegom et al. (2004) , Dette and Van Keilegom (2005) and
Pardo Fernández et al. (2006) studied various testing problems under this model.
Although the independence of the error and the covariate is a quite weak and common assumption, in several applications, especially in the recent econometrics literature, it is considered too strong as an assumption. An appropriate testing procedure for the validity of this model is therefore in demand. In Einmahl and Van Keilegom (2006) a differencebased testing approach is proposed for the homoscedastic model Y = m(X) + ε, with ε independent of X. In the present paper we consider another approach, applicable to the more general model (1.1). Although model (1.1) has been used and studied frequently, a procedure for testing the validity of this model is, to the best of our knowledge, not available. Our approach is based on the estimation of the unobserved errors, and we use Kolmogorov-Smirnov, Cramér-von Mises and Anderson-Darling type test statistics based on the estimated errors and the covariate to test the independence between the error and the covariate.
Observe that the tests developed in this paper can be easily adapted for testing the validity of the homoscedastic model Y = m(X) + ε, with ε independent of X. This is also a very relevant testing problem; we will pay attention to it in Sections 3 and 4. Also note that the results in this paper will be presented for random design, but can be readily adapted to fixed design. In that case, interest lies in the fact whether or not the error terms ε 1 , . . . , ε n are identically distributed.
The paper is organized as follows. In the next section, we will construct the test statistics and present the main asymptotic results, including the asymptotic distribution of the test statistics. In Section 3 some simulation results will be shown. The analysis of data on food expenditures is carried out in Section 4. The assumptions and some technical derivations are deferred to the Appendix.
Main Results
Define
, and let D X be the support of the covariate X. The probability density functions of these distributions will be denoted with lower case letters. Assume that m and σ are, respectively, a location and scale functional. This means that we can write m(x) = T (F (·|x)) and σ(x) = S(F (·|x)) for some functionals T and S, such that
for all a ≥ 0 and b ∈ IR, where F aY +b (·|x) denotes the conditional distribution of aY + b
given X = x (see also Huber (1981), pp. 59, 202 
is still independent of X. Hence, we can and will assume that m and σ 2 are given by Our tests will be based on the differenceF X,ε (x, y) −F X (x)Fε(y) for appropriate estimatorsF X ,Fε andF X,ε of F X , F ε and F X,ε respectively. First, let
be the empirical distribution function of X. To estimate the distribution of ε, estimate
is the Stone (1977) estimator and the W i (x, a n ) (i = 1, . . . , n) are the Nadaraya-Watson weights
(with K a given kernel function and (a n ) n∈IN a bandwidth sequence). Now defineε i =
for the resulting residuals, and let
To test the null hypothesis, we define the following test statistics:
(For a distribution function F , we denote with F − its left continuous version.)
These statistics are similar to the ones considered in Hoeffding (1948) , Blum et al. (1961) and De Wet (1980) for testing independence between two random variables, except that here we have replaced the unknown errors ε i byε i (i = 1, . . . , n). As we will see below, the limiting distribution of these test statistics is the same as in the case where the ε i are observed, and hence the tests are asymptotically distribution free.
In the first theorem we obtain an i.i.d. representation for the differenceF X,ε (x, y) − F X (x)Fε(y), x ∈ D X , y ∈ IR (weighted in an appropriate way), on which all three test statistics are based. Based on this result, the weak convergence will then be established.
The assumptions mentioned below are given in the Appendix.
Theorem 2.1 Assume (A),(K),(J) and (F). Then, under H
and
From Lemma A.1 it follows that the second term on the right hand side of (2.8) is equal to (using the notation of that lemma)
uniformly in x and y. This term is o P (n −1/2 ), since by the Chibisov-O'Reilly theorem,
and since 9) which can be shown in a similar way as in the beginning of the proof of Lemma A.1.
Using again Lemma A.1, the third term of (2.8) can be written as
uniformly in x and y. Hence, the result follows. 2
The next result follows readily from Theorem 2.1, by using standard empirical process theory. , the
Theorem 2.2 Assume (A),(K),(J) and (F). Let W 0 be a 4-sided tied-down Wiener pro-
As a consequence, we find the limiting distribution of the three test statistics. Recall that these limits are distribution free and identical to the ones in the classical case, i.e.
when m and σ are not estimated, but known.
Theorem 2.3 Assume (A),(K),(J) and (F). Then, under H
Proof The result for T n,KS follows readily from Theorem 2.2 and the continuous mapping theorem. The result for T n,CM follows from Theorem 2.2, Lemma A.1, (2.9) and the Helly-Bray theorem.
Now we present the proof for T n,AD . From the Skorohod construction and Theorem 2.2 it follows that (keeping the same notation for the new processes)
In what follows we will show
The left hand side of (2.11) can be written as We will only show that 
Finally, the integral over (−∞, c n ) × (d n , m ε ) can be dealt with in a similar way. 2
Simulations
The test statistics considered in the previous section are asymptotically distribution free, and hence the asymptotic critical values of the tests can be obtained by simulation or from tables. However, for smaller sample sizes simulations have shown that these asymptotic critical values do not respect well the size of the test. Therefore, a bootstrap procedure is a useful alternative and can be performed in the following way. Fix B and let b = 1, ..., B.
Step 1:
n).
Step 3 Consider the following simulation set up. Suppose that X has a uniform-(0, 1) dis- The bandwidth a n is selected by means of a least-squares cross-validation procedure; the kernel K is equal to the Epanechnikov kernel
The following alternative hypotheses are studied. First consider
with a > 0. Next, let
where W x ∼ χ 2 r x , r x = 1/(bx) and b > 0 controls the skewness of the distribution. Note that the first and second moment of the variable ε created in the latter way do not depend on x and coincide with the respective moments under H 0 . When b tends to 0, the distribution of ε | X = x converges to its null distribution. Finally, let
where 0 < c ≤ 1 is a parameter controlling the kurtosis of the distribution. By construction, the conditional moments up to order three of ε given X are constant and coincide with the respective moments under the null hypothesis, while the fourth conditional moment does depend on X (note that the third and fourth moment do not need to exist).
The conditional distribution of ε under H 1,C converges to the conditional null distribution of ε when c tends to 0. the alternative H 1,C there is not so much difference between the behavior of the three test statistics for n = 50, whereas the Anderson-Darling test comes out as winner for n = 100.
Note that, under both alternatives, the power of the three test statistics increases with b and c, except when b increases from 5 to 10. This seems to be due to the fact that the conditional error distribution is very skewed.
Data analysis
We consider monthly expenditures in Dutch Guilders (≈ 0. Table 6 .
The table shows that model (1.1) is violated by Y 1 (except for the Kolmogorov-Smirnov test, whose P -value is borderline), but not by Y 2 . Next, we like to test whether Y 2 satisfies the more restrictive homoscedastic model Y 2 = m(X) + ε, with ε independent of X. The P -values given in the last column of Table 6 indicate that the homoscedastic model is valid too and can be used for an analysis of the log food expenditure data. This is in agreement with the findings in Einmahl and Van Keilegom (2006) . 
Appendix
The asymptotic results given in Section 2 require the following assumptions.
(A) The sequence (a n ) n∈IN satisfies na 4 n → 0 and na
(K) The probability density function K has compact support, uK(u) du = 0 and K is twice continuously differentiable. (F )(i) The support D X of X is a bounded interval, F X is twice continuously differentiable and inf x∈D X f X (x) > 0.
(ii) F (y|x) is differentiable in y and twice differentiable in x and the derivatives are continuous in (x, y). Moreover, sup x,y |y|f (y|x) < ∞ and the same holds true for the first and second derivative of F (y|x) with respect to x.
(iii) For every γ ∈ (0, 1) there exists an α ∈ (0, 1), such that
Note that condition (F )(iii) is only needed for the Anderson-Darling statistic and controls the denominator of that statistic. This condition is satisfied for error distributions encountered in practice, in particular for the normal distribution (used as null distribution in the simulation section) and for the Student t-distribution.
In addition to F ε ,F ε andFε, we will need Fε(y)
where (X, Y ) is independent of (X 1 , Y 1 ), . . . , (X n , Y n ). The proofs of Section 2 are based on the two following crucial results.
Lemma A.1 Assume (A),(K),(J) and (F). Then, for
Proof We will show the first statement. The second one can be proved in a similar way.
For reasons of symmetry we restrict attention to the case where y < F −1 ε (1/2). Since 1 − F ε (y) is bounded away from 0 in this case, we only need to consider F ε (y) in the denominator. In order to simplify the presentation, we will present the proof for the case σ ≡ 1 and known. If this is not the case, the estimatorσ can be handled in much the same way as the estimatorm.
for some ξ y (x) between y and y +m(
) (see Proposition 4.3 in Akritas and Van
Keilegom (2001)), the above is o P (1), uniformly in y. Hence, it follows that
with δ 2 = βδ 1 /(1 − δ 1 ) and so it suffices to consider Fε(y)
Next, note that in a similar way (but with replacing
, it follows from the Chibisov-O'Reilly theorem that
and hence it suffices to show that
where a = β +δ 2 throughout the proof.
and consider the class
where C 1+δ 1 (D X ) (with δ > 0 as in assumption (A)) is the class of all differentiable
where
Note that by Propositions 4.3, 4.4 and 4.5 in Akritas and Van Keilegom (2001) , we have
In the next part of this proof we will show that the class F is Donsker, i.e. we will establish the weak convergence of n
This is done by verifying the conditions of Theorem 2.11.9 in van der Vaart and Wellner (1996) :
2 ) is the bracketing number, defined as the minimal number of sets Nε in a partition F = ∪ Nε j=1 Fε j , such that for every j = 1, . . . , Nε :
According to Theorem 2.10.6 in van der Vaart and Wellner (1996) , we can deal with the four terms in the definition of F separately. We will restrict ourselves to showing (A.2) and (A.3) for
since the other terms are similar, but much easier. We will assume 0 <ε ≤ 1. In Corollary 2.7.2 of the aforementioned book it is stated that where K 2 > 0 will be chosen later. Similarly,
)) partition the line in segments having F U i -probability less than or equal to K 2ε 
in that case. Hence, the expected value in (A.4), restricted to those (X, ε) that belong to case 2, is bounded by
and this is bounded byε 2 for proper choice of K 1 and K 2 , where K > 0 and where
is betweenỹ
Hence, the expected value at the left hand side of (A.4), restricted to those (X, ε) that satisfy the condition of case 3, is bounded by
It is easy to see that
and this is bounded byε 
It now follows that (A.2) holds, since
Next, by writing
it follows that the left hand side of (A.3) is bounded by
] + α. It now follows from condition (F )(iii) that (A.5) is bounded, for n large enough, by (where γ > 0 is chosen such that a + γ < 1/2 and K is some positive constant)
This shows that the class F 1 (and hence F) is Donsker. Next, let us calculate
The conditional expectation is equal to (suppose that d n (X) ≥ 0 for simplicity)
and, by condition (F )(iii), this is bounded by Kd n (X) for some K > 0, where ξ y (X) and ξ y (X) are between y and y + d n (X). A similar derivation can be given when d n (X) ≤ 0.
It follows that the right hand side of (A.6) is bounded by K sup x |d n (x)| = o P (1), by Proposition 4.3 in Akritas and Van Keilegom (2001) .
Since the class F is Donsker, it follows from Corollary 2.3.12 in van der Vaart and Wellner (1996) We next show that the supremum in (A.7) can be replaced by the supremum over {y :
Fε(y) ≥ b n }. Indeed, it follows from (A.7) that there exists a sequence δ n ↓ 0 such that 
