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WILDNESS OF THE PROBLEM OF CLASSIFYING NILPOTENT
LIE ALGEBRAS OF VECTOR FIELDS IN FOUR VARIABLES
V. M. BONDARENKO, A. P. PETRAVCHUK
Abstract. Let F be a field F of characteristic zero. Let Wn(F) be the Lie algebra of
all F-derivations with the Lie bracket [D1, D2] := D1D2 − D2D1 on the polynomial ring
F[x1, . . . , xn]. The problem of classifying finite dimensional subalgebras of Wn(F) was solved
if n ≤ 2 and F = C or F = R. We prove that this problem is wild if n ≥ 4, which means that
it contains the classical unsolved problem of classifying matrix pairs up to similarity. The
structure of finite dimensional subalgebras of Wn(F) is interesting since each derivation in
case F = R can be considered as a vector field with polynomial coefficients on the manifold
Rn.
Dedicated to the 70-th birthday of Professor V.V. Sergeichuk
1. Introduction
Let F be a field of characteristic zero. An F-derivation of the polynomial ring F[x1, . . . , xn]
is an F-linear map D : F[x1, . . . , xn] → F[x1, . . . , xn] satisfying the Leibniz’s rule D(fg) =
D(f)g + fD(g). Every F-derivation of F[x1, . . . , xn] can be uniquely written in the form
f1
∂
∂x1
+ · · ·+ fn
∂
∂xn
,
in which f1, . . . , fn ∈ F[x1, . . . , xn] and
∂
∂xi
are the partial derivatives. We denote by Wn(F)
the vector space over F of all F-derivations of F[x1, . . . , xn]. Clearly, Wn(F) is the Lie algebra
with Lie bracket
[D1, D2] := D1D2 −D2D1, D1, D2 ∈ Wn(F).
The structure of finite dimensional subalgebras of the Lie algebra Wn(R) is interesting
because its derivations can be considered as vector fields on the manifold Rn with polynomial
coefficients. Finite dimensional Lie algebras of vector fields on smooth manifolds correspond
to Lie groups of local diffeomorphisms, which are closely connected with symmetries of PDE’s;
see [16].
Finite dimensional subalgebras of W1(R), W1(C), and W2(C) were classified by Sophus
Lie [16]. The classification of finite dimensional subalgebras of W2(R) was completed by
Gonza´lez-Lo´pez, Kamran, and Olver [14]. Note that the papers [16, 14] describe the wider
class of Lie algebras of vector fields with analytical coefficients.
The problem of classifying finite dimensional subalgebras of W3(R) and W3(C) remains
open. They were partially descried by Sophus Lie [16]. Their classification by Amaldi [1, 2]
is uncomplete.
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We prove that the problem of classifying finite dimensional subalgebras of W4(F) is wild,
and so it is hopeless. A classification problem is wild if it contains the problem of classifying
pairs of square matrices of the same size up to similarity transformations
(A,B) 7→ (S−1AS, S−1BS), S is nonsingular;
the other problems are tame. These terms were introduced by Donovan and Freislich [6] in
analogy with the partition of animals into tame and wild ones. Precise definitions and the
proof that each classification problem is either wild or tame are given by Drozd [8, 9] for a
wide class of classification problems that includes the problem of classifying representations
of finite-dimensional algebras (a geometric form of Drozd’s theorem is given in [12, 18]).
The ground for these notions was given by Gelfand and Ponomarev [13] in 1969; they
have proved that the problem of classifying pairs of commuting nilpotent matrices up to
similarity contains the problem of classifying matrix t-tuples up to similarity for each t. It
also contains the problem of classifying representations of arbitrary quivers (i.e., arbitrary
systems of vector spaces and linear mappings) and partially ordered sets; see [5]. Thus, all
wild problems have the same complexity and the solution of one of them would imply the
solution of each other. Analogous statements for systems of linear and semilinear mappings
and for systems of tensors of order at most 3 are given in [15] and [10]. The wildness of the
problem of classifying some classes of algebras and Lie algebras is proved in [4, 11].
Our main result is Theorem 2, which states that the problem of classifying finite dimensional
nilpotent Lie algebras of vector fields in four variables is wild. The case n = 3 is discussed by
Doubrov [7].
2. Preliminaries
All Lie algebras that we consider are over a field F of characteristic zero. The triangular
algebra un(F) is the subalgebra of the Lie algebra Wn(F) consisting of all derivations of the
form
D = f1(x2, . . . , xn)
∂
∂x1
+ f2(x3, . . . , xn)
∂
∂x2
+ · · ·+ fn
∂
∂xn
,
in which fn ∈ F. This Lie algebra is studied by Bavula [3]; it is locally nilpotent but not
nilpotent (recall that a Lie algebra is locally nilpotent if every its finitely generated subalgebra
is nilpotent).
Each pair of commuting matrices S, T ∈ Mn(F) can be associated with the module VS,T
over F[x, y] as follows. Let V be any n-dimensional vector space over F with a fixed basis.
The matrices S and T define commuting linear operators on V , which we denote by the same
letters. Then V with multiplication
f(x, y) · v := f(S, T )(v), f(x, y) ∈ F[x, y], v ∈ V
is the left module over F[x, y], which we denote by VS,T .
We call VS,T nilpotent if the linear operators S and T are nilpotent. The problem of
classifying all F[x, y]-modules is wild because it is equivalent to the problem of classifying
matrix pairs up to similarity.
Let L1 and L2 be Lie algebras over F. Let ϕ : L1 → DerL2 be a homomorphism of Lie
algebras, in which DerL2 is the Lie algebra of all F-derivations of L2. The external semidirect
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product of L1 and L2 (denoted by L1 ⋌ϕ L2 or L1 ⋌ L2) is the vector space L1 ⊕ L2 with the
Lie bracket
[(a1, b1), (a2, b2)] = ([a1, a2], D1(b2)−D2(b1)),
in which D1 := ϕ(a1) and D2 := ϕ(a2). If a Lie algebra L contains both an ideal N and a
subalgebra B such that L = N +B and N ∩B = 0, then L is the internal semidirect product
of B and N (we write L = B⋌N) with the natural homomorphism of B into the Lie algebra
DerFN.
3. The universal F[x, y]-module
Let us construct a module of countable dimension that contains an isomorphic copy of each
finite-dimensional nilpotent module over F[x, y]. Denote by Wxy,z the underlying vector space
of the polynomial algebra F[x, y, z] and consider the linear operators ∂
∂x
and ∂
∂y
on it. Since
[ ∂
∂x
, ∂
∂y
] = 0, the vector space Wxy,z is a left F[x, y]-module with multiplication
x · f :=
∂f
∂x
, y · f :=
∂f
∂y
for all f ∈ F[x, y, z].
Note that Ker ∂
∂x
∩Ker ∂
∂y
= K[z].
We think that the following statement is known, but we do not know where it is published.
Lemma 1. Let f, g ∈ F[x, y, z] satisfy ∂f
∂y
= ∂g
∂x
. Then there exists h ∈ F[x, y, z] such that
∂h
∂x
= f and ∂h
∂y
= g. The polynomial h is determined by f and g uniquely up to summands
from F[z].
Proof. If such a polynomial exists, then we have h′x = f and so h(x, y, z) =
∫
f(x, y, z)dx+
u(y, z), in which
∫
fdx is a primitive polynomial function and u(y, z) is an arbitrary polyno-
mial in variables y and z. Differentiating both the sides of this equality, we find
h′y = g(x, y, z) =
∂
∂y
∫
fdx+ u′y(y, z).
Thus, u′y = g(x, y, z)−
∂
∂y
∫
fdx. Integrating on y this equality, we obtain
u(y, z) =
∫
g(x, y, z)dy +
∫ ( ∂
∂y
∫
fdx
)
dy + v(z),
in which v(z) is an arbitrary polynomial over F. Hence, the polynomial h(x, y, z) =∫
f(x, y, z)dx+ u(y, z) satisfies h′x = f and h
′
y = g. If there exists a polynomial h1 satisfying
(h′
1
)x = f and (h
′
1
)y = g, then (h− h1)′x = 0 and (h− h1)
′
y = 0; therefore, h− h1 ∈ F[z]. 
Theorem 1. Let V be a finite-dimensional vector space over a field F. Let S and T be
commuting nilpotent linear operators on V . Then the F[x, y]-module VS,T is isomorphic to a
submodule of the F[x, y]-module Wxy,z.
Proof. We use induction on n := dimF V . If n = 1, then Wxy,z = {a1|a ∈ F}; we take any
0 6= v ∈ V and define the monomorphism ϕ : VS,T →Wxy,z by ϕ(v) = 1.
Let n > 1. Since the operators S and T are nilpotent, there exists an (n− 1)-dimensional
subspace U ⊂ VS,T that is invariant for the linear operators S and T (i.e., U is a submodule
of VS,T ). By the inductive hypothesis, there exists an isomorphism ϕ : U → N on some
submodule N of Wxy,z. Take an arbitrary v ∈ VS,T \U . Since S and T are nilpotent, we have
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S(v) ∈ U and T (v) ∈ U , which means that the images ϕ(S(v)) and ϕ(T (v)) belong to N , and
therefore they are polynomials of x, y, z. Write ϕ(S(v)) = f(x, y, z) and ϕ(T (v)) = g(x, y, z).
The equalities
ϕ(T (S(v))) =
∂
∂y
(ϕ(S(v)) =
∂f
∂y
ϕ(S(T (v))) =
∂
∂x
(ϕ(T (v)) =
∂g
∂x
(1)
hold since S(v) ∈ U and T (v) ∈ U , and because the actions of S and T on U induce the
actions of ∂
∂x
and ∂
∂y
on N . By the conditions of the theorem, ST = TS, and so (1) ensure
∂f
∂y
= ∂g
∂x
. By Lemma 1, there exists a polynomial h = h(x, y, z) ∈ F[x, y, z] such that
(2)
∂h
∂x
= f,
∂h
∂y
= g.
We can suppose that h 6∈ N. Indeed, if h ∈ N , then we take u(z) ∈ F[z] of sufficiently high
degree, replace h by the polynomial h1 = h+ u(z), and get h1 /∈ N for which (2) holds with
h1 instead of h.
The vector subspace N + F〈h〉 is a submodule of the F[x, y]-module Wxy,z. Let
ϕ1 : V = U + F〈v〉 → N + F〈h〉
be the F-linear map such that ϕ1(u) = ϕ(u) on U and ϕ1(v) = h. It is verified by direct
calculations that ϕ1 is an isomorphism of the F[x]-module VS,T on the submodule N + F〈h〉
of Wxy,z. 
Let θ be a linear automorphism of F[x, y] determined by some linear polynomials
θ(x) = α11x+ α12y, θ(y) = α21x+ α22y,
in which αij ∈ F and det[αij] 6= 0. For any F[x, y]-module V , the automorphism θ defines the
“twisted” module Vθ by the rule
x ◦ v = θ(x) · v, y ◦ v = θ(y) · v for all v ∈ V,
where the multiplication in the right-hand sides is the multiplication in the module V .
We say that F[x, y]-modules V and W are weakly isomorphic if there exists an F[x, y]-
module U such that V and U are isomorphic and W = Uθ for some linear automorphism θ.
By [11], the problem of classifying finite-dimensional nilpotent F[x, y]-modules up to weak
isomorphism is wild. Thus, Theorem 1 ensures the following corollary.
Corollary 1. The problem of classifying finite-dimensional submodules of Wxy,z up to weak
isomorphism is wild.
4. The main theorem
Lemma 2. The problem of classifying finite dimensional nilpotent Lie algebras of the form
L = B ⋌W, in which W is an abelian ideal of L of codimension 2, is wild.
Proof. By [17], the problem of classifying nilpotent finite dimensional Lie algebras of the form
L = B⋌W, in which W is an abelian ideal of L of codimension 2, is equivalent to the problem
of classifying, up to weak isomorphism, of nilpotent finite dimensional F[x, y]-modules. The
latter problem is wild by [11, Theorem 1]. 
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Theorem 2. The problem of classifying finite dimensional nilpotent subalgebras of the Lie
algebra W4(F) is wild.
Proof. Let us consider the Lie subalgebra M of W4(F) consisting of all derivations on
F[x, y, z, t] of the form
D = α
∂
∂x
+ β
∂
∂y
+ f(x, y, z)
∂
∂t
,
in which α, β ∈ F and f(x, y, z) ∈ F[x, y, z]. Clearly, M is contained in the triangular subal-
gebra u4(F). Let I be the abelian ideal of M that consists of all the derivations of the form
f(x, y, z) ∂
∂t
. Then I has codimension 2 in M and it can be considered as an F[x, y]-module
with respect to the multiplication
x · f(x, y, z)
∂
∂t
=
∂f
∂x
∂
∂t
(which is
[
∂
∂x
, f(x, y, z)
∂
∂t
]
in M),
y · f(x, y, z)
∂
∂t
=
∂f
∂y
∂
∂t
(which is
[
∂
∂y
, f(x, y, z)
∂
∂t
]
in M).
This module I over F[x, y] is isomorphic to Wxy,z.
Denote by N the set of all finite dimensional subalgebras of the Lie algebra M of the form
L = F
〈
∂
∂x
,
∂
∂y
〉
+ V,
in which V is a finite dimensional ideal of M that is contained in I (in other words, L is a
finite dimensional subalgebra of M containing the elements ∂
∂x
and ∂
∂y
).
Let us show that the problem of classifying Lie algebras from N is wild. Take any finite
dimensional nilpotent Lie algebra L of the form L = B⋌W, whereW is an abelian ideal of L of
codimension 2. Choosing a basis S, T of B over F, we associate with L the finite dimensional
F[x, y]-module WS,T . The F[x, y]-modules I and Wxy,z are isomorphic; by Theorem 1 there
exists a submodule U of I that is isomorphic to WS,T . By [17, Proposition 1], the subalgebra
F〈 ∂
∂x
, ∂
∂y
〉⋌U of the Lie algebraM is isomorphic to L. By Lemma 2, the problem of classifying
subalgebras from N is wild. 
Corollary 2. LetW n(R) with n ≥ 4 be the Lie algebra of all vector fields on R4 with analytical
coefficients. Then the problem of classifying finite dimensional nilpotent subalgebras of W n(R)
is wild.
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