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ABSTRACT
In the real world, the human eye is confronted with a wide
range of luminances from bright sunshine to low night light.
Our eyes cope with this vast range of intensities by adapta-
tion; changing their sensitivity to be responsive at different
illumination levels. This adaptation is highly localized, al-
lowing us to see both dark and bright regions of a high dy-
namic range environment. In this paper we present a new
model of eye adaptation based on physiological data. The
model, which can be easily integrated into existing render-
ers, can function either as a static local tone mapping oper-
ator for single high dynamic range image, or as a temporal
adaptation model taking into account time elapsed and in-
tensity of preadaptation for a dynamic sequence. We finally
validate our technique with a high dynamic range display
and a psychophysical study.
Categories and Subject Descriptors
I.3.3 [Computer Graphics]: Picture/Image Generation—
Display Algorithms
Keywords
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1. INTRODUCTION
High fidelity renderings of real scenes should accurately re-
produce any large dynamic range of luminances that may be
present in reality. This is particularly important for applica-
tions in which an accurate representation of the illumination
is critical for the correct perception of the environment, for
example visibility in driving simulators or the perception of
archaeological sites (Figure 1).
Although humans are capable of seeing a huge range of in-
tensities, from daylight levels of around 108cd/m2 to night
luminances of approximately 10−6cd/m2, the cells of the
Human Visual System (HVS) have a much more limited
Figure 1: On the left, the Kalabsha temple tone-
mapped with our local model. On the right, linear
mappings at different exposure times.
response range. Our visual system copes with the large lu-
minance range by a process called adaptation. At the retina
level, eye adaptation is highly localized allowing us to see
both dark and bright regions in the same high dynamic
range environment. Adaptation is not instantaneous and in
the case of, for instance, switching the lights off in a room,
this process may take many minutes.
In this paper we present a new local model of adaptation
based on the response of the photoreceptors in the retina.
After computing local adaptation level across an image, we
generate separate response signals for rods and cones at
a pixel level. We then compute the time-course of light
and dark adaptation by applying a model derived from psy-
chophysical data. This allows us to not only tone map indi-
vidual images based on perceptual data, but, as the model
is time dependent, also to simulate adaptation over time of
a scene.
Although it is possible to generate high dynamic range im-
ages, for example using methods proposed in [5] or render
them using systems such as Radiance [35], most modern dis-
play devices are still only capable of displaying images with
contrast ratios of less than two orders of magnitude. Tone
mapping operators are thus typically used to generate a low
contrast image which should be perceived in a similar way
as if the viewer were standing in the real scene. Recently, a
number of novel high dynamic range devices are beginning
to appear capable of huge contrast ratios. We validate our
adaptation model against reality using such a high dynamic
range display device.
2. PREVIOUS WORK
According to a framework proposed by Tumblin and Rush-
meier [31], tone mapping operators (TMO) aim to generate
images visually similar to a real scene by careful mapping to
a set of luminances that can be displayed on a low contrast
ratio display or printed. These operators can be divided
into different categories depending on how they attempt to
reduce contrast of an HDR map. Those models such as
[34, 27, 17, 30, 7] that apply the same mapping function
across the image are known as global operators. These algo-
rithms, although not very expensive, do not cope sufficiently
well with images that exhibit detail across a large range of
luminances. Those operators in which the mapping varies
spatially depending on a neighborhood of a pixel are known
as local. Local operators are generally capable of a greater
contrast reduction allowing significant compression of the
dynamic range of a scene whilst preserving detail. A major
issue with local operators is that contrast reversals (or ”ha-
los”) artifacts appear around high contrast edges. See for
instance [3, 27, 23, 16, 30]. To overcome this problem sev-
eral approaches have been proposed [21, 1, 25, 10, 22] that
employ a series of band-pass filters or apply a multiscale
decomposition into intrinsic layers, such as reflectance, illu-
mination, texture, etc. Contrast reduction is then applied to
the illumination layer. Other authors focus on robust statis-
tical estimators to improve current local techniques [32, 6,
9, 4]. In addition, some operators try to mimic the human
visual system using mapping functions that closely resemble
aspects of human vision. [33, 31, 34, 17, 23, 32].
Most tone mapping operators have been developed for static
images, whereas a few global operators, including [26, 24, 8]
are able to support animated sequences. Finally, few per-
ceptual operators [11, 24, 8], also model other effects such as
the time course of adaptation, loss of color and visual acu-
ity at different illumination levels aiming to produce images
which are even closer to what an observer would perceive in
reality. Unfortunately, these global models are not always
capable of sufficiently compressing the dynamic range of a
high contrast scene whilst preserving detail.
In this paper, we present a new local and time dependent
model of visual adaptation. The operator is based on com-
puting retinal response of rods and cones in a similar way
proposed by Pattanaik et al. [24]. In their model a global
response is computed from a unique adaptation level which,
although very fast, is not capable of huge contrast reduc-
tion. We base our model on their work, however, we make
some important extensions:
1. Adaptation is highly localized therefore a local model
of adaptation is introduced. This is then used to com-
pute a local response
2. The local model allows us to effectively adapt each
pixel differently based on a neighborhood of values.
This gives us the advantage of being able to simulate,
for example, the stimulation of only cones in one region
and only rods in another.
3. The local model has obvious advantages when tone
mapping the input image as it does not suffer loss of
contrast for images that exhibit detail across a wide
range of luminance levels.
4. Our model simulates the time-course of adaptation as
a function of preadaptation time and intensity as well
as postadaptation intensity.
5. We are also able to simulate change of color sensitivity
as a function of luminance level.
3. SENSITIVITY OF THE EYE
There are two types of photoreceptors in our retina which al-
low humans to make visual discrimination over an extremely
wide range of light intensities. The rods are highly sensitive
photoreceptors and are used for vision under dark and dim
conditions. They do not mediate color vision and have a
poor visual acuity. The cones on the other hand are active at
much higher light levels and are responsible for color vision.
The cones also provide us with our highest visual acuity.
The enormous range the visual system can deal with may
be subdivided in two main regions of similar size: photopic
(cone-mediated and range between 101cd/m2 to 108cd/m2)
and scotopic (rod-mediated, between 10−1 to 10−6cd/m2).
Those light levels that stimulate both types of receptors be-
long to the (not well studied) mesopic range.
3.1 Psychophysical Measurements
The eye operates over a large range of light levels, however
the way in which we process visual stimuli differs. Under low
light levels, for example, the sensitivity of the eye is greatly
increased and light that would supply as little as 100 quanta
(light energy) may be discriminated against a black back-
ground [14]. In the photopic range however, our eye would
require thousands or millions of quanta for the light to be
seen against a background of higher illumination. The sen-
sitivity of our eye can be measured by determining the abso-
lute intensity threshold, that is, the minimum luminance of
a test spot required to produce a visual sensation. This can
be achieved by placing a subject in front of a background
wall of a given intensity, and increasing the luminance of
the test spot until the subject reports its presence. This
type of psychophysical experiment is known as threshold ver-
sus intensity (tvi) experiment. The tvi of the human visual
system is shown in Figure 2. As can be seen, as the pre-
vailing luminance (Adapting Intensity) increases, the visual
system becomes less sensitive to light (Threshold Intensity
increases). The intensity required for the detection of the
test spot increases with the increase of background (or ambi-
ent) illumination. Depending on the background luminance
level, test size and retinal eccentricity a one or two branched
curve is obtained. When the intensity discrimination of the
rod system is isolated, for example, three main sections of
the curves become apparent. At the lowest intensity levels
the threshold is unaffected by the background light and as
the luminance is increased, the slope of the curve remains
constant. When the background level is increased above 2
log scotopic trolands (troland = luminance/pupilarea), the
threshold rises rapidly and the rod system starts to become
incapable of detecting any stimulus. This is known as satu-
ration and is shown in Figure 2 as a dotted line . For a wide
range of background levels the slope of the curve is close to
Figure 2: Threshold vs Intensity curve, after
Hood [14]. As the background intensity increases,
the detection threshold becomes higher.
1.0 and the contrast threshold is constant as the intensity
level increases.
3.2 Response and Adaptation Mechanisms
There are various mechanisms in the eye that can cause the
change in sensitivity as well as other mechanisms that help
to maintain constant sensitivity. These mechanisms are re-
sponsible for keeping the system responsive at different light
intensities. By looking at retinal response we can under-
stand this concept a little better. At low adaptation levels
for example, the cellular response to even low light levels,
rapidly increases. For more intense flashes of light, however,
the response increment starts decreasing and eventually it
reaches a point where no intensity will produce a response.
This is known as response compression. According to this
model, response compression would have a dramatic effect
on our visual system upon adapting fields of higher intensi-
ties causing a desensitization of our visual system. At higher
adaptation levels the response would be extremely reduced
and we would be blind even at moderate adapting intensi-
ties. This is obviously not true thanks to a series of mech-
anisms that maintain the HVS responsiveness by acting to
scale the incoming light by some multiplicative (mainly) and
subtractive constant. Factors such as pupil change, pigment
depletion, subtractive and other multiplicative mechanisms
are all responsible for maintaining the sensitivity of the sys-
tem. More details of the physiology of the eye can be found
in [14].
4. OUR MODEL
Similarly to Pattanaik et al. [24], our model is based on an
electrophysiological model that predicts at any given adap-
tation level the response of the rods and cones. This model
was first proposed by Naka and Rushton [20] and subse-
quently used by other authors to psychophysically model
brightness perception [36]. The response R has the form:
R(I) = In/(In + σn) (1)
where I is the test flash intensity and σ is the half-saturation
parameter (i.e. the value that causes half of the system’s
response, R = 0.5) and n is a sensitivity constant. Differ-
ent values for n have been proposed by authors, normally
(0.7 < n < 2.0) [36]. This response model incorporates the
multiplicative mechanism described in the previous section
by a change in σ with varying illumination levels. Figure 3
shows how the response is affected by different adaptation
levels due to multiplicative mechanisms which help the HVS
to be responsive even at the highest luminances.
Figure 3: Multiplicative adaptation serves as a
mechanism to maintain the sensitivity of the visual
system.
Primarily, the adaptation occurs at the level of a local-
ized post-receptoral site therefore the adapting value is de-
pendent on the light that reaches individual regions of the
retina. This means that a local model of adaptation is nec-
essary if we want to accurately simulate the receptors’ re-
sponse to incoming light.
4.1 A Static and Local Operator
In our model we compute the separate local responses for
rods and cones from a localized version of Equation 1:
Rcone(x, y) =
Y n(x, y)
Y n(x, y) + σncone(x, y)
(2)
Rrod(x, y) =
Y ′n(x, y)
Y ′n(x, y) + σnrod(x, y)
(3)
where Y and Y ′ are the CIE photopic and scotopic lumi-
nance, and σ is the half saturation parameter which is used
to simulate the eye’s multiplicative mechanism and is a func-
tion of the adaptation intensity.
To compute the adaptive mechanism σ, we use an empirical
relationship originally proposed by Xie and Stockham [36]:
σ = IαA × β (4)
where IA is the adaptation level and α and β are constants
and in our model differ for rods and cones.
Note that σ is computed locally in our model since it is a
function of a localized adaptation intensity IA(x, y) and is
generated on a per-pixel basis from Equation 5:
σ(x, y) = I
α
A(x, y)× β (5)
where α is 0.69 and β is a value between 5.83 and 2.0 cd/m2
depending on what receptor is being considered. In Equa-
tions 2 and 3 the photopic (Y ) and scotopic luminance (Y ′)
are computed by converting the input scene RGB (radiance)
values (see [23]):
Y (x, y) = 0.256R + 0.67G + 0.065B (6)
Y ′(x, y) = −0.702R + 1.039G + 0.433B (7)
4.2 Computing Local Adaptation
Localized eye adaptation suggests using a local operator to
compute the average local luminance IA(x, y) that appears
in Equation 5. In our model, we use an edge preserving filter,
referred to as the bilateral filter [9], to compute the average
luminance on the neighborhood of each pixel and still avoid
haloing artifacts. The bilateral filter is a non-linear filter
where the output is a weighted average of the input. The
weight of a pixel depends both on a standard Gaussian with
spatial kernel f and on an edge stopping function g in the
intensity domain, which decreases the weight of pixels with
large intensity differences. The bilateral filter for a pixel s
is given by
J(s) =
1
k(s)
X
p∈neigh(s)
f(p− s)g(Ip − Is)Ip (8)
where k(s) is a normalization factor, given by
k(s) =
X
p∈neigh(s)
f(p− s)g(Ip − Is) (9)
A Gaussian is also used for g in the intensity domain, as
given by equation 10. The value of the pixel s is influenced
mainly by pixels in the neighborhood that are close spatially
and that have a similar intensity.
g(Ip − Is) = e
−
(Ip−Is)
2
2∗σ2g (10)
σg is a scale parameter in the intensity domain that specifies
what gradient intensity should stop diffusion. The bilateral
filter is not prone to stairstepping artifacts; its output is
smooth on a gradient input, therefore avoiding haloing arti-
facts. From empirical studies, we found out that σg should
change with Is and obtained good results with a wide range
of input images for σg = 0.15 ∗ Is. The bilateral filter is
applied both to scotopic and photopic luminances, to deter-
mine each pixel adaptation luminances.
4.3 Responsiveness of the Photoreceptors
When the local adaptation level for given pixel is in photopic
range, the model should generate a response signal for the
cones only since the rods are completely saturated at any
intensity above around 4 cd/m2. In the scotopic condition
the opposite obviously occurs because the cone system is not
sensitive to scotopic levels. When the luminance of a region
is within the mesopic range, both photoreceptors are sensi-
tive and generate a response. To determine the saturation
level of the photoreceptors at any given pixel, we compute
as in [15] a mesopic factor mes(x, y) as a transition on a log
scale:
mes(x, y) = 3
“
logIA(x,y)+2
2.6
”2
− 2
“
logIA(x,y)+2
2.6
”3
(11)
where mes(x, y) produces a mesopic map varying between
[0..1] which is subsequently utilized to compute our final re-
sponse for a given pixel. The correct computation of rod
and/or cone response is fundamental because this will af-
fect the perception of color in the tone mapped image: at
scotopic light level we have no perception of colour and our
ability to resolve fine detail is poor. Our local model allows
us to compute for each pixel a response which is the result
of stimulating cones, rods or a combination of the two, as
shown in Figure 4.
Figure 4: Night scene illustrating how our local
model works. Under the bright light, the road sign
appears red and we can even distinguish a blue car.
However, we are not able to perceive the color of the
closer sign on the right as it is too dark. Although
the image is a simulation, it illustrates well the op-
erator’s behavior. Note that we have increased the
brightness of the image for illustration purposes.
4.4 Tone Mapping HDR Images
Having computed a local response for both types of pho-
toreceptors, we compute, similarly to [24], the inverse of the
response function (Equation 1) in order to generate an out-
put luminance channel for the rod and cones:
YconeO(x, y) = mes(x, y)σdisp
“ Rcone(x, y)
1−Rcone(x, y)
”(1/n)
(12)
YrodO(x, y) = (1−mes(x, y))σdisp
“ Rrod(x, y)
1−Rrod(x, y)
”(1/n)
(13)
To match the perception of visibility in the real scene with
the visibility on the display, we first compute a global σ value
for the display which is a function of the viewer’s adap-
tation level when observing the image on a low dynamic
range device. A global value is adequate considering that
the eye adaptation level is relatively constant when viewing
an image on a display of limited luminance range. This σ
Figure 6: From left to right: Histogram [17] (global), Fattal-gradient [10](local), Photographic [25](local) and
Our Model. Note how the visibility and contrast of the garden in Fattal et al.’s and our operator is higher
compared to the other algorithms. Images courtesy of Dani Lischinski, Hebrew University, Israel.
is computed from Equation 4 where we use a value between
30 and 50 cd/m2 as display adaptation level. After having
computed the two luminance channels, YconeO(x, y) is used
to compute output RGB channels to which we finally sum
Y ′rodO(x, y). In Figure 5 we compare our local model with
Durand et al.’s Bilateral filter operator [9]. From this in-
formal comparison it can be clearly seen that our operator
does not suffer from halo or contrast reversal artifacts com-
mon in many local tone mapping operators. Figure 6 shows
Figure 5: Informal comparison of our method (right)
with Durand et al.’s Bilateral filter [9]. The new op-
erator is capable of good contrast reduction and does
not suffer from contrast reversal (see armchair and
pillows). Image courtesy of Simon Crone, Perth,
Australia.
comparisons of our model with some other tone mapping op-
erators. Although we believe that making these comparisons
may not be very meaningful, they illustrate the capabilities
of our operator.
5. EYE ADAPTATION
Although the sensitivity of the eye changes as a function of
the prevailing light, this process is not instantaneous. The
mechanism by which the visual system changes its sensitiv-
ity, depending on the luminances in the visual field is known
as adaptation. We refer to dark adaptation whenever there
is a decrease in ambient illumination (e.g. when we enter a
dark room from a brighter environment, or switch the light
off) and light adaptation for the opposite effect. During
dark adaptation the HVS recovers sensitivity which is expe-
rienced as temporary blindness, whereas when we undergo
light adaptation we experience a loss in the system’s sensi-
tivity which allows us to see at the higher illumination levels.
It would be a mistake to conclude that our vision is better at
night of course; although our sensitivity decreases, the abil-
ity of the eye to discriminate different intensities increases in
daylight. Our loss of sensitivity is the reason why we are not
able to see the stars during daytime and our discrimination
improvement can be noticed by the ability of detecting high
spatial frequency detail on a background. This process of
change in sensitivity takes time, however. The time-course
of light and dark adaptation is well known and it is different
for the cones and rods [14].
Figure 7 shows dark adaptation thresholds following preadap-
tation (the eye’s adaptation level before the considered change)
to five different background luminances [12, 13]. Note that
as the adapting intensity increases, the recovery of the eye’s
sensitivity is defined by two separate branches. The thresh-
old drops rapidly in the first several minutes as the cone sys-
tem is much faster in recovering its sensitivity. The cones
reach their maximum sensitivity within 10-12 minutes al-
though this is still relatively high, as can be seen in Fig-
ure 7. After approximately 10 minutes the rods become
more sensitive to the adapting low light and a transition
from detection of the cones to the rods occurs which is ex-
perienced by a loss of color. The rod system takes about
40 minutes to fully recover although this is related to vari-
ous preadapting factors. From Figure 7, it may seem that
dark adaptation is solely a function of the intensity of the
preadapting light however this is not true. Adaptation is
also affected by the duration of the preadapting light. As
the preadapting time increases, the longer the recovery of
sensitivity. This is very important when trying to develop a
model that simulates eye adaptation as we need to be aware
not only of how bright (or dark in case of light adaptation)
an environment was before the change in illumination, but
also for how long we were preadapted.
The time-course of light adaptation of the cone system is
shown in Figure 8. The main difference between dark and
light adaptation is the time it takes for the system to reach
equilibrium. Note that the thresholds are highest imme-
diately after the onset of a bright adapting field and de-
crease very rapidly within the first few seconds. The com-
plete equilibrium is reached after around three minutes. Fig-
ure 8 shows the time-course of adaptation for two different
adapting intensities; although there is a difference in abso-
lute threshold values, the drop is in both cases of around 0.5
log and the time-course is very similar.
Figure 7: The time-course of dark adaptation as a
function of preadapting luminance. With time the
threshold decreases and we experience an improve-
ment in visibility. After Haig and Hecht [12, 13]
5.1 A Time Dependent Model
Our operator is not only capable of significant contrast com-
pression allowing us to tone map HDR images, but it also
simulates dark and light adaptation if a frame sequence of
a scene with a change in lighting is given. The model is de-
rived from widely accepted psychophysical data. Since the
σ parameter in Equations 2 and 3 is used as an adapta-
tion mechanism, we can employ once more the electrophys-
iological model to simulate the time-course of adaptation
by varying this variable according to some specific criteria.
However, in doing so there are three main issues that need
to be considered: firstly how do we interpret and model the
psychophysically-based threshold data related to adaptation
(see Figures 7 and 8 for example)? Secondly, how do we vary
σ to simulate such adaptation? And finally, how do we gen-
erate the appropriate shape and duration of the adaptation
curve? We will deal with these one at a time.
5.2 A Model of the Timecourse of Adaptation
Figures 7 and 8 present detection thresholds during adapta-
tion. Our response model computes the response amplitude
for a given pixel which is then utilized to compute the output
luminance. The time-course of adaptation is approximately
a reciprocal exponential function (Figures 7 and 8) signify-
ing that our visibility of an adapting image (frame sequence)
on the display should follow a similar shape. However, when
attempting to model dark adaptation, for instance, we are
trying to simulate the perception of the scene from a viewer’s
perspective. When an observer is dark adapting, the visibil-
ity on the scene will be very low at first and the viewer
is temporarily blinded (except for very bright objects of
course). From the time-course of adaptation, we can see
that with the passing of time, the detection threshold be-
comes lower as the result of the photoreceptors’ sensitivity
being recovered. We visually experience this as an improve-
ment of visibility and those objects which previously would
appear black, become more detectable (see Figure 9). The
Figure 8: The time-course of light adaptation as a
function of preadapting luminance. After Baker [2]
recovery of visibility closely follows a logarithmic curve.
Having established that the time-course of adaptation can
be simulated by producing incremental frames in which each
pixel’s intensity grows logarithmically, the issue then be-
comes to determine how to vary σ in order to produce such
output. Our static tone mapping operator assumes that the
viewer is fully adapted to the scene, therefore, given an ini-
tial and final adaptation states, the operator would generate
a different σ for each image (σ is a function of the adapta-
tion level). Note that the model does not necessarily require
abrupt changes in luminance from initial and final state but
also functions with smaller and continuous changes how-
ever the following discussions mainly refers to the circum-
stances where we consciously experience adaptation. We
call σin(x, y) and σfin(x, y) the σ value at the preadapta-
tion level (initial value) and fully-adapted level(final) respec-
tively. We derived an empirical formulae which interpolates
between σin(x, y) and σfin(x, y) as a function of time. At
each frame a new σt(x, y) is computed which we then use
to compute the retinal response at that frame. The for-
mulae for dark adaptation for cones and rods are presented
respectively below:
σt(x, y) = (14)
σfin(x, y) +
CONEdark−posdarkfin
posdarkin−posdarkfin
× (σin(x, y)− σfin(x, y))
where:
CONEdark = σin(x, y) exp
K/t
σt(x, y) is the value of σ after time t into the adaptation
process. The variables posdarkin and posdarkfin are sim-
ply the values that σ would assume at the initial and final
position of the time-course curve. These constants are just
used as normalizing factors (see Table 1). The dark adapta-
tion curve for the rod system is very similar to Equation 14
except that we substitute CONEdark with RODdark:
RODdark = σin(x, y) exp
K/(t−τcone)
Figure 9: Simulating dark adaptation. After being adapted to a high ambient level (frame 1), the lights
are switched off. At first (frame 2) we experience a loss of visibility as our visual system has yet to recover
and become sensitive to such low light levels. After some time (this is mainly a function of pre-adapting
luminance and pre-adapting time), sensitivity increases allowing us to recover some visibility. Note that we
have increased the brightness of the image for illustration purposes.
Simulating the time-course of light adaptation is similar.
We still use the same structure as in Equation 14 how-
ever, in this circumstance we substitute CONEdark with
CONElight, RODdark with RODlight and the normalizing
variables:
σt(x, y) = (15)
σfin(x, y) +
CONElight−poslightfin
poslightin−poslightfin
× (σin(x, y)− σfin(x, y))
where:
CONElight = σin(x, y)K × log(t)
RODlight = σin(x, y)K × log(t)
CONElight and RODlight are computed using the log(t)
instead of the exponential. This is because, visually, light
adaptation is the opposite of dark adaptation. Note that
in the Equation 14 and subsequent ones we omitted, for
practical purposes, the subscript cone or rod required with
σ(x, y). The appropriate should be used according to the
numerator of Equations 14 and 15.
From the above it may appear that the model requires an
initial and final state and then computes all the intermediary
adaptation stages. More specifically, the operator requires
an initial and final state to predict the time course of adapta-
tion if no other change in lighting would occur in the scene.
However, on a frame basis, the model determines if a new
change in illumination did occur and adjusts the adaptation
process (by setting new initial and final states) accordingly.
Therefore we are capable of simulating not only abrupt and
single changes in luminance but continuos variation in a se-
quence.
Adaptation is not only a function of intensity, the knowledge
of the pre-adaptation duration is also fundamental. In the
previous equations we use the variable K to determine the
shape of the curve, once we have established whether we are
dark or light adapting. The value of K is derived from an
experiment by Mote and Riopelle [19]. They tested the time-
course of dark adaptation as a function of both preadapting
luminance and time. They concluded that over a wide range
of duration and intensities an increase in one is equivalent to
increasing the other. The important practical question they
were trying to answer was what combination of the product
E = Intensity × PreAdaptationT ime (16)
produced a unique dark adaptation curve. E is energy. From
their data they concluded that below 10567 cd/m2sec (con-
verted from their original units of 3320 mLsec) this product
can be used to determine the correct adaptation curve.
This result is very interesting because from the computa-
tion of the Energy product (our model keeps track of pre-
adaptation time and intensity) we can determine with suf-
ficient level of accuracy the time-course of adaptation for
a particular scene. At this stage, it is important to men-
tion that there are many other factors that affect the time-
course of adaptation such as the wavelength distribution of
the light, pigment regeneration and size and position of the
test targets which we will consider in the future. From the
parameter E we can therefore estimate how steep the adap-
tation curve will be; this can be used to compute the value
K, derived by linear interpolation:
K = −0.0006E + 12.0 (17)
Equation 17 derives from linearly interpolating between the
maximum and minimum energy products. The larger E the
smaller the value of K, therefore adjusting the convergence
curve so that adaptation time increases up to a maximum
of 40 minutes.
6. RESULTS
In Figure 12 we present some of the results of our model.
Although presenting images in this way is not possibly the
most accurate way to asses the operator, we still believe that
Table 1: Table containing all the normalizing factors
and time constants
Dark Ad posdarkin posdarkfin t const(sec)
cones σin exp
K σin exp
K/τcone τcone = 600
rods σin exp
K σin exp
K/τrod τrod = 2400
Light Ad poslightin poslightfin t const
cones 0 σinK × log(ρcone) ρcone = 20
rods 0 σinK × log(ρrod) ρrod = 20
it would be interesting to show the contrast compression of
some popular HDR images. The two sequences show dark
and light adaptation respectively.
6.1 Validating the Model
Tone mapping operators should produce images which closely
resemble the viewer’s perception of the scene as if he was
standing in the real environment. Although we show some
comparisons with other operators we believe that this is less
meaningful than the ideal of determining the accuracy of our
model by making comparisons with the real scene. To make
comparison with the actual environment that the scene is
trying to represent can be very challenging firstly because
we do not always have access to the real scene and secondly
because running such experiments is not an easy task. How-
ever, we have access to a HDR display which is capable of
displaying linearly a large range of luminance levels. This
device allowed us to directly test our operator displayed on
a standard CRT monitor against the HDR device [28]. We
ran a pilot study (similar to [18]) where we tested contrast
charts displayed on the high dynamic range monitor against
the same images tone mapped and displayed on a typical
monitor. During the trial, participants had to observe in
a darkened room a series of test-stimuli displayed with our
method and make comparisons with the reference stimuli
linearly displayed on the HDR monitor. We tested how per-
ceptually similar the reproduction of fine detail and contrast
were. The results show a strong correlation between the im-
ages created using our model displayed on a standard moni-
tor and those linearly mapped on the HDR display. A more
formal validation will be conducted in the future.
In the validation mentioned above, only static images were
tested. These images, like for most tone mapping operators,
assume that the viewer in the scene is fully adapted. Our
model however is also capable of simulating eye adaptation.
We tested the accuracy of our dark adaptation model by
reproducing a tvi experiment. We created a set of 10 scenes
of a constant low-luminance background level, each contain-
ing a test target in the center of different luminance levels
(Figure 10). We ran our model with each scene, firstly pro-
viding as input a white image (to ensure light adaptation)
and subsequently turning the white light off and displaying
on of the 10 scenes for 40 minutes. Our model then based
on the initial light adapted state and final state, generated
a number of frames to simulate dark adaptation over the 40
minutes period. As it happens in reality, the bright targets
were visible immediately whereas the dimmer targets at first
appeared black and with time became more visible as the
threshold lowered. For each scene, we then asked a small
group of participants, to observe the frames generated and
say at which frame (representing time) they started seeing
the target. We plotted how long it takes, during the dark
adaptation process, for the target input luminance to be-
come noticeable from the background. According to Figures
7 and the results from Mote and Riopelle [19], thresholds fall
with time as a function of energy E. To test our model we
plotted the detection of the target as a function of time the
results of which are presented in Figure 11. From these re-
sults it can be seen how our data matches closely with the
psychophysical experimental data shown in Figure 7.
7. CONCLUSIONS AND FUTURE WORK
Figure 10: Three of the ten Targets used for the
validation of dark adaptation. Although, when fully
adapted we are able to see immediately the targets,
during adaptation this takes time and is a function
of preadaptation time and intensity as well as a func-
tion of the actual target’s luminance.
Figure 11: Experimental data produced by our op-
erator: Minimum Input Luminance noticeable from
the background at each instant during dark adapta-
tion.
In the natural world, the eye is confronted with a huge range
of luminances. Eye adaptation is the mechanism that allows
our eyes, by changing their sensitivity, to be responsive at
varying illumination levels. Thanks to this highly localized
mechanism, our visual system is able to see luminances at
extreme ends. We have presented a new local model of adap-
tation and tone mapping to compress HDR static images as
well as frame sequences. The operator derived from this
model is completely automatic, in the sense that no special
parameterization was required for the large set of images
tested. The model is new as it allows us to adapt each pixel,
both in space and time, differently based on a neighborhood
of values: it can cope well with complex HDR images and
is able to handle photopic, mesopic and scotopic conditions
simultaneously for different regions of the same image. The
model simulates the time course of adaptation as a function
of pre-adaptation time and intensity, adjusting the converge
curve in accordance to these parameters. The experiments
made to compare the operator output with images displayed
on a HDR monitor show a strong correlation between both.
Our model could be improved by including spectral render-
ing, which would allow a more accurate computation of the
rods and cones sensitivity, especially in scotopic levels where
there is shift in the eye sensitivity to shorter wavelengths.
Individual responses of the long, medium and short cone-
types could also be computed to simulate more accurately
local adaptation. The introduction of secondary effects such
as glare and veiling [29, 17] would enhance the realism es-
pecially for animations. Finally, as with all tone mapping
operators, we believe that a more formal psychophysical val-
idation needs to take place to asses the quality of our model
against other similar operators and the real scenes they are
attempting to portray.
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Figure 12: The top five images are tone-mapped scenes using the model in this paper. Sequence A shows
an example of light adaptation after being preadapted to a dark environment. The sequence represent
light adaptation after 1,3,6 and 12 seconds respectively. In Sequence B we show some frames from a dark
adaptation example. After being fully adapted to a high illumination, the lights are switched off. The
following four frames show the perception of the scene after 1,2,4,16 minutes. From the computation of
Energy E, our model determines the speed of adaptation. In this case of dark adaptation, E is not very
high. As a consequence, our visual system adapts fairly quickly. Also, note the difference in adaptation times
between the two sequences.
