Monotonicity-preserving finite element methods for hyperbolic problems by Bonilla de Toro, Jesús
 
 
Monotonicity-preserving finite 
element methods for  
hyperbolic problems  
 
Jesús Bonilla  
 
ADVERTIMENT La consulta d’aquesta tesi queda condicionada a l’acceptació de les següents 
condicions d'ús: La difusió d’aquesta tesi per mitjà del r e p o s i t o r i i n s t i t u c i o n a l 
UPCommons       (http://upcommons.upc.edu/tesis)      i      el      repositori      cooperatiu      TDX   
( h t t p : / / w w w . t d x . c a t / ) ha estat autoritzada pels titulars dels drets de propietat intel·lectual 
únicament per a usos privats  emmarcats en activitats d’investigació i docència. No s’autoritza 
la seva reproducció amb finalitats de lucre ni la seva difusió i posada a disposició des d’un lloc 
aliè al servei UPCommons o TDX. No s’autoritza la presentació del seu contingut en una finestra  
o marc aliè a UPCommons (framing). Aquesta reserva de drets afecta tant al resum de presentació 
de la tesi com als seus continguts. En la utilització o cita de parts de la tesi és obligat indicar el nom 
de la persona autora. 
 
 
ADVERTENCIA La consulta de esta tesis queda condicionada a la aceptación de las siguientes 
condiciones de uso: La difusión de esta tesis por medio del repositorio institucional UPCommons 
(http://upcommons.upc.edu/tesis) y el repositorio cooperativo TDR (http://www.tdx.cat/?locale- 
attribute=es) ha sido autorizada por los titulares de los derechos de propiedad intelectual 
únicamente para usos privados enmarcados en actividades de investigación y docencia. No  
se autoriza su reproducción con finalidades de lucro ni su difusión y puesta a disposición desde  
un sitio ajeno al servicio UPCommons No se autoriza la presentación de su contenido en una 
ventana o marco ajeno a UPCommons (framing). Esta reserva de derechos afecta tanto al 
resumen de presentación de la tesis como a sus  contenidos. En la utilización o cita de partes     
de la tesis  es obligado  indicar  el nombre de la    persona autora. 
 
 
WARNING On having consulted this thesis you’re accepting the following use conditions: 
Spreading this thesis by the i n s t i t u t i o n a l r e p o s i t o r y UPCommons 
(http://upcommons.upc.edu/tesis) and the cooperative repository TDX (http://www.tdx.cat/?locale- 
attribute=en) has been authorized by the titular of the intellectual property rights only for private 
uses placed in investigation and teaching activities. Reproduction with lucrative aims is not 
authorized neither its spreading nor availability from a site foreign to the UPCommons service. 
Introducing its content in a window or frame foreign to the UPCommons service is not authorized 
(framing). These rights affect to the presentation summary of the thesis as well as to its contents. 
In the using or citation of parts of the thesis it’s obliged to indicate the name of the author. 
Universitat Politècnica de Catalunya
Doctoral Thesis
Monotonicity-preserving finite element
methods for hyperbolic problems
Author:
Jesús Bonilla
Supervisor:
Prof. Santiago Badia
A thesis submitted in fulfillment of the requirements
for the degree of Doctor of Philosophy
in the
Doctorat en Enginyeria Civil
Departament d’Enginyeria Civil i Ambiental
Barcelona, November 2019

To my family & friends
iii
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Abstract
This thesis covers the development of monotonicity-preserving finite element methods
for hyperbolic problems. In particular, scalar convection-diffusion and Euler equations
are used as model problems for the discussion in this dissertation.
A novel artificial diffusion stabilization method has been proposed for scalar prob-
lems. This technique is proved to yield monotonic solutions, to be local extremum
diminishing (LED), Lipschitz continuous, and linearity preserving. These properties
are satisfied in multiple dimensions and for general meshes. However, these results are
limited to first order Lagrangian finite elements. A modification of this stabilization
operator that is twice differentiable has been also proposed. With this regularized op-
erator, nonlinear convergence is notably improved, while the stability properties remain
unaltered (at least, in a weak sense).
An extension of this stabilization method to high-order discretizations has also been
proposed. In particular, arbitrary order space-time isogeometric analysis is used for
this purpose. It has been proved that this scheme yields solutions that satisfy a global
space-time discrete maximum principle unconditionally. A partitioned approach has
also been proposed. This strategy reduces the computational cost of the scheme, while it
preserves all stability properties. A regularization of this stabilization operator has also
been developed. As for the first order finite element method, it improves the nonlinear
convergence without harming the stability properties.
An extension to Euler equations has also been pursued. In this case, instead of
monotonicity-preserving, the developed scheme is local bounds preserving. Following
the previous works, a regularized differentiable version has also been proposed. In addi-
tion, a continuation method using the parameters introduced for the regularization has
been used. In this case, not only the nonlinear convergence is improved, but also the
robustness of the method. However, the improvement in nonlinear convergence is limited
to moderate tolerances and it is not as notable as for the scalar problem.
Finally, the stabilized schemes proposed had been adapted to adaptive mesh re-
finement discretizations. In particular, nonconforming hierarchical octree-based meshes
have been used. Using these settings, the efficiency of solving a monotonicity-preserving
high-order stiff nonlinear problem has been assessed. Given a specific accuracy, the
computational time required for solving the high-order problem is compared to the one
required for solving a low-order problem (easy to converge) in a much finer adapted mesh.
In addition, an error estimator based on the stabilization terms has been proposed and
tested.
The performance of all proposed schemes has been assessed using several numerical
tests and solving various benchmark problems. The obtained results have been com-
mented and included in the dissertation.
vii

Resum
La present tesi tracta sobre mètodes d’elements finits que preserven la monotonia per
a problemes hiperbòlics. Concretament, els problemes que s’han utilitzat com a model
en el desenvolupament d’aquesta tesi són l’equació escalar de convecció–difusió–reacció
i les equacions d’Euler.
Per a problemes escalars s’ha proposat un nou mètode d’estabilització mitjançant
difusió artificial. S’ha provat que amb aquesta tècnica les solucions obtingudes són
monòtones, l’esquema “disminueix els extrems locals”, i preserva la linearitat. Aquestes
propietats s’han pogut demostrar per múltiples dimensions i per malles generals. Per
contra, aquests resultats només són vàlids per elements finits Lagrangians de primer
ordre. També s’ha proposat una modificació de l’operador d’estabilització per tal de que
aquest sigui diferenciable. Aquesta regularització ha permès millorar la convergència
no-lineal notablement, mentre que les propietats d’estabilització no s’han vist alterades.
L’anterior mètode d’estabilització s’ha adaptat a discretitzacions d’alt ordre. Conc-
retament, s’ha utilitzat anàlisi isogeomètrica en espai i temps per a aquesta tasca.
S’ha provat que les solucions obtingudes mitjançant aquest mètode satisfan el prin-
cipi del màxim discret de forma global. També s’ha proposat un esquema particionat.
Aquesta alternativa redueix el cost computacional, mentre preserva totes les propi-
etats d’estabilitat. En aquest cas, també s’ha realitzat una regularització de l’operador
d’estabilització per tal de que sigui diferenciable. Tal i com s’ha observat en els mètodes
de primer ordre, aquesta regularització permet millorar la convergència no-lineal sense
perdre les propietats d’estabilització.
Posteriorment, s’ha estudiat l’adaptació dels mètodes anteriors a les equacions d’Euler.
En aquest cas, en comptes de preservar la monotonia, l’esquema preserva “fites lo-
cals”. Seguint els desenvolupaments anteriors, s’ha proposat una versió diferenciable
de l’estabilització. En aquest cas, també s’ha desenvolupat un mètode de continuació
utilitzant els paràmetres introduïts per a la regularització. En aquest cas, no només ha
millorat la convergència no-lineal sinó que l’esquema també esdevé més robust. Per con-
tra, la millora en la convergència no-lineal només s’observa per a toleràncies moderades
i no és tan notable com en el cas dels problemes escalars.
Finalment, els esquemes d’estabilització proposats s’han adaptat a malles de refina-
ment adaptatiu. Concretament, s’han utilitzat malles no-conformes basades en octrees.
Utilitzant aquesta configuració, l’eficiència de resoldre un problema altament no-lineal
ha estat avaluada de la següent forma. Donada una precisió determinada, el temps
computacional requerit per resoldre el problema utilitzant un esquema d’alt ordre ha
estat comparat amb el temps necessari per resoldre’l utilitzant un esquema de baix ordre
en una malla adaptativa molt més refinada. Addicionalment, també s’ha proposat un
estimador de l’error basat en l’operador d’estabilització.
El comportament de tots els esquemes proposats anteriorment s’ha avaluat mit-
jançant varis tests numèrics. Els resultats s’han compilat i comentat en la present tesi.
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Chapter 1
Introduction
Computational mechanics is an interdisciplinary field of science that studies the use of
computational methods to simulate complex natural phenomena. This discipline is based
on three main pillars: mechanics, mathematics, and computer science. Mechanics pro-
vide the necessary mathematical models that describe the behavior of complex natural
phenomena. Mathematics are in charge of developing and analyzing the necessary meth-
ods to solve these models. Finally, computational science is fundamental to perform the
actual computation efficiently.
During the last decades, computational resources have continuously increased and
have become more available. This has boosted the capability of computational mechanics
to solve complex phenomena faster and more accurately. As a result, computational
mechanics have been integrated in many engineering and scientific environments. In
some fields, computational mechanics methods are well established. In these fields, they
have become an essential analysis tool in design and engineering processes.
For the scientific community, computational science has become a “third approach to
research” between experimentation and theory. In many fields, simulation is used in a
stage prior to experimentation as a “virtual laboratory”. This stage allows scientists to
try their experiment design beforehand and optimize it accordingly. Therefore, it reduces
the total number of required experiments, which in turn reduces the time and costs of
research. Moreover, simulation can provide data which is not available through direct
measurements, e.g., the distribution of stresses in the interior of a mechanical part, the
temperature distribution in the interior of a bulk, or the complete velocity field around
complex objects.
Computational mechanics is a vast discipline and comprises many specialties. For
example, computational fluid dynamics (CFD), computational solid mechanics (CSM) or
computational electromagnetics (CEM), among many others. Regardless of the specific
field, most (if not all) of them follow the same strategy to perform the simulations.
The first step consists in defining or selecting the appropriate model that is able to
describe the phenomenon of interest. Usually, this model takes the form of a continuous
partial differential equation (PDE). Then, this PDE is numerically approximated using
the discretization method of choice. There exist many discretization procedures. The
most known methods are the finite difference method (FDM), the finite volume method
(FVM), and the finite element method (FEM). The result of any discretization process is
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a system of algebraic equations. The solution to this system approximates the behavior
of the natural phenomenon at hand.
The present thesis focuses on FE discretizations for CFD. In particular, it addresses
the simulation of convection dominated flows. This problem is still challenging for the
CFD community due to the stability issues that it may present. Namely, the numerical
approximation of convection dominated flows might lead to spurious oscillations. This
behavior can be suppressed (or at least limited) by the addition of stabilization terms to
the original FE method. This thesis is centered in developing stabilization procedures
for the FE method in order to improve its stability, efficiency, and applicability.
1.1 Motivation
Since the 1950s, it has been said that nuclear fusion energy is a safe and limitless source
for electricity generation [19]. One of the main unsolved issues of this technology is
handling the fuel inside the reactors, which is in the form of plasma. Predicting and
controlling the behavior of plasmas is very difficult due to a number of different reasons.
For example, stability simulations for magnetic confinement fusion present multiscale
and multiphysic effects, and many instabilities may arise. Instabilities can deteriorate
the confinement or even lead to a sudden stop of the reaction. Thus, it is crucial to design
reactors able to maintain plasma stability, reducing and mitigating instabilities so the
reaction can be sustained. Performing experiments with this kind of devices consume
a lot of resources and time. Therefore, this field of research would clearly benefit from
stable, accurate and efficient numerical discretizations to enable high-fidelity simulations.
Even though the fusion phenomenon is intrinsically a multiscale problem –time scales
range from 10−10 seconds electron cyclotron to 104 seconds discharge time scale–, aspects
of the macroscopic (longer time and spatial) scales can be modeled using fluid models of
plasma [19, 81]. There exist many models depending on how many physical effects are
neglected. In general, any of these models can be seen as the compressible Navier-Stokes
equations coupled with some reduced form of Maxwell’s equations.
Traditionally, compressible flow problems have been discretized using explicit time in-
tegrators. This kind of integrators are only conditionally stable. The so-called Courant–
Friedrichs–Lewy (CFL) stability condition needs to be satisfied in order to ensure stabil-
ity of the scheme. However, the CFL stability condition becomes very stringent due to
the viscous terms present in the formulation. This is especially evident in locally refined
meshes. For example, assume a given mesh is locally refined by a factor of 10. Then,
due to the diffusive terms present in the formulation, the global time step would need
to be reduced 100 times to satisfy the new stability conditions. Therefore, implicit or
implicit–explicit (IMEX) time integration methods are preferred in these situations [19].
Stability of the temporal integration is not the only difficulty. Solutions to compress-
ible flow equations need to satisfy some constraints. Namely, density and internal energy
are non-negative, and the entropy is non-decreasing. Discretization schemes that satisfy
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those properties are of crucial importance to provide physically meaningful solutions.
Satisfying these constraints is difficult for problems with discontinuous solutions. It is
even more challenging in the case of requiring the usage of implicit time integration. A
paradigmatic example of this situation might be the simulation of fluid models of plasma.
However, there exist many applications where implicit time integration is preferred and,
at the same time, their solutions need to be bounded by specific values.
The simulation of supersonic aircrafts is a classical example where compressible flow
equations are used. Viscous effects are neglected many times for this application. Hence,
it might seem appropriate to use an explicit integrator. However, this is not always the
case. For instance, implicit time integration (or even direct to steady state) is preferred
if one is only interested in the steady behavior of the flow. The analysis of shock waves
and boundary layer interactions is another example. In this case, viscous effects cannot
be neglected and implicit time integration might be preferred.
Many problems present in science and engineering can be modeled using convection–
diffusion–reaction (CDR) equations. The concentration evolution of some pollutant in a
fluid is a classical example that can be modeled with CDR equations. In this case, the
problem might exhibit discontinuities or sharp layers depending on how the pollutant
gets into the fluid. However, the concentration must remain positive. As in the pre-
vious example, implicit time integration schemes might be preferred depending on the
particular simulation interests.
Chemical industry is another application example of CDR equations. The concen-
tration of reactants and products in a reaction chamber can be modeled using CDR
equations. Fast reactions can lead to abrupt changes in concentrations. However, one
might not be interested in resolving all time scales of this reaction. In this case, using
implicit methods might be more computationally efficient.
In all previous examples, positivity needs to be preserved for one or more unknowns.
Satisfying this constraint is particularly difficult for these problems, which can develop
shocks or present sharp layers. As mentioned above, without any special treatment,
numerical schemes may present an oscillatory behavior in the vicinity of discontinuities.
These oscillations might lead to violation of the physical constraints previously men-
tioned. Thus, the obtained solution might become physically meaningless. Furthermore,
some terms of the discrete equations might become undefined, e.g., many stabilization
terms for Euler equations depend on the speed of sound which is undefined for negative
values of the internal energy. Hence, the stabilization term becomes undefined, and thus
the numerical scheme is unable to provide any solution.
Therefore, positivity preserving solvers for implicit time integration are of special
interest for the CFD community. Unfortunately, the current state-of-the-art of positivity
preserving numerical methods for implicit time integrations of systems of equations is
rather scarce. Actually, to the best of our knowledge there is no scheme able to prove
these properties for implicit time integration. It is important to mention that for explicit
time integration the situation is very different. There exist many explicit schemes able
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to preserve these constraints [68]. However, for the reasons previously exposed we will
focus on implicit time integration.
For implicit solvers, positivity, or even monotonicity preservation, has only been
formally proved for scalar problems. In any case, monotonicity-preserving FE schemes
might still present some limitations. For instance, most of the previous methods in the
literature require additional conditions on the mesh to preserve positivity. Having to
solve a very stiff nonlinear problem is another common drawback of previous schemes.
In the present work, monotonicity-preserving FE methods for the scalar CDR prob-
lem and Euler equations are analyzed and developed. More specifically, in this thesis we
develop efficient monotonicity-preserving FE schemes for scalar problems. The extension
to Euler equations is also tackled. Moreover, we perform the extension of these methods
to numerical schemes with AMR. Briefly, AMR are schemes able to dynamically and
automatically adapt the accuracy and resolution of the approximated solution to the
features of the problem at hand.
1.2 Thesis objectives
Taking into account the motivation of this thesis, below we unwrap some specific goals
to address the global objective.
• Design of a monotonicity-preserving scheme for arbitrary mesh geome-
tries.
To date, several monotonicity-preserving stabilization techniques have been pro-
posed for implicit FE methods. However, many of them can only provide mono-
tonic solution under mesh restrictions. Thus, the applicability of the resulting
scheme is undermined. Therefore, we consider that it is important to overcome
this restriction in order to develop a stabilization method applicable for general
meshes.
• Analysis and improvement of the nonlinear convergence behavior of
monotonicity-preserving schemes.
As proved long ago by Godunov [36] any high-order monotonicity-preserving scheme
is necessarily nonlinear. The drawback of many schemes present in the literature
is the requirement of solving stiff nonlinear problems. This notably increases the
computational cost of the original (unstabilized) problem. In order to improve the
applicability of these methods, we will explore the enhancement of the nonlinear
convergence properties.
• Extension to high-order discretizations in space and time.
Most of the state-of-the-art monotonicity-preserving stabilization methods for im-
plicit time integration are limited to first order Lagrangian FEs. Therefore, one
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cannot benefit from the higher accuracy of high-order FEs, which is of special in-
terest for problems that combine shocks and smooth regions. Moreover, in the
context of hp-adaptive schemes, forcing p = 1 in the vicinity of discontinuities
and shocks might become cumbersome. Moreover, many authors refer to strong
stability preserving (SSP) Runge Kutta (RK) methods to achieve high-order con-
vergence in time. However, to achieve high convergence rates these kind of methods
require to satisfy a CFL-like condition [37]. The motivation of using an implicit
time integrator was precisely to avoid stability conditions on the time step length.
Therefore, we will explore alternatives to SSP RK methods to achieve high-order
time integration.
• Extension to first order hyperbolic systems of equations.
After exploring the previously mentioned goals, an important step is to start work-
ing with systems of equations. In particular, to extend at least some of the previous
achievements to a problem closer to the application in the motivation. As a first
step, we will consider the extension of the methods developed for scalar problems
to Euler equations.
• Extension to AMR FE schemes.
In the case of problems with discontinuities, the ability of automatically adapt
the resolution of the mesh to the features of the problem can notably improve
the convergence. Therefore, we consider important to ensure that the methods
developed in this thesis are well suited to be used in this kind of discretizations.
Moreover, the stabilization methods explored in this thesis are characterized by
restricting its action to the vicinity of discontinuities. Hence, we will explore the
possibility of using this property in the AMR process to identify which regions of
the mesh need to be refined.
• Assessment of the efficiency of high-order monotonicity-preserving schemes
in AMR context.
As previously mentioned, using this kind of methods requires to solve a stiff non-
linear problem. Previous goals explicitly attempt to improve the nonlinear conver-
gence. However, we find interesting to check whether it is still clearly better to use
a high-order scheme with AMR. That is, for a given accuracy, we would like to
test whether it is more efficient to use a high-order method (with a stiff nonlinear
problem), or if it is better to use a low-order method with a much finner mesh.
• Code development.
All the results in this thesis (but the ones in Chapter 2) have been implemented
in the in-house FE library FEMPAR [9, 11]. FEMPAR stands for Finite Element Mul-
tiphysics PARallel solvers, and it is a finite element library that provides all the
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necessary tools for computing FE approximations of PDEs, e.g. from discretiza-
tion to numerical linear algebra. It is important to mention that FEMPAR is a
collaborative software project and without the contributions of current and former
developers the results in this thesis would have been impossible to achieve.
1.3 Document structure
The first chapter of this thesis contains a brief introduction, the motivations of the
research developed, and the specific goals of this thesis. Chapters 2 to 5 contain the
main contributions of this study. Each one of this chapters corresponds directly to the
publications in the list of the next section. The chapters are self-contained, preserve the
structure of the paper, and can be read independently. However, we have tried to keep
the notation as homogeneous as possible.
Chapter 2 is devoted to the development of a monotonicity-preserving stabilization
method for first order Lagrangian FEs in arbitrary meshes. It also contains a differ-
entiable version that improves the computational cost. First, Sect. 2.1 contains an
introduction to monotonicity-preserving stabilization methods for FEs. In Sect. 2.2, the
continuous problem and its discretization using the FE method are presented. Sect. 2.3
contains the formulation of the novel nonlinear stabilization method. Sect. 2.4 is de-
voted to the monotonicity analysis of the proposed method. An alternative approach is
presented in Sect. 2.5. Lipschitz continuity of the methods is proved in Sect. 2.6. A dif-
ferentiable version the previous method is presented in Sect. 2.7. Sect. 2.8 is devoted to
nonlinear solvers. Different numerical experiments are introduced in Sect. 2.9. Finally,
we draw some conclusions in Sect. 2.10.
Chapter 3 contains an extension of the previous stabilization method to space–time
arbitrary high-order isogeometric analysis. First, we introduce the problem, its dis-
cretization, and monotonicity properties for scalar problems in Sect. 3.2. Then, the
stabilization techniques are introduced in Sect. 3.3. Sect. 3.4 is devoted to a partitioned
time integration scheme. Afterwards, we introduce a regularized version of the stabiliza-
tion term in Sect. 3.5. Finally, we show numerical experiments in Sect. 3.6 and draw
some concluding remarks in Sect. 3.7.
In Chapter 4 the previous differentiable shock detector techniques are combined with
stabilization methods for systems of equations. The resulting scheme is proved to be
local bounds preserving for first order hyperbolic problems. In Sect. 4.2 we present
the continuous Galerkin (cG) discretization for scalar convection and Euler equations.
Sect. 4.3 is devoted to the definition of the stabilization terms. We describe the nonlinear
solvers used in Sect. 4.4. Then, we present the numerical experiments performed in
Sect. 4.5. Finally, we draw some conclusions in Sect. 4.6.
In Chapter 5 the performance of the methods developed in Chapter 2 and Chapter 4
are evaluated in the context of AMR. First, we introduce the problem, its discretization,
and monotonicity properties for scalar problems and hyperbolic systems in Sect. 5.2.
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Then, the stabilization techniques are introduced in Sect. 5.3. Sect. 5.4 is devoted to the
AMR strategy. Afterwards, we introduce the nonlinear solvers used in Sect. 5.5. Finally,
we show numerical experiments in Sect. 5.6 and draw some conclusions in Sect. 5.7.
Finally, Chapter 6 summarizes the conclusions and the main goals achieved in the
thesis at hand. In addition, we also introduce possible future works to pursue based on
the developments in this thesis.
1.4 List of publications and conference participations
The work presented in this thesis has also been published in international peer reviewed
journals, as well as in international conferences. The journal articles written in the scope
of this thesis are listed below.
[4] S. Badia and J. Bonilla, Monotonicity-preserving finite element schemes based
on differentiable nonlinear stabilization, Computer Methods in Applied Mechanics
and Engineering 313 (2017) 133–158.
[16] J. Bonilla and S.Badia, Maximum principle preserving space-time isogeometric
analysis, Computer Methods in Applied Mechanics and Engineering 354 (2019)
422–440.
[6] S. Badia, J. Bonilla, S. Mabuza and J. Shadid, Differentiable local bounds
preserving stabilization for first order hyperbolic problems. Submitted.
[17] J. Bonilla and S. Badia, Monotonicity-preserving finite element schemes with
adaptive mesh refinement for hyperbolic problems. In preparation.
In addition, the following article was also written during this thesis. However, for
the forthcoming chapters we will focus only on cG methods.
[5] S. Badia J. Bonilla, and A. Hierro, Differentiable monotonicity-preserving
schemes for discontinuous Galerkin methods on arbitrary meshes, Computer Meth-
ods in Applied Mechanics and Engineering 320 (2017) 582–605.
Moreover the developments described in this thesis have been presented in the fol-
lowing international conferences.
2016 S. Badia∗ and J. Bonilla, Monotonicity preserving nonlinear stabilization for
hyperbolic scalar problems, Conference on the Mathematics of Finite Elements and
Applications. Uxbridge, England.
2017 S. Badia∗ and J. Bonilla, Finite element methods preserving maximum princi-
ples, Finite Elements in Fluids Conference. Rome, Italy.
2017 S. Badia and J. Bonilla∗, Monotonicity preserving finite element methods for
scalar convection–diffusion problems, European Workshop on High Order Nonlin-
ear Numerical Methods for Evolutionary PDEs. Stuttgart, Germany.
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2017 J. Bonilla∗ and S. Badia, High-order monotonicity preserving finite element
methods for scalar convection–diffusion problems, European Conference on Nu-
merical Mathematics and Advanced Applications. Voss, Norway.
2019 J. Bonilla∗ and S. Badia, Monotonicity preserving stabilization for convection
dominated flows, International Congress on Industrial and Applied Mathematics.
Valencia, Spain
It is worth mentioning that during the course of this doctoral studies the author
performed a six-months research stay at Sandia National Laboratories. Among other
tasks, the author could collaborate with Prof. Shadid and his team, which led to the
following proceeding as well as the journal article [6].
2018 J. Bonilla, S. Mabuza, J.N. Shadid, and S. Badia, On differentiable lin-
earity and local bounds preserving stabilization methods for first order conservation
law systems, (2018).
Chapter 2
Monotonicity preserving
stabilization for linear FEs
This chapter is focused on a nonlinear stabilization technique for scalar conservation laws
with implicit time stepping. The method relies on an artificial diffusion method, based
on a graph-Laplacian operator. It is nonlinear, since it depends on a shock detector.
Further, the resulting method is linearity preserving. The same shock detector is used
to gradually lump the mass matrix. The resulting method is LED, positivity preserving,
and also satisfies a global DMP. Lipschitz continuity has also been proved. However,
the resulting scheme is highly nonlinear, leading to very poor nonlinear convergence
rates. We propose a smooth version of the scheme, which leads to twice differentiable
nonlinear stabilization schemes. It allows one to straightforwardly use Newton’s method
and obtain quadratic convergence. In the numerical experiments, steady and transient
linear transport, and transient Burgers’ equation have been considered in 2D. Using the
Newton method with a smooth version of the scheme we can reduce 10 to 20 times the
number of iterations of Anderson acceleration with the original non-smooth scheme. In
any case, these properties are only true for the converged solution, but not for iterates.
In this sense, we have also proposed the concept of projected nonlinear solvers, where
a projection step is performed at the end of every nonlinear iterations onto a FE space
of admissible solutions. The space of admissible solutions is the one that satisfies the
desired monotonic properties (maximum principle or positivity).
2.1 Introduction
Many PDEs satisfy some sort of maximum principle or positivity property. However,
numerical discretizations usually violate these structural properties at the discrete level,
with implications in terms of accuracy and stability, e.g., leading to non-physical local
oscillations.
It is well-understood now how to build methods that satisfy some sort of DMP based
on explicit time integration combined with FVM or discontinuous Galerkin (dG) schemes
[27, 68]. However, implicit time integration is preferred in problems with multiple scales
in time when the fastest scales are not relevant. E.g., under-resolved simulations of
9
10 Chapter 2. Monotonicity preserving stabilization for linear FEs
multi-scale problems in time are essential in plasma physics [54]. Unfortunately, implicit
DMP-preserving hyperbolic solvers are scarce and not so well developed.
In the frame of FE discretizations, the local instabilities present in the solution of
hyperbolic problems have motivated the use of so-called shock capturing schemes based
on artificial diffusion (see, e.g., [49]). These methods introduce nonlinear stabilization,
in contrast with classical SUPG-type linear stabilization techniques [47, 48]. Since linear
schemes are at most first-order accurate and highly dissipative [36], recent research on
FE techniques for conservation laws has focused on the development of less dissipative
nonlinear schemes. Many of these ideas come from the numerical approximation of
convection dominated CDR, where one encounters similar issues. The cornerstone of
these methods is the design of a nonlinear artificial diffusion that vanishes in smooth
regions and works on discontinuities or sharp layers. Many residual-based diffusion
methods have been considered so far (see, e.g., [32] and references therein). Most of
these approaches have failed to reach DMP-preserving methods. A salient exception is
the method by Burman and Ern [25], which satisfies a DMP under mesh restrictions.
Recently, due to some interesting novel approaches in the field, the state-of-the-art in
nonlinear stabilization has certainly advanced [7, 13, 14, 24, 26, 64, 65].
Implicit FE schemes for hyperbolic problems rely on four key ingredients:
1. The first ingredient is the definition of the shock detector that only activates the
nonlinear diffusion around shocks/discontinuities. Recent nonlinear stabilization
techniques have been developed based on shock detectors driven by gradient jumps
[7, 23] or edge differences [13, 64, 65]. The use of such schemes was proposed
in [23] for 1D problems and extended to multiple dimensions in [7]. A salient
property of the scheme in [7] is that it is DMP-preserving, but it relies on the
DMP of the Poisson operator, which is only true under stringent constraints on
the mesh. Another salient feature of the gradient-jump diffusion approach in [7]
is the fact that it leads to so-called linearity preserving methods, i.e., the artificial
diffusion vanishes for first order polynomials. This property is related to high-order
convergence on smooth regions [66]. A modification of the nonlinear diffusion in
[64] that also satisfies this property is proposed in [65].
2. The second ingredient is the amount of diffusion to be introduced on shocks, which
is the amount of diffusion introduced in a first order linear scheme. In this sense,
one can consider flux-corrected transport techniques [67].
3. The third ingredient is the form of the discrete viscous operator. In order to
keep the DMP on arbitrary meshes, Guermond and Nazarov have proposed to use
graph-theoretic, instead of PDE-based, operators for the artificial diffusion terms.
This approach has been used in [13, 93] (for the steady-state convection–diffusion–
reaction problem) and in [39] (for linear conservation laws) combined with artificial
diffusion definitions similar to the one in [38].
2.1. Introduction 11
4. The fourth ingredient is the perturbation of the mass matrix, in order to satisfy a
DMP. Full mass lumping is one choice, but it introduces an unacceptable phase
error. For continuous FE methods, improved techniques can be found in [40].
Alternatively, limiting-type strategies are used, e.g., in [64, 65].
5. The method in [13] is Lipschitz continuous, which is needed for the well-posedness
of the resulting nonlinear scheme. However, in practice, all the methods presented
above are still highly nonlinear, and nonlinear convergence becomes very hard and
expensive. It leads to a fifth additional ingredient that has not been considered so
far in much detail. In order to reduce the computational cost of these schemes, we
consider the smoothing of the nonlinear artificial diffusion, to make it differentiable
up to some fixed order. The possibility to define smooth nonlinear schemes can
improve the nonlinear convergence of the methods and make them practical for
realistic applications. Further, the smoothing step enables advanced linearization
strategies based on Newton’s method. It also involves the development of efficient
nonlinear solvers, e.g., based on the combination of Newton, line search, and/or
Anderson acceleration techniques.
All the results commented above are restricted to linear (or bilinear) FEs. We are not
aware of the existence of high-order implicit DMP-preserving FE schemes. For explicit
time integration and limiters, second order methods can be found in [39]. The use of
hp-adaptive schemes that keep first order schemes around shocks has been proposed in
[44].
In this chapter, we propose a novel nonlinear stabilization method that satisfies a
DMP, positivity, and LED properties at the discrete level. It combines: (1) a novel shock
detector related to the one in [7], which is simple and linearity preserving; (2) the graph-
Laplacian artificial viscous term proposed in [38]; (3) an edge FCT-type definition of the
amount of diffusion (see [64]); (4) a novel gradual mass lumping technique that exploits
the same shock detector used for the artificial diffusion. We prove that the resulting
method ticks all the boxes, i.e., it is total variation diminishing (TVD), DMP, positivity-
preserving, linearity preserving, Lipschitz continuous, and introduces low dissipation.
With regard to the last point, we prove that the amount of diffusion is the minimum
needed in our analysis to prove the DMP. Further, we consider a novel approach to design
a smoothed version of the resulting scheme that is twice differentiable. We prove that
linear preservation is weakly enforced in this case, but all the other properties remain
unchanged. Finally, we analyze the effect of the smoothing in the computational cost,
and observe a clear reduction in the CPU cost of the nonlinear solver when using the
smooth version of the method proposed herein while keeping almost unchanged the sharp
layers of the non-smooth version. Future work will be focused on the entropy stability
analysis of these schemes for nonlinear scalar conservation laws. A partial result in this
direction is the proof of entropy stability for a related method when applied to the 1D
Burger’s equations (see [23]).
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This chapter is structured as follows. In Sect. 2.2 the continuous problem and its
discretization using the FE method are presented. Sect. 2.3 contains the formulation of
a novel nonlinear stabilization method. Sect. 2.4 is devoted to the monotonicity analysis
of the proposed method. An alternative approach is presented in Sect. 2.5. Lipschitz
continuity of the methods is proved in Sect. 2.6. A differentiable version the previous
method is presented in Sect. 2.7. Sect. 2.8 is devoted to nonlinear solvers. Different
numerical experiments are introduced in Sect. 2.9. Finally, in Sect. 2.10 we draw some
conclusions.
2.2 Preliminaries
2.2.1 The continuous problem
Let Ω ⊂ Rd be a bounded domain, where d is the space dimension, and (0, T ] the time
interval. The scalar conservation equation reads: find u(x, t) such that
∂tu+∇ · f(u) = g, on Ω× (0, T ],
where f ∈ Lip(R;Rd) is the flux. It is also subject to the initial condition u(x, 0) =
u0 ∈ L∞(Ω) and boundary condition u(x, t) = u(x, t) on the inflow Γin .= {(x, t) ∈ ∂Ω×
(0, T ] | f(x, t)·n(x, t) < 0}. There exist a unique entropy solution u of the above problem
that satisfies the entropy inequalities ∂tE(u) + ∇ · F (u) ≤ 0 for all convex entropies
E ∈ Lip(R;R) with its associated entropy fluxes F i(u) =
∫ u
0 E
′(v)f ′i(v) dv, 1 ≤ i ≤ d
(see Kružkov [55]). Let us consider the weak form of this problem consists in seeking u
such that u = u on Γin × (0, T ] and
(∂tu, v) + (f
′(u) ·∇u, v) = (g, v) ∀v ∈ L2(Ω), (2.1)
almost everywhere in (0, T ], with g ∈ L2(Ω).
2.2.2 Finite element spaces and meshes
Let Th be a conforming partition of Ω into elements, K. Elements can be triangles or
quadrilaterals for d = 2, or tetrahedrals or hexahedra for d = 3. The set of interpolation
nodes of Th is represented byNh, whereasNh(K) denotes the set of nodes belonging to el-
ement K ∈ Th. Moreover, Ωi is the macroelement composed by the union of the elements
K ∈ Th such that i ∈ Nh(K). Nh(Ωi) denotes the set of nodes in that macroelement.
The continuous linear FE space is defined as
Vh
.
=
{
vh ∈ C0(Ω) : vh|K ∈ Pk(K) ∀K ∈ Th
}
for triangular or tetrahedral elements (replacing P1(K) by Q1(K) for quadrilateral or
hexahedral elements). P1(K) (resp., Q1(K)) is the space of polynomials with total (resp.,
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partial) degree less or equal to 1. The nodal basis of Vh is written {ϕi}i∈Nh , and the FE
functions can be expressed as vh =
∑
i∈Nh ϕivi, where vi is the value of vh at node i.
2.2.3 The semi-discrete problem
The semi-discrete Galerkin FE approximation of (2.1) reads: find uh ∈ Vh such that
uh(Γin, t) = pih(u) and
(∂tuh, vh) + (f
′(uh) ·∇uh, vh) = (g, vh) ∀vh ∈ Vh, (2.2)
for t ∈ (0, T ], with initial conditions uh(·, 0) = pih(u0). pih denotes a FE interpolation,
e.g., the Scott-Zhang projector [83].
Using the notation Muh
.
= (uh, ·) and F(wh)uh .= (f ′(wh) · ∇uh, ·) we can write
problem (2.2) in compact form as
M∂tuh + F(uh)uh = g (2.3)
in V ′h, i.e., the dual space of Vh. Further, we define Mij
.
= (ϕj , ϕi), Fij(uh)
.
= (f ′(uh) ·
∇ϕj , ϕi), and gi .= (g, ϕi).
In order to carry out the time discretization of (2.3), let us consider a partition of the
time domain (0, T ] into sub-intervals (tn, tn+1], with 0 .= t0 < t1 < . . . < tN .= T . We
consider the Backward-Euler (BE) implicit time integrator to keep at the time-discrete
level the monotonicity properties of the semi-discrete problem, leading to the discrete
problem: given u0h
.
= pih(u0) ∈ Vh, compute for n = 1, . . . , N − 1
Mδtu
n+1
h + F(u
n+1
h )u
n+1
h = g in V
′
h, (2.4)
where δtun+1h
.
= ∆t−1n+1(u
n+1
h − unh), and ∆tn+1
.
= |tn+1 − tn|. Implicit strong stability
preserving Runge-Kutta methods [53] also preserve the monotonic properties at the
discrete level [53], under some restrictions on the time step size. For the sake of brevity
we consider the BE scheme.
Systems (2.3) and (2.4) will be supplemented with additional stabilization terms to
minimize the oscillations generated by the Galerkin FE approximation. Of particular
interest are methods which provide solutions that satisfy the following property for all
nodes, for zero forcing terms.
Definition 2.2.1 (Local DMP). A solution u ∈ Vh satisfies the local DMP if
umini ≤ ui ≤ umaxi , where umaxi .= max
j∈Nh(Ωi)\{i}
uj , u
min
i
.
= min
j∈Nh(Ωi)\{i}
uj .
Actually, for steady problems, if this is satisfied for all i ∈ Nh, then the extrema will
be at the boundary and there exist no local extrema.
Furthermore, it is useful to define local extremum diminishing (LED) methods for
transient problems.
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Definition 2.2.2 (LED). A method is called LED if for g = 0 and any time in (0, T ],
the solution satisfies
dtui ≤ 0 if ui is a maximum and dtui ≥ 0 if ui is a minimum.
For time-discrete methods, the same definition applies, replacing dt by δt.
2.3 Nonlinear stabilization
We want to design a linearity preserving LED method for stabilizing the scalar semi-
discrete hyperbolic problem (2.3) (or the discrete problem (2.4)), described in the previ-
ous section. As written above, this method is based on a graph-theoretic approach. Let
us consider a nonlinear stabilization operator B(uh) : Vh → V ′h and denote Bij(uh)
.
=
〈B(uh)ϕj , ϕi〉. Particularly, we require that the stabilization term will satisfy the follow-
ing properties (see also [38]):
1. compact support: Bij(uh) = 0 if j /∈ Nh(Ωi) for any uh ∈ Vh,
2. symmetry: Bij(uh) = Bji(uh) for any uh ∈ Vh,
3. conservation:
∑
j 6=iBij(uh) = −Bii(uh) for any uh ∈ Vh,
4. linear preservation: B(uh) = 0 for any uh ∈ P1(Ω).
To achieve this properties we define the nonlinear stabilization term
〈B(wh)uh, vh〉 .=
∑
i∈Nh
∑
j∈Nh(Ωi)
νij(wh)viuj`(i, j), uh, vh ∈ Vh, (2.5)
where the graph-theoretic Laplacian is defined as `(i, j) .= 2δij − 1, and the artificial
diffusion computed as
νij(wh)
.
= max {αi(wh)Fij(wh), αj(wh)Fji(wh), 0} for i 6= j,
νii(wh)
.
=
∑
j∈Nh(Ωi)
j 6=i
νij(wh),
(2.6)
where αi(·) is the shock detector. We note that this choice leads to a symmetric sta-
bilization operator B(wh). In order to define the shock detector, let us introduce some
notation. Let i ∈ Nh be a node of the mesh, v a vector field, and w a scalar field. Let
rij = xj − xi be the vector pointing from nodes i to j in Nh and rˆij .= rij|rij | . Let x
sym
ij
be the point at the intersection between the line that passes through xi and xj and ∂Ωi
that is not xj (see Fig. 2.1). The set of all symmetric nodes with respect to node i is
represented with N symh (Ωi). We define rsymij
.
= xsymij − xi, and usymj .= uh(xsymij ). Then,
one can define the jump and the mean of the unknown gradient at node i in direction
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rij as
J∇uhKij .= uj − ui|rij | + u
sym
j − ui
|rsymij |
,
{ |∇uh · rˆij |} ij
.
=
1
2
(
|uj − ui|
|rij | +
|usymj − ui|
|rsymij |
)
.
We note that the symmetric nodes and their corresponding values usymj are used in the
proof of the following results, Lemma 2.3.2, and Theorem 2.6.1, but not required in the
implementation of (2.11). For triangular or tetrahedral meshes, since ∇uh is constant,
usymj can be computed easily as
usymj = uh(xi) +∇uh(xi) · rsymij .
For quadrilateral or hexahedral structured (possibly adapted and nonconforming) meshes,
usymj is also easy to obtain since j
sym is already in Nh(Ωi). It also applies for symmetric
meshes, when a mesh is said to be symmetric with respect to its internal nodes if for any
i ∈ Nh all symmetric nodes jsym ∈ N symh (Ωi) already belong to Nh(Ωi).
Figure 2.1: Representation of the symmetric node jsym of j with respect
to i.
Making use of these definitions, the proposed shock detector at node i ∈ Nh for a
FE solution uh reads:
αi(uh)
.
=

[ ∣∣∣∑j∈Nh(Ωi)J∇uhKij∣∣∣∑
j∈Nh(Ωi) 2{|∇uh·rˆij |}ij
]q
if
∑
j∈Nh(Ωi) { |∇uh · rˆij |} ij 6= 0,
0 otherwise,
(2.7)
for some q ∈ R+. We note that this shock detector is motivated from [7], where the
directional nodal-wise jumps and mean values are first used for such purposes. For
triangular or tetrahedral meshes, the only difference strives in the fact that the supremum
over all j ∈ Nh(Ωi) in both the numerator and denominator was used in [7] instead of
the sum. In the next lemma we show that in fact (2.7) detects extrema.
Lemma 2.3.1. The shock detector αi(uh) defined in (2.7) is equal to 1 if uh has an
extremum at point xi. Otherwise, αi(uh) < 1 in general, and αi(uh) = 0 for q =∞.
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Proof. Using the fact that uh has an extremum at xi,∣∣∣∣∣∣
∑
j∈Nh(Ωi)
J∇uhKij
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
j∈Nh(Ωi)
uj − ui
|rij | +
usymj − ui
|rsymij |
∣∣∣∣∣∣
=
∑
j∈Nh(Ωi)
|uj − ui|
|rij | +
∣∣∣usymj − ui∣∣∣
|rsymij |
=
∑
j∈Nh(Ωi)
2 { |∇uh · rˆij |} ,
since uj − ui has the same sign (or it is equal to zero) in all directions. It proves that
αi(uh) = 1 on an extremum. In fact, if the solution does not have an extremum, these
quantities neither can have the same sign nor be zero in all cases, and we only have∣∣∣∣∣∣
∑
j∈Nh(Ωi)
J∇uhKij
∣∣∣∣∣∣ <
∑
j∈Nh(Ωi)
|uj − ui|
|rij | +
∣∣∣usymj − ui∣∣∣
|rsymij |
=
∑
j∈Nh(Ωi)
2 { |∇uh · rˆij |} . (2.8)
Hence, αi(uh) < 1 when there is no extremum at xi. Moreover, for q = ∞, the shock
detector vanishes in all the nodes that are not extrema.
In addition to the nonlinear stabilization term B(uh), it is necessary to do a mass
matrix lumping to prove that the LED property is satisfied. In the numerical analy-
sis, it is enough to make this approximation when testing against the shape functions
corresponding to nodes related to extrema, which is identified by the shock detector.
Therefore, we propose the following stabilized semi-discrete version of (2.2):
(1− αi(uh))(∂tuh, ϕi) + αi(uh)(∂tui, ϕi) + (f ′(uh) ·∇uh, ϕi)
+
∑
j∈Nh(Ωi)
νij(uh)viujl(i, j) = (g, ϕi) for any i ∈ Nh,
(2.9)
with the definition of the shock detector (2.7) and the nonlinear artificial diffusion (2.6).
Thus, the definition of the mass matrix is nonlinear
Mij(uh)
.
= (1− αi(uh))(ϕj , ϕi) + αi(uh)(δij , ϕi). (2.10)
It can be understood as a mass matrix with gradual lumping. Full lumping is only
attained at extrema. Denoting K(uh)
.
= F(uh) +B(uh), the stabilized problem (2.9) can
be expressed in compact form as
M(uh)dtuh +K(uh)uh = g in V ′h. (2.11)
Analogously for the discrete problem (2.4),
M(un+1h )δtu
n+1
h +K(u
n+1
h )u
n+1
h = g
n+1 in V ′h. (2.12)
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Finally, let us note that the shock detector (2.7) leads to the one of Barrenechea and
co-workers [13],
α˜i
.
=

( ∣∣∣∑j∈Nh(Ωi) ui−uj∣∣∣∑
j∈Nh(Ωi) |ui−uj |
)q
if
∑
j∈Nh(Ωi) |ui − uj | 6= 0,
0 otherwise,
(2.13)
when restricted to symmetric meshes of equilateral triangles.
Lemma 2.3.2. For a symmetric triangular mesh where all the edges have the same
length, αi in (2.7) is identical to α˜i in (2.13).
Proof. For symmetric meshes, for every j ∈ Nh(Ωi), jsym ∈ Nh(Ωi). So, we can group
nodes in Nh(Ωi) in pairs, getting
2
∑
j∈Nh(Ωi)
(ui − uj) =
∑
j∈Nh(Ωi)
(ui − uj + ui − usymij ).
We proceed analogously for the mean value. Further, since rij is identical for all j ∈
Nh(Ωi) by assumption, we get∣∣∣∑j∈Nh(Ωi) J∇uhKij∣∣∣
2
∑
j∈Nh(Ωi) { |∇uh · rˆij |} ij
=
∣∣∣∑j∈Nh(Ωi) ui − uj∣∣∣∑
j∈Nh(Ωi) |ui − uj |
.
For arbitrary symmetric meshes the methods only differ on the weights of the terms
in the sums in (2.7) and all the required properties stated in (2.14) are readily satisfied
for the use of the shock detector in (2.13). In general meshes, the shock detectors are
different, and the one in (2.13) is not linearity preserving.
2.4 Monotonicity properties
In the sequel, we prove that the scheme (2.9) is LED. First, we define a set of necessary
conditions on the nonlinear discrete operators that lead to LED schemes. They are the
nonlinear extension of the ones for linear systems (see, e.g., [64]).
Theorem 2.4.1. The semi-discrete problem (2.11) is LED if g(x) = 0 in Ω and, for
every node i ∈ Nh such that ui is a local extremum, it holds:
Mij(uh)
.
= δijmi, with mi > 0, (2.14)
Kij(uh) ≤ 0 ∀i 6= j, and
∑
j∈Nh(Ωi)
Kij(uh) = 0.
Moreover, for g(x) ≤ 0 (resp. g(x) ≥ 0) in Ω and for all i ∈ Nh such that ui is
a local maximum (resp. minimum), if (2.14) holds the maximum (resp. minimum) is
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diminishing (resp. increasing). These results are also true for the discrete problem (2.12).
Furthermore, the discrete problem (2.12) is positivity-preserving for g = 0 and u0 ≥ 0.
Proof. Let us start proving the LED property. If ui is a maximum, from (2.11), conditions
in (2.14), and the fact that αi(uh) = 1, we have:
gi = midtui +
∑
j∈Nh(Ωi)
Kij(uh)uj ≥ midtui +
∑
j∈Nh(Ωi)
Kij(uh)ui = midtui,
for mi
.
=
∫
Ω ϕidΩ. As a result, dtui ≤ 0 and thus LED. We proceed analogously for the
minimum. The proof is analogous for the discrete problem with BE time integration.
Next, we prove positivity. Let us consider that at some time step m the solution
becomes negative, and consider the node i in which the minimum value is attained.
Using the previous result for a minimum at the discrete level, we have that δtumi ≥ 0
and thus umi ≥ um−1i . It leads to a contradiction, since um−1i ≥ 0. Thus, the solution
must be positive at all times.
Theorem 2.4.2 (LED). The semi-discrete (resp., discrete) problem (2.11) (resp., (2.12))
leads to solutions uh ∈ Vh that enjoy the LED property in Def. 2.2.2 for any q ∈ R+.
Proof. Assume uh reaches an extremum on i ∈ Nh. Then αi(uh) = 1 andMij(uh)dtuj =
midtui with mi =
∫
Ω ϕi. On the other hand, taking into account the definition of νij(uh)
in (2.6), the convective term for j 6= i reads
Kij(uh) = Fij(uh)−max {Fij(uh), αj(uh)Fji(uh), 0} ≤ 0.
Using the fact that
∑
j∈Nh(Ωi) Fij(uh) = (f
′(uh) ·∇1, ϕi) = 0, the definition of νii(uh),
and (2.5), we have
Kii(uh) = Fii(uh) +
∑
j∈Nh(Ωi)\{i}
max {Fij(uh), αj(uh)Fji(uh), 0}
=
∑
j∈Nh(Ωi)\{i}
−Fij(uh) +
∑
j∈Nh(Ωi)\{i}
max {Fij(uh), αj(uh)Fji(uh), 0}
= −
∑
j∈Nh(Ωi)\{i}
Kij(uh).
Therefore it is clear that the conditions stated in Theorem 2.4.1 hold, thus the method
is LED. The discrete case is proved analogously.
Corollary 2.4.3 (DMP). The discrete problem (2.12) leads to solutions that satisfy the
local DMP property in Def. 2.2.1 at every tn, for n = 1, . . . , N .
Proof. If the maximum (resp., minimum) at time tn is on a node whose value is not
on the Dirichlet boundary, it is known from the LED property in Theorem 2.4.2 that
it is bounded above (resp., below) by the maximum (resp., minimum) at the previous
time step value. By induction, it will be bounded by the maximum (resp., minimum) at
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t = 0. Alternatively, the maximum or minimum is on the Dirichlet boundary. It proves
the result.
Theorem 2.4.4. The diffusion defined in (2.6) is the one that introduces the minimum
amount of numerical dissipation 〈B(uh)uh, uh〉 required to satisfy (2.14) when q =∞.
Proof. Using the definition of the graph-Laplacian, the amount of dissipation introduced
by the nonlinear stabilization is
〈B(uh)uh, uh〉 =
∑
i∈Nh
∑
j∈Nh(Ω)
νij(uh)(ui − uj)2.
Let us consider two connected nodes, i.e., i, j ∈ Nh and j ∈ Nh(Ωi). If neither i nor
j are extrema, then αi(uh) = αj(uh) = 0 and νij = 0. Let us assume (without loss of
generality) that uh has an extremum at i. If ui = uj , the dissipation is independent of
the expression for νij . If ui > uj , αj = 0 (since q =∞). Thus, νij = −max{Fij(uh), 0}.
If Fij(uh) ≤ 0, no dissipation is introduced. If Fij(uh) > 0, then the diffusion introduced
by the method is −Fij(uh) and Kij(uh) = 0.
Let us assume that we have a method that is less dissipative than the one proposed
herein. Based on the previous analysis, there exists a pair of connected nodes such
that ui > uj and the dissipation introduced is smaller than −Fij(uh), for Fij(uh) > 0.
As a result, Kij(uh) > 0. Thus, the properties in (2.4.1) do not hold. It proves the
theorem.
Furthermore, it can be proved that the above method (2.11) (also (2.12)) is linearly
preserving. In addition, using (2.13) instead, the method is still linearly preserving for
symmetric meshes.
Theorem 2.4.5 (Linearity preservation). Let uh be a continuous first order FE approx-
imation of u ∈ P1(Ω), then the semi-discrete and discrete problems (2.11) and (2.12),
respectively, are linearity preserving, in the sense that the Galerkin problem and the
stabilized one are identical.
Proof. If uh ∈ P1(Ω), then it is obvious that ∇uh is constant. Thus, J∇uhKij = 0 for
any direction rij , and αi(uh) = 0 for any i ∈ Nh. Therefore, recalling (2.6), it is easy to
see that νij = 0 for any i, j ∈ Nh. Thus, the nonlinear stabilization and gradual lumping
terms vanish and the Galerkin scheme is recovered.
2.5 Symmetric mass matrix stabilization
The nonlinear mass matrix that has been considered in (2.10) is nonsymmetric by con-
struction. In any case, we can easily consider a symmetric version of the method.
Another alternative strategy to the nonlinear mass matrix definition in (2.10) is to
consider the fully discrete problem (2.12), keeping the mass matrix at the current time
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step as a reaction term, leading to the following expression of the artificial diffusion
ν˜ij(wh)
.
= νij(wh) +
1
∆t max {αiMij , 0, αjMji} for i 6= j,
ν˜ii(wh)
.
=
∑
j∈Nh(Ωi)
j 6=i
ν˜ij .
(2.15)
Let us consider another notion of DMP property.
Definition 2.5.1 (Global DMP). A solution satisfies the global DMP if given (x, t) in
Ω× (0, T ]
min
(y,t)∈Γ
u(y, t) ≤ u(x, t) ≤ max
(y,t)∈Γ
u(y, t)
where Γ .= Ω× {0} ∪ Γin.
It is easy to check that the global DMP is a consequence of the local DMP and LED
properties.
It is possible to prove that the modified method with BE time integration satisfies
the global DMP in Def. 2.5.1. Linear preservation can also be easily checked.
Theorem 2.5.2 (Global DMP). Let uh be a continuous first order FE approximation
of u. Then, the BE time discretization of problem (2.2) with g = 0, stabilized with (2.5),
and using (2.15) as artificial diffusion, satisfies the global DMP property in Def. (2.5.1)
for any q ∈ R+.
Proof. Let us denote by K(u) and K˜(u) the stabilized matrix with the artificial diffusion
computed with (2.6) and (2.15), respectively. Assume uh reaches a maximum on xi ∈
Ω\Γin. Then αi = 1, and we have:
Mij(uh)uj + K˜ij(uh)uj = miui +Kij(uh)uj ,
where we have used the fact that max {αiMij , 0, αjMji} = Mij . Thus, the equation
related to the test function ϕi leads to∑
j∈Nh(Ωi)
Mij
mi
unj = u
n+1
i +
∑
j∈Nh(Ωi)
Kij(uh)
mi
un+1j ≥ un+1i +
∑
j∈Nh(Ωi)
Kij(uh)
mi
un+1i = u
n+1
i .
Note that Mijmi > 0, and
∑
j∈Nh(Ωi)
Mij
mi
= 1. Hence un+1i is smaller or equal to a convex
combination of unj , for j ∈ Nh(Ωi), and thus it is bounded above by the largest of these
values. As a result, un+1h (x) ≤ max{maxy∈Ω unh(y),max(y,tn+1)∈Γin uD(y, tn+1)}. Using
a recursion argument, we prove the upper bound. We proceed analogously for the case
lower bound. It proves the theorem.
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2.6 Lipschitz continuity
In the next, we want to prove the Lipschitz continuity of the nonlinear operator at every
time step, i.e., T : Vh → V ′h defined as
T(uh)
.
= ∆t−1n+1M(uh)uh +K(uh)uh − g −∆t−1n+1M(uh)unh.
In order to prove the Lipschitz continuity of T(·), we must deal with the nonlinear
stabilization and gradual mass lumping terms. The Galerkin terms can be handled
using the fact that f ∈ Lip(R;Rd).
Let us introduce the following semi-norm generated by the graph-Laplacian operator
|w|` .=
√√√√1
2
∑
i∈Nh
∑
j∈Nh(Ωi)
(wi − wj)2.
Further, we define |v| as the supremum of |f(v)| for v ∈ V admh , where V admh ⊂ Vh is the
subspace of functions that satisfy the global DMP in Def. 2.5.1.
Theorem 2.6.1. Let us consider a non-degenerate partition Th. Given unh ∈ Vh and
g ∈ V ′h, the nonlinear operators B(·) : Vh → V ′h and M(·) : Vh → V ′h are Lipschitz
continuous in V admh for q ∈ N+, since they satisfy
〈B(u)− B(v), z〉 ≤ qhd−1|v||u− v|`|z|`, for any z ∈ Vh,
〈M(u)−M(v), z〉 ≤ C(qh d2 |u− v|` + ‖u− v‖)‖z‖, for any z ∈ Vh.
Proof. We assume that the FE mesh is quasi-uniform in order to reduce technicalities.
However, the proof for Lipschitz continuity can be extended to more general meshes. We
denote A = cB as A h B and A < cB as A . B, for any positive constant c that does
not depend on the numerical or physical parameters.
From the definition of the nonlinear stabilization in (2.5), we get
|〈B(u)u, z〉 − 〈B(v)v, z〉| ≤
∣∣∣∣∣∣
∑
i∈Nh
∑
j∈Nh(Ωi)
νij(v)`(i, j)(uj − vj)zi
∣∣∣∣∣∣ (2.16)
+
∣∣∣∣∣∣
∑
i∈Nh
∑
j∈Nh(Ωi)
(νij(u)− νij(v))`(i, j)ujzi
∣∣∣∣∣∣ .
Using the definition of |v|, the Cauchy-Schwarz inequality, the fact that ‖ϕi‖ ≤ Chd/2,
and the inverse inequality ‖∇vh‖ . h−1‖vh‖ for vh ∈ Vh (see [21]), we get:
Fij(w) ≤ |v|‖∇ϕi‖2L‖ϕj‖2L . hd−1|v|, (2.17)
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for any w ∈ V admh . Using (2.17), the first term in the RHS of (2.16) is bounded as follows:∣∣∣∣∣∣
∑
i∈Nh
∑
j∈Nh(Ωi)
νij(v)`(i, j)(uj − vj)zi
∣∣∣∣∣∣ . hd−1|v||u− v|`|z|`.
The second term is bounded using the Cauchy-Schwarz inequality:∑
i∈Nh
∑
j∈Nh(Ωi)
(νij(u)− νij(v))`(i, j)ujzi (2.18)
.
∣∣∣∣∣∣
∑
i∈Nh
∑
j∈Nh(Ωi)
1
2
(νij(u)− νij(v))2(ui − uj)2
∣∣∣∣∣∣
1
2
× |z|`.
Using (2.17), we have:
νij(u)− νij(v)
= max{αi(u)Fij(u), αj(u)Fji(u), 0} −max{αi(v)Fij(v), αj(v)Fji(v), 0} (2.19)
≤ max{(αi(u)Fij(u)− αi(v)Fij(v), αj(u)Fji(u)− αj(v)Fji(v), 0}
. hd−1|v|max{|αi(u)− αi(v)|, |αj(u)− αj(v)|}.
Let us assume that
∑
j∈Nh(Ωi) { |∇uh · rij |} ij 6= 0. (The other case is straightforward.)
On one hand, for a non-degenerate FE mesh, we have that ch ≤ rij ≤ Ch, j ∈ N symh (Ωi),
for positive constants c, C that do not depend on h. Using this fact in the definition of
the shock detector (2.7), we get:
αi(u)
1
q =
∣∣∣∑j∈Nh(Ωi) J∇uhKij∣∣∣∑
j∈Nh(Ωi) 2 { |∇uh · rij |} ij
=
∣∣∣∣∑j∈Nh(Ωi) ui−uj|rij | + ui−usymj|rsymij |
∣∣∣∣∑
j∈Nh(Ωi)
|ui−uj |
|rij | +
|ui−usymj |
|rsymij |
(2.20)
h
∣∣∣∑j∈Nh(Ωi)(ui − uj) + (ui − usymj )∣∣∣∑
j∈Nh(Ωi) |ui − uj |+ |ui − u
sym
j |
.
Now, we use the following result for two sequences {ai}ni=1 {b}ni=1 (see [13] for further
details):
|∑ni=1 ai|∑n
i=1 |ai|
− |
∑n
i=1 bi|∑n
i=1 |bi|
=
|∑ni=1 ai| − |∑ni=1 bi|∑n
i=1 |ai|
+
n∑
i=1
|bi|
(
1∑n
i=1 |ai|
− 1∑n
i=1 |bi|
)
≤ |
∑n
i=1 ai − bi|∑n
i=1 |ai|
+
∑n
i=1 |bi| −
∑n
i=1 |ai|∑n
i=1 |ai|
≤ |
∑n
i=1 ai − bi|+
∑n
i=1 |ai − bi|∑n
i=1 |ai|
≤ 2
∑n
i=1 |ai − bi|∑n
i=1 |ai|
. (2.21)
Using simple algebraic manipulation, we have aq−bq = (a−b)∑q−1k=0 akbq−ik for q ∈ N+.
For a, b ∈ [0, 1], it leads to |aq − bq| ≤ q|a− b| (see [13]). This inequality, together with
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(2.20) and (2.21), leads to:
1
q
|αi(u)− αi(v)| .
∣∣∣∑j∈Nh(Ωi)((u− v)i− (u− v)j) + ((u− v)i − (u− v)symj )∣∣∣∑
j∈Nh(Ωi) |ui − uj |+ |ui − u
sym
j |
. (2.22)
On the other hand, the bounds
|ui − uj | ≤
∑
k∈Nh(Ωi)
|ui − uk| and |ui − uj | ≤
∑
k∈Nh(Ωj)
|uj − uk|,
(2.19), and (2.22), yield
(νij(u)− νij(v))(ui − uj) .qhd−1|v|
∑
k∈N symh (Ωi)
|(u− v)i − (u− v)k| (2.23)
+ qhd−1|v|
∑
k∈N symh (Ωj)
|(u− v)j − (u− v)k|.
The second term is bounded by combining (2.18), (2.23), and the fact that the number
of elements surrounding a node is bounded above independently of h:∑
i∈Nh
∑
j∈Nh(Ωi)
(νij(u)− νij(v))`(i, j)ujzi . qhd−1|v||u− v|`|z|`.
Next, we have to prove that the nonlinear mass matrix is also Lipschitz continuous.
First, we note that ∑
j∈Nh(Ωi)
(1− αi(uh))(ϕj , ϕi)uj + αi(uh)(1, ϕi)ui
=
∑
j∈Nh(Ωi)
(ϕj , ϕi)uj + αi(uh)(ϕj , ϕi)(ui − uj).
Thus
〈M(u)u, z〉 − 〈M(v)v, z〉 ≤
∑
i∈Nh
∑
j∈Nh(Ωi)
(ϕi, ϕj)(uj − vj)zi
+
∑
i∈Nh
∑
j∈Nh(Ωi)
(ϕi, ϕj)(ui − uj)(αi(uh)− αi(vh))zi
+
∑
i∈Nh
∑
j∈Nh(Ωi)
(ϕi, ϕj)((u+ v)i − (u+ v)j)αi(vh)zi.
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Bounds for the second and third term follow the same lines as above. For the second
term, we proceed as in (2.18), getting:∑
i∈Nh
∑
j∈Nh(Ωi)
(ϕi, ϕj)(ui − uj)(αi(uh)− αi(vh))zi
.
∣∣∣∣∣∣
∑
i∈Nh
1
2
∑
j∈Nh(Ωi)
(ϕi, ϕj)(αi(uh)− αi(vh))2(ui − uj)2
∣∣∣∣∣∣
1
2
× ‖z‖
. qh d2 |u− v|`‖z‖.
where we have used the spectral equivalence of the consistent and lumped mass matrices
in the last inequality. The first and third term are easily bounded as∑
i∈Nh
∑
j∈Nh(Ωi)
(ϕi, ϕj)(uj − vj)zi ≤ ‖u− v‖‖z‖,
∑
i∈Nh
∑
j∈Nh(Ωi)
(ϕi, ϕj)((u+ v)i − (u+ v)j)αi(vh)zi ≤ qh
d
2 |u− v|`‖z‖.
It proves the theorem.
2.7 Differentiable stabilization
The previous nonlinear system is Lipschitz continuous, which improves the convergence
of the nonlinear iterations. In fact, assuming that we supplement (2.1) with a diffusive
term, existence and uniqueness can be proved in the diffusive regime (see [13]). However,
even using Anderson acceleration nonlinear convergence can be very hard (see [64, 65]
and Sect. 2.9).
Based on these observations, we want to develop methods that lead to at least twice
differentiable operators, i.e., ∂
2T(uh)
∂2uh
∈ C0, using the previous framework. This allows the
usage of the Newton method to linearize the system, and reduces the required number
of nonlinear iterations. Smoothness is achieved by substituting the non-differentiable
functions of the previous formulation with smooth approximations.
In order to end up with a twice differentiable method, we propose to use the following
artificial diffusion:
νij
.
= max σh {max σh {αεh,i(Fij(wh)), αεh,jFji(wh)} , 0} , for i 6= j,
νii
.
=
∑
j∈Nh(Ωi)
j 6=i
νij .
(2.24)
The function max σh(·) is a regularized maximum function
max σh{x, y} .=
|x− y|1,σ
2
+
x+ y
2
, (2.25)
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where |x|1,σ .=
√
x2 + σ is a smooth approximation of the absolute value. In order to keep
dimensional consistency, σ should be a small parameter of order O (|v|2`2(d−1)), where
` is a characteristic length of the problem. Let us define the smooth limiter function
f(x) ∈ C2 that will be used in the definition of αεh ,
f(x)
.
=
{
2x4 − 5x3 + 3x2 + x if x < 1
1 if x ≥ 1 .
This function is used to smoothly limit the value of x up to 1. Further, let us define
another smooth approximation of the absolute value, namely
|x|2,ε .=
x2√
x2 + ε
.
Finally, the shock detector is defined as
αεh,i(uh)
.
=
f

∣∣∣∑j∈Nh(Ωi) J∇uhKij∣∣∣1,εh + γ∑
j∈Nh(Ωi) 2
{
|∇uh · rˆij |2,εh
}
ij
+ γ


q
, (2.26)
where γ is a small parameter that prevents division by zero.
It has been proved in Lemma 2.3.1 that αi equals 1 when i is an extremum in Ωi.
Let us prove that this is still true for αεh,i.
Lemma 2.7.1. If uh has an extremum on i ∈ Nh then αεh,i(uh) = 1.
Proof. It is clear that f(x) equals 1 for x ≥ 1, then the proof reduces to check that∣∣∣∣∣∣
∑
j∈Nh(Ωi)
J∇uhKij
∣∣∣∣∣∣
1,εh
+ γ ≥
∑
j∈Nh(Ωi)
2
{
|∇uh · rˆij |2,εh
}
ij
+ γ.
Taking into account that
√
x2 + ε = |x|1,εh > |x| ≥ |x|2,εh =
x2√
x2 + ε
,
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and the fact that uj − ui has the same sign (or it is equal to zero) in all directions, it is
easy to see that∣∣∣∣∣∣
∑
j∈Nh(Ωi)
J∇uhKij
∣∣∣∣∣∣
1,εh
=
∣∣∣∣∣∣
∑
j∈Nh(Ωi)
uj − ui
|rij | +
usymj − ui
|rsymij |
∣∣∣∣∣∣
1,εh
≥
∣∣∣∣∣∣
∑
j∈Nh(Ωi)
uj − ui
|rij | +
usymj − ui
|rsymij |
∣∣∣∣∣∣
=
∑
j∈Nh(Ωi)
|uj − ui|
|rij | +
∣∣∣usymj − ui∣∣∣
|rsymij |
≥
∑
j∈Nh(Ωi)
2 { |∇uh · rˆij |}
≥
∑
j∈Nh(Ωi)
2
{
|∇uh · rˆij |2,εh
}
.
It proves that αεh,i(uh) = 1 on an extremum. In fact, if the solution does not have an
extremum, these quantities neither can have the same sign nor be zero in all cases. Since∣∣∣∣∣∣
∑
j∈Nh(Ωi)
J∇uhKij
∣∣∣∣∣∣ = limε→0
∣∣∣∣∣∣
∑
j∈Nh(Ωi)
J∇uhKij
∣∣∣∣∣∣
1,εh
and ∑
j∈Nh(Ωi)
2 { |∇uh · rˆij |} = lim
ε→0
∑
j∈Nh(Ωi)
2
{
|∇uh · rˆij |2,εh
}
,
bound (2.8) leads to the fact that limε→0 αεh,i(uh) < 1 when there is no extremum on
i.
It is straightforward to check the following results.
Corollary 2.7.2. System (2.11) with the definition of the shock detector (2.26) and
artificial diffusion (2.24) is LED and satisfies the local DMP. The method tends to a
linearly preserving scheme as γ → 0.
Proof. From lemma 2.7.1 and the definition of the regularized maximum (2.25) it is easy
to see that artificial diffusion in (2.24) is greater or equal to the one in (2.6). Hence,
Theorem 2.4.2 still holds. The linearity preservation is straighforward.
Remark 2.7.3. Note that the smoothed shock detector is not linearly preserving because
αεh,i will never be zero. However, for regions where uh is constant the gradient is zero,
thus the solution is not affected. In the case of uh ∈ P1(Ω), but not constant, αεh,i goes
to zero with γ. Values of γ of order 10−8 (or even smaller) have been considered in
the numerical experiments section with good nonlinear convergence properties. Thus, the
linearity preservation is virtually preserved in practice.
As in the previous section, when restricted to symmetric meshes, the following ap-
proximation (similar to the one in Barrenechea et al. [13]) of (2.26) maintains the same
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properties
α˜εh,i
.
=
f

∣∣∣∑j∈Nh(Ωi) ui − uj∣∣∣1,ε∗ + γ∗∑
j∈Nh(Ωi) |ui − uj |2,ε∗ + γ∗


q
,
with ε∗ ∼ O(h2ε) and γ∗ ∼ O(hγ).
2.8 Nonlinear Solvers
In this section the methods used for solving the system of nonlinear equations resulting
from the above formulation (2.12) with the artificial diffusion defined in (2.24) is dis-
cussed. Taking advantage of the differentiability of the stabilization described in Sect.
2.7, Newton’s method is used for the smooth version of the method. In addition, we use
fixed point iterations with Anderson acceleration to compare against Newton’s method
performance. In order to define the schemes, it is useful to write the time-discrete prob-
lem (2.12) as
A(un+1h )u
n+1
h = G
where G is the force vector. Let J(un+1h )
.
=
∂T(un+1h )
∂un+1h
be the Jacobian.
Since the above problem is nonlinear we will solve it iteratively. We denote by uk,n+1h
the k-th iteration of uh at time step n + 1. Let us define some auxiliary variables
used in the definition of the algorithms: m denotes the number of previous nonlinear
iterations used in Anderson acceleration, s is the slope resulting form fitting the last m
nonlinear errors, smin is the minimum slope allowed before increasing the relaxation, ω is
the relaxation parameter, ωmin is its allowed minimum, kmax is the maximum nonlinear
iterations allowed, tol is the nonlinear tolerance, and nlerr is the nonlinear error.
For the non-differentiable methods in Sect. 2.3 we use Picard linearization with
Anderson acceleration (see Alg. 1). Our particular implementation also includes a
simple convergence rate test, where it is decided if the relaxation parameter should be
reduced or not. This improves the global convergence rate and the robustness of the
method. Moreover, we add a projection onto V admh to ensure that the global DMP in
Def. 2.5.1 is satisfied at all nonlinear iterations. This step is of special interest in the case
of solving for variables that cannot become negative, e.g., the density. In this case, the
projection onto the space of admissible solutions is performed truncating the obtained
solution. However, more sophisticated methodologies can be also applied but at a higher
computational cost.
For the differentiable method, Newton’s linearization is used (see Alg. 2). In addition,
we supplement it with the line search method to improve robustness. We use numerical
1D minimization of the residual norm up to a tolerance of 10−4 for the line search method.
Following the same approach in Alg. 1, a projection to the FE space of admissible
solutions can be performed in Alg. 2. As said before, this step ensures that for all
nonlinear iterations the solution satisfies the global DMP. The numerical experiments
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in the next section show that the modified method keeps quadratic convergence, even
though we do not have a theoretical analysis.
Algorithm 1: Fixed point iterations with relaxed Anderson acceleration
Input: u0,n+1h , m, smin, ωmin, tol, A, G, kmax
Output: uk,n+1h ,k
k = 1, nlerr1 = tol
while (nlerrk ≥ tol) and (k < kmax) do
Set mk = min(k,m)
Solve A(uk,n+1h )u˜
k,n+1
h = G
Compute rk,n+1 = u˜k,n+1h − uk,n+1h
Minimize ‖∑mki=1 ξki rk−mk+i,n+1‖ with respect to ξki subject to ∑mki=1 ξki = 1
Set uk+1,n+1h = (1− ωk)
∑mk
i=1 ξ
k
i u
k−m+i,n+1
h + ωk
∑mk
i=1 ξ
k
i u˜
k−mk+i,n+1
h
Project uk+1,n+1h to V
adm
h
Set nlerrk = ‖u
k+1,n+1
h −uk,n+1h ‖
‖uk+1,n+1h ‖
Compute the slope (s) of {nlerri} with k ≥ i ≥ k −mk
if (s < smin) and (ω > ωmin) then
Set ωk+1 = ωk − 0.1
else
Set ωk+1 = ωk
Update k = k + 1
Algorithm 2: Newton’s method + Line search
Input: u0,n+1h ,u
n
h, tol, J, R, kmax
Output: uk,n+1h ,k
k = 1, nlerr1 = tol
while (nlerrk ≥ tol) and (k < kmax) do
Solve J(uk,n+1h )∆u
k,n+1
h = −T(uk,n+1h )
Minimize ‖T(uk,n+1h + ξk∆uk,n+1h )‖ with respect to ξ ∈ [0, 1]
Set uk+1,n+1h = u
k,n+1
h + ξ
k∆uk,n+1h
Project uk+1,n+1h to V
adm
h
Set nlerrk = ‖ξ
k∆uk,n+1h ‖
‖uk+1,n+1h ‖
Update k = k + 1
2.9 Numerical Experiments
2.9.1 Steady problems
First, in order to test the previous formulation, the convergence to a smooth solution is
analyzed. For this purpose, the following equation is solved
∇ · (vu) = 0 in Ω = [0, 1]× [0, 1],
u = uD on Γin,
(2.27)
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with v(x, y) .= (1, 0), and inflow boundary conditions uD = y− y2 on ∂Ω\{x = 1}. This
problem consists in the transport of the parabolic profile along the x direction, which
has the analytical solution u(x, y) = y − y2.
Fig. 2.2 shows the convergence rates using the previously defined formulation ((2.12)
with (2.24)), and the Galerkin formulation. To perform this test, an initial mesh of
12× 12Q1 has been considered, then successive refinements have been performed up to
a 96× 96Q1 mesh. Analogous meshes has been also used for P1 FE. Newton’s method
has been used with q = 4, ε = 10−7, σ = |v|h410−8 and γ = 10−10. In this case, σ has
been scaled as |v|2L2(d−3)h4 in order to recover optimal convergence, where L denotes
a characteristic length of the physical domain Ω. As desired, the convergence rates are
not affected by the stabilization, while (as expected) the stabilized solutions have higher
errors.
nx = ny
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ku
h
!
uk
2
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P1 Stabilized
Q1 Stabilized
Figure 2.2: Convergence test, L2(Ω) error versus size of the mesh. For
P1 and Q1 FE meshes ranging from h = 1/12 to h = 1/96. Newton’s
method has been used with parameters q = 4, ε = 10−7, σ = |v|h410−8
and γ = 10−10.
A typical linear test to assess the performance of a shock capturing method is the
propagation of a discontinuity. Consider now the previous hyperbolic PDE (2.27) with
v(x, y)
.
= (1/2, sin−pi/3), and inflow boundary conditions uD = 1 on {x = 0} ∩ {y > 0.7}
and y = 1, while uD = 0 at the rest of the inflow boundary. This problem has the
following analytical solution
u(x, y) =
{
1 if y > 0.7 + 2x sin−pi/3,
0 otherwise.
At Fig. 2.3(a), the numerical solution using the stabilization in (2.24) is shown. A
48 × 48Q1 mesh have been used. The values chosen for the parameters in (2.24) are
q = 25, ε = 10−4, σ = |v|10−9, and γ = 10−10. This parameter choice makes the solution
at the outflow sharp while the DMP is always satisfied. Furthermore, convergence is not
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jeopardized thanks to the smoothed stabilization. Particularly, it took 18 iterations for
the Newton’s method to converge to a nonlinear tolerance of 10−6. The non-smooth
version in Fig. 2.3(b) ((2.11) with (2.6)) did not converge using Anderson acceleration,
adding a fixed relaxation parameter of ω = 0.5 took 392 iterations, and 117 with Alg.
1. In any case, observing Fig. 2.4, where the outflow profile is depicted, no apparent
improvement on accuracy is observed when using the non-smooth version.
(a) Smooth stabilization (2.26), with
parameters q = 25, ε = 10−4, σ =
|v|10−9, and γ = 10−10.
(b) Non-smooth version (2.7) with q =
25.
Figure 2.3: Stabilized solution of the straight propagation of a discon-
tinuity test using the steady version of discrete problem (2.12) with two
stabilization choices (2.26) or (2.7).
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Figure 2.4: Stabilized solution of the straight propagation of a dis-
continuity test using the steady version of discrete problem (2.12) with
two stabilization choices (2.26) and (2.7). The stabilization parameters
used for the smoothed version are q = 25, ε = 10−4, σ = |v|10−9, and
γ = 10−10.
Fig. 2.5 shows the solution for several combinations of q and ε, with σ = |v|ε10−5
and γ = 10−10, solved with the two nonlinear solvers presented in the previous section
over a 48× 48Q1 mesh. Furthermore, the ‖u− uh‖L1 and ‖u− uh‖ errors, computed at
the whole domain and restricted to the outflow boundary, are listed in Table 2.1. These
results show that, as expected, either increasing q or reducing ε the L1 error diminishes.
Nevertheless, the computational cost also increases at a higher rate. The same can be
observed for the 2 error. It is slightly reduced after increasing q or diminishing ε, while
this makes nonlinear convergence much harder. Moreover, comparing both nonlinear
solvers in Sect. 2.8, it is important to note that using Newton’s method the number of
nonlinear iterations is reduced between 10 to 15 times.
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Table 2.1: Straight propagation test errors and iterations, using the
steady version of discrete problem (2.12) and nonlinear diffusion (2.24),
for different values of q and ε, σ = |v|ε10−5, γ = 10−10, and both non-
linear solvers in Sect. 2.8.
q ε
Iterations
L1 error
L1 error L2 error
L2 error
A Ap N Np at Γout at Γout
1 10−1 42 42 9 9 2.77e-02 5.57e-02 8.65e-02 1.23e-01
1 10−2 43 42 8 8 2.61e-02 5.16e-02 8.40e-02 1.18e-01
1 10−3 50 58 7 7 2.59e-02 5.09e-02 8.37e-02 1.17e-01
1 10−4 50 57 7 7 2.58e-02 5.08e-02 8.37e-02 1.17e-01
1 0 56 47 2.59e-02 5.10e-02 8.37e-02 1.17e-01
4 10−1 51 64 8 8 2.20e-02 4.43e-02 7.79e-02 1.12e-01
4 10−2 58 61 11 11 1.83e-02 3.45e-02 6.97e-02 9.70e-02
4 10−3 60 68 10 10 1.77e-02 3.28e-02 6.83e-02 9.44e-02
4 10−4 66 85 11 11 1.76e-02 3.25e-02 6.82e-02 9.40e-02
4 0 70 73 1.76e-02 3.24e-02 6.81e-02 9.39e-02
8 10−1 62 70 9 9 2.10e-02 4.27e-02 7.68e-02 1.11e-01
8 10−2 71 63 11 11 1.62e-02 3.04e-02 6.63e-02 9.23e-02
8 10−3 82 67 13 13 1.51e-02 2.75e-02 6.33e-02 8.74e-02
8 10−4 70 77 12 12 1.49e-02 2.69e-02 6.27e-02 8.66e-02
8 0 94 60 1.48e-02 2.68e-02 6.26e-02 8.64e-02
25 10−1 39 58 11 12 2.03e-02 4.18e-02 7.63e-02 1.11e-01
25 10−2 57 62 19 20 1.46e-02 2.78e-02 6.39e-02 8.95e-02
25 10−3 154 66 15 15 1.28e-02 2.35e-02 5.90e-02 8.24e-02
25 10−4 116 82 17 18 1.25e-02 2.27e-02 5.79e-02 8.18e-02
25 0 86 163 1.23e-02 2.25e-02 5.75e-02 8.15e-02
A: Alg. 1 without projecting to V admh , Ap: Alg. 1.
N: Alg. 2 without projecting to V admh , Np: Alg. 2.
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Figure 2.5: Straight propagation test solution at the outflow boundary
∂Ω\Γin. Using the steady version of discrete problem (2.12) and nonlinear
diffusion (2.24), for different values of q and ε, σ = |v|ε10−5, γ = 10−10,
and both nonlinear solvers in Sect. 2.8. The result in brackets shows the
number of iterations if no projection to V admh is done.
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It is important to analyze the solution at each nonlinear iteration. If the projection
to the space of admissible solutions is not performed, it is possible that the solution does
neither satisfy the local nor the global DMP (Def. 2.2.1 or 2.5.1, resp.) at some nonlinear
iterations. The DMP is only proved when convergence is attained. We denote by global
DMP violation the difference between the global extremum of the analytical solution
and the actual global extremum of the numerical solution. Fig. 2.6 shows the global
DMP violation of the maximum and the minimum values produced at each nonlinear
iteration for different values of q, ε, and σ. For q = 25, the global DMP is clearly not
satisfied at the beginning of the iterative process. In this particular case, this does not
destroy the nonlinear convergence, but this is not the case in some other problems, e.g.
Euler’s equations. Therefore, adding a projection step to V admh is highly recommended.
Further, it can be observed in Table 2.1 that in practice the projection step almost does
not affect Newton convergence rate.
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(b) Using Alg. 2 with q = 1, ε = 10−1,
σ = |v|10−6, and γ = 10−10.
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(c) Using Alg. 1 with q = 25, ε = 10−4,
σ = |v|10−9, and γ = 10−10.
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(d) Using Alg. 2 with q = 25, ε = 10−4,
σ = |v|10−9, and γ = 10−10.
Figure 2.6: Evolution of global DMP violation during nonlinear itera-
tions when avoiding the projection step in Algs. 1 and 2 for the straight
propagation of a discontinuity test.
Finally, it is worth to test the nonlinear convergence of the method as the mesh is
refined for a problem with a discontinuity. For this purpose, we have solved the previous
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benchmark with q = 4, ε = 10−2, σ = |v|h410−6, and γ = 10−10. The used meshes range
form 12× 12Q1 to 96× 96Q1.
At Fig. 2.7, the number of nonlinear iterations for each mesh size is depicted. For Alg.
1 it can be observed that the number of iterations is increasing. On the contrary, this
behavior is much less pronounced for Alg. 2; the number of iterations slightly increases
and remains constant in the last interval.
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Figure 2.7: Straight propagation test nonlinear iterations as mesh re-
fined from 12 × 12Q1 to 96 × 96Q1, for both Alg. 1 and Alg. 2. The
shock capturing parameters used are q = 4, ε = 10−2, σ = |v|h410−6,
and γ = 10−10.
Consider now the hyperbolic PDE (2.27) on Ω = [0, 1]×[−1, 1] with v(x, y) .= (y,−x),
and inflow boundary conditions
uD =
{
1 if 0.35 < x < 0.65,
0 otherwise.
This particular configuration has the following analytical solution
u(x, y) =
{
1 if 0.35 <
√
x2 + y2 < 0.65,
0 otherwise.
At Fig. 2.8 the solutions at the outflow boundary are depicted for several combinations
of q and ε, with σ = |v|ε10−5 and γ = 10−10. In all cases, we have considered the
two schemes presented in Sect. 2.8 using a 64 × 128Q1 FE mesh. As for the previous
numerical experiment, we collect the number of iterations and the errors in Table 2.2.
We observe that it is particularly difficult to converge to the solution for q = 1 and
small values of ε. In any case, for q equal to 4 or greater, the number of iterations
increase with q, as naturally expected. We also observe in this test that the number
of nonlinear iterations can be highly reduced using Newton’s method. Particularly, it
reduces the number of nonlinear iterations up to 20 times. 3D plots of the smoothest
and the sharpest solutions in Fig. 2.8 (respectively top-left and bottom-right subfigures)
are shown in Fig. 2.9 .
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Table 2.2: Circular propagation test errors and iterations, using the
steady version of discrete problem (2.12) and nonlinear diffusion (2.24),
for different values of q and ε, σ = |v|ε10−5, γ = 10−10, and both non-
linear solvers in Sect. 2.8.
q ε
Iterations
L1 error
L1 error L2 error
L2 error
A Ap N Np at Γout at Γout
1 10−1 30 30 9 9 1.42e-01 1.93e-01 2.01e-01 2.36e-01
1 10−2 – 54 10 10 1.11e-01 1.50e-01 1.74e-01 2.05e-01
1 10−3 – – 11 11 1.05e-01 1.42e-01 1.68e-01 1.99e-01
1 10−4 196 – 19 19 1.04e-01 1.40e-01 1.68e-01 1.98e-01
1 0 – – – – – –
4 10−1 23 23 10 10 1.33e-01 1.82e-01 1.97e-01 2.31e-01
4 10−2 64 64 15 15 8.47e-02 1.15e-01 1.55e-01 1.84e-01
4 10−3 105 111 22 22 6.74e-02 9.31e-02 1.34e-01 1.64e-01
4 10−4 – 139 24 24 6.38e-02 8.88e-02 1.29e-01 1.60e-01
4 0 198 194 6.31e-02 8.80e-02 1.28e-01 1.59e-01
8 10−1 23 22 11 11 1.32e-01 1.81e-01 1.97e-01 2.31e-01
8 10−2 73 68 15 15 8.10e-02 1.10e-01 1.53e-01 1.82e-01
8 10−3 95 96 19 19 5.91e-02 8.18e-02 1.28e-01 1.57e-01
8 10−4 100 109 22 22 5.28e-02 7.46e-02 1.18e-01 1.50e-01
8 0 256 231 5.12e-02 7.28e-02 1.16e-01 1.48e-01
25 10−1 22 22 14 14 1.32e-01 1.80e-01 1.97e-01 2.31e-01
25 10−2 45 49 16 15 7.82e-02 1.07e-01 1.51e-01 1.80e-01
25 10−3 77 70 20 20 5.37e-02 7.50e-02 1.24e-01 1.54e-01
25 10−4 131 109 23 24 4.51e-02 6.49e-02 1.11e-01 1.44e-01
25 0 180 289 4.22e-02 6.14e-02 1.06e-01 1.39e-01
A: Alg. 1 without projecting to V admh , Ap: Alg. 1.
N: Alg. 2 without projecting to V admh , Np: Alg. 2.
0 0.5 1
0
0.5
1
30 (30) A it., 9 (9) N it.
0 0.5 1
0
0.5
1
54 ({) A it., 10 (10) N it.
0 0.5 1
0
0.5
1
{ ({) A it., 11 (11) N it.
0 0.5 1
0
0.5
1
{ (196) A it., 19 (19) N it.
0 0.5 1
0
0.5
1
23 (23) A it., 10 (10) N it.
0 0.5 1
0
0.5
1
64 (64) A it., 15 (15) N it.
0 0.5 1
0
0.5
1
111 (105) A it., 22 (22) N it.
0 0.5 1
0
0.5
1
139 ({) A it., 24 (24) N it.
0 0.5 1
0
0.5
1
22 (23) A it., 11 (11) N it.
0 0.5 1
0
0.5
1
68 (73) A it., 15 (15) N it.
0 0.5 1
0
0.5
1
96 (95) A it., 19 (19) N it.
0 0.5 1
0
0.5
1
109 (100) A it., 22 (22) N it.
0 0.5 1
0
0.5
1
22 (22) A it., 14 (14) N it.
0 0.5 1
0
0.5
1
49 (45) A it., 15 (16) N it.
0 0.5 1
0
0.5
1
70 (77) A it., 20 (20) N it.
0 0.5 1
0
0.5
1
109 (131) A it., 24 (23) N it.
" = 10!1 " = 10!2 " = 10!3 " = 10!4
q = 25
q = 8
q = 4
q = 1
Figure 2.8: Circular propagation test solution at the outflow boundary
∂Ω\Γin. Using the steady version of discrete problem (2.12) and nonlinear
diffusion (2.24), for different values of q and ε, σ = |v|ε10−5, γ = 10−10
and both nonlinear solvers in Sect. 2.8. The result in brackets shows the
number of iterations if no projection to V admh is done.
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(a) Smoothest solution with parameters:
q = 1, ε = 10−1, σ = |v|10−6, and γ =
10−10.
(b) Sharpest solution with parameters: q =
25 and ε = 10−4, σ = |v|10−9, and γ =
10−10.
Figure 2.9: Stabilized solution of the circular convection test using the
steady version of the discrete problem (2.12) and the nonlinear diffusion
(2.24) for two different parameter choices.
Fig. 2.10 shows that in this second test, as in the previous one, if the projection step
is not performed the global DMP (Def. 2.5.1) is not satisfied at all nonlinear iterations.
This is especially evident for the combination shown in the figure, i.e., high values of q
and low values of ε and σ.
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Figure 2.10: Evolution of global DMP violation during nonlinear iter-
ations when avoiding the projection step in Algs. 1 and 2 for the circular
propagation of a discontinuity. Using q = 25, ε = 10−4, σ = |v|10−9,
γ = 10−10.
2.9.2 Transient transport problems
Let us test the performance of the stabilization method in Sect. 2.7 for transient prob-
lems. For this purpose we will consider the 3 body rotation benchmark that reads as:
∂tu+∇ · (vu) = 0 in Ω = [0, 1]× [0, 1],
u = 0 on Γin,
u = u0 at t = 0,
(2.28)
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where v .= (1/2− y, x− 1/2) and
u0(x, y)
.
=

1
4 +
cos
(
pi
√
(x−0.25)2+(y−0.5)2
0.15
)
/4 if
√
(x−0.25)2+(y−0.5)2/0.15 ≤ 1
1−
√
(x−0.5)2+(y−0.25)2/0.15 if
√
(x−0.5)2+(y−0.25)2/0.15 ≤ 1
1 if
{ √
(x−0.5)2+(y−0.75)2/0.15 ≤ 1
0.55 < x < 0.45, y > 0.85
.
The above problem is solved in a 150 × 150 Q1 FE mesh, with solver parameters
q = 25, γ = 10−8, σ = |v|10−10, and ε = 10−4. The discretization in time is performed
using the BE method with a time step of 10−3. At Fig. 2.12(a), the initial solution
is depicted. Figs. 2.12(b) to 2.12(d) show the solution after one revolution (at time
t = 2pi).
The solution obtained with the stabilization in (2.24), (2.15), and (2.6) are depicted
in Figs. 2.12(b), 2.12(c), and 2.12(d), respectively. It is observed that the symmetric
mass matrix method yields slightly more diffusive solutions than the LED method. This
can be better observed in Fig. 2.11, where a cross-section of each of the figures rotated
is depicted at t = 0 and after one revolution (t = 2pi) for all three methods. As naturally
expected, regularizing the stabilization makes the method faster to converge but the
solution becomes smoother. Nevertheless, the regularization parameters (σ and ε) allow
one to take the choice that better fits the requirements, either a faster but smoother
method or the opposite. In any case, all schemes satisfy the DMP at all time steps.
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Figure 2.11: Cross-sections of each for the figures rotated in the three
body rotation benchmark. The parameters used are q = 25, γ = 10−8,
σ = |v|10−10, ε = 10−4, and ∆t = 10−3, in a 150×150 Q1 element mesh.
The discrete problem (2.12) is used in combination with three different
artificial diffusions (2.24) and (2.6) leading to a LED scheme, and (2.15)
leading to a global DMP scheme.
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(a) Initial conditions. (b) LED scheme.
(c) Global DMP scheme. (d) LED DMP nonsmooth stabilization.
Figure 2.12: 3 Body rotation test results using discrete problem (2.12)
and two different artificial diffusions ((2.24) leading an LED scheme, and
(2.15) with (2.26) leading a global DMP scheme). Using a 150× 150 Q1
element mesh, and parameters: q = 25, γ = 10−8, σ = |v|10−10, ε =
10−4, and ∆t = 10−3.
2.9.3 Burgers’ equation
Finally, let us test our stabilization with a nonlinear transient problem. Particularly the
2D Burgers’ equation, i.e. equation (2.28) with v .= (1, 1)u/2, is solved on Ω = [0, 1]×[0, 1]
using a 150×150Q1 mesh. The discretization in time is performed using the BE method
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with a time step of 10−2. The initial conditions at t = 0 are
u0(x, y)
.
=

−0.2 if x < 0.5 and y > 0.5
−1 if x > 0.5 and y > 0.5
0.5 if x < 0.5 and y < 0.5
0.8 if x > 0.5 and y < 0.5
,
and the solution is advanced until t = 0.5.
(a) Solution for:q = 1, ε = 10−2, σ =
|v|10−6, and γ = 10−8.
(b) Solution for: q = 4, ε = 10−3, σ =
|v|10−7, and γ = 10−8.
Figure 2.13: Burger’s equation solutions at t = 0.5 using discrete prob-
lem (2.12) and (2.6) with (2.24). Using a 150 × 150 Q1 element mesh,
∆t = 10−2, and two sets of parameters q, γ, σ, and ε.
The following stabilization parameters have been used for obtaining the results in
Fig. 2.13(a): q = 1, ε = 10−3, σ = |v|10−6, and γ = 10−8. Although the parameters
used are not enforcing a particularly sharp solution (see Figs. 2.5 and 2.8), Fig. 2.13(a)
shows properly transported and minimally smeared shocks. Only in the lower right
region the method appears to be more diffusive than desired. Notice that in that region
the gradient in the x direction spreads as y increases, while it should not. Nevertheless,
in Fig. 2.13(b), that shows the solution for q = 4, ε = 10−4, σ = |v|10−7, and γ = 10−8.
the method is less diffusive and the obtained shocks are even sharper. In any case, both
choices satisfy the DMP for all time steps.
2.10 Conclusions
In this chapter, we have considered a nonlinear stabilization technique for the FE ap-
proximation of scalar conservation laws with implicit time stepping. The method relies
on an artificial diffusion method, based on a graph-Laplacian operator. The artificial
diffusion is judiciously chosen in order to satisfy a local DMP for steady problems. It
is nonlinear, since it depends on a shock detector. Further, the resulting method is lin-
earity preserving. The same shock detector is used to gradually lump the mass matrix.
2.10. Conclusions 39
The resulting method is LED, positivity preserving, and also satisfies a global DMP.
Lipschitz continuity has also been proved.
However, the resulting scheme is highly nonlinear, leading to very poor nonlinear con-
vergence rates, even using Anderson acceleration techniques. It is due to the fact that
the nonlinear operator to be inverted at every time step is non-differentiable. The criti-
cal problem of nonlinear convergence of implicit monotonic methods based on nonlinear
artificial diffusion have already been previously reported in the literature (see [57]). As
a result, we propose a smooth version of the scheme. It leads to twice differentiable non-
linear stabilization schemes, which allows one to straightforwardly use Newton’s method
using the exact Jacobian. Twice differentiability ensures quadratic convergence.
We have considered two nonlinear solvers, namely Anderson acceleration and New-
ton’s method. We have observed numerically that the effect of the smoothness has a
positive impact in the reduction of the computational cost. The impact of using New-
ton’s method versus Anderson acceleration is also very positive. In general, using the
Newton method with a smooth version of the method we can reduce 10 to 20 times the
number of iterations of Anderson acceleration with the original non-smooth algorithms.
All the monotonic properties are satisfied (as theoretically proved) in the numeri-
cal experiments. Steady and transient linear transport, and transient Burgers’ equation
have been considered in 2D. In any case, these properties are only true for the con-
verged solution, but not for iterates. In this sense, we have also proposed the concept
of projected nonlinear solvers, where a projection step is performed at the end of every
nonlinear iterations onto a FE space of admissible solutions. The space of admissible
solutions is the one that satisfies the desired monotonic properties (maximum principle
or positivity). The projection has no effect on the quality of the nonlinear convergence.
Future work should tackle the entropy stability analysis of the resulting schemes when
applied to nonlinear problems. Some initial results in this direction can be found in [23].
The extension to systems of conservation laws and higher order methods in space and
time is another interesting line of research.

Chapter 3
Arbitrary order space–time
monotonicity preserving scheme
This chapter is devoted to a nonlinear stabilization technique for convection–diffusion–
reaction and pure transport problems discretized with space–time isogeometric analysis.
The stabilization is based on a graph-theoretic artificial diffusion operator and a novel
shock detector for isogeometric analysis. Stabilization in time and space directions are
performed similarly, which allow us to use high-order discretizations in time without any
CFL-like condition. The method is proved to yield solutions that satisfy the discrete
maximum principle (DMP) unconditionally for arbitrary order. In addition, the stabi-
lization is linearity preserving in a space–time sense. Moreover, the scheme is proved to
be Lipschitz continuous ensuring that the nonlinear problem is well-posed. Solving large
problems using a space–time discretization can become highly costly. Therefore, we also
propose a partitioned space–time scheme that allow us to select the length of every time
slab, and solve sequentially for every subdomain. As a result, the computational cost
is reduced while the stability and convergence properties of the scheme remain unal-
tered. In addition, we propose a twice differentiable version of the stabilization scheme,
which enjoys the same stability properties while the nonlinear convergence is significantly
improved. Finally, the proposed schemes are assessed with numerical experiments. In
particular, we considered steady and transient pure convection and convection–diffusion
problems in one and two dimensions.
3.1 Introduction
Many different applications in science and industry require solving problems satisfy-
ing some sort of positivity or maximum principle (MP) property. These include scalar
transport problems, compressible flows, or fluid-based MHD simulations, among others.
These problems are of particular interest in a variety of industries and scientific research
areas, such as the chemical industry, aviation, aerospace, or nuclear fusion research, just
to cite few examples.
Some of these problems exhibit a multiscale nature in time. In those cases, explicit
methods are not suitable, since the smallest time scales pose very stringent stability
conditions to the time step length, i.e., fully resolved time simulations are required.
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Thus, implicit methods are favored in applications where the smallest time scales are
not of scientific or engineering interest.
As a result, schemes that preserve monotonicity (or at least positivity) for implicit
time integration are of special interest. The standard technique to attain such schemes
is adding nonlinear artificial diffusion (usually called shock capturing). The common
ingredients of a shock capturing or nonlinear stabilization method are the following.
The first ingredient is the artificial diffusion, which needs to be sufficient to eliminate
non-physical oscillations. The schemes in [7, 8, 23, 25] use an element-based artificial
diffusion with a standard PDE-based diffusion operator. The drawback of this choice
is the fact that the DMP only holds under unpractical mesh restrictions. This problem
has been solved by Guermond and Nazarov in [38, 41] by replacing the PDE-based
diffusion operator by an edge or graph-theoretic diffusion operator; see [4, 5, 65, 71, 75]
for schemes that preserve the DMP on arbitrary meshes using a graph-Laplacian. The
second ingredient is a shock detector, which is the term responsible of deactivating the
artificial diffusion in smooth regions. A good shock detector is of vital importance
for minimizing the numerical diffusion while satisfying a DMP. One example of shock
detector is the one developed in 1D by Burman in [23] and later extended to multiple
dimensions by Badia and Hierro [7]. The last ingredient consists on perturbing the mass
matrix. One option is a full lumping of the mass matrix, but it can lead to unacceptable
phase errors. Instead, a nonlinear lumping is used, e.g., in [4, 5], using the same shock
detector to lump the mass matrix. Other alternatives can be found in [40, 65]. It is worth
mentioning that all previous stabilization methods yield a very stiff nonlinear system of
equations. In fact, some of the methods proposed in the literature are not even Lipschitz
continuous and thus ill-posed (see [13]). In practice, the nonlinear convergence of these
methods is unacceptably slow, making hard its practical use. To solve this problem,
Badia et al. [4, 5] have designed differentiable nonlinear stabilization terms, noticeably
improving the nonlinear convergence.
The methods commented above have an algebraic nature and provide some type
of DMP for the nodal values. The monotonicity of the nodal values only translates
into monotonic solutions if the FE space satisfies the convex hull property, which is
only true in the first order case. As a result, using the ideas above it does not seem
possible to design monotonic second or higher order methods. Recently, Kuzmin and
coworkers [2, 71], have proposed instead the usage of Bernstein–Bèzier FEs, since they
satisfy the convex hull for high-order. However, the temporal dimension is discretized
using Backward Euler or SSP RK methods (see [53]). In the first case, the problem is
first order in time, whereas in the second case, a CFL-like condition arises [67], since
high-order SSP methods pose a restriction on the time step size similar to the ones in
explicit methods [53].
The main contribution present in this chapter is the development of a high-order
(both in space and time) and DMP-preserving discretization for the convection–diffusion–
reaction and pure transport problems. This is achieved by combining the nonlinear
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stabilization techniques in the previous chapter and [5] with a new shock detector for
arbitrary order space–time isogeometric analysis. Another novelty introduced in this
chapter is the stabilization in the time direction, which is performed in a similar manner
as in space. This results in an unconditionally stable high-order method in time (and
space). However, the space–time method requires to solve the whole space–time problem
at once, which increases the computational cost. Hence, we also propose a partitioned
approach in the temporal direction, where one can determine the width of the time slab to
be computed every time. This strategy allows us to maintain a reasonable computational
cost while having a high-order scheme in space and time, as well as satisfying the DMP
without any CFL-like condition. Finally, we also propose a differentiable version of
the above scheme. This allow us to use Newton’s method, which improves nonlinear
convergence significantly.
This chapter is structured as follows. First, we introduce the problem, its discretiza-
tion, and monotonicity properties for scalar problems in Sect. 3.2. Then, the stabilization
techniques are introduced in Sect. 3.3. Sect. 3.4 is devoted to the partitioned time in-
tegration scheme. Afterwards, we introduce a regularized version of the stabilization
term in Sect. 3.5. Finally, we show numerical experiments in Sect. 3.6 and draw some
concluding remarks in Sect. 3.7.
3.2 Preliminaries
3.2.1 Convection–Diffusion problem
We consider a transient convection–diffusion problem with Dirichlet boundary condi-
tions. Let Ω× (0, T ) .= ∏d+1α=1(0, Lα) be a (d+ 1)-cube, where d is the number of spatial
dimensions. Then, the problem reads:
∂tu+∇ · (vu)−∇ · (µ∇u) = g in Ω× (0, T ],
u(x, t) = u(x, t) on ∂Ω× (0, T ],
u(x, 0) = u0(x) x ∈ Ω,
(3.1)
where v is a divergence-free convection velocity, µ ≥ 0 is a scalar constant diffusion, and
g(x, t) is the body force. In the case of pure convection (µ = 0), boundary conditions
are only imposed at the inflow Γin
.
= {x ∈ ∂Ω : v · n∂Ω < 0}, where n∂Ω is a unit
vector outward-pointing normal to the boundary. We also define the outflow boundary
as Γout
.
= ∂Ω\Γin. Moreover, we will also consider the steady problem, which is obtained
by dropping the time derivative term and the initial condition. It is important to mention
that a reaction term can be included without harming any of the properties satisfied by
the schemes introduced below. However, a convection–diffusion–reaction problem only
satisfies a MP if the minimum is negative and the maximum positive (analogously for its
proposed discretizations). In other words, it only satisfy a weak MP, see [13]. In order
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to simplify the discussion below, we will limit the present chapter to pure convection and
convection–diffusion problems.
In order to avoid technicalities and facilitate the exposition of the stabilization
method, we restrict this chapter to cubic domains. However, it is possible to work with
complex geometries using standard procedures from isogeometric analysis [29]. E.g., a
complex geometry would be divided in several parts, which would be mapped to multiple
d-cubic patches. The stabilization method presented in this chapter is independent from
this procedure.
3.2.2 Discretization
In this chapter, we consider a standard B-spline discretization with interpolative bound-
aries (see [29]). A spline of order p in the variable x is a piecewise polynomial function in
x of degree p. The values of x in which different polynomials meet are call knots. Knots
might be placed at the same location, i.e. can be repeated. When the knots are not
repeated, the first p−1 derivatives of the spline are continuous. When a knot is repeated
r times, only the first p−r derivatives are continuous across that knot. Knots are sorted
in increasing order and collected in the so called knot vector {ξ1, ξ2, . . .}. Given a knot
vector, B-splines of order p are basis functions for spline functions of the same order.
B-splines are constructed in a recursive way using the Cox-de Boor formula:
B0i (x)
.
=
{
1 if ξi ≤ ξ < ξi+1
0 otherwise
,
Bki (x)
.
=
x− ξi
ξi+k − ξiB
k−1
i (x) +
ξi+k+1 − x
ξi+k+1 − ξi+1B
k−1
i+1 (x),
for k = 1, ..., p. By construction, Bpi (x) has compact support, is non-negative, and non-
zero in [ξi, ξi+p+1]. Notice that its support increases with the degree of the polynomial.
Let us consider the domain [0, L] and the uniform partition into m sub-intervals
of size h = L/m. The open knot vector {ξ1, . . . , ξm+2p+1} is defined as follows. The
first p + 1 knots are located at zero, i.e., ξ1 = . . . = ξp+1 = 0. The last p + 1 knots
are located at L, i.e., ξm+p+1 = . . . = ξm+2p+1 = L. The interior points are equi-
distributed, with ξi = (i − p − 1)h, for i = p + 1, . . . ,m + p + 1. It leads to a basis
Bpi (x) (for i = 1, . . . ,m + p) for a space of splines in [0, L] and a partition of unity,
i.e.,
∑m
i=1B
p
i (x) = 1 for x ∈ [0, L]. Any spline v(x) of order p in [0, L] can uniquely
be defined by the control points (v1, . . . , vm+p) ∈ Rm+d as the linear combination of
B-splines v(x) =
∑m+p
i=1 B
p
i (x)vi. In one dimension, the basis functions obtained from an
open knot vector are interpolatory at the extremes, i.e., v(0) = v1 and v(L) = vm+p+1
(see Fig. 3.1). For a first order polynomial v in [0, L], it holds v(x) =
∑m
i=1B
p
i (x)v(xi),
where xi
.
= (ξi+1 + . . .+ ξi+p)/p are called the Greville abscissae [30, 76].
Let us consider the number of partitions per dimension with mα, for α = 1, . . . , d+
1. We represent with Nh the set of multi-indices i .= (i1, ..., id+1) ∈ Zd+1 with iα ∈
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{1, . . . ,mα + p}. Every i ∈ Nh can be expressed as (ix, it), where ix is the spatial index
and it is the temporal index. The (d + 1)-dimensional B-spline is defined as the tensor
product of d+ 1 unidimensional B-splines Bpi (x)
.
= Bpi1(x1)× · · · ×B
p
id+1
(xd+1). Notice
that a Greville abscissa in the case of a multidimensional spline reads xi = (xi1 , ..., xid+1).
We define the space of splines Vh
.
= span{Bpi (x) : i ∈ Nh}. We use the notation
ϕi ≡ Bpi . The order is omitted since it is assumed to be fixed. Thus, every spline vh ∈ Vh
can be written as vh =
∑
i∈Nh ϕivi. Furthermore, we define the following sets of indices,
which are useful for the definition of the forthcoming schemes. The set of neighbors of i
is defined as N ih
.
= {j ∈ Nh : |i− j|∞ ≤ 1}. We define as Sih
.
= {j ∈ Nh : |i− j|∞ ≤ p}
the set of indices whose associated shape functions intersect with the support of ϕi.
Figure 3.1: Representation of the basis functions of V 2h in one dimen-
sion, with its associated Greville abscissae.
We use standard notation for Sobolev spaces. The L2(ω) scalar product is denoted
by (·, ·)ω for ω ⊂ Ω. However, we omit the subscript for ω ≡ Ω. The L2(Ω) norm is
denoted by ‖ · ‖.
3.2.3 Discrete problem
The weak form of (3.1) using the Galerkin method reads: find uh ∈ Vh such that
uh(x, t) = uh(x, t) on ∂Ω× (0, T ], uh(x, 0) = u0h(x) on Ω× {0}, and
(∂tuh, vh) + (v ·∇uh, vh) + µ(∇uh,∇vh) = (g, vh), ∀vh ∈ Vh, (3.2)
where uh(t) and u0h are projections of u(t) and u0 to Vh, respectively, such that the local
DMP is satisfied (see Def. 3.2.2). Furthermore, we can rewrite the previous discrete prob-
lem in matrix form as Kijuj = Fi, where Kij
.
= (∂tϕj , ϕi)+(v ·∇ϕj , ϕi)+µ(∇ϕj ,∇ϕi),
and Fi
.
= (g, ϕi) for i, j ∈ Nh. Notice that we have not applied the boundary conditions
yet. To apply boundary conditions the space of test functions is restricted to vh ∈ Vh0,
and the force vector is redefined as Fi
.
= (g, ϕi)−(∂tuh, ϕi)−(v ·∇uh, ϕi)−µ(∇uh,∇ϕi).
3.2.4 Monotonicity properties
In this section we define all the properties that we demand our scheme to fulfill. In this
case, since we are using a space–time discretization, it becomes more useful to define
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these properties in a space–time sense. This means that the variation of uh in the
temporal direction will also be taken into account to define an extremum. Hence, we
define the concept of a local discrete extremum as follows.
Definition 3.2.1 (Local Discrete Extremum). The function uh ∈ Vh has a local discrete
minimum (resp. maximum) on i ∈ Nh, if ui ≤ uj (resp. ui ≥ uj) ∀j ∈ N ih.
For problems that satisfy a maximum principle, e.g., problem (3.2) with g = 0, it is
also important to define the concepts of local and global space–time DMP. The latter
is a slightly weaker property than the former, but it is more useful for the discussion in
this chapter. A local DMP is a stronger property because it implies that no oscillations
can appear, while the global DMP only implies that the global extrema are located at
the boundary conditions.
Definition 3.2.2 (Local space–time DMP). A solution uh ∈ Vh satisfies the local discrete
maximum principle if for every i ∈ Nh
min
j∈N ih\{i}
uj ≤ ui ≤ max
j∈N ih\{i}
uj .
Definition 3.2.3 (Global space–time DMP). A solution uh ∈ Vh satisfies the global
discrete maximum principle if the global extrema are located at boundary conditions, i.e.,
for every i ∈ Nh
min
 min
x∈∂Ω,
t∈[0,T )
uh(x, t), min
x∈Ω
uh0(x)
 ≤ ui ≤ max
 max
x∈∂Ω,
t∈[0,T )
uh(x, t), max
x∈Ω
uh0(x)
 .
Finally, let us recall the definition of linearity-preservation, which is a desired prop-
erty to achieve high-order convergence in smooth regions (see [66]).
Definition 3.2.4 (Linearity-preservation). A stabilization term, Bij(uh), is said to be
linearity-preserving if, for a solution that is linear in all directions in the neighborhood of
xi, then the stabilization term becomes null, i.e., Bij(uh) = 0 if uh(x) ∈ P1(Ωi) where
Ωi is the convex hull defined by the set of neighboring Greville abscissae {xj}j∈Nkh , k∈Sih.
3.3 Lipschitz-continuous nonlinear stabilization
In this section we define a nonlinear stabilization operator, Bh(wh;uh, vh), to be added
to the discrete problem (3.2), such that it satisfies at least the global DMP in Def. 3.2.3.
Let us define Bij(uh)
.
= Bh(uh;ϕj , ϕi). We also enforce that, for any uh ∈ Vh, Bij(uh)
1. has compact support: Bij(uh) = 0 if j 6∈ Sih,
2. is symmetric: Bij(uh) = Bji(uh),
3. is conservative:
∑
j∈Sih\{i}Bij(uh) = −Bii(uh).
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In order to achieve these requirements, we recall the stabilization term in chapter 2,
which is defined as
Bh(wh;uh, vh)
.
=
∑
i∈Nh
∑
j∈Sih
νij(wh)viuj`(i, j), (3.3)
for any wh, uh, vh ∈ Vh. Here, ` is the graph-Laplacian operator defined as `(i, j) =
2δij − 1 (see Chapter 2 or [39]), and νij(wh) is the artificial diffusion defined as
νij(wh)
.
= max{αi(wh)Kij , 0, αj(wh)Kji} for j ∈ Sih\{i}, (3.4)
νii(wh)
.
=
∑
j∈Sih\{i}
νij(wh).
We denote by α(wh) the shock detector used for computing the artificial diffusion pa-
rameter. The idea behind the definition of this detector is to ensure that the global DMP
defined in Def. 3.2.3 is satisfied using a minimal amount of artificial diffusion, i.e., the
lower admissible value of νij . A shock detector must be a positive real number, which
takes value 1 when uh(xi) is an inadmissible value of uh (i.e., local discrete extremum)
and smaller than 1 otherwise; to have linearity preservation (see Def. 3.2.4), it must be
equal to 0 for uh ∈ P1(Ω× (0, T ]). In this section, we propose an isotropic approach for
αi(wh), which consists in using the shock detector in the previous chapter (see Sect. 2.3)
in all directions (including time).
Figure 3.2: Representation of the polytope Qi in two dimensions, the
symmetric node xsymij of xj with respect to xi, xa and xb.
In order to introduce the shock detector, let us recall some useful notation from the
previous chapter. Let rij = xj − xi be the vector pointing from Greville abscissae xi
to xj with i, j ∈ Nh and rˆij .= rij|rij | . Let us take the set of Greville abscissae xj for
j ∈ N ih\{i} as vertices of a polytope in d + 1 dimensions. In particular, let us name
this polytope Qi. Let xsymij be the point at the intersection between ∂Qi and the line
that passes through xi and xj that is not xj (see Fig. 3.2). The set of all x
sym
ij for all
j ∈ N ih\{i} is represented with N i,symh . We define rsymij
.
= xsymij − xi. Given xsymij in
two dimensions, let as call a and b the indices of the vertices such that they define the
edge in ∂Qi that contains xsymij . We define usymj as the linear interpolation of ua and
ub at xij , i.e. u
sym
ij
.
= ua
xb−xsymij
xb−xa + ub
xsymij −xa
xb−xa . For higher dimensions, u
sym
ij is defined
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analogously. Given the facet of ∂Qi where xsymij lies, usymij is the linear interpolation at
xsymij of the control points whose Greville abscissae are at the same facet.
Notice that it is essential to use Greville abscissae since they satisfy that for a linear
function uh ∈ P1, uh(xi) = ui. Therefore, one can construct easily linear approximations
of the unknown gradients that are exact for uh ∈ P1. Furthermore, one can define the
jump and the mean of a linear approximation of the unknown gradient at Greville abscissa
xi in direction rij as
J∇uhKij .= uj − ui|rij | + u
sym
j − ui
|rsymij |
,
{ |∇uh · rˆij |} ij
.
=
1
2
(
|uj − ui|
|rij | +
|usymj − ui|
|rsymij |
)
.
In this chapter we will use the same shock detector developed in Chapter 2, which reads
αi(uh)
.
=


∣∣∣∑j∈N ih J∇uhKij∣∣∣∑
j∈N ih 2 { |∇uh · rˆij |} ij
q if ∑j∈N ih { |∇ · rˆij |} ij 6= 0
0 otherwise
. (3.5)
From Lm. 2.3.1 we know that (3.5) is valued between 0 and 1, and it is only equal to
one if uh(xi) is a local discrete extremum (in a space–time sense as in Def. 3.2.1). Since
the linear approximations of the unknown gradients are exact for uh ∈ P1, the shock
detector vanishes when the solution is linear in all dimensions (including time). This
result follows directly from Th. 2.4.5.
Supplementing the discrete problem (3.2) with the above stabilization term, the
stabilized problem reads: Find uh ∈ Vh such that uh = uh on ∂Ω, uh = u0h at t = 0,
and
(∂tuh, vh) + (v ·∇uh, vh) + µ(∇uh,∇vh) +Bh(uh;uh, vh) = (g, vh), ∀vh ∈ Vh, (3.6)
which in turn can be expressed in matrix form as
K˜ij(uh)uj = Fi, (3.7)
where K˜ij(uh)
.
= Kij + Bij(uh) for i, j ∈ Nh.
Theorem 3.3.1 (DMP). The solution of the discrete problem (3.7) using the shock
detector (3.5) satisfies the global DMP in Def. 3.2.3 if g = 0 and, for every control point
i ∈ Nh such that ui is a local discrete extremum, it holds:
K˜ij(uh) ≤ 0, ∀ j ∈ Sih\{i},
∑
j∈Sih
K˜ij(uh) = 0. (3.8)
Moreover, the resulting scheme is linearity-preserving as defined in Def. 3.2.4, i.e.
Bij(uh) = 0 for uh ∈ P1.
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Proof. Let us assume that ui is a discrete maximum. Then, (3.7), for g = 0 and before
applying boundary conditions, reads∑
j∈Sih
K˜ij(uh)uj = 0.
Therefore, ui can be computed as
ui =
∑
j∈Sih\{i} K˜ij(uh)uj
K˜ii(uh)
.
Since ui is an extremum, which implies αi = 1, the stabilization term ensures (3.8) by
construction. Hence, the coefficients that multiply uj are in [0, 1], and the sum of all
these coefficients add up to one. Therefore, ui is a convex combination of its neighbors
(including boundary conditions u). Since ui is a maximum and a convex combination of
its neighbors, then uk = ui for some k ∈ Sih. In that case, we can write
ui =
K˜ik(uh)uk
K˜ii(uh)
+
∑
j∈Sih\{i,k} K˜ij(uh)uj
K˜ii(uh)
.
Since uk = ui, (
1− K˜ik(uh)
K˜ii(uh)
)
ui =
∑
j∈Sih\{i,k} K˜ij(uh)uj
K˜ii(uh)
.
Therefore, it can also be proved that ui is a convex combination of all its neighbors but
uk,
ui =
∑
j∈Sih\{i,k} K˜ij(uh)uj(
1− K˜ik(uh)
K˜ii(uh)
)
K˜ii(uh)
=
∑
j∈Sih\{i,k} K˜ij(uh)uj
K˜ii(uh)− K˜ik(uh)
.
Proceeding analogously, one can also prove that uk is a convex combination of all its
neighbors but ui. Hence, we know that the value of ui = uk is bounded by all their
neighbors. At this point, the same reasoning can be applied to any of their neighbors.
Thus, by induction, we know that extrema at any control point are bounded by the
boundary conditions. Thus, the global DMP is satisfied.
From Th. 2.4.5, αj = 0 for any j ∈ Sih if uh ∈ P1(Ωi) where Ωi is the convex hull
defined by the set of neighboring Greville abscissae {xj}j∈Nkh , k∈Sih . By definition, the
stabilization term also vanishes if αj = 0 for j ∈ Sih (see (3.3) and (3.4)). Therefore, the
scheme is linearity-preserving as defined in Def. 3.2.4.
Theorem 3.3.2. The diffusion defined in (3.4) introduces the minimal amount of arti-
ficial dissipation such that condition (3.8) is satisfied when q →∞.
Proof. The proof follows the same lines as Th. 2.4.4. We do not include it for the sake
of conciseness.
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Finally, we proof Lipschitz continuity of the stabilization term. In this particular
case, the proof follows the same reasoning as in Th. 2.6.1. Let us recall the definition of
the semi-norm generated by the graph-Laplatian required to show Lipschitz continuity,
|w|` .=
√√√√1
2
∑
i∈Nh
∑
j∈Sih
(wi − wj)2.
In addition, we will also need the L2(Ω) norm denoted as ‖ · ‖ and the L∞(Ω) expressed
as ‖ · ‖∞. We do not include all details for the sake of conciseness and refer the reader
to the previously cited work.
Theorem 3.3.3. Let V admh ⊂ Vh be the subspace of functions that satisfy the global DMP
in Def. 3.2.3, then B(·) with the shock detector (3.5) is Lipschitz continuous in V admh for
uh ∈ Vh and bounded q, since
(B(u)− B(v), z) ≤ Cq(hd + ‖v‖∞hd−1δt+ µhd−2δt)|u− v|`|z|`
is satisfied.
Proof. The proof is analogous to the one in Th. 2.6.1. The only difference arises from
the bound for
Kij = (∂tϕj , ϕi) + (v ·∇ϕj , ϕi) + µ(∇ϕj ,∇ϕi).
In this case, using Cauchy–Schwarz inequality, the inverse inequality ‖∇vh‖ ≤ Ch−1‖vh‖
for vh ∈ Vh, and ‖ϕi‖ ≤ Chd/2, we get
Kij ≤ ‖∂tϕj‖‖ϕi‖+ ‖v‖∞‖∇ϕj‖‖ϕi‖+ µ‖∇ϕj‖‖∇ϕi‖
≤ C1hd + ‖v‖∞C2hd−1δt+ µC3hd−2δt,
where d is the number of spatial dimensions, h is the distance between knots for the
spatial directions and δt is the distance between knots for the time direction.
Notice that whereas C is uniform with respect to the mesh size, it can depend on
the polynomial order of the discretization.
3.4 Time partitioned scheme
Hitherto, we have only considered the solution of the whole space-time problem at once.
In order to substantially reduce the computational cost, we propose the division of the
time integration in several time subdomains, considering the proposed space-time for-
mulation at every subdomain. Namely, the problem (3.1) set in Ω × (0, T ], will be
decomposed in Ω× (tl, tl+1] for 0 ≤ l ≤ nt − 1, with t0 = 0 and tnt = T . We define the
length of the subdomain as ∆t .= tl+1 − tl, and restrict its possible values to ∆t = n p δt
for some n ∈ N, where p is the order of the spline space, and δt is the distance between
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knots in the temporal direction. Notice that we are only using discretizations formed
from the tensor product of discretizations in 1D. Therefore, with the particular choice of
∆t, tl will always be the temporal coordinate of a layer of knots. Hence, performing this
kind of partitions is straightforward. Other partitions might be considered, however we
choose the previous one because it is particularly simple to use it in our implementation.
The approximation space of splines for every subdomain is obtained as follows. Given
the complete domain Ω × (0, T ], we discretize it as described in Sect. 3.2.2, resulting
in a spline space Vh. Then in order to reduce the coupling between partitions, we
insert p knots at tl. The resulting spaces at each subdomain, say V lh, are fully decoupled.
However, due to causality in time there exists a sequential coupling between subdomains,
i.e. the information travels in the positive direction. In other words, the solution at
subdomain l will affect the solution at l+ 1, but not the opposite. Therefore, we impose
that the initial conditions at subdomain l+ 1 are equal to the solution at the final time
of subdomain l, i.e. ul+1h (tl)
.
= ulh(tl). After imposing this restriction, the complete
approximation space, V˜h, is C0, and coupled sequentially. Hence, each subdomain can
be solved sequentially, and thus the computational cost is significantly reduced.
The partitioned space–time scheme with nonlinear stabilization reads as follows.
For l = 1, ..., nt; find ulh ∈ V lh such that ulh = uh on ∂Ω, ulh(x, tl) = ul−1h (x, tl) with
u0h(x, t0) = u0h, and
(∂tu
l
h, vh) + (v ·∇ulh, vh) + µ(∇ulh,∇vh) +Bh(ulh;ulh, vh) = (g, vh), ∀vh ∈ V lh, (3.9)
Due to the partition uh will only be piecewise continuous in time. Let us proof now
that the scheme still satisfies the global DMP.
Lemma 3.4.1. The solution of problem (3.9), using the shock detector defined in (3.5),
satisfies the global DMP (Def. 3.2.3) if g = 0 in Ω× (0, T ] and, for every control point
i ∈ Nh such that ui is a local discrete extremum, conditions (3.8) hold.
Proof. From Th. 3.3.1 it is easy to see that conditions (3.8) hold for the first subdomain.
Hence, the solution at the first subdomain at time t1, u1h(x, t1), is bounded by the
initial and boundary conditions. Since u1h(x, t1) are the initial conditions for the second
subdomain, then again from Th. 3.3.1 it is known that the solution in the second
subdomain is bounded by u1h(x, t1), and thus by the initial and boundary conditions.
Therefore, by induction, we conclude that the global DMP is satisfied in the whole
domain.
3.5 Differentiable stabilization
In this section, we introduce a different version of the previous operators. As exposed
in [4, 5], the regularization of all non-differentiable operators in the stabilization term
improves the nonlinear convergence, and allows us to use Newton’s method. We use the
same strategy introduced in Chapter 2. Then, the shock detector reads
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αεh,i(uh)
.
=
Z

∣∣∣∑j∈N ih J∇uhKij∣∣∣1,εh + γh∑
j∈N ih 2
{
|∇uh · rˆij |2,εh
}
ij
+ γh


q
, (3.10)
where γh > 0 is a parameter to prevent division by zero, and the regularized absolute
values by
|x|1,εh =
√
x2 + εh, |x|2,εh =
x2√
x2 + εh
.
Notice that |x|2,εh ≤ |x| ≤ |x|1,εh . With this regularization, the quotient in the shock
detector might become greater than one, thus we need to smoothly limit its value to one.
To this end we recall Z (x), which reads
Z (x)
.
=
{
2x4 − 5x3 + 3x2 + x x < 1
1 x ≥ 1 ,
and clearly is twice differentiable and bounded above by 1. The differentiable version
still satisfies the requirements for a shock detector, i.e., it is a real value in [0, 1] and it
is equal to 1 if ui is a local extrema. This result follows directly from Lm. 2.7.1.
Furthermore, for the definition of the artificial diffusion we need to regularize the
maximum function. We choose again the same strategy as in the previous chapter, and
define max σh{·, ·} as
max σh{x, y} .=
|x− y|1,σh
2
+
x+ y
2
.
Finally, we can define the twice differentiable artificial diffusion parameter as
ν˜ij(wh)
.
=

max σh {max σh {αεh,i(wh)Kij , αεh,j(wh)Kji} , 0} for j 6= i∑
j∈Sih\{i}
ν˜ij(wh)
,
and the stabilization operator reads
B˜h(wh;uh, vh)
.
=
∑
i∈Nh
∑
j∈Sih
ν˜ij(wh)viuj`(i, j).
In order to obtain a differentiable operator, we have added a set of regularizations
that rely on different parameters, e.g., σh, εh, γh. Giving a proper scaling of these
parameters is essential to recover theoretic convergence rates. In particular, we use the
following relations
σh = σ|v|2L2(d−3)h2(p+1), εh = εL−4h2, γh = L−1γ,
where d is the spatial dimension of the problem, L is a characteristic length, and σ, ε,
and γ are of the order of the unknown.
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3.6 Numerical experiments
In this section we present some numerical experiments showing the behavior of the
scheme previously introduced. First, a convergence analysis is performed in order to
assess the correctness of the proposed scheme and its implementation. Then, we as-
sess the performance of the proposed stabilization method for high-order discretizations,
including a brief analysis of the effect of the regularization.
3.6.1 1D Transient Diffusion
The purpose of this test is assessing the partitioned time integration scheme in Sect. 3.4.
To this end, we solve the following problem for t ∈ (0, 1] and x ∈ Ω .= (0, 1),{
∂tu+ ∂xxu = f in Ω× (0, 1]
u = 0 at ∂Ω
, (3.11)
where f .= 2(6x2 − 6x + 1)(t(t − 1))2 + 2t(t − 1)(2t − 1)(x(x − 1))2. This problem has
u = (x(x− 1))2 (t(t− 1))2 as exact solution. We perform a convergence analysis where
the mesh is successively refined in the time direction for first, second, and third order
discretizations. In particular, the distance between knots in the temporal direction is
refined as δt = {0.2, 0.1, 0.05, 0.025, 0.0125} for the first order discretization. In spatial
directions, the distance is small enough (h = 1/400) to prevent that spatial discretization
errors affect the analysis. Second and third order discretizations are obtained using the
following k-refinement (see [29] for more details). We refine the discretization such that
the number of control points increase at the same rate as a Lagrangian FE discretization
does when its order is increased. Fig. 3.3 shows the result of k-refinements to p = 2 and
p = 3 discretizations, for an interior subset of the discretization. Henceforth, we will use
this kind of k-refinement in order to increase the discretization order.
Figure 3.3: Second and third order discretizations obtained from the
k-refinement of an initial first order discretization. Notice that shape
functions are depicted for interior knots, at boundary knots shape func-
tions become interpolatory, see Fig. 3.1.
We measure the relative L2 norm and H1 semi-norm of error in the whole space–
time domain, and compute the resulting convergence rate. Errors in L2 norm and H1
semi-norm are depicted in Fig. 3.4 (a) and (b), respectively. In Table 3.1 the measured
convergence rates are shown for the original non-partitioned scheme and the proposed in
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Figure 3.4: Convergence in time results for problem (3.11), using stan-
dard and partitioned space-time schemes.
Sect. 3.4. We observe a slight increase in the error for the partitioned scheme. However,
the obtained results show optimal convergence rates for both schemes introduced above.
Table 3.1: Measured convergence rates in L2 norm and H1 semi-norm,
for problem (3.11).
Order Method L2 convergence H1 convergence
1 p-ST -1.98 -0.98
1 ST -2.04 -0.96
2 p-ST -3.03 -2.00
2 ST -3.00 -2.01
3 p-ST -3.99 -3.00
3 ST -3.99 -2.99
p-ST: Partitioned space-time, ST: space-time.
3.6.2 Steady convection
In this experiment we assess the convergence of the stabilized schemes introduced in Sect.
3.5. We use a steady pure convection problem with a non-monotonic smooth solution.
In particular, we solve the following problem for x ∈ Ω .= [0, 1]2,{
v ·∇u = 0 in Ω
u = uD at Γin
, (3.12)
where uD = sin
(
2pi
(
x− ytan θ
))
, v = (cos θ, sin θ), and θ = pi/3. The analytical solution
of the above problem reads u = sin
(
2pi
(
x− ytanpi/3
))
. The convergence analysis is
performed for first, second, and third order discretizations, i.e. p = {1, 2, 3}. We use a
standard nonlinear solver (see [5] for details), with a nonlinear tolerance u
k+1−uk
uk
< 10−6.
The following stabilization parameters have been used: q = 10, ε = 10−5, σ = 10−6,
γ = 10−10. The selection of these parameters is based on the outcome of previous works
[4, 5] and Sect. 3.6.3.
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Convergence plots are shown in Fig. 3.5 and the corresponding convergence rates in
Table 3.2. As expected, it is observed that the scheme recovers second order convergence
in the L2 error norm and first in the H1 error semi-norm. It is known that the stabilized
scheme should recover second order convergence for p = 1. However, due to peak clipping
errors, higher convergence rates are not expected even if a higher order discretization
is used [58]. In any case, we do observe that the error diminishes as the discretization
order is increased using the k-refinement previously defined.
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0
log10 1/∆x
−3.5
−3.0
−2.5
−2.0
−1.5
lo
g 1
0
‖u
−
u
h
‖ L
2
/‖
u
h
‖ L
2
1
2
1st order
2nd order
3rd order
(a) Relative L2 norm of the error.
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0
log10 1/∆x
−1.0
−0.8
−0.6
−0.4
−0.2
0.0
0.2
lo
g 1
0
|u
−
u
h
| H
1
/|u
h
| H
1
1
1
1st order
2nd order
3rd order
(b) Relative H1 semi-norm of the error.
Figure 3.5: Convergence in space results for problem (3.12).
Table 3.2: Measured convergence rates in L2 andH1 norms, for problem
(3.12).
Order L2 convergence H1 convergence
1 1.77 0.88
2 1.85 0.96
3 1.86 0.99
3.6.3 Nonlinear convergence
In the current test, we aim to briefly analyze the effect of the stabilization parameters
on the nonlinear convergence of the method. To this end, we solve the following 1D pure
convection problem with discontinuous initial conditions.
∂tu+ v ·∇u = 0 in Ω× [0, T )
u = u0 at t = 0
u = uD at ∂Ω
, (3.13)
where v .= 1, Ω .= (0, 1], T = 0.5, and u0
.
= 1−H0(x−0.25), where H0 is the well-known
zero-centered Heaviside function. First and second discretization orders are used in a
coarse mesh of 25× 25 control points. To obtain the second order mesh, we perform the
k-refinement as in the previous experiment.
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We refer the reader to [4, 5] for a deeper analysis on the effect of each regular-
ization parameter. Therein, the same family of shock detectors is used in the con-
text of first order cG and dG Lagrangian FEs. In this chapter, we analyze the effect
of the regularization globally using a fixed relation between the different parameters.
In particular, we use the following parameters: γ = 10−10, σ = ζ, ε = ζ2, where
ζ = {10−1, 10−2, 10−3, 10−4}. Furthermore, the effect is also compared as q is incre-
mented, particularly for q = {1, 2, 5, 10}. In addition, the non-regularized version is also
used to show the improvement in the nonlinear convergence. The relaxed Picard and
hybrid nonlinear solvers presented in [5] are used, and the nonlinear tolerance is set to
10−5.
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Figure 3.6: Effect of the regularization parameters for first order dis-
cretizations. The numbers in legends are the number of nonlinear itera-
tions performed. First number is for relaxed Picard and the next for hy-
brid scheme, both for the regularized stabilization. The number in brack-
ets is the number of iterations required to converge the non-differentiable
method using relaxed Picard scheme.
Fig. 3.6 and 3.7 show the results for first and second order discretizations, respec-
tively. In general terms, as q is increased or ζ is decreased, sharper solutions are observed.
However, nonlinear iterations increase. As expected, the hybrid method outperforms the
relaxed Picard method. Even though it requires more nonlinear iterations, the non-
regularized detector might be a simpler (parameter-free) alternative to the regularized
one. Finally, it is worth mentioning that a slight increase in the required number of
iterations is observed as the discretization order is increased. However, the obtained
results are more accurate, i.e., the discontinuity becomes sharper.
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Figure 3.7: Effect of the regularization parameters for second order
discretization. The numbers in legends are the number of nonlinear iter-
ations performed. First number is for relaxed Picard and the next for hy-
brid scheme, both for the regularized stabilization. The number in brack-
ets is the number of iterations required to converge the non-differentiable
method using relaxed Picard scheme.
3.6.4 1D Sharp layer propagation
The performance of the stabilization schemes is analyzed as the discretization order is
increased. To this end, we use again the previous problem (3.13). The regularization
parameters are kept fixed, while the discretization is modified both in terms of the order
of accuracy and the number of control points.
We use a nonlinear tolerance of 10−5. The regularization parameters used are q = 10,
ε = 10−8, σ = 10−6, and γ = 10−10. With this setting, we solve the above problem using
a discretization that keeps the number of control points fixed as the order is increased,
and another one using the k-refinement defined in the previous experiment. For the
former, we use a discretization of 120 by 60 control points. For the latter, we start with
a first order discretization of 120 by 60 control points and refine as previously explained.
In Fig. 3.8(a) the solution at t = 0.5 is shown for different orders and fixed number
of control points, and using the k-refinement in Fig. 3.8(b). We observe that for non-
smooth solutions, fixing the number of control points and increasing the order does not
improve the results. This is a consequence of the underlying discretization properties.
The support of the shape functions becomes larger as the order is increased. Therefore,
nonsmooth solutions become slightly more smeared. In the case of Fig. 3.8(b), as ex-
pected, we observe better approximations as the order is increased using the k-refinement.
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Hence, better results might be expected as the order is increased for problems that com-
bine discontinuities and smooth profiles.
In Fig. 3.9, similar results are shown when using the time integration scheme pro-
posed in Sect. 3.4. A small degradation of the results can be seen in Fig. 3.9(a) as we
increase the discretization order. In a similar trend, we observe less improvement in Fig.
3.9(b) than in Fig. 3.8(b). We attribute this degradation to the time partitions, which
becomes more evident as the subdomains are smaller. In particular, at the boundary of
each partition the method might slightly increase the amount of diffusion introduced. At
these boundaries, the shock detector rely on a smaller domain to determine if the DMP
is satisfied. Therefore, it is more likely to introduce more diffusion. On the other hand,
the partition itself modifies the scheme introducing some error as shown in Sect. 3.6.1.
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(a) Solutions increasing the order while keep-
ing fixed the number of control points.
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(b) Solution increasing the order using the k-
refinement process described above.
Figure 3.8: Solution of problem (3.13) at t = 0.5 for first to fourth order
discretizations.
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(a) Solution using fixed number of control
points, and time integration defined in Sect.
3.4 with 5 partitions.
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(b) Solution using k-refinement, and time in-
tegration defined in Sect. 3.4 with 5 partitions.
Figure 3.9: Solution of problem (3.13) at t = 0.5 for first to fourth order
discretizations.
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3.6.5 Boundary layer
In this section the effect of the discretization order in a convection–diffusion problem is
analyzed. To this end, we solve a problem with the propagation of a sharp layer and a
boundary layer. In particular, we solve for Ω .= [0, 1]2{
−10−4∆u+ v ·∇u = 0 in Ω
u = uD at ∂Ω
, (3.14)
where v = (cos θ, sin θ), θ = −pi/3, and the boundary conditions are defined as
uD =
{
1
2 +
1
pi arctan
(
10−4 (y − 5/6)) if y = 0
0 otherwise
.
For this test, we use the following settings: a nonlinear tolerance of 10−8, q = 2,
ε = 10−8, σ = 10−6, and γ = 10−10. In Fig. 3.10(a), the solution for p = 4 is depicted.
The converged solution does not exhibit any oscillation. Very sharp layers are obtained
for this parameter setting. In Fig. 3.10(b), we show the profile of the solution at y = 0.1
for different orders. In this case, we start with a discretization of 50 control points
per direction. Then, we increase the order using the k-refinement used previously. As
previously observed for transient problems, we observe an improvement of the solution
as the order is increased.
(a) 3D representation of the solution.
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(b) Profiles at y = 0.1.
Figure 3.10: Solution of problem (3.14) using scheme (3.6), and different
discretization orders.
3.6.6 Three Body rotation
Finally, we solve the transient pure convection problem (3.13) in Ω×(0, 1] for Ω = [0, 1]2,
with v = (−2pi(y−0.5), 2pi(x−0.5)). Initial conditions are given in [56]. Its interpolation
in a first order 200× 200 control point mesh is depicted in Fig. 3.11(a). The analytical
solution of this problem is simply the translation of the profiles in the direction of the
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convection. In particular, for t = 1, one revolution is completed and the solution is
equal to the initial conditions. The purpose of this test is to evaluate how diffusive is
the proposed scheme. We perform this evaluation evolving the solution until t = 1 and
comparing the results with the initial conditions.
The solution is computed using scheme (3.6) in combination with the shock detector
in (3.10). We use the following parameters for the stabilization: q = 10, σ = 10−6,
ε = 10−8, and γ = 10−10. Different meshes, time partitions, and discretization orders
are used in this experiment. We start with a linear discretization of 100 × 100 control
points in space, and 500 in time divided in 125 subdomains. Then, we increase the
discretization order to p = 2 using the k-refinement. In order to compare first and
second order discretizations, but using a similar number of control points we use a
discretization with 200 × 200 control points in space, and 1000 in time divided in 250
subdomains. Finally, we assess the effect of the partitions in the temporal direction.
We compare the previous discretization of 100 × 100 × 500 control points divided in
125 subdomains, with the same discretization divided in 250 subdomains. We do the
same comparison for the second order discretization using 125 subdomains and when it
is divided in 250 subdomains.
(a) Initial conditions of the 3 body rotation.
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Figure 3.11: Three body rotation test initial conditions.
Fig. 3.13 shows the solutions for 100 × 100 meshes, and 125 subdomains in time,
whereas Fig. 3.14 show the ones for 250 subdomains. In both cases, a great improvement
can be observed as we increase the discretization order. However, the computational cost
is also increased. It is interesting to compare the solutions for first and second order dis-
cretizations using meshes with similar amount of control points, namely solutions at
Fig. 3.12 and 3.13(b). For this particular problem, using a higher order discretization
with similar number of control points does not improve the solution, which it is actu-
ally slightly more diffusive for p = 2. It is also worth mentioning that increasing the
discretization order does not modify the behavior of the solution in terms of clipping or
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terracing. Comparing Figs. 3.14(a) and 3.13(a), we observe that the scheme becomes
more dissipative as the number of partitions is increased. This is even clearer in Fig.
3.15, where the profile of the solution at s .= {(x, y) : √(x− 0.5)2 + (y − 0.5)2 = 0.25}
is depicted.
(a) 3D view.
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Figure 3.12: Three body rotation test results at t = 1 using scheme
(3.6), q = 10, σ = 10−6, ε = 10−8, and γ = 10−10. A first order dis-
cretization of 200×200×1000 control points is used with 250 subdomains
in the temporal direction.
(a) Solution for a first order discretization. (b) Solution after one k-refinement.
Figure 3.13: Three body rotation test results at t = 1 using scheme
(3.6), q = 10, σ = 10−6, ε = 10−8, and γ = 10−10. A first order
discretization of 100 × 100 × 500 control points is used. The second
order discretization is obtained using k-refinement. 125 subdomains in
the temporal direction have been used.
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(a) Solution for first order discretization. (b) Solution after one k-refinement.
Figure 3.14: Three body rotation test results at t = 1 using scheme
(3.6), q = 10, σ = 10−6, ε = 10−8, and γ = 10−10. A first order
discretization of 100 × 100 × 500 control points is used. The second
order discretization is obtained using k-refinement. 250 subdomains in
the temporal direction have been used.
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(a) Solution for first order discretization.
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(b) Solution after one k-refinement.
Figure 3.15: Three body rotation test profiles for t = 1 at√
(x− 0.5)2 + (y − 0.5)2 = 0.25 using scheme (3.6), q = 10, σ = 10−6,
ε = 10−8, and γ = 10−10. A first order discretization of 100× 100× 500
control points is used. The second order discretization is obtained using
k-refinement. 125 and 250 subdomains in the temporal direction have
been used.
3.7 Conclusions
In this chapter an extension of the stabilization in Chapter 2 to isogeometric analysis
methods have been developed. The proposed method is unconditionally DMP preserving
for arbitrary high-order discretizations in space and time without any CFL-like condition.
Furthermore, it is shown to be linearity-preserving in a space–time sense. Moreover, the
regularized version is shown to yield better convergence behavior, especially when for
the hybrid Picard–Newton method.
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Moreover, the numerical experiments show that increasing the discretization order
yield much better solutions. However, as the order is increased the number of control
points and the computational cost is also increased. On the contrary, if the order is
increased while the number of control points is fixed, then similar or even slightly more
diffusive results are obtained for non-smooth solutions. Hence, for problems with re-
gions of smooth and non-smooth solutions a high-order is expected to outperform linear
discretizations with similar amount of control points. Furthermore, a method capable
of providing solutions that satisfy the DMP for high-order discretizations is of special
interest in hp-adaptive schemes, since the usage of first order discretizations in shocks is
not required.
In addition, a partitioned scheme that does not harm any monotonicity property
is presented. This scheme reduces significantly the computational cost of the original
space–time scheme. It is important to mention, that this partitioning slightly increases
the error. However, this approach allows finer meshes, and thus, in practice better
solutions can be obtained.

Chapter 4
Local bounds preserving FEs for
first order conservation laws
This chapter is focused on the design of nonlinear stabilization techniques for the finite
element approximation of the Euler equations in steady form and the implicit time inte-
gration of the transient form. A differentiable local bounds preserving method has been
developed, which combines a Rusanov artificial diffusion operator and a differentiable
shock detector. Nonlinear stabilization schemes are usually stiff and highly nonlinear.
We attempt to mitigate this issue by the differentiability properties of the proposed
method. Moreover, in order to further improve the nonlinear convergence, we also pro-
pose a continuation method for a subset of the stabilization parameters. The resulting
method has been successfully applied to steady and transient problems with complex
shock patterns. Numerical experiments show that it is able to provide sharp and well
resolved shocks. The importance of the differentiability is assessed by comparing the de-
veloped scheme with its non-differentiable counterpart. Numerical experiments suggest
that, up to moderate nonlinear tolerances, the method exhibits improved robustness and
nonlinear convergence behavior for steady problems. In the case of transient problem,
we also observe a reduction in the computational cost.
4.1 Introduction
The solution of many hyperbolic conservation laws satisfy a number of mathematical and
physics constraints. These can include for example maximum principles, positivity and
monotonicity preservation. A classical example are the Euler equations, where positivity
must be preserved for the density, internal energy, and therefore also the pressure. In
general, discretizations can yield non-physical solutions that violate these properties,
leading to nonlinear instabilities. This is a well known issue. In the context of explicit
finite volume schemes or dG FE methods, several stabilized schemes have already been
developed [27, 68, 91]. However, explicit time integrators need to resolve all time scales
for stability reasons. For some multiple-time-scale problems, this can often imply very
stringent stability conditions on the time-step size. If the fastest time scales are critical
to the dynamics, and therefore of scientific or engineering interest, then explicit time
integrators are well suited. On the contrary, implicit time integration is favored when
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the smallest time-scales are not relevant to the dynamics of interest. For example,
the ability to integrate accurately and efficiently for longer time-scale simulations can
be essential in some plasma physics applications [54]. Moreover, clearly explicit schemes
become inefficient for steady problems because one is forced to solve all the hydrodynamic
evolution until the steady state is reached. Therefor the design of implicit stabilized
schemes that preserve the previously mentioned structure continues to be an important
challenge.
In this chapter, we focus on implicit cG FE approximations of steady and transient
shock hydrodynamics problems. It is well known that the Galerkin method (without
any modification) is generally unstable for hyperbolic problems and yields solutions with
spurious oscillations. Therefore, FE schemes are usually supplemented with additional
artificial diffusion terms. Those terms are designed such that the resulting scheme satis-
fies the properties of the continuous problem. E.g., positive density and internal energy
or non-decreasing entropy.
Developing a discretization scheme able to preserve all the properties of the contin-
uous problem can be very challenging. This becomes especially complex for nonlinear
hyperbolic systems of equations. Only a few methods that preserve the continuous prob-
lem properties have been proposed. For example, for explicit finite difference and finite
volume methods, schemes in [35, 45, 46] are able to preserve these properties for Euler
and the p-system. Recently, Guermond and Popov [42] have extended these works to
explicit cG FE schemes, and it is applicable to any first order hyperbolic system with
bounded wave propagation speed. An alternative is to try to impose conditions based
on the diagonalization of the problem. Since it is a hyperbolic system of equations, then
there exist a set of characteristic variables for which the system can be diagonalized and
written as a set of independent transport problems. At this point, one can use techniques
developed for scalar problems. Hence, the stabilization methods are based on adapting
the scalar techniques for characteristic variables to the system written in the original set
of variables. Following this strategy, some progress has been recently made in stabilized
FE schemes by making use of flux corrected transport (FCT) algorithms [61, 70, 74, 75].
The schemes proposed therein are based in two main ingredients. On the one hand, a
diffusive term able to minimize or eliminate any oscillatory behavior. On the other hand,
a limiter, or shock detector, to modulate the stabilization term and restrict its action to
the vicinity of shocks.
Since we focus on fully implicit problems, it is important to consider the nonlinear
convergence behavior of these schemes. It is known that for certain limiter choices the
convergence of the nonlinear solver might be remarkably hard [57]. Recent progress
has been made in this direction for scalar convection–diffusion problems [4, 5, 16]. In
these studies, the authors are able to improve the nonlinear convergence by proposing
differentiable stabilization terms to improve convergence rates of the Newton’s iterative
nonlinear solver.
In the current chapter, we extend the differentiable nonlinear stabilization in Chapter
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2 to the Euler equations using the ideas from [61, 75] to define the artificial diffusion
operators for hyperbolic systems of equations. The new method is applied to the steady
and transient Euler equations, and its nonlinear convergence is assessed.
The remainder of this chapter is structured as follows. In Sect. 4.2 we present the
CG discretization for scalar convection and Euler equations. Sect. 4.3 is devoted to the
definition of the stabilization terms. We describe the nonlinear solvers used in Sect. 4.4.
Then, in Sect. 4.5 we present the numerical experiments performed. Finally, we draw
some conclusions in Sect. 4.6.
4.2 Preliminaries
In this section, we introduce the problem of interest and its FE discretization. At the end
of the section, we also revisit a few properties usually requested to numerical schemes
for solving hyperbolic problems.
4.2.1 Continuous problem
Let us consider an open bounded and connected domain, Ω ∈ Rd, where d is the number
of spatial dimensions. Let ∂Ω be the Lipschitz continuous boundary of Ω. A first order
hyperbolic problem can be written in conservative form as
∂tu−∇ · f(u) = g, in Ω× (0, T ],
uβ(x, t) = u¯β(x, t), on Γβin × (0, T ], β = 1, ...,m,
u(x, 0) = u0(x), x ∈ Ω,
(4.1)
where u = {uβ}mβ=1 are m ≥ 1 conserved variables, f is the physical flux, u¯β(x, t) are the
boundary values for the βth-component of u, u0(x) are the initial conditions, and g(x, t)
is a function defining the body forces. Note that the flux, f : Rm → Rm×d, is composed
as f = {f i}di=1, where f i : Rm → Rm is the flux in the ith spatial direction. We denote
by f ′ : Rm → Rm×m×d the flux Jacobian. Let n ∈ Rd be any direction vector. Since the
system is hyperbolic the flux Jacobian in any direction is diagonalizable and has only
real eigenvalues, i.e. f ′(u) · n = ∑di=1 f ′i(u)ni is diagonalizable with real eigenvalues,
say {λβ}mβ=1. These eigenvalues might have different multiplicities, and different signs.
Hence, for a given direction, n, each characteristic variable might be convected forward
(along n) or backwards (along −n). Therefore, it is convenient to define inflow and
outflow boundaries for each component. The inflow boundary for component β is defined
as Γβin
.
= {x ∈ ∂Ω : λβ(f ′(u) · n∂Ω) ≤ 0}, where n∂Ω is the unit outward normal
to the boundary, and λβ is the βth-eigenvalue of the flux Jacobian. We define the
outflow boundary as Γβout
.
= ∂Ω\Γβin. We refer the reader to [34, 43, 91] for a detailed
discussion on boundary conditions for hyperbolic problems. We will also consider the
steady counterpart of (4.1), which is obtained by dropping the time derivative term and
the initial conditions.
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Note that if m = 1, and f(u) .= vu with v a divergence-free convection field, we
recover the well known scalar convection problem. However, in this chapter we focus on
Euler equations for ideal gases, which are recovered by defining
u
.
=
 ρm
ρE
 , f .=
 mm⊗ v + pI
v(ρE + p)
 , and g .=
 0b
b · v + r
 ,
where ρ is the density, E is the total energy, p is the pressure, m = {m1, . . . ,md},
where mi = ρvi, is the momentum, v = {v1, . . . , vd} is the velocity, b = {b1, . . . , bd} are
the body forces, r is an energy source term per unit mass, and I an identity matrix of
dimension d. In addition, the system is equipped with the ideal gas equation of state
p = (γ − 1)ρı, where ı = E − 12‖v‖2 is the internal energy, and γ is the adiabatic index.
4.2.2 Discretization
Let Th be a conforming partition of Ω. The set of interpolation of the mesh Th is
represented with Nh. For every node i ∈ Nh, the node coordinates are represented with
xi. We denote by N = card(Nh) the total number of nodes. The set of nodes belonging
to a particular element K ∈ Th is defined as Nh(K) .= {i ∈ Nh : xi ∈ K}. Moreover,
Ωi is the macroelement composed by the union of elements that contain node i, i.e.,
Ωi
.
=
⋃
K∈Th, xi∈K K. To simplify the discussion below, we abuse notation and use i for
both the node and its associated index.
We restrict the discussion in this chapter to first order FEs and define the FE space
as follows. For simplicial meshes of Ω, we define V h
.
=
{
vh ∈ (C0(Ω))m : vh|K ∈
(P1(K))m ∀K ∈ Th
}
, where m is the number of components of u, and P1(Ω) is the
space of polynomials of total degree less than or equal to one. For d-cube partitions,
we define V h
.
=
{
vh ∈ (C0(Ω))m : vh|K ∈ (Q1(K))m, ∀K ∈ Th
}
, where Q1(K) is space
of polynomials of partial degree less than or equal to one. Furthermore, we define the
space V h0
.
= {vh ∈ V h : vh(x) = 0 ∀x ∈ Γin}. The functions vh ∈ V h can be
constructed as a linear combination of the basis {ϕβi }1≤β≤mi∈N˜h and nodal values vi, where
ϕβi = ϕi{δ1β, . . . , δmβ} is the shape function associated to the component β of node i,
and δαβ is the Kronecker delta. Thus, only component β of ϕ
β
i is different from zero,
which takes the value of the classical scalar shape function used in Lagrangian FE, ϕi.
Hence, vh =
∑
i∈N˜h, 1≤β≤mϕ
β
i v
β
i =
∑
i∈N˜h ϕivi.
We use standard notation for Sobolev spaces. The L2(ω) scalar product is denoted
by (·, ·)ω for ω ⊂ Ω. However, we omit the subscript for ω ≡ Ω. The L2 norm is denoted
by ‖ · ‖. Using this notation, the weak form of problem (4.1) reads as follows. Find
u ∈ L2(Ω) such that uβ = u¯β on Γβin × (0, T ] for β = 1, ...,m and
(∂tu,v) + (u,f
′(u) : ∇v)− (u,nΓout · f ′(u)v)Γout = (g,v), ∀v ∈ L20(Ω), (4.2)
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subject to appropriate initial conditions u(x, 0) = u0(x). Note that the double contrac-
tion is applied as f ′(u) : ∇v = ∑k,γ f ′k(u)βγ vγ,β .
In combination with the FE spaces described above for the spatial discretization
the method of lines is being applied. The solution is approximated using u ≈ uh =∑
i∈N˜h, 1≤β≤mϕ
β
i u
β
i =
∑
i∈N˜h ϕiui. In a similar manner, the fluxes are approximated as
f ≈ fh =
∑
i∈N˜h, 1≤β≤mϕ
β
i f(ui)
β =
∑
i∈N˜h ϕif(ui). For the sake of brevity, we use
Backward Euler (BE) for the temporal discretization. Higher order time discretizations
can be achieved using SSP RK methods (see [37]). In the latter case, a CFL-like condition
arises to ensure that monotonicity properties in Sect. 4.2.3 are satisfied [60, 67].
The semi-discrete Galerkin FE approximation of problem (4.2) reads: find uh ∈ V h
such that uβh = u¯
β
h on Γ
β
in, uh = u0h at t = 0, and
(∂tuh,vh) + (uh,f
′
h(uh) : ∇vh)− (uh,nΓout · f ′h(uh)vh)Γout = (g,vh), ∀vh ∈ V h0,
where uβh and u0h are admissible FE approximations of u
β and u0. In this context, we
consider admissible any approximation that satisfies the maximum principle, i.e. it does
not introduce new extrema. To obtain the fully discrete problem, we consider a partition
of the time domain (0, T ] into nts sub-intervals of length (tn, tn+1]. Then, at every time
step n = 0, . . . , nts − 1, the discrete problem consists in solving
MδtU
n+1 +KUn+1 = G,
where Un+1 .= [un+11 , ...,u
n+1
N ]
T is the vector of nodal values at time tn+1, δt(U)
.
=
∆t−1n+1(U
n+1 − Un), and ∆tn+1 .= (tn+1 − tn). The m × m-matrices relating nodes
i, j ∈ Nh are given by
Mβγij
.
= (ϕj , ϕi)δβγ ,
Kβγij
.
= (ϕjδβξ,f
′
k(u
n+1
j )
ξη · ∂kϕiδηγ)− (ϕjδβξ, nk · f ′k(un+1j )ξηϕiδηγ)Γout ,
Gβi
.
= (gβ, ϕi),
where Einstein summation applies, β, γ, ξ, η ∈ {1, . . . ,m} are the component indices,
and δβγ is the Kronecker delta.
4.2.3 Stabilization properties
In this section, we introduce some concepts required for discussing the stabilization
method presented in subsequent sections. In the case of hyperbolic systems of equations,
some stabilization methods are based on schemes developed for scalar equations. Let us
recall some definitions used for scalar problems.
Definition 4.2.1 (Local Discrete Extremum). The function vh ∈ Vh has a local discrete
minimum (resp. maximum) on i ∈ Nh if ui ≤ uj (resp. ui ≥ uj) ∀j ∈ Nh(Ωi).
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Definition 4.2.2 (Local DMP). A solution uh ∈ Vh satisfies the local discrete maximum
principle if for every i ∈ Nh
min
j∈Nh(Ωi)\{i}
uj ≤ ui ≤ max
j∈Nh(Ωi)\{i}
uj .
Definition 4.2.3 (LED). A scheme is local extremum diminishing if, for every ui that
is a local discrete maximum (resp. minimum),
dui
dt
≤ 0,
(
resp.
dui
dt
≥ 0
)
,
is satisfied.
One possible strategy to satisfy the above properties consist on designing a scheme
that yields a positive diagonal mass matrix and a stiffness matrix that satisfies∑
j
Aij = 0, and Aij ≤ 0 i 6= j. (4.3)
In this case, it is possible to rewrite the system as
mi
dui
dt
+
∑
j∈Nh(Ωi)\{i}
Aij(uj − ui) = 0, ∀ i ∈ Nh. (4.4)
As shown in [28] and [67], such a scheme satisfies the local DMP for steady problems
and it is also LED when applied to transient problems.
The extension of these properties to hyperbolic systems is based on analyzing them
in characteristic variables. Let us consider a one-dimensional linear hyperbolic system
with a constant Jacobian flux, f ′. In this particular case, the continuous system can be
diagonalized. Thus it is possible to discretize and solve for the characteristic variables.
For example, for the set of characteristics variables, sayW , the continuous system reads:
∂tW + Λ∂xW = 0, (4.5)
where Λ = diag(λ1, ..., λm) is a diagonal m by m matrix. At this point, one can see the
system as a set of independent scalar transport problems. Thus, it leads to a system
with diagonal blocks after discretizing it with FEs.
Assuming conditions (4.3) are satisfied for every component of problem (4.5), then
the scheme will be LED for each characteristic variable. Notice that this is equivalent
to forcing the original (coupled) FE approximation to have negative semi-definite off-
diagonal blocks. That is, the FE discretization of the problem in characteristic variables
reads
(ϕj , ϕi)∂tWj + Λ(∂xϕj , ϕi)Wj = 0. (4.6)
Since in this case it is a one dimensional linear problem, we can recover the original
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problem using the fact that W = R−1U , and f ′ = RΛR−1. Multiplying (4.6) at the left
by R,
(ϕj , ϕi)∂tRR
−1Uj +RΛ(∂xϕj , ϕi)R−1Uj = 0.
In this case, (∂xϕj , ϕi) is simply a scalar value. Hence, we are able to recover the original
(coupled) problem FE discretization.
(ϕj , ϕi)∂tUj + f
′(∂xϕj , ϕi)Uj = 0.
Thus, if f ′(∂xϕj , ϕi) is negative semi-definite for j 6= i, then the problem in characteristic
variables will satisfy conditions (4.3) for each variable.
In the case of more general multidimensional problems (e.g. Euler equations), this
would only imply that the scheme is LED for a certain set of local characteristic variables.
Furthermore, if the flux Jacobian f ′ is not linear, then even the definition of the matrix
Aij (relating nodes i and j) is not trivial. Let us recall the definition of these blocks for
Euler equations
Kij
.
= (ϕj ,f
′
k(uj) · ∂kϕi)− (ϕj , nk · f ′k(uj)ϕi)Γout = −f ′k(uj) · (∂kϕj , ϕi),
where we have undone integration by parts. It is easy to check that
∑
j(∂kϕj , ϕi) = 0.
Hence, we can write∑
j∈Nh(Ωi)
Kijuj =
∑
j∈Nh(Ωi)\{i}
−(∂kϕj , ϕi)(f ′k(uj) · uj − f ′k(ui) · ui).
As previously stated, it is not straightforward in the case of Euler equations to rewrite the
discrete problem in the form of (4.4). However, making use of special density-averaged
variables it is possible to rewrite the previous expression as∑
j∈Nh(Ωi)
Kijuj =
∑
j∈Nh(Ωi)\{i}
−f ′k(uij) · (∂kϕj , ϕi)(uj − ui),
where uij are the Roe mean values [82]. For an ideal gas, these are defined as
ρij =
√
ρiρj , mij =
mi
√
ρj +mj
√
ρi√
ρi +
√
ρj
, (ρE)ij =
1
2− γ
(
ρijHij − |mij |
2
2ρij
)
,
where Hij is the average enthalpy
Hij =
Hi
√
ρi +Hj
√
ρj√
ρi +
√
ρj
, and Hi = E − pi
ρi
.
Therefore, using this density-averaged variables it is possible to rewrite Euler problem
in the form of (4.4). Hence, if −f ′k(uij) · (∂kϕj , ϕi) has non-positive eigenvalues, then
the scheme will be LED for a certain set of local characteristic variables. Schemes
that satisfy this property are named local bounds preserving schemes in the literature
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[75]. This reasoning above motivated the definition of the LED principle for hyperbolic
systems of equations by Kuzmin [59] and coworkers. Adapted from this principle, we
define local bounds preserving schemes as follows.
Definition 4.2.4. The semi-discrete scheme∑
j
Mij∂tuj +
∑
j 6=i
Aij(uj − ui) = 0
is said to be local bounds preserving if M is diagonal with positive entries (i.e. Mij =
miδijIm×m), Aij has non-positive eigenvalues for every j 6= i, and
∑
j Aij = 0.
Unfortunately, to the best of our knowledge, satisfying this definition does not ensure
positivity of density, internal energy, or non-decreasing entropy. In any case, numerical
schemes based on this definition have shown good numerical behavior [59, 62, 70, 75].
Several stabilization strategies have been defined based on the previous ideas. One
of the most simple strategies consists on adding a scalar artificial diffusion term propor-
tional to the spectral radius of Aij [59, 73]. Sometimes, this strategy is named Rusanov
artificial diffusion, since for linear FEs in one dimension the scheme results in the Ru-
sanov Riemann solver [59, 91]. Without any special treatment, the resulting scheme is
only first order accurate. The key to recovering high-order convergence is to modulate
the action of the artificial diffusion term, and restrict its action to the vicinity of disconti-
nuities. We base our stabilization term in Rusanov artificial diffusion and a differentiable
shock detector recently developed for scalar problems in Chapters 2 and 3.
4.3 Nonlinear stabilization
As previously discussed, the Galerkin FE discretization yields oscillatory solutions in
regions around discontinuities. We supplement the original scheme with an artificial
diffusion term to stabilize it and mitigate these oscillations. The proposed stabilization
term is given by
Bh(wh;uh,vh)
.
=
∑
Ke∈Th
∑
i,j∈Nh(Ke)
1≤β,γ≤m
νeij(wh)`(i, j) v
β
i · δβγuγj , (4.7)
for any uh ∈ Vh and vh ∈ Vh0. Here, `(i, j) .= 2δij − 1 is a graph Laplacian operator
defined in Chapter 2, and νeij(wh) is the element-wise artificial diffusion defined as
νeij(wh)
.
= max
(
αi(wh)λ
max
ij ,αj(wh)λ
max
ji
)
, for j ∈ Nh(Ωi)\{i},
νeii(wh)
.
=
∑
j∈Nh(Ωi)\{i}
νeij(wh),
(4.8)
where λmaxij is the spectral radius of the elemental convection matrix relating nodes
i, j ∈ Nh, i.e. ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
. As previously introduced, this artificial diffusion
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term is based on Rusanov scalar diffusion [61]. It is important to mention that the
eigenvalues of these matrices can be easily computed as
λ1,..,d = vij · ceij , λd+1 = vij · ceij − c‖ceij‖, λd+2 = vij · ceij + c‖ceij‖ (4.9)
where
ceij = (∇ϕj , ϕi)Ke , and c =
√√√√(γ − 1)(Hij − ‖mij‖2
2ρ2ij
)
.
We denote by αi(wh) the shock detector used for modulating the action of the
artificial diffusion term. The idea behind the definition of this detector is minimizing
the amount of artificial diffusion introduced while stabilizing any oscillatory behavior.
In regions where the local DMP (see Def. 4.2.2) is not satisfied for any chosen set of
components, we ensure that Def. 4.2.4 is satisfied. αi(wh) must be a positive real
number which takes value 1 when uh(xi) is an inadmissible value of uh, and smaller
than 1 otherwise. To this end, we define
αi(uh)
.
= max{αi(uβh)}β∈C , (4.10)
where C is the set of components that are used to detect inadmissible values of uh,
e.g. density and total energy in the case of Euler equations. For simplicity, we restrict
ourselves to the components of uh. However, derived quantities such as the pressure or
internal energy can be also used.
In order to introduce the shock detector, let us recall some useful notation from
Chapter 2. Let rij = xj−xi be the vector pointing from node xi to xj with i, j ∈ Nh and
rˆij
.
=
rij
|rij | . Recall that the set of points xj for j ∈ Nh(Ωi)\{i} define the macroelement
Ωi around node xi. Let x
sym
ij be the point at the intersection between ∂Ωi and the line
that passes through xi and xj that is not xj (see Fig. 4.1). The set of all x
sym
ij for all
j ∈ Nh(Ωi)\{i} is represented with N symh (Ωi). We define rsymij
.
= xsymij −xi. Given xsymij
in two dimensions, let as call a and b the indices of the vertices such that they define
the edge in ∂Ωi that contains x
sym
ij . We define u
sym
j as the value of uh at x
sym
ij , i.e.
uh(x
sym
ij ).
Figure 4.1: usym drawing.
Both usymij and x
sym
ij are only required to construct a linearity preserving shock de-
tector. Let us define the jump and the mean of a linear approximation of component β
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of the unknown gradient at node xi in direction rij as
r
∇uβh
z
ij
.
=
uβj − uβi
|rij | +
usym,βj − uβi
|rsymij |
,
{
|∇uβh · rˆij |
}
ij
.
=
1
2
(
|uβj − uβi |
|rij | +
|usym,βj − uβi |
|rsymij |
)
.
For each component in C, we use the same shock detector developed in Chapter 2. Let
us recall its definition
αi(u
β
h)
.
=


∣∣∣∣∑j∈Nh(Ωi) r∇uβhzij
∣∣∣∣∑
j∈Nh(Ωi) 2
{ ∣∣∣∇uβh · rˆij∣∣∣}
ij

q
if
∑
j∈Nh(Ωi) { |∇ · rˆij |} ij 6= 0
0 otherwise
.
(4.11)
From Lm. 2.3.1 we know that (4.11) is valued between 0 and 1, and it is only equal to
one if uβh(xi) is a local discrete extremum (in a space–time sense as in Def. 4.2.1). Since
the linear approximations of the unknown gradients are exact for uβh ∈ P1, the shock
detector vanishes when the solution is linear. Thus, it is also linearly preserving for every
component in C. This result follows directly from Th. 2.4.5.
The final stabilized problem in matrix form reads as follows. Find uh ∈ V h such
that uh = uh on ∂Ω, uh = u0h at t = 0, and
M(un+1h )δtU
n+1 +Kij(u
n+1
h )U
n+1 = G (4.12)
for n = 1, ..., nts, where
Mij(u
n+1
h )
.
= [1−max (αi,αj)] (ϕj , ϕi)Im×m + max (αi,αj) (δij , ϕi)Im×m,
Kij(u
n+1
h )
.
= Kij + Bij , and Bij(uh) = Bh(uh;ϕj , ϕi), for i, j ∈ Nh.
Lemma 4.3.1 (Local bounds preservation). Consider uh ∈ V h with component β in
the set of tracked variables C. The stabilized problem (4.12) is local bounds preserving as
defined in Def. 4.2.4 at any region where uβh has extreme values.
Proof. If component β ∈ C of uh has an extremum at xi, then from Lm. 2.3.1 we know
that αi(u
β
h) = 1. Moreover, from (4.10) is easy to see that αi(uh) = 1. In this case,
Mij(uh) = (δij , ϕi)Im×m. Hence, Mij(uh) = 0 for j 6= i and Mii(uh) = mi. Therefore,
we can rewrite the system as follows
mi∂tui +
∑
j∈Nh(Ωi)\{i}
Kij(uij)(uj − ui) =
mi∂tui +
∑
j∈Nh(Ωi)\{i}
∑
Ke∈Th
(
f ′(uij) · (∇ϕj , ϕi)Ke − νeijIm×m
)
(uj − ui) = 0.
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We need to prove that the eigenvalues of Kij(uij) are non-positive. To this end, let us
show the following inequality holds∑
Ke∈Th
ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
) ≥ ρ(f ′(uij) · (∇ϕj , ϕi)).
From (4.9), it is easy to check that ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
= |vij ·ceij |+ cij‖ceij‖. Since
cij =
∑
Ke∈Th c
e
ij , we have that∑
Ke∈Th
∣∣vij · ceij∣∣ ≥ |vij · cij | , and ∑
Ke∈Th
cij‖ceij‖ ≥ cij‖cij‖.
Hence,
∑
e ρ(K
e
ij(uij)) ≥ ρ(Kij(uij)). Moreover, by definition (see (4.8)),
νeij ≥ ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
for j 6= i.
Furthermore, from (4.7), is easy to see that ρ(Beij(uij)) ≥ ρ(Keij(uij)). Therefore,
ρ(Bij(uij)) ≥ ρ(Kij(uij)). Finally, since Kij = Kij + Bij and Bij =
∑
eB
e
ij =∑
e−νeijIm×m for all j 6= i, then the maximum eigenvalue of Kij(uij) is non-positive,
which completes the proof.
4.3.1 Differentiability
In the case of steady, or implicit time integration, differentiability plays a role in the
convergence behavior of the nonlinear solver. This is especially important if one wants
to use Newton’s method. In the case of scalar problems it has been shown in the previous
chapters and [5] that convergence is greatly improved after few modifications to make a
scheme twice-differentiable. In this section, we introduce a set of regularizations applied
to all non-differentiable functions present in the stabilized scheme introduced above. In
order to regularize these functions, we follow a similar strategy as in Chapter 2. Absolute
values are substituted by
|x|1,εh =
√
x2 + εh, |x|2,εh =
x2√
x2 + εh
.
Note that |x|2,εh ≤ |x| ≤ |x|1,εh . Next, we also use a smooth maximum function,
max σh(·), as
max σh(x, y)
.
=
|x− y|1,σh
2
+
x+ y
2
≥ max(x, y). (4.13)
In addition, we need a smooth function to limit the value of any given quantity to one.
To this end, we use
Z (x)
.
=
{
2x4 − 5x3 + 3x2 + x, x < 1,
1, x ≥ 1.
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The set of twice-differentiable functions defined above allow us to redefine the stabi-
lization term introduced in Sect. 4.3. In particular, we define
B˜h(wh;uh,vh)
.
=
∑
Ke∈Th
∑
i,j∈Nh(Ke)
1≤β,γ≤m
ν˜eij(wh)`(i, j) v
β
i · δβγuγj ,
where
ν˜eij(wh)
.
= max σh
(
αεh,i(wh)λ
max
ij ,αεh,j(wh)λ
max
ji
)
, for j ∈ Nh(Ωi)\{i},
ν˜eii(wh)
.
=
∑
j∈Nh(Ωi)\{i}
ν˜eij(wh).
(4.14)
Let us note that λmaxij needs to be regularized as λ
max
ij =
∣∣∣vijceij∣∣∣
1,εh
+ c‖ceij‖. The shock
detector is also redefined to use the regularized version of the shock detector, which reads
αεh,i(uh)
.
= max σh{αεh,i(uβh)}β∈C .
In the case of the component shock detector we recall the definition in Chapter 2
αεh,i(u
β
h)
.
=
Z

∣∣∣∣∑j∈Nh(Ωi) r∇uβhzij
∣∣∣∣
1,εh
+ ζh
∑
j∈Nh(Ωi) 2
{ ∣∣∣∇uβh · rˆij∣∣∣
2,εh
}
ij
+ ζh


q
, (4.15)
where ζh is a small value for preventing division by zero. Finally, the twice-differentiable
stabilized scheme reads:
Find uh ∈ V h such that uh = uh on ∂Ω, uh = u0h at t = 0, and
M˜(un+1h )δtU
n+1 + K˜ij(u
n+1
h )U
n+1 = G for n = 1, ..., nts, (4.16)
where
M˜ij(u
n+1
h )
.
= [1−max σh (αεh,i,αεh,j)] (ϕj , ϕi)Im×m
+ max σh (αεh,i,αεh,j) (δij , ϕi)Im×m,
K˜ij(u
n+1
h )
.
= Kij(u
n+1
h ) + B˜ij(u
n+1
h ),
and B˜ij(uh) = B˜h(uh;ϕj , ϕi), for i, j ∈ Nh.
Corollary 4.3.2. The differentiable scheme in Eq. (4.14) is local bounds preserving, as
defined in Def. 4.2.4, at any region where uβh has extreme values for every β in C.
Proof. For an extreme value of uβh, since |x|2,εh ≤ |x| ≤ |x|1,εh the quotient of (4.15) is
larger than one. Hence, by definition of Z(x), αεh,i is equal to 1. At this point, it is easy
to check that ν˜eij ≥ νeij in virtue of the definition of max σh . Therefore, ρ(B˜
e
ij(uh)) ≥
ρ(Beij(uh)), completing the proof.
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Moreover, it is important to mention that the differentiable shock detector is weakly
linearly-preserving as ζh tends to zero. This result follows directly from Sect. 2.7. In
order to obtain a differentiable operator, we have added a set of regularizations that rely
on different parameters, e.g., σh, εh, ζh. Giving a proper scaling of these parameters
is essential to recover theoretic convergence rates. In particular, we use the following
relations
σh = σ|λmax|2L2(d−3)h4, εh = εL−4h2, ζh = L−1ζ, (4.17)
where d is the spatial dimension of the problem, L is a characteristic length, and σ, ε,
and ζ are of the order of the unknown.
4.4 Nonlinear solver
In this section, we describe the method used for solving the nonlinear system of equations
arising from the scheme introduced above. In particular, we use a hybrid Picard–Newton
approach in order to increase the robustness of the nonlinear solver. Moreover, for
the differentiable version we also use a continuation method to improve the nonlinear
convergence.
We represent the residual of the equation (4.16) at the k-th iteration by R(uk,n+1h ),
i.e.,
R(uk,n+1h )
.
= M˜(uk,n+1h )δtU
k,n+1 + K˜ij(u
k,n+1
h )U
k,n+1 − G. (4.18)
Hence, the Jacobian is defined as
J(uk,n+1h )
.
=
∂R(uk,n+1h )
∂Uk,n+1
(4.19)
= M˜(uk,n+1h ) + K˜ij(u
k,n+1
h ) +
∂M˜(uk,n+1h )
∂Uk,n+1
δtU
k,n+1 +
∂K˜ij(u
k,n+1
h )
∂Uk,n+1
Uk,n+1.
Therefore, Newton method consist on solving J(uk,n+1h )∆U
k+1,n+1 = −R(uk,n+1h ). How-
ever, it is well known that Newton method can diverge if the initial guess of the so-
lution u0,n+1h is not close enough to the solution. In order to improve the robust-
ness, we introduce the following modifications. We use a line–search method to up-
date the solution at every time step. Thus, the new approximation is computed as
Uk+1,n+1 = Uk,n+1 + λ∆Uk+1,n+1, where λ is computed (approximately) such that it
minimizes ‖R(uk+1,n+1h )‖.
As introduced at the beginning of the section, we also use a hybrid approach combin-
ing Newton method with Picard linearization. Picard nonlinear iterator can be obtained
removing the last two terms of (4.19), i.e.,(
M˜(uk,n+1h ) + K˜ij(u
k,n+1
h )
)
∆Uk+1,n+1 = −R(uk,n+1h ). (4.20)
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Clearly, it is equivalent to(
M˜(uk,n+1h ) + K˜ij(u
k,n+1
h )
)
Uk+1,n+1 = M˜(uk,n+1h )U
n + G.
Moreover, we modify the definition of left hand side terms in (4.20) to enhance the
robustness of the method. In particular, we use αi = 1 for computing these terms while
we use the value obtained from (4.10) for the residual. Using this strategy the solution
remains unaltered, but the obtained approximations uk,n+1h for intermediate values of k
are more diffusive. Even though this modification slows the nonlinear convergence, it
is essential at the initial iterations. Otherwise, the robustness of the method might be
jeopardized.
The resulting iterative nonlinear solver consists in the following. We iterate using
Picard method in (4.20), with the modification described above, until the L2 norm of
the residual is smaller than a given tolerance. In this chapter, we use tolerances close to
10−2. Afterwards, Newton method with the exact Jacobian in (4.19) is used until the
desired nonlinear convergence criteria is satisfied.
For the differentiable stabilization, we also equip the above scheme with a continu-
ation method on the regularization parameters. In order to accelerate the convergence
of the method, we use high values for the parameters during the first iterations. This
results in a more diffusive solution, but nonlinear convergence is accelerated. As the
nonlinear approximation is closer to the solution, we diminish the value of the param-
eters to avoid introducing excessive artificial diffusion to the system. This process is
preformed gradually as a function of the residual in (4.18). In particular, we use the
following relation
εk = ε˜
‖R(uk,n+1h )‖
‖R(u0,n+1h )‖
,
where εk is the effective parameter used in relations 4.17, and ε˜ is parameter defined by
the user. We summarize the nonlinear solver introduced above in Alg. 3.
4.5 Numerical experiments
In this section, we perform several numerical experiments to assess the numerical scheme
introduced in the previous sections. First, we perform a convergence analysis to assess
its implementation. Then, we use a steady benchmark test to analyze the effectiveness
of the regularization parameters. We also analyze their effectiveness in the case of a
transient problem. Finally, we solve a slightly more challenging steady benchmark test.
In all experiments below we assume that the ideal gas state equation applies, and we
use an adiabatic index of γ = 1.4. From previous experience [4, 5, 16, 18], the effects
of parameters σ and ε to the nonlinear convergence and numerical error are analogous.
Hence, we consider ε = 10−2σ. In addition, for all the tests below, the density is
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Algorithm 3: Hybrid Picard–Newton scheme with the continuation method.
Input: U0,n+1, tol1, tol2, ε, Continuation
Output: Uk,n+1, k
k = 1, ε1 = ε
while ‖R(Uk,n+1)‖/‖R(U0,n+1)‖ ≥ tol1 do
Compute αi(Uk,n+1) using (4.10)
Compute ∆Uk+1,n+1 using (4.20)
Minimize ‖R(Uk+1,n+1)‖, where Uk+1,n+1 = λ∆Uk+1,n+1 +Uk,n+1, with
respect to λ
Set Uk+1,n+1 = λ∆Uk+1,n+1 +Uk,n+1
if Continuation then
Set εk = ε˜‖R(U
k+1,n+1)‖
‖R(U0,n+1)‖
else
Set εk = ε
Set σk = 102 εk
Update k = k + 1
while ‖R(Uk,n+1)‖/‖R(U0,n+1)‖ ≥ tol2 do
Compute αi(Uk,n+1) using (4.10)
Solve J(Uk,n+1)∆Uk+1,n+1 = −R(Uk,n+1) with J in (4.19)
Minimize ‖R(Uk+1,n+1)‖, where Uk+1,n+1 = λ∆Uk,n+1 +Uk,n+1, with respect
to λ
Set Uk+1,n+1 = λ∆Uk,n+1 +Uk,n+1
if Continuation then
Set εk = ε˜‖R(U
k+1,n+1)‖
‖R(U0,n+1)‖
else
Set εk = ε
Set σk = 102 εk
Update k = k + 1
discontinuous at all shocks. Therefore, we use C = {1} in (4.10), i.e. the shock detector
is based on the density behavior.
4.5.1 Convergence test
We use two different problems to assess the convergence rate of the scheme. One has a
smooth solution, whereas in the other there is a shock. The smooth problem is simply
the translation of a sinusoidal perturbation in the density, with constant pressure and
velocity. In particular, the solution for r =
√
(0.5 + t− x)2 + (0.5− y)2 < 0.5 is
u =

ρ
vx
vy
p
 =

1 + 0.9999 cos(2pir)
1
0
1
 ,
and u = [0.0001, 1, 0, 1]t otherwise.
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The non-smooth problem is the well known compression corner test [3, 61], also known
as oblique shock test [84, 88]. This benchmark consists in a supersonic flow impinging
to a wall at an angle. We use a [0, 1]2 domain with a M = 2 flow at 10◦ with respect to
the wall. This leads to two flow regions separated by an oblique shock at 29.3◦, see the
scheme in Fig. 4.2.
Figure 4.2: Compression corner scheme.
For both tests, we compare the convergence rates for the differentiable and the non-
differentiable schemes. q is set to 10 and the regularization parameters are γ = 10−10,
ε = 10−4, and σ = 10−2 in the differentiable version.
In Fig. 4.3, the L1 error is depicted for different mesh sizes, and in Tab. 4.1 we collect
the measured convergence rates. It can be observed that for a smooth problem both
settings recover second order convergence, whereas for non-smooth problems the expected
first order convergence rates are obtained. For this particular choice of regularization
parameters, we observe that the errors are slightly higher. However, the convergence
rates are not affected by the regularization described in Sect. 4.3.1.
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(a) Sinusoidal translation test.
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(b) Compression corner test.
Figure 4.3: Density convergence for successive mesh refinements.
4.5.2 Reflected Shock
In this test, we compare the nonlinear convergence behavior of the method for different
regularization parameters. This benchmark consists in two flow streams colliding at
different angles. The domain has dimensions [0.0, 1.0]× [0.0, 4.1] and a solid wall at its
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Table 4.1: Experimental convergence rates for both problems.
Test L1 error
Sinusoidal translation (differentiable) 1.8099
Sinusoidal translation (non-differentiable) 1.8190
Compression corner (differentiable) 0.9278
Compression corner (non-differentiable) 0.9207
lower boundary. This configuration leads to a steady shock separating both flow regimes,
which in turn, is reflected at the wall producing a third different flow state behind it. A
sketch of this benchmark test is given in Fig. 4.4. The flow states at each region have
been collected in Tab. 4.2.
Figure 4.4: Reflected shock scheme.
Table 4.2: Reflected shock solution values at every region.
Region Density [Kgm−3] Velocity [m s−1] Total energy [J]
a© 1.0 (2.9, 0.0) 5.99075
b© 1.7 (2.62, -0.506) 5.8046
c© 2.687 (2.401, 0.0) 5.6122
We use a 60×20 structured Q1 mesh. The problem is solved directly to steady
state using the hybrid method and the continuation scheme described in Sect. 4.4. The
tolerance used for switching from Picard to Newton linearization is 10−2. We compare
the convergence behavior for q = {1, 2, 5, 10}. For the differentiable stabilization we use
the following values for ε˜ = {10−4, 10−2, 1}. We consider εk = σk 10−2. The value of γ
is 10−10.
In Figs. 4.5–4.8 for every nonlinear iteration we depict (from left to right) the rela-
tive residual, the relative Galerkin residual, and the relative solution variation between
iterations. The Galerkin residual is simply the residual in (4.18) minus the stabilization
terms, i.e.,
R∗(ukh)
.
= Kij(u
k
h)U
k − G.
We depict this value relative to the Galerkin residual of the non-differentiable scheme.
This value gives a sense of how close is the computed approximation to the solution
of the original problem. However, since it omits the stabilization terms present in the
system solved, it will stagnate at some point.
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In general, we can observe in Figs. 4.5–4.8 that as q is increased the scheme needs more
iterations to converge. In addition, we observe a 15% to 35% reduction in the number
of iterations when the differentiable scheme is used. Another interesting observation is
about the behavior of the Galerkin residual during the first iterations. At this initial
stage, the differentiable scheme is able to provide solutions closer to the solution of
the original problem. However, as expected, both schemes stagnate after a number of
iterations. Figs. 4.7–4.8 also show an improvement of the residual convergence rate once
the complete Jacobian is used, i.e. after ‖R(uk,n+1h )‖/‖R(u0,n+1h )‖ < 10−2.
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Figure 4.5: Reflected shock convergence history for q = 1.
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Figure 4.6: Reflected shock convergence history for q = 2.
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Figure 4.8: Reflected shock convergence history for q = 10.
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Figure 4.7: Reflected shock convergence history for q = 5.
4.5.3 Sod’s Shock Tube
In this section, we evaluate the effect of the differentiability in the case of a transient
problem. To this end, we solve the well known Sod’s shock tube test. This is a one
dimensional problem that assesses the evolution of a fluid initially at rest with a discon-
tinuity in density and pressure. The discontinuity is initially placed at x = 0.5. Even
though it is a 1D test, we consider a narrow 2D strip of dimensions [0, 1] × [0, 0.01]
and we let the problem evolve until t = 0.2. We use a Q1 FE mesh of size ∆x = 0.01
and a time step length of ∆t = 0.001. Initial conditions at the left of the discontinuity
are u0 = (1, 0, 0, 2.5) and at the right u0 = (0.125, 0, 0, 0.25). See the initial condition
depicted in Fig. 4.9(a).
In this case, the hybrid nonlinear solver described in Sect. 4.4 is used directly without
the continuation scheme. The tolerance used for switching from the Picard to Newton
linearization is 5 ·10−3. We set the nonlinear convergence criteria in terms of the relative
residual, namely ‖R(u
k,n+1
h )‖
‖R(u0,n+1h )‖
< 10−6. We use γ = 10−10, ε = {10−2, 10−3, 10−4, 10−5},
and ε = σ 10−2 for the differentiable stabilization. We also use different values of q for
this comparison, namely q = {1, 2, 4, 6, 8, 10, 12}.
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(a) Initial condition.
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(b) Solution a t = 0.2.
Figure 4.9: Sod shock initial condition and solution for the differentiable
scheme using parameters q = 10, σ = 10−3, ε = 10−5, and γ = 10−10.
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Fig. 4.9(b) shows a comparison at t = 0.2 of the exact solution from ExactPack [85]
against the obtained solution for q = 10, σ = 10−3, ε = 10−5, and γ = 10−10. In this
case, we observe a good agreement of the obtained solution despite the rather coarse
mesh being used.
In Fig. 4.10, for different regularization values, we depict the total number of non-
linear iterations required to reach t = 0.2, and the density error L1 norm, as a function
of the value of q. For each chart, we compare the results for the differentiable and non-
differentiable stabilization. Analyzing these figures, several general observations can be
made. One recovers the behavior of the non-differentiable scheme as the parameters used
in the differentiable scheme become smaller. Using large values for the regularization
parameters improves the computational cost required at the expense of higher numerical
errors. It can also be seen that for transient problems the benefits of differentiability are
not as evident as for problems solved directly to steady state.
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(b) σ = 10−1, ε = 10−3, γ = 10−10
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(c) σ = 10−2, ε = 10−4, γ = 10−10
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(d) σ = 10−3, ε = 10−5, γ = 10−10
Figure 4.10: Comparison of L1 error and computational cost (total
number of iterations) for different regularization parameters choices at
the Sod’s shock test.
Another interesting observation can be made when moderate values for the param-
eters are used. Namely, the differentiable scheme is able to yield results with a similar
accuracy while requiring a lower computational cost. For example, the error in Fig.
4.10(b) of the differentiable scheme for q = 2 is similar to the one obtained for q = 1
and the non-differentiable scheme. However, the computational cost is higher for the
non-differentiable scheme. The same can be seen for q = 4, or for moderate values of
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q in Fig. 4.10(c). Therefore, one can come to the conclusion that in order to achieve
a given accuracy it is preferable to use the differentiable scheme with a slightly larger
value of q rather than the non-differentiable scheme and a low value for q.
4.5.4 Scramjet
Finally, we solve a problem with a supersonic flow that develops a complex shock pattern.
This test consists of a M = 3 channel that narrows along the streamline and has two
internal obstacles. In particular, Fig. 4.11 is an illustration of the domain and Tab. 4.3
lists the coordinates of the points defining the domain. The problem is solved directly
to steady state, and two different meshes have been used. The coarsest mesh used has
18476 Q1 elements and the finest mesh has 63695 Q1 elements.
Figure 4.11: Scramjet test scheme.
Table 4.3: Domain coordinates for the scramjet test.
Wall a b c d e f
xi 0.0 0.4 4.9 12.6 14.25 16.9
yi 3.5 3.5 2.9 2.12 1.92 1.7
Interior obstacle A B C D E
xi 4.9 8.9 9.4 12.6 14.25
yi -1.4 -0.5 -0.5 -1.4 -1.2
In order to solve this problem, the hybrid nonlinear solver described in Sect. 4.4 is
used with the help of the continuation scheme. The tolerance for switching from the
Picard to Newton linearization is set to 5 · 10−2. The nonlinear convergence criteria for
this benchmark is ‖∆(u
k+1
h )‖
‖ukh‖
< 10−6. We also set a maximum number of iterations of
500. In this test, we use q = {2, 5}, γ = 10−10, ε˜ = {1, 10−2, 10−4}, and εk = σk 10−2.
Even though σ = 102 might seem a high value, we recall that it is used in the context
of a continuation method. Therefore, the effective value of σk is lower than 1 for the
converged solution. Moreover, the actual value used in (4.13) is computed using the
relations in (4.17).
Figs. 4.12–4.13 show, respectively, the Mach and density contours for the fine mesh,
q = 5, ε˜ = 1, ε˜ = 102, and γ = 10−10. The nonlinear convergence history for this
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configuration is depicted in Figs. 4.17(c)–4.17(d). The obtained values for the Mach
number and the density are comparable to those in [61, 75]. The shocks are well resolved.
Even when using q = 2 the shocks are properly resolved and only slightly more smeared
than for q = 5, see Fig. 4.14. If instead, the coarse mesh is used (see Fig. 4.15), the
solution is more dissipative. However, the scheme is able to capture most of the features
present in the solution.
Figure 4.12: Scramjet Mach contours when a mesh of 63695 Q1 ele-
ments is used, with parameters q = 5, γ = 10−10, and ε˜ = 1.
Figure 4.13: Scramjet Mach contours when a mesh of 63695 Q1 ele-
ments is used, with parameters q = 5, γ = 10−10, and ε˜ = 1.
Figure 4.15: Scramjet Mach contours when a mesh of 18476 Q1 ele-
ments is used, with parameters q = 2, γ = 10−10, and ε˜ = 1.
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Figure 4.14: Scramjet Mach contours when a mesh of 63695 Q1 ele-
ments is used, with parameters q = 2, γ = 10−10, and ε˜ = 1.
Figs. 4.16–4.17 show the nonlinear convergence history in terms of the relative resid-
ual reduction and the relative solution increment between iterations. We can observe
that the convergence is not ensured for an arbitrary choice of the regularization param-
eters. In fact, only the tests that use ε˜ = 1 do not diverge for q = 5 , regardless of
the mesh used. Therefore, we can see that increasing the values of the regularization
parameters not only improves the convergence, but also the robustness of the method.
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Figure 4.16: Comparison of the convergence behavior for the Scramjet
test and different regularization parameters choices. A coarse mesh of
18476 Q1 elements is used.
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However, it is important to mention that even if we can improve the convergence
behavior of these types of methods, this is not enough for directly solving to steady
state problems with complex shock patterns. For instance, even if the solution Fig. 4.15
seems to be correct, the scheme was unable to converge to the desired tolerance (see Figs.
4.16(c) and 4.16(d)). However the ability to introduce differentiability into the definition
of the shock detector, for robustness and increased nonlinear convergence rates, could
be coupled with popular pseudo-time stepping approaches [51, 86] to pursue improved
methods for complex shock type systems.
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Figure 4.17: Comparison of the convergence behavior for the Scramjet
test and different regularization parameters choices. A fine mesh of 63695
Q1 elements is used.
4.6 Conclusions
In this chapter, a differentiable local bounds preserving stabilization method for Euler
equations has been developed. This stabilization is based on the combination of a differ-
entiable shock detector, a partially lumped mass matrix, and Rusanov artificial diffusion
operator.
The resulting scheme has been successfully tested for steady and transient benchmark
problems. Numerical results show that the proposed method exhibits good stability
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properties. Furthermore, it is able to provide well resolved sharp shocks in both steady
and transient problems.
In addition, to improve nonlinear convergence, a continuation method for the regu-
larization parameters present in the differentiable stabilization has also been proposed.
Nonlinear convergence of the scheme has been analyzed for the differentiable version and
compared with its non-regularized counterpart. In general terms, the differentiable sta-
bilization shows better convergence, especially when the hybrid Picard–Newton method
is used. For small steady problems, the scheme is able to converge directly to the steady
state solution without making use of pseudo-transient time stepping. However, for prob-
lems with complex shock patterns the scheme only converges to moderate tolerances.
Numerical results also show that differentiability not only can improve nonlinear conver-
gence, but it also improves the robustness of the method.
In the case of transient problems, some improvement in the computational cost is
observed. However, since the non-differentiable method already exhibits good nonlinear
convergence, there is not much room for improvement. Nevertheless, it is possible to
show that the differentiable stabilization can achieve a similar accuracy while requiring
a lower computational cost.

Chapter 5
Monotonicity-preserving FE
schemes with AMR for hyperbolic
problems
This chapter is focused on the extension and assessment of the monotonicity-preserving
scheme in Chapter 2 and the local bounds preserving scheme in Chapter 4 to hierarchical
octree AMR. Whereas the former can readily be used on this kind of meshes, the
latter requires some modifications. A key question that we want to answer in this
chapter is whether to move from a linear to a nonlinear stabilization mechanism pays
the price when combined with shock-adapted meshes. Whereas nonlinear (or shock-
capturing) stabilization leads to improved accuracy compared to linear schemes, it also
negatively hinders nonlinear convergence, increasing computational cost. We compare
linear and nonlinear schemes in terms of the required computational time versus accuracy
for several steady benchmark problems. Numerical results indicate that, in general,
nonlinear schemes can be cost-effective for sufficiently refined meshes. Besides, it is
also observed that it is better to refine further around shocks rather than using sharper
shock capturing terms, which usually yield stiffer nonlinear problems. In addition, a new
refinement criterion has been proposed. The proposed criterion is based on the graph
Laplacian used in the definition of the stabilization method. Numerical results show that
this shock detector performs better than the well-known Kelly estimator for problems
with shocks or discontinuities.
5.1 Introduction
Natural phenomena can develop shock waves in different scenarios. A classical example
is the shock wave generated by an object traveling faster than sound. The numerical
modeling of problems with shocks is still a challenge, especially when the admissible
physical solution has some physical constraints, e.g., positivity or non-negativity, that
must be preserved at the discrete level to have well-posedness; E.g., the fluid density and
temperature are positive quantities in a compressible flow.
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Several numerical schemes have been proposed so far to approximate this kind of
problems by combining FVM or dG FEs for space discretization with explicit time in-
tegrators (see [27, 34, 68, 91]). Explicit time integrators are only stable under a CFL
restriction over the time step size, which implies to capture all time scales. Thus, ex-
plicit methods are not suitable for problems in which the smallest time scales are not of
interest. For instance, the fastest time scales at a confined plasma in a nuclear fusion
reactor are not of engineering interest whereas explicit time integration is unaffordable
in practical simulations [54].
Implicit monotonicity-preserving (or at least positivity-preserving) methods are still
scarce. As proved by Godunov [36], linear monotonicity-preserving schemes can be
at most first-order accurate. For scalar problems (and under some mesh restrictions),
Burman and Ern [25], Barrenechea and co-workers [13, 14], Kuzmin and co-workers
[58, 61, 71], and Badia and Hierro [7, 8] have proposed nonlinear schemes that preserve
monotonicity and can presumably attain higher order accuracy.1 However, these prop-
erties comes at the cost of solving a very stiff nonlinear problem [57]. The authors [4, 5]
have proposed differentiable schemes that improve the nonlinear convergence behavior
of previous methods.
For hyperbolic systems of equations, numerical methods are even less well developed.
For explicit time integration, Guermond and Popov [42] have recently proposed a cG FE
scheme that preserves positivity of density and energy under certain CFL-like condition.
Unfortunately, these ideas cannot be easily extended to implicit time integration and we
are not aware of any implicit method that theoretically satisfies such properties. Kuzmin
and co-workers [61, 69, 74, 75] have proposed various schemes based on FCT [72] that
are experimentally robust, but lack of a theoretical analysis. Besides, this strategy also
yields very stiff nonlinear problems. Differentiable schemes for compressible flows have
been proposed in Chapter 4 to alleviate (but not eliminate) this problem.
Shocks are non-smooth and localized and thus suitable for AMR [31, 92]. AMR allows
one to increase the mesh resolution only in the vicinity of shocks or discontinuities. In
brief, the AMR process can be divided into two main ingredients. On the one hand, to
estimate the error at each element. On the other hand, to decide which elements need
to be refined or coarsened. This iterative process provides a mesh locally adapted to the
features of the problem at hand. As a result, it is a nonlinear approximation scheme
which tries to minimize the error for a target computational cost. If performed optimally,
AMR exhibits exponential convergence even for solutions with limited regularity [31].
In this context, a key question is whether it is computationally more effective to con-
sider a nonlinear high-order scheme (with the nonlinear convergence issues) or a cheaper
linear (first-order) scheme in a much refined mesh. The motivation of this chapter is
to shed light on this issue. First, we adapt the schemes developed in Chapters 2 and
4 to hierarchical octree AMR [10, 89]. Next, we propose a refinement criterion that
1In this chapter, schemes with nonlinear stabilization are also referred to as high-order and linear
stabilization schemes as low or first-order.
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relies on information already present in the stabilization technique; nonlinear stabiliza-
tion methods include a shock detector to activate the artificial diffusion only close to
discontinuities. We propose to use a modification of the shock detector in Chapter 2 to
drive the AMR process.
This chapter is structured as follows. First, we introduce the problem, its discretiza-
tion, and monotonicity properties for scalar problems and hyperbolic systems in Sect.
5.2. Then, the stabilization techniques are introduced in Sect. 5.3. Sect. 5.4 is devoted
to the AMR strategy. We introduce the nonlinear solvers in Sect. 5.5. Finally, we show
numerical experiments in Sect. 5.6 and draw some conclusions in Sect. 5.7.
5.2 Preliminaries
5.2.1 Continuous problem
Let us consider an open bounded and connected domain, Ω ∈ Rd, where d is the num-
ber of spatial dimensions. Let ∂Ω be the Lipschitz continuous boundary of Ω. The
conservative form of a first order hyperbolic problem reads
∂tu−∇ · f(u) = g, in Ω× (0, T ],
uβ(x, t) = u¯β(x, t), on Γβin × (0, T ], β = 1, ...,m,
u(x, 0) = u0(x), x ∈ Ω,
(5.1)
where u = {uβ}mβ=1 are m ≥ 1 conserved variables, f is the physical flux, u¯β(x, t) are
the boundary values for the βth-component of u, u0(x) are the initial conditions, and
g(x, t) is a function defining the body forces. Note that the flux, f : Rm → Rm×d, is
composed of f = {f i}di=1, where f i : Rm → Rm is the flux in the ith spatial direction.
We denote by f ′ : Rm → Rm×m×d the flux Jacobian. Let n ∈ Rd be any direction vector.
Since the system is hyperbolic, the flux Jacobian in any direction is diagonalizable and
has only real eigenvalues, i.e., f ′(u) · n = ∑di=1 f ′i(u)ni is diagonalizable with real
eigenvalues {λβ}mβ=1. These eigenvalues might have different multiplicities and different
signs. Hence, for a given direction n, each characteristic variable might be convected
forward (along n) or backwards (along −n). Therefore, it is convenient to define inflow
and outflow boundaries for each component. The inflow boundary for component β is
defined as Γβin
.
= {x ∈ ∂Ω : λβ(f ′(u) · n∂Ω) ≤ 0}, where n∂Ω is the unit outward
normal to the boundary and λβ is the βth-eigenvalue of the flux Jacobian. We define
the outflow boundary as Γβout
.
= ∂Ω\Γβin. We refer the reader to [34, 43, 91] for a detailed
discussion on boundary conditions for hyperbolic problems. In the present study, we will
also consider the steady counterpart of (5.1), which is obtained by dropping the time
derivative term and the initial conditions.
In this chapter, we work with both scalar convection equations and Euler equations.
Taking m = 1 and f(u) .= vu with v a divergence-free convection field, we recover the
well known scalar transport problem. On the other hand, Euler equations for ideal gases
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are recovered by defining m = d+ 2 and
u
.
=
 ρm
ρE
 , f .=
 mm⊗ v + pI
v(ρE + p)
 , and g .=
 0b
b · v + r
 ,
where ρ is the density, E is the total energy, p is the pressure,m = {m1, . . . ,md}, where
mi = ρvi, is the momentum, v = {v1, . . . , vd} is the velocity, b = {b1, . . . , bd} are the
body forces, r is an energy source term per unit mass, and I is the identity matrix of
dimension d×d. In addition, the system is equipped with the ideal gas equation of state
p = (γ − 1)ρı, where ı = E − 12‖v‖2 is the internal energy and γ is the adiabatic index.
5.2.2 Discretization
The discretization used in this chapter is able to adapt its local size to the features of
the problem at hand. In particular, it is a hierarchically refined octree-based hexahedral
mesh [89]. This type of discretizations are constructed hierarchically. At every step
of the refinement process, marked cells are refined into four (eight) cells in 2D (3D).
The adaptation of the mesh to the problem at hand is achieved by only marking for
refining a targeted amount of cells. This results in a mesh with different refinement levels
at different regions. Hanging nodes appear at the interface between cells at different
refinement levels. These are nodes that only belong to the cells at a higher refinement
level (see Fig. 5.1). In our case, the meshes used are 2:1 balanced. This restriction
implies that there can only be a difference of one refinement level between neighboring
cells. This restriction is a trade-off between implementation complexity and performance
gain that has been adopted by many AMR codes [89].
Figure 5.1: Example of a mesh with hanging nodes.
Hanging nodes need to be treated carefully in the case of working with conforming FE
discretizations. Otherwise, associating a regular degree of freedom (DOF) to a hanging
node may lead to discontinuities in the approximated solution. To preserve continuity
of the FE space, hanging DOFs values are not included in the assembled system of
equations but obtained by interpolating the values of the neighboring regular DOFs.
For more details in the definitions of these constraints we refer the reader to [9–11].
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Let Th be a hierarchical octree-based partition of Ω. Consider a Lagrangian (nodal)
FE space on top of this mesh. The set of all nodes in the FE space is represented
with N˜h. For every node i ∈ N˜h, xi stands for the node coordinates. We can split N˜h
into two subsets, namely the set of hanging nodes N hgh and the set of conforming nodes
Nh .= N˜h\N hgh . We denote by N
.
= card(Nh) the total number of conforming nodes.
The set of nodes belonging to a particular element K ∈ Th is defined as Nh(K) .= {i ∈
Nh : xi ∈ K}. Moreover, Ωi is the macroelement composed by the union of elements
that contain node i, i.e., Ωi
.
=
⋃
K∈Th, xi∈K K. To simplify the discussion below, we
abuse notation and use i for both the node and its associated index.
We restrict the present study to first order FEs and define the FE space as follows.
We define V h
.
=
{
vh ∈ (C0(Ω))m : vh|K ∈ (Q1(K))m∀K ∈ Th
}
, where Q1(K) is the
space of polynomials of partial degree less than or equal to one. Furthermore, we define
the space V h0
.
= {vh ∈ V h : vh(x) = 0 ∀x ∈ Γin}. The functions vh ∈ V h can be
constructed as a linear combination of the basis {ϕβi }1≤β≤mi∈N˜h and nodal values vi, where
ϕβi = ϕi{δ1β, . . . , δmβ} is the shape function associated to the component β of node i,
and δαβ is the Kronecker delta. Thus, only component β of ϕ
β
i is different from zero,
which takes the value of the classical scalar shape function used in Lagrangian FE, ϕi.
Hence, vh =
∑
i∈N˜h, 1≤β≤mϕ
β
i v
β
i =
∑
i∈N˜h ϕivi.
We use standard notation for Sobolev spaces. The L2(ω) scalar product is denoted
by (·, ·)ω for ω ⊂ Ω. However, we omit the subscript for ω ≡ Ω. The L2 norm is denoted
by ‖ · ‖. Using this notation, the weak form of problem (5.1) reads as follows. Find
u ∈ L2(Ω) such that uβ = u¯β on Γβin × (0, T ] for β = 1, ...,m and
(∂tu,v) + (u,f
′(u) : ∇v)− (u,nΓout · f ′(u)v)Γout = (g,v), ∀v ∈ L20(Ω), (5.2)
subject to appropriate initial conditions u(x, 0) = u0(x). Note that the double contrac-
tion is applied as f ′(u) : ∇v = ∑k,γ f ′k(u)βγ vγ,β .
The method of lines is applied in combination with the FE spaces described above for
the spatial discretization. We make the approximation u ≈ uh =
∑
i∈N˜h, 1≤β≤mϕ
β
i u
β
i =∑
i∈N˜h ϕiui for the unknown. Likewise, the fluxes are approximated as f ≈ fh =∑
i∈N˜h, 1≤β≤mϕ
β
i f(ui)
β =
∑
i∈N˜h ϕif(ui). For simplicity in the exposition, we use the
BE scheme for the time discretization; higher order time discretizations can be achieved
using SSP–RK methods (see [37]). In the latter case, a CFL-like condition must be
satisfied to enjoy the monotonicity properties in Sect. 5.2.3 (see [60, 67]).
The semi-discrete Galerkin FE approximation (5.2) reads: find uh ∈ V h such that
uβh = u¯
β
h on Γ
β
in, uh = u0h at t = 0, and
(∂tuh,vh) + (uh,f
′
h(uh) : ∇vh)− (uh,nΓout · f ′h(uh)vh)Γout = (g,vh), ∀vh ∈ V h0,
where uβh and u0h are admissible FE approximations of u
β and u0. In this context, we
consider admissible any approximation that satisfies the maximum principle, i.e., it does
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not introduce new extrema.
As commented above, we need to apply constraints to all hanging DOFs to keep
conformity. The value of the hanging DOF needs to be equal to the value of the inter-
polation of the unknown at the neighboring coarser elements. That is, given i ∈ N hgh
and its neighboring (coarse) FE K ∈ Th, vi =
∑
j∈Nh(K) ϕj(xi)vj . In general, we will
represent this constraint with vi =
∑
j∈Nh Cijvj . For details of the implementation of
this kind of constraints see [9–11].
Finally, to obtain the fully discrete problem, we consider a partition of the time
domain (0, T ] into nts sub-intervals of length (tn, tn+1]. Then, at every time step n =
0, . . . , nts − 1, the discrete problem consists in solving
MδtU
n+1 +KUn+1 = G, (5.3)
where Un+1 .= [un+11 , ...,u
n+1
N ]
T is the vector of nodal values at time tn+1, δt(U)
.
=
∆t−1n+1(U
n+1 − Un), and ∆tn+1 .= (tn+1 − tn). The m × m-matrices relating nodes
i, j ∈ Nh are given by
Mβγij
.
= (ϕj , ϕi)δβγ +Mβγij ,
Kβγij
.
= (ϕjδβξ,f
′
k(u
n+1
j )
ξη · ∂kϕiδηγ)− (ϕjδβξ, nk · f ′k(un+1j )ξηϕiδηγ)Γout +Kβγij ,
Gβi
.
= (gβ, ϕi) + Gβi ,
where Einstein summation applies, β, γ, ξ, η ∈ {1, . . . ,m} are the component indices,
and M, K, and G are the terms arising from applying the constraints in the mass, flux
and body forces terms.
5.2.3 Stability properties
Finally, let us review some concepts required for discussing the stabilization method used
in the subsequent sections. Let us recall some definitions used for scalar problems.
Definition 5.2.1 (Local discrete extremum). The function vh ∈ Vh has a local discrete
minimum (resp. maximum) on i ∈ Nh if ui ≤ uj (resp. ui ≥ uj) ∀j ∈ Nh(Ωi).
Definition 5.2.2 (Local DMP). A solution uh ∈ Vh satisfies the local discrete maximum
principle if for every i ∈ Nh
min
j∈Nh(Ωi)\{i}
uj ≤ ui ≤ max
j∈Nh(Ωi)\{i}
uj .
Definition 5.2.3 (LED). A scheme is local extremum diminishing if, for every ui that
is a local discrete maximum (resp. minimum),
dui
dt
≤ 0,
(
resp.
dui
dt
≥ 0
)
,
is satisfied.
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One possible strategy to satisfy the above properties consists in designing a scheme
that yields a positive diagonal mass matrix and a stiffness matrix that satisfies∑
j
Aij = 0, and Aij ≤ 0, i 6= j.
In this case, it is possible to rewrite the system as
mi
dui
dt
+
∑
j∈Nh(Ωi)\{i}
Aij(uj − ui) = 0, ∀ i ∈ Nh.
As shown in [28, 67], such a scheme satisfies the local DMP for steady problems and it
is also LED when applied to transient problems.
Stability properties for hyperbolic systems can be based on the extension of the above
to hyperbolic systems in characteristic variables. In this direction, we define local bounds
preserving schemes as follows.
Definition 5.2.4. The semi-discrete scheme∑
j
Mij∂tuj +
∑
j 6=i
Aij(uj − ui) = 0
is said to be local bounds preserving if M is diagonal with positive entries (i.e., Mij =
miδijIm×m), Aij has non-positive eigenvalues for every j 6= i, and
∑
j Aij = 0.
Unfortunately, to the best of our knowledge, satisfying this definition does not ensure
positivity of density, internal energy, or non-decreasing entropy. In any case, numerical
schemes based on this definition have shown good numerical behavior [59, 62, 70, 75].
Several stabilization strategies have been defined based on the previous ideas. One of
the most simple strategies consists in adding a scalar artificial diffusion term proportional
to the spectral radius of Aij [59, 73]. This strategy is usually called Rusanov artificial
diffusion, since the scheme results in the Rusanov Riemann solver for linear FEs in one
dimension [59, 91]. Without any special treatment, the resulting scheme is only first
order accurate. The key for recovering high-order convergence is to modulate the action
of the artificial diffusion term, and restrict its action to the vicinity of discontinuities.
In the present chapter, our stabilization term for systems of equations is based on Ru-
sanov artificial diffusion and a differentiable shock detector recently developed for scalar
problems in Chapters 2 and 3.
Finally, it is also important to define the concept of linearity preservation.
Definition 5.2.5. Given uh ∈ V h, a stabilization scheme is said to be linearity preserv-
ing if at any region such that uβh ∈ P1(Ω) ∀β ∈ C, then B(uh) = 0.
98 Chapter 5. Monotonicity-preserving FE schemes with AMR
5.3 Nonlinear stabilization
In this section, we describe the additional terms used for the stabilized problem (5.3).
In particular, we use the stabilization terms defined in Chapter 2 for the scalar problem
and Chapter 4 for Euler:
Bh(wh;uh,vh)
.
=

∑
i∈Nh
∑
j∈Nh(Ωi) νij(wh)viuj`(i, j), for m = 1,∑
Ke∈Th
∑
i,j∈Nh(Ke)
1≤β,γ≤m
νeij(wh)`(i, j) v
β
i · δβγuγj , for m > 1, (5.4)
for any wh, uh, vh ∈ V h. Here, ` is the graph-Laplacian operator defined as `(i, j) .=
2δij − 1 (see [39]). In the case of a scalar problem, m = 1, the nodal artificial diffusion
νij(wh) is defined as
νij(wh)
.
= max{αi(wh)Kij , 0, αj(wh)Kji} for j ∈ Nh(Ωi)\{i},
νii(wh)
.
=
∑
j∈Nh(Ωi)\{i}
νij(wh).
We denote by α(wh) the scalar shock detector used for computing the artificial diffusion
parameter. In the case of the Euler equations, the element-wise artificial diffusion νeij(wh)
is defined as
νeij(wh)
.
= max
(
αi(wh)λ
max
ij ,αj(wh)λ
max
ji
)
+
∑
k∈M(i)
Cki max
(
αk(wh)λ
max
kj ,αj(wh)λ
max
jk
)
+
∑
k∈M(j)
Ckj max (αi(wh)λ
max
ik ,αk(wh)λ
max
ki )
+
∑
k∈M(i)∩M(j)
CkiCkjαk(wh)λ
max
kk , for j ∈ Nh(Ωi)\{i},
νeii(wh)
.
=
∑
j∈Nh(Ωi)\{i}
νeij(wh),
(5.5)
where λmaxij is the spectral radius of the elemental convection matrix relating nodes
i, j ∈ Nh, i.e., ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
, where uij is the Roe average between ui and
uj (see (5.7)). Notice that due to the usage of the FE approximation of the flux, λmaxik
is the spectral radius of ρ
(
f ′(uij) · (∇ϕk, ϕi)Ke
)
.
As previously introduced, this artificial diffusion term is based on Rusanov scalar
diffusion [61]. It is important to mention that the eigenvalues of these matrices can be
easily computed as
λ1,..,d = vij · ceij , λd+1 = vij · ceij − c‖ceij‖, λd+2 = vij · ceij + c‖ceij‖, (5.6)
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where the velocity vij and sound speed c are computed using the Roe averaged values
ceij = (∇ϕj , ϕi)Ke , c =
√√√√(γ − 1)(Hij − ‖mij‖2
2ρ2ij
)
,
Hij =
Hi
√
ρi +Hj
√
ρj√
ρi +
√
ρj
, Hi = E − pi
ρi
, ρij =
√
ρiρj , (5.7)
mij =
mi
√
ρj +mj
√
ρi√
ρi +
√
ρj
, and (ρE)ij =
1
2− γ
(
ρijHij − |mij |
2
2ρij
)
.
We denote by αi(wh) the shock detector used for modulating the action of the
artificial diffusion term. The idea behind the definition of this detector is to minimize
the amount of artificial diffusion introduced while stabilizing any oscillatory behavior.
We ensure that Def. 5.2.4 is satisfied in regions where the local DMP is violated (see
Def. 5.2.2) for any set of components. αi(wh) must be a positive real number that takes
value 1 when uh(xi) is an inadmissible value of uh, and smaller than 1 otherwise. To
this end, we define
αi(uh)
.
= max{αi(uβh)}β∈C , ∀i ∈ Nh (5.8)
where C is the set of components that are used to detect inadmissible values of uh,
e.g. density and total energy in the case of Euler equations. For simplicity, we restrict
ourselves to the components of uh. However, derived quantities such as the pressure or
internal energy can be also used. For scalar equations, since the stabilization is defined
for the assembled system, the shock detector αi only needs to be defined for i ∈ Nh.
However, for the elemental definition used for Euler equations, it is also required for
i ∈ N hgh . In that case, we use the maximum of its constraining nodes, i.e.,
αk(uh)
.
= max
{j∈Nh : Cj 6=0}
αj(uh).
Let us recall some useful notation from Chapter 2 to introduce the scalar shock
detector αi(wh). Let rij = xj − xi be the vector pointing from node xi to xj with
i, j ∈ Nh and rˆij .= rij|rij | . Recall that the set of points xj for j ∈ Nh(Ωi)\{i} define the
macroelement Ωi around node xi. Let x
sym
ij be the point at the intersection between ∂Ωi
and the line that passes through xi and xj that is not xj (see Fig. 5.2). The set of all
xsymij for all j ∈ Nh(Ωi)\{i} is represented with N symh (Ωi). We define rsymij
.
= xsymij − xi.
Given xsymij in two dimensions, let as call a and b the indices of the vertices such that
they define the edge in ∂Ωi that contains x
sym
ij . We define u
sym
j as the value of uh at
xsymij , i.e., uh(x
sym
ij ).
Both usymij and x
sym
ij are only required to construct a linearity preserving shock de-
tector. Let us define the jump and the mean of a linear approximation of component β
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Figure 5.2: usym drawing
of the unknown gradient at node xi in direction rij as
r
∇uβh
z
ij
.
=
uβj − uβi
|rij | +
usym,βj − uβi
|rsymij |
,
{
|∇uβh · rˆij |
}
ij
.
=
1
2
(
|uβj − uβi |
|rij | +
|usym,βj − uβi |
|rsymij |
)
.
For each component in C, we use the same shock detector developed in Chapter 2. Let
us recall its definition
αi(u
β
h)
.
=


∣∣∣∣∑j∈Nh(Ωi) r∇uβhzij
∣∣∣∣∑
j∈Nh(Ωi) 2
{ ∣∣∣∇uβh · rˆij∣∣∣}
ij

q
if
∑
j∈Nh(Ωi) { |∇ · rˆij |} ij 6= 0
0 otherwise
.
(5.9)
We know from Lm. 2.3.1 that (5.9) gets values between 0 and 1, and it is only equal
to one if uβh(xi) is a local discrete extremum (in a space–time sense as in Def. 5.2.1).
Since the linear approximations of the unknown gradients are exact for uβh ∈ P1, the
shock detector vanishes when the solution is linear. Thus, it is also linearly preserving
for every component in C. This result follows directly from Th. 2.4.5.
The final stabilized problem in matrix form reads as follows. Find uh ∈ V h such
that uh = uh on ∂Ω, uh = u0h at t = 0, and
M(un+1h )δtU
n+1 +Kij(u
n+1
h )U
n+1 = G (5.10)
for n = 1, ..., nts, where
Mij(u
n+1
h )
.
= [1−max (αi,αj)]Mij + max (αi,αj) δij
∑
j
Mij ,
and Kij(un+1h )
.
= Kij + Bij , where Bij
.
= Bh(uh;ϕj , ϕi) is the stabilization matrix.
Let us show that adapted non-conforming meshes do not jeopardize any of the sta-
bility properties defined in Sect. 5.2.3 and proved for conforming meshes in [5, 9].
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Corollary 5.3.1 (DMP). The solution of the discrete problem (5.10) with m = 1 and
using the shock detector (5.9) satisfies the local DMP in Def. 5.2.2 if g = 0 and, for
every control point i ∈ Nh such that ui is a local discrete extremum, it holds:
Kij(uh) ≤ 0, ∀ j ∈ Nh(Ωi)\{i},
∑
j∈Nh(Ωi)
Kij(uh) = 0.
Moreover, the resulting scheme is linearity-preserving as defined in Def. 5.2.5, i.e.,
Bij(uh) = 0 for uh ∈ P1(Ωi).
Proof. The stabilization scheme for scalar problems is defined on the assembled system.
Hence, the modifications introduced in the assembly procedure do not affect the reasoning
in the proof of [5, Thm. 5.2].
Lemma 5.3.2 (Local bounds preservation). Consider uh ∈ V h with component β in
the set of tracked variables C. The stabilized problem (5.10) is local bounds preserving as
defined in Def. 5.2.4 at any region where uβh has extreme values.
Proof. If component β ∈ C of uh has an extremum at xi, we know from Lm. 2.3.1
that αi(u
β
h) = 1. Moreover, it is easy to see from (5.8) that αi(uh) = 1. In this case,
Mij(uh) = δij
∑
jMij . Hence, Mij(uh) = 0 for j 6= i and Mii(uh) = mi. Therefore, we
can rewrite the system as follows
mi∂tui +
∑
j∈Nh(Ωi)\{i}
Kij(uij)(uj − ui) =
mi∂tui +
∑
j∈Nh(Ωi)\{i}
∑
Ke∈Th
(f ′(uij)) ·
(
(∇ϕj , ϕi)Ke
+
∑
k∈M(j)
Ckj(∇ϕk, ϕi)Ke
+
∑
k∈M(i)
Cki(∇ϕj , ϕk)Ke
+
∑
k∈M(i)∩M(j)
CkiCkj(∇ϕk, ϕk)Ke
− νeijIm×m
)
(uj − ui) = 0.
102 Chapter 5. Monotonicity-preserving FE schemes with AMR
We need to prove that the eigenvalues of Kij(uij) are non-positive. To this end, let us
show that the following inequality holds∑
Ke∈Th
(
ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
+
∑
k∈M(j)
Ckj ρ
(
f ′(uij) · (∇ϕk, ϕi)Ke
)
+
∑
k∈M(i)
Cki ρ
(
f ′(uij) · (∇ϕj , ϕk)Ke
)
+
∑
k∈M(i)∩M(j)
CkiCkj ρ
(
f ′(uij) · (∇ϕk, ϕk)Ke
) ) ≥ ρ(f ′(uij) · (∇ϕj , ϕi)).
From (5.6), it is easy to check that ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
= |vij · ceij |+ cij‖ceij‖. We
have that
cij = (∇ϕj , ϕi) =
∑
Ke∈Th
(
ceij +
∑
k∈M(j)
Ckjc
e
ik
+
∑
k∈M(i)
Ckic
e
kj +
∑
k∈M(i)∩M(j)
CkiCkjc
e
kk
)
,
where ceij = (∇ϕj , ϕi)Ke . Thus,∑
Ke∈Th
( ∣∣vij · ceij∣∣+ ∑
k∈M(j)
Ckj |vij · ceik|
+
∑
k∈M(i)
Cki
∣∣vij · cekj∣∣
+
∑
k∈M(i)∩M(j)
CkiCkj |vij · cekk|
)
≥ |vij · cij | ,
and ∑
Ke∈Th
(
cij‖ceij‖+
∑
k∈M(j)
Ckj |vij · cij | ‖ceik‖
+
∑
k∈M(i)
Cki |vij · cij | ‖cekj‖
+
∑
k∈M(i)∩M(j)
CkiCkj |vij · cij | ‖cekk‖
)
≥ cij‖cij‖.
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Therefore,
∑
e ρ(K
e
ij(uij)) ≥ ρ(Kij(uij)). Moreover, by definition (see (5.5)),
νeij ≥ ρ
(
f ′(uij) · (∇ϕj , ϕi)Ke
)
+
∑
k∈M(j)
Ckj ρ
(
f ′(uij) · (∇ϕk, ϕi)Ke
)
+
∑
k∈M(i)
Cki ρ
(
f ′(uij) · (∇ϕj , ϕk)Ke
)
+
∑
k∈M(i)∩M(j)
CkiCkj ρ
(
f ′(uij) · (∇ϕk, ϕk)Ke
)
for j 6= i.
Furthermore, it is easy to infer from (5.4) that ρ(Beij(uij)) ≥ ρ(Keij(uij)). Hence,
ρ(Bij(uij)) ≥ ρ(Kij(uij)). Finally, sinceKij = Kij+Bij and Bij =
∑
eB
e
ij =
∑
e−νeijIm×m
for all j 6= i. Then, the maximum eigenvalue of Kij(uij) is non-positive, which completes
the proof.
Notice that it is essential to apply properly the constraints at the flux FE approxima-
tion, i.e., f ′(uk) =
∑
{i∈Nh : Cki 6=0}Ckif
′(ui). Otherwise, it is not possible to formally
prove local bound preservation. However, experimental results in the present chapter
show that using f ′(uk) does not affect the overall performance of the scheme.
5.3.1 Differentiable stabilization
In the case of steady, or implicit time integration, differentiability plays a role in the
convergence behavior of the nonlinear solver. This is especially important if one wants
to use Newton’s method. In the previous chapters we showed that nonlinear convergence
can be improved after few modifications to make the scheme twice-differentiable. In this
section, we introduce a set of regularizations applied to all non-differentiable functions
present in the stabilized scheme introduced above. In order to regularize these functions,
we follow the same strategy as in the previous chapters. Absolute values are replaced by
|x|1,εh =
√
x2 + εh, |x|2,εh =
x2√
x2 + εh
.
Note that |x|2,εh ≤ |x| ≤ |x|1,εh . Next, we also use the smooth maximum function
max σh(x, y)
.
=
|x− y|1,σh
2
+
x+ y
2
≥ max(x, y).
In addition, we need a smooth function to limit the value of any given quantity to one.
To this end, we use
Z (x)
.
=
{
2x4 − 5x3 + 3x2 + x, x < 1,
1, x ≥ 1.
104 Chapter 5. Monotonicity-preserving FE schemes with AMR
The set of twice-differentiable functions defined above allows us to redefine the sta-
bilization term introduced in Sect. 5.3. In particular, we define
B˜h(wh;uh,vh)
.
=

∑
i∈Nh
∑
j∈Nh(Ωi) ν˜ij(wh)viuj`(i, j), for m = 1,∑
Ke∈Th
∑
i,j∈Nh(Ke)
1≤β,γ≤m
ν˜eij(wh)`(i, j) v
β
i · δβγuγj , for m > 1,
(5.11)
where
ν˜ij(wh)
.
= max σh{αεh,i(wh)Kij , 0, αεh,j(wh)Kji} for j ∈ Nh(Ωi)\{i},
ν˜ii(wh)
.
=
∑
j∈Nh(Ωi)\{i}
ν˜ij(wh),
and
ν˜eij(wh)
.
= max σh
(
αεh,i(wh)λ
max
ij ,αεh,j(wh)λ
max
ji
)
+
∑
k∈M(i)
Cki max σh
(
αεh,k(wh)λ
max
kj ,αεh,j(wh)λ
max
jk
)
+
∑
k∈M(j)
Ckj max σh (αεh,i(wh)λ
max
ik ,αεh,k(wh)λ
max
ki )
+
∑
k∈M(i)∩M(j)
CkiCkjαεh,k(wh)λ
max
kk , for j ∈ Nh(Ωi)\{i},
ν˜eii(wh)
.
=
∑
j∈Nh(Ωi)\{i}
ν˜eij(wh).
Let us note that λmaxij needs to be regularized as λ
max
ij =
∣∣∣vijceij∣∣∣
1,εh
+ c‖ceij‖. The shock
detector is also regularized as follows:
αεh,i(uh)
.
= max σh{αεh,i(uβh)}β∈C .
In the case of the component shock detector we recall the definition in Chapter 2
αεh,i(u
β
h)
.
=
Z

∣∣∣∣∑j∈Nh(Ωi) r∇uβhzij
∣∣∣∣
1,εh
+ ζh
∑
j∈Nh(Ωi) 2
{ ∣∣∣∇uβh · rˆij∣∣∣
2,εh
}
ij
+ ζh


q
, (5.12)
where ζh is a small value for preventing division by zero. Finally, the twice-differentiable
stabilized scheme reads: find uh ∈ V h such that uh = uh on ∂Ω, uh = u0h at t = 0,
and
M˜(un+1h )δtU
n+1 + K˜ij(u
n+1
h )U
n+1 = G for n = 1, ..., nts, (5.13)
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where
M˜ij(u
n+1
h )
.
= [1−max σh (αεh,i,αεh,j)]Mij + max σh (αεh,i,αεh,j) δij
∑
j
Mij ,
K˜ij(u
n+1
h )
.
= Kij(u
n+1
h ) + B˜ij(u
n+1
h ),
and B˜ij(uh) = B˜h(uh;ϕj , ϕi), for i, j ∈ Nh.
Corollary 5.3.3. The scheme in (5.3) with the differentiable stabilization in (5.11) is
local bounds preserving, as defined in Def. 5.2.4, at any region where uβh has extreme
values for every β in C.
Proof. For an extreme value of uβh, since |x|2,εh ≤ |x| ≤ |x|1,εh the quotient of (5.12) is
larger than one. Hence, by definition of Z(x), αεh,i is equal to 1. At this point, it is easy
to check that ν˜eij ≥ νeij in virtue of the definition of max σh . Therefore, ρ(B˜
e
ij(uh)) ≥
ρ(Beij(uh)), completing the proof.
Moreover, it is important to mention that the differentiable shock detector is weakly
linearly-preserving as ζh tends to zero. This result follows directly from Sect. 2.7. In
order to obtain a differentiable operator, we have added a set of regularizations that rely
on different parameters, e.g., σh, εh, ζh. Giving a proper scaling of these parameters
is essential to recover theoretic convergence rates. In particular, we use the following
relations
σh = σ|λmax|2L2(d−3)h4, εh = εL−4h2, ζh = L−1ζ,
where for the scalar problem λmax is simply ‖v‖, d is the spatial dimension of the problem,
and L is a characteristic length.
5.4 Adaptive mesh refinement
The motivation of an adaptive FE method is to solve (5.10) up to a certain tolerance
(or resolution) using the minimum number of DOFs. To this end, the solution error
(eh = u−uh) is estimated at each element. With this information at hand, it is possible
to iteratively adapt the resolution of the mesh at certain regions. This process can be
divided into two parts: estimating the error at every cell, and deciding which and how
many cells need to be refined or coarsened. This procedure is performed iteratively until
a desired tolerance is achieved or, alternatively, a number of elements is reached. In the
present chapter, we start with a rather coarse mesh and perform the following steps till
reaching a stopping criterion:
1. Compute solution uh;
2. Estimate the error eh;
3. Select all cells that need to be refinement or coarsened;
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4. Update the mesh, and project the solution to the new mesh.
In some cases, the refinement might be driven by features of the solution instead of
a classical error estimator. For instance, one may decide to refine the regions around
discontinuities. In this scenario, one could use a expression that does not estimate the
error, but it allows to concentrate the elements around discontinuities.
5.4.1 Error estimators
One of the keys of AMR is the ability to provide a good estimation of the error. Several
error estimators have been proposed to date [1, 33, 50, 52, 94]. These can be classified,
at least, in two main types. Some authors [33, 50, 78, 79, 87] try to compute an upper
bound of the error for every cell. Then, provided a user defined tolerance, one can decide
to refine or coarsen each cell. However, an adjoint problem needs to be solved in order
to compute this upper bound [22, 50]. It is possible to approximate the error bounds
without solving an adjoint problem only for simple cases, see [50]. Therefore, this kind
of error estimators increases the computational cost substantially. Alternatively, one can
simply determine the distribution of the error in the mesh and use this information to
drive an adaptivity algorithm. In this scenario, some authors [1, 15, 63, 77, 94, 95] drive
the adaptivity process with the solution gradient. In this case, explicit expressions of
the estimated error are possible, requiring less computational resources than the previous
option.
In general, the adaptive procedure can be described as follows. Given a finite element
solution uh, the error eh is approximated as eh ≈∇u−∇uh. Then, the reconstruction
is used as an approximation of the exact gradient. This strategy is based on super-
convergence of special recovery techniques (see [95] and refs. in [1, 77]). Kuzmin and
co-workers [15, 77] follow [94] to reconstruct an approximation of the exact gradient.
Kelly et al. [52] proposed a well-known estimator based on gradient recovery:
η2K
.
=
hK
24
∫
∂K
s
∂uh
∂n
{2
dΓ,
where ηK is the estimated error at every element, K. The main advantages of this
estimator are its simplicity and its low computational cost. For these reasons, this
estimator is used in the present chapter.
It is worth mentioning that our problems of interest are characterized by exhibiting
discontinuities, where the error concentrates. These regions are susceptible to develop
instabilities, and thus, these are the regions in which the shock capturing is activated.
Therefore, it is natural to use the shock capturing to drive the adaptivity procedure. We
propose an estimator based on the graph Laplacian `(i, j) present in the stabilization
term (5.4). This way, we reuse available information and reduce the computational
5.5. Nonlinear solver 107
overhead associated with error estimation. The indicator reads:
η˜2K
.
= hd−2K `(u
β
h,u
β
h)K = h
d−2
K
∑
i∈Nh(K)
∑
j∈Nh(Ωi)
(uβi − uβj )2,
where β ∈ C is the index of the specific component analyzed. This estimator is expected
to yield high values around shocks and low values in smooth regions.
5.4.2 Refinement strategy
After the error has been estimated for every element, one needs to decide which element
needs to be refined and which one coarsened. If an upper bound of the error is computed,
then one may use a given tolerance to make this decision. However, in the present case
this is not available. A classical alternative is to refine/coarsen a fixed amount of elements
at every iteration [10, 12]. In the present study, a 30% of the elements with higher
error estimates are refined whereas a 10% of the elements with lower error estimates
are coarsened. This percentages are arbitrary and other choices are valid. Notice that
using this setting in two dimensions the number of elements is almost doubled at every
iteration. We make use of the parallel nth element algorithm [10, 90] to efficiently
determine the error estimator thresholds for refining or coarsening the elements.
5.5 Nonlinear solver
In this section, we describe the method used for solving the nonlinear system of equations
arising from the scheme introduced above. In particular, we use a hybrid Picard–Newton
approach in order to increase the robustness of the nonlinear solver. Moreover, we also
make use of a line-search method to improve the nonlinear convergence.
We define the residual of the equation (5.13) at the k-th iteration as
R(uk,n+1h )
.
= M˜(uk,n+1h )δtU
k,n+1 + K˜ij(u
k,n+1
h )U
k,n+1 − G.
Hence, the Jacobian is defined as
J(uk,n+1h )
.
=
∂R(uk,n+1h )
∂Uk,n+1
(5.14)
= M˜(uk,n+1h ) + K˜ij(u
k,n+1
h ) +
∂M˜(uk,n+1h )
∂Uk,n+1
δtU
k,n+1 +
∂K˜ij(u
k,n+1
h )
∂Uk,n+1
Uk,n+1.
Therefore, Newton method consists in solving J(uk,n+1h )∆U
k+1,n+1 = −R(uk,n+1h ). It is
well known that Newton method can diverge if the initial guess of the solution u0,n+1h
is not close enough to the solution. In order to improve robustness, we use a line-
search method to update the solution at every time step. The new approximation is
computed as Uk+1,n+1 = Uk,n+1 + λ∆Uk+1,n+1, where λ is obtained using a standard
cubic backtracking algorithm.
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As introduced at the beginning of the section, we also use a hybrid approach combin-
ing Newton method with Picard linearization. Picard nonlinear iterator can be obtained
removing the last two terms of (5.14), i.e.,(
M˜(uk,n+1h ) + K˜ij(u
k,n+1
h )
)
∆Uk+1,n+1 = −R(uk,n+1h ). (5.15)
Clearly, it is equivalent to(
M˜(uk,n+1h ) + K˜ij(u
k,n+1
h )
)
Uk+1,n+1 = M˜(uk,n+1h )U
n + G.
Moreover, we modify the left hand side terms in (5.15); we use αi = 1 for computing
these terms while we use the value obtained from (5.8) for the residual. Using this
strategy, the solution remains unaltered but the obtained approximations uk,n+1h for
intermediate values of k are more diffusive. Even though this modification slows the
nonlinear convergence, it is essential at the first iterations. Otherwise, the robustness of
the method might be jeopardized.
The resulting iterative nonlinear solver consists in the following steps. We iterate
Picard method in (5.15), with the modification described above, until the L2 norm of
the residual is smaller than a given tolerance. In the present chapter, we use a tolerance
of 10−2. Afterwards, Newton method with the exact Jacobian in (5.14) is used until the
desired nonlinear convergence criteria is satisfied. We summarize the nonlinear solver
introduced above in Alg. 4.
Algorithm 4: Hybrid Picard–Newton method.
Input: U0,n+1, tol1, tol2, ε
Output: Uk,n+1, k
k = 1, ε1 = ε
while ‖R(Uk,n+1)‖/‖R(U0,n+1)‖ ≥ tol1 do
Compute αi(Uk,n+1) using (5.8)
Compute ∆Uk+1,n+1 using (5.15)
Minimize ‖R(Uk+1,n+1)‖, where Uk+1,n+1 = λ∆Uk+1,n+1 +Uk,n+1, with
respect to λ
Set Uk+1,n+1 = λ∆Uk+1,n+1 +Uk,n+1
Update k = k + 1
while ‖R(Uk,n+1)‖/‖R(U0,n+1)‖ ≥ tol2 do
Compute αi(Uk,n+1) using (5.8)
Solve J(Uk,n+1)∆Uk+1,n+1 = −R(Uk,n+1) with J in (5.14)
Minimize ‖R(Uk+1,n+1)‖, where Uk+1,n+1 = λ∆Uk,n+1 +Uk,n+1, with respect
to λ
Set Uk+1,n+1 = λ∆Uk,n+1 +Uk,n+1
Update k = k + 1
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5.6 Numerical results
In this section, we perform several numerical experiments to assess the numerical scheme
introduced in the previous sections. First, we perform a convergence analysis to assess
its implementation. Then, we use steady benchmark tests to analyze the effectiveness of
the high-order scheme in the context of AMR. In particular, we compare the nonlinear
scheme in (5.13) with its linear (first order) counterpart, i.e., using αεh,i(uh) ≡ 1.
From the experience in the numerical experiments of the previous chapters, we choose
the following regularization parameters: σ = 10−2, ε = 10−4, and γ = 10−10. In addition,
for all Euler tests below, the density is discontinuous at all shocks. Therefore, we use
C = {1} in (5.8), i.e., the shock detector is based on the density behavior.
5.6.1 Convergence
First, the convergence to a discontinuous solution is analyzed. To this end, we solve two
different problems. On the one hand, the following scalar problem is solved
∇ · (vu) = 0 in Ω = [0, 1]× [0, 1],
u = uD on Γin,
(5.16)
where v(x, y) .= (1/2, sin−pi/3), and inflow boundary conditions uD = 1 on {x = 0}∩{y >
0.7} and y = 1, while uD = 0 at the rest of the inflow boundary. This problem has the
following analytical solution
u(x, y) =
{
1 if y > 0.7 + 2x sin−pi/3,
0 otherwise.
For the Euler equations, the problem is the well known compression corner test [3, 61],
also known as oblique shock test [84, 88]. This benchmark consists in a supersonic flow
impinging to a wall at an angle. We use a [0, 1]2 domain with a M = 2 flow at 10◦
with respect to the wall. This leads to two flow regions separated by an oblique shock
at 29.3◦, see Fig. 5.3.
Figure 5.3: Compression corner scheme.
Since the solution is not smooth, we expect linear convergence rates in the L1-norm.
Fig. 5.4 shows the convergence behavior of both problems with uniform mesh refinements.
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(b) Euler equations.
Figure 5.4: Convergence of ‖u − uh‖L1(Ω) to a solution with a discon-
tinuity.
The experimental convergence rate measured for the scalar transport problem is 0.82,
whereas the convergence rate measured is 0.94 for the compression corner test. Therefore,
both tests exhibit the expected convergence behavior.
5.6.2 Linear discontinuity
For this test, we use again the problem in (5.16). The purpose of this test is twofold.
On the one hand, we analyze the effectiveness of the proposed estimator. On the other
hand, we compare the effectiveness of the linear and nonlinear stabilization methods.
Specifically, this effectiveness is measured as follows. For a given error, we consider a
method more effective if it requires less computational time, independently of the number
of elements required. In addition, we also solve the problem for successive uniformly
refined meshes in order to evaluate the effect of AMR.
For all comparisons, we start with a coarse mesh of 16 × 16 elements, and proceed
adapting the mesh up to a maximum number of elements. For the nonlinear stabilization,
we set a maximum of 104 elements. The maximum number of elements for the low-order
method is 105. The uniform mesh is refined up to a 256× 256 mesh. We use a nonlinear
tolerance of ‖∆uh‖/‖uh‖ < 10−4, and a maximum of 500 iterations.
Fig. 5.5 shows the evolution of the AMR algorithm for both estimators. The results
shown in this picture have been obtained using the linear stabilization, and the left-
most column using the nonlinear one. It can be observed that both Kelly (ηK) and
graph Laplacian (η˜K) estimators refine in the vicinity of the shock. However, the graph
Laplacian operator clearly outperforms Kelly estimator.
Figs. 5.6–5.8 compare the effectiveness of the low-order and the high-order stabiliza-
tion schemes. The results are obtained for the stabilization parameter q = 1, q = 2, and
q = 10, respectively.
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Figure 5.5: Evolution of the mesh refinement process. η˜K with high-
order scheme is used in the left column. Low-order scheme with Kelly
estimator is used in the central column. η˜K with low-order scheme is
used in the right column. For the low-order scheme from top to bottom
results have been obtained at refinement step 1, 2, 3, 9, and 9. For the
high-order with q = 10, the refinement steps are 1, 2, 3, 5, and 5.
112 Chapter 5. Monotonicity-preserving FE schemes with AMR
At Fig. 5.7, the nonlinear stabilization is able to converge the nonlinear problem
efficiently and the overhead of solving a nonlinear problem does not strongly affect the
overall performance. We note that for the linear scheme the problem is linear. It can
be observed that the convergence rate (against time) is much higher for the nonlinear
scheme. The linear scheme requires less computational time for coarser meshes but the
nonlinear scheme is more effective for tighter accuracies.
We can observe in Fig. 5.8 the convergence problems of the nonlinear stabilization at
some steps of the refinement procedure. Even though using q = 10 improves the accuracy
of the method, it also increases the computational cost since the nonlinear problem is
harder to solve. This results in an efficiency slightly lower than the linear stabilization.
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Figure 5.6: Time and elements convergence comparison for the trans-
port problem with a linear discontinuity, q = 1.
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Figure 5.7: Time and elements convergence comparison for the trans-
port problem with a linear discontinuity, q = 2.
5.6.3 Circular discontinuity
We analyze again the effectiveness of the proposed estimator and the effectiveness of the
linear and nonlinear stabilization methods for a slightly more complicated convective
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Figure 5.8: Time and elements convergence comparison for the trans-
port problem with a linear discontinuity, q = 10.
field. For this test, we use (5.16) with v(x, y) .= (y,−x), and inflow boundary conditions
u(0, y) =

1 y ∈ [0.15, 0.45],
cos2
(
10
3 pi(y − 0.4)
)
y ∈ [0.55, 0.85],
0 elsewhere.
The analytical solution of this particular configuration consists in the transport of the
inflow profile in the direction of the convection. As a result, the solution at the outflow
boundary, corresponding to y = 0, is u(x, 0) = u(0, x). We start with a coarse mesh of
16× 16 elements in all cases, and proceed adapting the mesh up to a maximum number
of elements. For the nonlinear stabilization, we set a maximum of 5 · 103 elements. The
maximum number of elements for the linear stabilization is 5 · 104. We use a nonlinear
tolerance of ‖∆uh‖/‖uh‖ < 10−4, and a maximum of 500 iterations.
Fig. 5.9 shows the evolution of the AMR algorithm for both ηK and η˜K error estima-
tors with the linear stabilization and η˜K with the nonlinear one. It can be observed that
both Kelly (ηK) and graph Laplacian indicators detect the regions that require more
resolution. In any case, as in the previous example, the graph Laplacian operator (η˜K)
performs slightly better.
Figs. 5.10–5.12 compare the effectiveness of the linear and nonlinear stabilization.
These results use the stabilization parameter q = 1, q = 2, and q = 10, respectively. In
Fig. 5.11, the high-order scheme is able to converge efficiently and the overhead of solving
a nonlinear problem does not strongly affect the overall performance. Nevertheless, the
low-order scheme requires less computational time for any given error. However, it can
be observed that the convergence rate (in time) is much higher for the high-order scheme.
Therefore, it is expected to outperform the low-order scheme for more refined meshes.
In contrast, we do not observe the significant convergence problems in Fig. 5.12 even
though the linear stabilization is slightly more efficient. Again, the convergence rate
(versus time) is higher for the nonlinear stabilization and it will be better for more
refined meshes.
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Figure 5.9: Evolution of the mesh refinement process. η˜K with high-
order scheme is used in the left column. Low-order scheme with Kelly
estimator is used in the central column. η˜K with low-order scheme is
used in the right column. For the low-order scheme from top to bottom
results have been obtained at refinement step 1, 2, 3, 7, and 7. For the
high-order with q = 10, the refinement steps are 1, 2, 3, 4, and 4.
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Figure 5.10: Time and elements convergence comparison for the trans-
port problem with a circular convection field, q = 1.
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Figure 5.11: Time and elements convergence comparison for the trans-
port problem with a circular convection field, q = 2.
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Figure 5.12: Time and elements convergence comparison for the trans-
port problem with a circular convection field, q = 10.
5.6.4 Compression corner
Let us consider now the Euler equations. We start with the compression corner test
(see Fig. 5.3). We analyze the effectiveness of the high-order scheme, and evaluate the
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performance of the graph Laplacian estimator. We start with a coarse mesh of 16 × 16
elements, and adapt it up to a maximum number of elements. For the high-order method,
we set a maximum of 5 · 103 elements. The maximum number of elements for the low-
order method is 5 · 104. We use a nonlinear tolerance of ‖∆uh‖/‖uh‖ < 10−4 and a
maximum of 500 iterations.
Figure 5.13: Evolution of the mesh refinement process. η˜K with high-
order (right) and low-order (left) schemes are used. For the low-order
scheme from top to bottom results have been obtained at refinement step
1, 2, 3, 8, and 8. For the high-order with q = 10, the refinement steps are
1, 2, 3, 4, and 4.
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In Fig. 5.13, we depict the refinement evolution for the graph Laplacian estimator
(η˜K) for linear and nonlinear stabilization. As expected, we can observe that for the
high-order method the scheme is able to resolve the shock with less refinement steps.
The linear stabilization is able to provide well-resolved shocks at the final refinement
step.
Fig. 5.14 compares the effectiveness of the low-order and the high-order stabilization
schemes for different values of q. The high-order scheme is able to converge efficiently
and the overhead of solving a nonlinear problem does not affect the overall performance.
In this case, the low-order and the high-order schemes require similar computational
time for any given error. Actually, for the finer meshes, the high-order scheme with
either q = 1 or q = 2 already performs better than the low-order scheme. However,
for some meshes the high-order scheme exhibits convergence problems. In the case of
q = 10, the cost of converging the nonlinear problem does not compensate the increase
in computational cost.
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Figure 5.14: Time and elements convergence comparison for the com-
pression corner problem.
5.6.5 Reflected shock
This benchmark consists in two flow streams colliding at different angles. The domain has
dimensions [0.0, 1.0]× [0.0, 4.1] and a solid wall at its lower boundary. This configuration
leads to a steady shock separating both flow regimes that is reflected at the wall producing
a third different flow state behind it. A sketch of this benchmark test is given in Fig.
5.15. The flow states at each region have been collected in Tab. 5.1.
Table 5.1: Reflected shock solution values at every region.
Region Density [Kgm−3] Velocity [m s−1] Total energy [J]
a© 1.0 (2.9, 0.0) 5.99075
b© 1.7 (2.62, -0.506) 5.8046
c© 2.687 (2.401, 0.0) 5.6122
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Figure 5.15: Reflected shock scheme.
We analyze the effectiveness of the high-order scheme, and evaluate the performance
of the graph Laplacian estimator. We start with a coarse mesh of 16× 64 elements and
adapt the mesh till a certain number of elements is reached. For the high-order method,
we set a maximum of 104 elements. The maximum number of elements for the low-order
method is 3 · 105. We use a nonlinear tolerance of ‖∆uh‖/‖uh‖ < 10−4 and a maximum
of 500 iterations.
Fig. 5.16 compares the effectiveness of the low-order and the high-order stabilization
schemes for different values of q. The high-order scheme converges efficiently and the
overhead of solving a nonlinear problem does not affect the overall performance. Actually,
for the most refined meshes the high-order method is more efficient than the low-order
one. As for the previous problem, Fig. 5.16 shows that the high-order scheme can present
nonlinear convergence problems at some steps of the refinement process. However, as
the mesh becomes more adapted to the problem this issues is reduced.
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Figure 5.16: Time and elements convergence comparison for the re-
flected shock problem.
In Fig. 5.17 we depict the refinement evolution for the graph Laplacian estimator (η˜K)
for the low-order scheme. In these figures it can be observed how the graph Laplacian
estimator is able to concentrate all the resolution at the shock location. Finally, we can
conclude from the lower two figures that both schemes resolve the shocks properly after
the mesh has been refined enough.
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Figure 5.17: Evolution of the mesh refinement process. η˜K with low-
order scheme is used. For the low-order scheme from top to bottom results
have been obtained at refinement step 1, 2, 3, 4, 5, 6, and 7. The lower
two figures are the high-order with q = 2 (top) and low-order (bottom)
results at their last refinement step.
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5.7 Conclusions
The stabilization schemes in Chapters 2 and 4 have been extended and assessed in the
AMR context for nonconforming hierarchical octree meshes. The chapter focuses in as-
sessing the effectiveness of linear (first-order) and nonlinear (higher-order) stabilization.
We focus the comparison in terms of accuracy versus computational time.
The results indicate that linear stabilization is more effective for coarse meshes. In
this case, the computational cost required to solve the stiff nonlinear problem due to the
nonlinear stabilization does not compensate the improvement in the accuracy. This is
especially evident for linear systems of PDEs. On the contrary, as the mesh is refined
and properly adapted to the shocks, nonlinear stabilization pays the price. Even though
increasing the value of q in the nonlinear stabilization (a parameter that makes shocks
sharper but hinders nonlinear convergence) improves accuracy, it turns to be far more
effective to refine the mesh further for low values of q. Nevertheless, it is worth men-
tioning that high-order method might exhibit nonlinear convergence problems for some
meshes.
In addition, a new refinement criterion have been proposed. The proposed estima-
tor is based on the graph Laplacian used in the definition of the stabilization method.
Numerical results show that this shock detector is able to perform better that the well
known Kelly estimator for problems with shocks or discontinuities.
Chapter 6
Conclusions and future work
6.1 Conclusions
In this thesis, the development of monotonicity-preserving FE methods has been ex-
plored. Since the main chapters of this dissertation are self-contained and preserve the
structure of a paper, each one contains their own detailed conclusions. In this chapter,
we present a more general overview. To this end, let us recall the list of goals set in
Sect. 1.2.
• Design of a monotonicity-preserving scheme for arbitrary mesh geome-
tries.
In Chapter 2 we consider a nonlinear stabilization technique for the FE approxima-
tion of scalar conservation laws with implicit time stepping. The method relies on
an artificial diffusion method, based on a graph-Laplacian operator. The artificial
diffusion term is based on a graph-Laplacian artificial diffusion operator, instead of
a PDE-based one. This removes any requirements on the mesh. In addition, this
strategy is also used in subsequent chapters. The stabilization method proposed in
Chapter 2 satisfies the local DMP, and thus preserves monotonicity. Furthermore,
all numerical results in Sect. 2.9 exhibit this property.
• Analysis and improvement of the nonlinear convergence behavior of
monotonicity-preserving schemes.
The scheme proposed in Chapter 2 is proved to be Lipschitz continuous. This
property leads to well-posedness of the nonlinear problem. However, the result-
ing scheme is highly nonlinear, leading to very poor nonlinear convergence rates.
Therefore, we also propose a regularized version of the scheme that is twice dif-
ferentiable. This allowed us to use Newton’s method with the exact Jacobian.
Numerical experiments in Sect. 2.9 show a reduction of 10 to 20 times in the
number of iterations with respect to the original non-differentiable algorithms.
• Extension to high-order discretizations in space and time.
In Chapter 3, the stabilization method in Chapter 2 is extended to isogeomet-
ric analysis. The proposed method is DMP-preserving for arbitrary high-order
discretizations in space and time without any CFL-like condition. Moreover, in
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order to reduce the computational cost of the space–time method, we propose a
partitioned scheme in Sect. 3.4. This alternative scheme is also proved to be uncon-
ditionally DMP-preserving. In addition, all numerical in results Sect. 3.6 exhibit
this property.
• Extension to first order hyperbolic systems of equations.
Chapter 4 is devoted to this goal. Extension of monotonicity preservation to sys-
tems of equations is not straightforward. Actually, the continuous problem does
not necessarily need to have monotonic solutions. In this case, previous works in
literature resort to proving local bounds preservation. This could be seen as an
heuristic extension of the properties required to prove the LED property for scalar
problems (see Th. 2.4.1 and Sect. 4.2.3). In Chapter 4, a differentiable local bounds
preserving stabilization method for Euler equations is developed.
In addition, a continuation method for the regularization parameters present in the
differentiable stabilization is proposed to improve nonlinear convergence. Numeri-
cal results show that differentiability not only can improve nonlinear convergence,
but it also improves the robustness of the method. However, the improvement
in the nonlinear convergence is restricted to moderate tolerances, and is not as
significant as in Chapter 2.
• Extension to AMR FE schemes.
In Chapter 5, the stabilization schemes in Chapter 2 and Chapter 4 are extended
and assessed in the AMR context. In particular, we use nonconforming hierarchical
octree meshes. The stabilization method for scalar problems is defined using the
assembled matrix. Thus, it can work directly with this kind of meshes without
any modification. Instead, the stabilization method for systems of equations uses
elemental values to define the artificial diffusion. Hence, minor modifications are
introduced to adapt the scheme. In any case, with these modifications, the scheme
preserves all the properties of the original method (see 5.3.3).
Moreover, a new refinement criterion is proposed in Sect. 5.4. The proposed esti-
mator is based on the graph Laplacian used in the definition of the stabilization
method. Numerical results show that this shock detector is able to perform better
than the well known Kelly estimator for problems with shocks or discontinuities.
• Assessment of the efficiency of high-order monotonicity-preserving schemes
in AMR context.
The results of Chapter 5 indicate that the high-order scheme only becomes superior
for a sufficiently refined mesh. The low-order method might perform better for
coarse meshes. However, the high-order scheme has a higher convergence rate.
Thus, it outperforms the low-order scheme once the mesh is refined enough.
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In addition, it can be observed in Sect. 5.6 that it is more efficient to refine the
mesh than to improve accuracy by using high values of q. Let us recall that q is a
parameter in the stabilization that allows one to modulate the amount of artificial
diffusion introduced. The higher it is, the less diffusive the presented method is.
Nevertheless, it is worth mentioning that the high-order method might exhibit
nonlinear convergence problems for some meshes. In this scenario, the low-order
scheme clearly outperforms the high-order method.
6.2 Future work
Research never comes to an end, it is simply bounded by time. In this section, we proceed
to describe a few ideas that arise as possible continuation of the developments in this
dissertation.
• Smoothness indicator for isogeometric analysis
The high-order method developed in Chapter 3 yields solutions that satisfy the
global DMP for arbitrary order discretizations. However, only for monotonic so-
lutions the method is able to recover the high-order convergence rates. This is a
direct consequence of the stabilization method introduced, which is only second
order accurate. Lohmann et al. [71] proposed to use smoothness indicators based
on the behavior of second order derivatives. This prevents to formally proof mono-
tonicity preservation, but numerical experiments show an improved behavior and
high-order convergence rates can be recovered. An interesting work could be to
develop such a smoothness indicator for the particular case of isogeometric analy-
sis. In this case, one could take advantage of the higher continuity of this kind of
discretizations.
• Parallelization of the implementation
The methods presented in this dissertation have only been tested in serial experi-
ments. In any case, all methods are local and nothing prevents its parallelization.
However, the domain of dependence is slightly larger than the one for regular FE
methods. Therefore, the parallel implementation should be adapted to support
at least one layer of ghost elements at subdomain interfaces. This is especially
important if one is willing to compute the exact Jacobian. Otherwise, if an inexact
Jacobian is sufficient, as performed in [18], then the parallel implementation does
not require any special requirement.
• AMR for high-order methods
In Chapter 5, we have adapted the methods in Chapter 2 and 4 to adaptive meshes.
However, this is not the case for the method in Chapter 3 due to the higher cou-
pling of isogeometric analysis basis functions. Bornemann and Cirak [20] use hi-
erarchical B-splines to achieve an AMR discretization. We consider interesting to
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combine this kind of B-spline discretizations with the AMR methods in Chapter
5. Furthermore, developing an hp-adaptive method using this strategy could lead
to an improved behavior for problems that combine shocks with regions where the
solution is smooth.
• Extension to other problems
The most complex problem solved in this thesis are the Euler equations. As mo-
tivated in Chapter 1, we would like to eventually extend these methods to en-
hance plasma simulations. Therefore, the immediate development to be performed
is the extensions to compressible Navier-Stokes, and ideal magnetohydrodynam-
ics (MHD). In a latter stage, extensions to resistive MHD, and multi-fluid plasma
equations should also be performed.
• Extension to compatible discretizations
In combination with the previous point, we consider interesting to explore exten-
sions to compatible discretizations. The magnetic field in MHD formulations is
solenoidal. Several strategies have been developed to deal with this constraint.
A common approach is to use Nédélec FEs [80] to discretize the magnetic field.
Therefore, we consider that extending the methods presented in this dissertation
to compatible discretizations could increase their applicability.
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