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Abstract
d = 2 σ-models describing superstrings propagating on manifolds of special holonomy
are characterized by symmetries related to covariantly constant forms that these manifolds
hold, which are generally non-linear and close in a field dependent sense. The thesis
explores various aspects of the special holonomy symmetries (SHS).
Cohomological equations are set up that enable a calculation of potential quantum
anomalies in the SHS. It turns out that it’s necessary to linearize the algebras by treating
composite currents as generators of additional symmetries. Surprisingly we find that
for most cases the linearization involves a finite number of composite currents, with the
exception of SU(3) and G2 which seem to allow no finite linearization. We extend the
analysis to cases with torsion, and work out the implications of generalized Nijenhuis
forms.
SHS are analyzed on boundaries of open strings. Branes wrapping calibrated cycles
of special holonomy manifolds are related, from the σ-model point of view, to the preser-
vation of special holonomy symmetries on string boundaries. Some technical results are
obtained, and specific cases with torsion and non-vanishing gauge fields are worked out.
Classical W -string actions obtained by gauging the SHS are analyzed. These are of
interest both as a gauge theories and for calculating operator product expansions. For
many cases there is an obstruction to obtaining the BRST operator due to relations
between SHS that are implied by Jacobi identities. We relate the problem to extra gauge
symmetries that exist when only a subalgebra of the SHS on the same special holonomy
background is gauged. Such gauge symmetries are infinitely reducible and don’t imply
conserved currents. We propose a solution which avoids the Jacobi problem by gauging a
subalgebra of SHS with complex conserved currents that involves spectral flow generators
in one direction only, unlike the reducible algebra which involves both.

Statement of Original Work
Chapters 1 to 4 explain the background to the original work, which is contained in
Chapters 5 to 8. The only exception to this is the unconventional gauge fixing procedure
for the bosonic string in 4.2 and the related observations in 4.6, which to my knowledge
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Chapter 1
Introduction
The biggest challenge that physics has faced in the recent decades is to make sense of
gravity at the quantum level. It is difficult to assess how much progress has been made
so far by the two main attempts, string theory and loop quantum gravity. Each certainly
has its problems. The problem they both share is that at present they are unable to
make any testable physical predictions. Loop quantum gravity has an infinite number of
undetermined coefficients in the Hamiltonian constraints [141], and is generally unable
to reproduce even the most basic qualities of the continuity of space on the large scale.
String theory is formulated in a background dependent way, and at present provides no
mechanism for singling out the background that describes our universe. Some estimates
[50] of the number of vacua in which the standard model can be realized are of the
stupendously high order of 10500, which has recently led many string theorists to resort
to the anthropic principle. However, arguments have also been put forward that this
number is really vastly lower [163], and that most of the effective field theories we see
through our perturbative understanding of string theory are in fact inconsistent. When
compared to string theory, loop quantum gravity has the disadvantage that it’s derived
in a rather contrived way, and while there certainly are some correct ideas within the
formalism, progress is slow. On the other hand, progress in string theory is being made
at a fast pace, but admittedly not always in a direction directly relevant for physics.
On can argue that any attempt to get a handle on quantum gravity using perturba-
tive techniques seems to lead to string theory. General relativity is not perturbatively
renormalizable for D > 2, and since the uncontrollable ultraviolet divergences can be
related to the point particle description of gravitons it is natural to try and work with
relativistic extended objects instead. These can be described by the σ-model action
S =
∫
dDσGij(φ)γ
µν ∂φ
i
∂σµ
∂φj
∂σν
, (1.1)
where σν are the coordinates and γµν a metric on the D-dimensional worldvolume tra-
versed by a (D − 1)-dimensional object moving through a target space manifold with
coordinates φi. The target space metric can be expanded in Riemann normal coordinates
as
Gij(φ) = δij +Rijkl(φ
i
0)φ
kφl + · · · (1.2)
around some point φi0. Since [φ] =
D−2
2 , we have that [Rijkl] = D − 2. So unless the
target space is flat, (1.1) is renormalizable only for D = 2, when it describes a string.
Of course, this is only the beginning of the story. The ingredients that fix string theory
as a virtually unique theory are supersymmetry and conformal invariance. Supersymme-
try is related to eliminating the tachyonic lowest energy states present in the bosonic
string, while conformal invariance is related to unitarity of string scattering amplitudes.
Technically, requiring conformal invariance is tantamount to requiring the β-function of
the σ-model to vanish. One of the many miracles of string theory is that, at zeroth order
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in the σ-model expansion parameter α′, this constrains the background in which a super-
string can consistently propagate to obey Einstein’s equations, with corrections due to
the string being an extended object at higher orders. Furthermore, there are various fields
other than the metric that feature in string theory: the two-form bij , which couples to the
fundamental string itself, and various higher dimensional forms related to the existence of
branes. Branes play a role in a whole series of further miracles, especially in the context
of dualities. Among the most significant of these is the AdS/CFT correspondence, which
in its original formulation [133] states that string theory on AdS5 × S5 is equivalent to
the N = 4 supersymmetric Yang-Mills theory (a conformally invariant theory) on the
conformal compactification of four-dimensional Minkowski space, which is the boundary
of AdS5.
The thesis is for the most part more old fashioned, in that it is largely concerned with
supersymmetric backgrounds that were studied before the advent of branes, M-theory,
and AdS/CFT. This includes the simplest physically desirable background, in which six
dimensions are compact and four large. The requirement of supersymmetry puts very
stringent requirements on the nature of the small spaces: if the only non-zero field is the
metric they have to be six-dimensional Calabi-Yau manifolds. When α′ corrections are
included the metric is deformed from the Ricci-flat one, but the manifold remains Calabi-
Yau in the topological sense. For compactifications to other dimensions other manifolds
become relevant, but it turns out they are always of the special holonomy type, meaning
that their holonomy groups are contained in SU(n), Sp(n), G2, or Spin(7).
The main aim of the thesis is to study the preservation of target space supersymmetry
on special holonomy backgrounds in the presence of stringy corrections. There exist a
number of different types of σ-models describing string theory, each with its own advan-
tages and disadvantages, and its own manifestation of spacetime supersymmetry. The
formulations are remarkably different, given that they are ultimately equivalent. I will
work in the Neveu-Schwarz (NS) formalism, in which the σ-model base space is a super-
manifold and the target space an ordinary manifold. Specifically, I will only consider the
case when the base space has (1, 1) supersymmetry. The other possibilities are:
⊲ The Green-Schwarz (GS) formalism [82], in which the target space is a superman-
ifold. The advantage of the GS formalism is that spacetime supersymmetry is
manifest. However, it can only be quantized in the light-cone gauge; a covariant
quantization is not possible, leading to problems of infinite reducibility.
⊲ The Berkovits formalism [23], which builds on the GS formalism and uses various
tricks to obtain a covariant formulation with manifest spacetime supersymmetry.
The manner of obtaining the BRST operator is not the usual one, i.e. it is not
obtained by gauge fixing an action that couples to a worldsheet metric, and the
underlying conformal symmetry is not completely manifest.
⊲ A further formalism, based on the GS string, that involves an infinite tower of
ghosts has been proposed very recently [117].
The NS formalism has the advantage that it is relatively straightforward to quantize,
and the disadvantage that target space supersymmetry is not manifest. Rather, it is
realized indirectly via worldsheet current algebras. Any conformally invariant theory
with (1, 1) worldsheet supersymmetry on a Calabi-Yau target space has the infinite-
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dimensional N=2 current algebra:1
[Lm, Lm] = (m− n)Lm+n + c
12
m(m2 − 1)δ(m+n),0 , (1.3)
[Jm, Jn] =
c
3
mδ(m+n),0 ,
[Ln, Jm] = −mJm+n ,
[Ln, G
±
m±a] =
(n
2
− (m± a)
)
G±m+n±a ,
[Jn, G
±
m±a] = ±G±m+n±a ,
{G+n+aG−m−a} = 2Lm+n + (ν −m+ 2a)Jn+m +
c
3
(
(n + a)2 − 1
4
)
δm+n,0 ,
where Lm are modes of the conformal current, Jn are modes of the U(1) current, and
G±m are modes associated with two worldsheet supersymmetry currents. c is the central
charge, and is related to the dimension of the target space by D = 23c. The N = 2 algebra
is invariant under the spectral flow,
Ln → Ln + ηJn + c
6
η2δn,0 , (1.4)
Jn → Jn + c
3
ηδn,0 ,
G±r → G±r±η ,
which means that making the above replacements in (1.3) leaves the commutation rela-
tions invariant. The spectral flow by η = ±12 takes us from the NS sector, which describes
target space bosons, to the R sector, which describes fermions (or vice versa, depending
on the initial boundary conditions on the currents), and gives the description of space-
time supersymmetry for Calabi-Yau target spaces. In addition, the N = 2 algebra can be
extended by currents related to the holomorphic and antiholomorphic D2 forms that exist
on CY manifolds [142]. These extra currents can be interpreted as generators of spectral
flow by ±1. Analogous extended algebras have been defined for all manifolds of special
holonomy relevant for string compactifications [99, 60].
It was thought in the early days [6] that a σ-model with N = 2 symmetry on a Ricci
flat CY manifold is conformally invariant to all orders in α′. However, this was too hope-
ful, and it was soon found that counterterms are needed at four loop [84] which deform
the metric from its Ricci flat solution. Corrections to supersymmetry transformations
and equations of motion have been studied extensively since then in the context of su-
pergravity, both in the context of effective actions of string theory, and M-theory (see
[128, 129] and references therein). However, so far there is no direct proof that super-
symmetry is preserved when all the α′ corrections are present, although some arguments
are very convincing.
This thesis contributes towards analyzing the preservation of spacetime supersymme-
try in the presence of stringy corrections by calculating potential anomalies in the special
holonomy algebras. It is extremely difficult to evaluate special holonomy σ-model path
integrals directly. In fact, it is impossible to do so for specific manifolds, since there
are no explicit expressions for Ricci-flat metrics on special holonomy manifolds. The
explicit evaluation can be avoided by using methods of algebraic renormalization and ob-
taining cohomological equations that enable the calculation of potential anomalies. The
1See, for example, the review by Greene [83] for details.
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important advantage of this approach is that it can potentially provide constraints on α′
corrections valid to all orders.
Algebras described in the abstract CFT language, such as (1.3), start from the as-
sumption that the model under consideration is well defined, the symmetries in question
are not broken by quantum effects, and so on. When working with the algebras in the
context of a particular non-linear σ-model there are all kinds of issues one must confront
before contact with the abstract CFT expressions can be made. The special holonomy al-
gebras are particularly problematic, because they are generally non-linear in the σ-model
fields and close only in a field dependent manner. It turns out that it’s not possible to
write down cohomological equations for algebras that close with field-dependent struc-
ture functions. One way to obtain such equations is to linearize the algebras, by treating
composite currents as generators of additional symmetries. Alternatively, one can con-
sider subalgebras that close linearly. However, to understand the full algebras the former
approach seems to be the only possibility. It turns out that all the special holonomy
algebras can be linearized in a finite number of steps except the ones of most physical
interest: CY3 and G2. For these the only possibility seems to be to analyze various linear
subalgebras.
In addition, the thesis deals with a a list of other topics related to special holonomy
algebras, and I’ll briefly explain them as I summarize the contents:
⊲ Chapter 2 provides the geometric background. This includes a discussion of complex
differential geometry, manifolds of special holonomy, G-structures, and calibrations.
⊲ Chapter 3 describes the antifield formalism, which is a natural framework for ana-
lyzing symmetries at the quantum level and writing down cohomological equations
for potential anomalies. I discuss gauge symmetries, methods of gauge fixing, as
well as methods for working with local and conformal-type symmetries. The lat-
ter are symmetries whose transformation parameters depend on some but not all
of the coordinates of the base space, which is the case for symmetries related to
current algebras. I also give a description of quantum theories with background
fields, which is relevant when one actually attempts to evaluate the path integral of
the σ-model, since a quantum-background split of the fields needs to be performed.
It is also relevant for expressing operator product expansions in the context of a
non-trivial σ-model.
⊲ In Chapter 4 bosonic and (1, 1) σ-models are described in detail. A bi-Hamiltonian
formulation of bosonic string theory is presented. When momenta are integrated out
the extended action expressing the usual BRST symmetries of the gauge fixed string
action is recovered. As an original result, I show that a different extended action
can be obtained for which the antifields of the b field parameterize the background
metric, so one has a description of residual symmetries after gauge fixing that
involves an arbitrary power of antifields.
⊲ Chapter 5 is concerned with the algebra of L-type symmetries of the NS σ-model,
possibly with torsion, which are by definition obtained from covariantly constant
forms in the target space. The special holonomy symmetries are of this general
type.
⊲ In the first part of Chapter 6 the full linearized special holonomy algebras are
calculated, when this is possible. I show in detail what happens for the problematic
cases of CY3 and G2. In the second part torsionfull cases are analyzed. The
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classification of special holonomy manifolds is no longer valid, but one can still
consider manifolds with the same structure groups and covariantly constant tensors.
The Nijenhuis form can be generalized to any pair of covariantly constant forms.
We analyze the structure groups from the special holonomy list in the setting when
the generalized Nijenhuis forms don’t vanish. Since they are covariantly constant,
an important question is whether the holonomy groups are further constrained
by their presence, or whether it’s possible to construct them using the original
special holonomy forms. In the SU(D2 ) case only the almost complex Nijenhuis
three-form restricts the geometry further. Interestingly, the structure group of any
almost complex six-dimensional manifold is automatically reduced to SU(3). The
generalized Nijenhuis forms also imply the reduction of the structure group for the
almost symplectic case, and almost quaternionic Ka¨hler case for D > 8.
⊲ Chapter 7 is basically the content of the paper [95] published in colaboration with
my supervisor Paul Howe and Ulf Lindstro¨m. It involves an analysis of the special
holonomy symmetries of the (1, 1) σ-model describing open strings, i.e. having
a worldsheet with boundaries. Preserving these on the boundaries implies that
open strings end on calibrated submanifolds of the special holonomy target spaces,
and gives a description of branes wrapping calibrated cycles. Some technical results
are obtained, and we analyze various cases with non-vanishing torsion, in particular
cases with two G-structures covariantly constant with respect to different torsionfull
connections. We also examine scenarios with gauge fields living on the branes.
⊲ In Chapter 8 I discussW -strings obtained by gauging special holonomy algebras. It
turns out that for many algebras there is an obstruction to obtaining the W -string
BRST operator due to relations between symmetry generators that are implied
by the Jacobi identities. This problem is explored in detail, and related to the
existence of extra gauge symmetries that exist when only a subset of the full algebra
is gauged on the same special holonomy manifold. Possible ways of avoiding the
problem are discussed. A resolution that is possible in many cases is to work with
subalgebras involving complex currents; these involve spectral flow generators in
one direction only. Gauging the special holonomy symmetries is also a necessary
step for analyzing the operator product expansion between the currents, except
that in this setting one treats the ghosts and gauge fields as background rather that
quantum fields.
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Chapter 2
Geometric Background
In this chapter I give an introduction to geometry leading to the classification of Rieman-
nian manifolds using their holonomy groups. The main aim is to describe manifolds of
special holonomy, as well as more general manifolds with non-vanishing torsion. These are
the relevant target spaces for the supersymmetric σ-models that feature in Chapters 4-8.
I will also introduce the idea of calibrations and calibrated submanifolds. When branes
are present in special holonomy backgrounds the condition for preserving some fraction
of space-time supersymmetry requires that the branes wrap calibrated submanifolds. In
Chapter 7 this will be discussed from the σ-model perspective.
I will attempt to give a somewhat comprehensive overview of the more basic concepts
that lead up to the above topics, but will not attempt a self-contained presentation. A
very good resource for topology and differential geometry for physicists is [140]. [106] is
also meant for physicists, but is a lot more mathematical. The lectures by Candelas [38]
were an especially useful resource for me.
2.1 Differential manifolds
A D-dimensional topological manifold M is a space that locally looks like an open set in
R
D, where RD is assigned its usual topology.1 M is described by covering it with charts
of RD, which are used as local coordinates, while requiring that on overlaps the maps
between charts be continuous (see Figure 2.1). Then continuous functions can be defined
consistently on the whole of M. Some particular covering of the manifold is called an
atlas. One atlas is equivalent to any other one provided that the maps relating them are
continuous.
On a C∞-differential manifold the maps between charts are required to be differen-
tiable infinitely many times. It’s also possible to work with manifolds that can only hold
functions which are differentiable a finite number of times, but I won’t be making this
generalization. The differential structure of a manifold is the equivalence class of atlases
related by differentiable maps.2
In the rest of this section I’ll describe various structures that can exist on a differential
manifold. I’ll also describe fiber bundles. In particular, the introduction of the metric
1The definition does not allow for spaces with a boundary, since a neighborhood of a boundary does
not look like an open subset of RD. A manifold with a boundary is defined to be locally either like RD or
like HD,
H
D = (x1, · · · , xD) such that xD ≥ 0 . (2.1)
2This is an important definition, since it’s not generally true that a topological manifold admits a
unique differential structure. The first case was discovered in 1956 by John Milnor, who showed that on a
seven-dimensional sphere it is possible to define a differential structure inequivalent to the one inherited
from its embedding in R8. Even more remarkably, in 1983 Simon Donaldson discovered that only R4
among the Euclidian n-dimensional manifolds admits an infinite number of differential structures [48].
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Figure 2.1 A schematic drawing of a manifold M with a part of an atlas
covering it.
will be left to the following section.
2.1.1 Fiber bundles
A fiber bundle is built up from two manifolds, the base space3 M and the total space E,
together with a continuous map π : E →M. A fiber F above a point x ∈ M is defined
as F = π−1(x).4 The total space is required to look like U × F locally, where U is some
open set on M. Globally the structure can have all kinds of twists. A section s of a
bundle is a map s :M→ E.
While fiber bundles can have many other uses, here I’m taking the point of view that
M is the manifold of interest, and we’re trying to study it by introducing a structure E
over it. The particular type of fiber bundle that we’ll be making use of is a vector bundle,
where the fiber is required to have the structure of a vector space. Vector bundles that
exist naturally over a differential manifold are the tangent bundle TM and the cotangent
bundle T ∗M, as well as all the tensor bundles constructed from these. Tensor fields are
sections of tensor bundles.
2.1.2 n-forms
In this section I attempt to show why n-forms are useful for probing the topological
properties of M.
Consider two vectors at some point on M. If they are linearly independent they
define a plane element. It’s not possible to assign an area to the plane element without
an inner product, and thus a metric, but there is a topological notion of plane elements
being different simply because they form a continuous space. This space is given by the
set of (2, 0)-tensors antisymmetric in their indices that are obtained by taking the wedge
3Not to be confused with the usage of this term in the context of σ-models. See Chapter 4.
4This is an inverse set map, and as such it is one-to-many. It’s defined as the set of points y in E for
which π(y) = x.
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product (or Grassmann product) of two vectors v and w:
v ∧ w := 1
2
(v ⊗ w − w ⊗ v) . (2.2)
Of course, there are antisymmetric (2, 0)-tensors that can’t be obtained by wedging two
vectors, in which case they don’t have such a direct geometrical interpretation. The
information about the orientation of the plane is also encoded in the Grassmann product
since v∧w = −w∧v. Thus, v∧w can define one orientation and w∧v the other. Extending
this to the whole of M, an antisymmetric (2, 0) tensor field obtained by wedging two
vector fields defines a plane element. Similarly, a totally antisymmetric tensor field of
type (n, 0) obtained by wedging n vector fields defines an oriented n-dimensional volume
element.
It turns out that it’s more useful to work with (0, n)-type totally antisymmetric tensor
fields, or n-forms. Forms contain exactly the same information as totally antisymmetric
vectors, but in an inverted way. A cotangent vector, which is also a 1-form, defines a
(D − 1) volume element, while a (D − 1)-form defines a line element. A (D − 2)-form
obtained by wedging (D − 2) 1-forms will describe a plane element, and so on.
Locally an n-form α has the expansion
α =
1
n!
αi1...indx
i1 ∧ · · · ∧ dxin . (2.3)
Forms can be combined using the wedge product:
α ∧ β = 1
m!n!
αi1...inβj1...jmdx
i1 ∧ · · · ∧ dxin ∧ dxj1 ∧ · · · ∧ dxjm . (2.4)
There is a natural differential operation called the exterior derivative d that maps an
n-form to an (n+ 1)-form,
dα =
1
n!
αi1...in,kdx
k ∧ dxi1 ∧ · · · ∧ dxin , (2.5)
where
αi1...in,k :=
∂
∂xk
αi1...in , (2.6)
and the subscript ”, k” is a shorthand for a partial derivative with respect to xk. d is a
linear operator that obeys
d(α ∧ β) = (dα) ∧ β + (−1)nα ∧ dβ , (2.7)
and is also nilpotent. The latter property is easy to see from the definition (2.5),
d2α =
1
n!
αi1...in,kldx
l ∧ dxk ∧ dxi1 ∧ · · · ∧ dxin ≡ 0 , (2.8)
since partial derivatives commute.
On a D-dimensional manifold a D-form is locally determined by a function (for this
reason it is useful to think of functions as 0-forms). However, under a change of coordi-
nates a D-form transforms like a density,
f ′dx′1 ∧ · · · ∧ dx′D = (detT )fdx1 ∧ · · · ∧ dxD , (2.9)
where T ij is the Jacobian matrix
T ij =
∂x′i
∂xj
. (2.10)
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If detT is everywhere positive a D-form transforms in the same way as an integral under
a change of variables, which means that one can integrate it over M.5 A wedge product
of D vectors, on the other hand, can’t be integrated. If it’s possible to find a set of charts
such that detT > 0, M is said to be orientable and we can define a nowhere vanishing
D-form that characterizes the volume of M called a volume form. A nowhere vanishing
n-form for n < D can be integrated over an oriented n-dimensional submanifold of M.
Topological information can be extracted by studying n-forms that obey
dαn = 0 . (2.11)
These are called closed, and the vector space of all such forms is denoted Zn. Due to
the exterior derivative being nilpotent, an n-form can be closed simply because it’s of the
form
αn = dβn−1 . (2.12)
Such forms are called exact, and form a vector space Bn. It is not generally true that
every closed form is exact, but it’s not hard to show that locally they can be expressed
as α = dβ.6 Therefore, an obstruction to a closed form being exact is a topological one,
and the objects of interest are closed forms under the equivalence relation
α1n ∼ α2n if α1n − α2n = dβn−1 . (2.13)
The space of all closed forms modulo the above relation,
Hn =
Zn
Bn
, (2.14)
is called the n-th deRham cohomology group. Hn is Abelian, and in fact it has more
structure, being a vector space. The term ”group” is used due to other cohomology
theories, which can involve groups that are not vector spaces. The dimension of the Hn
is the n-th Betti number :
bn = dimH
n . (2.15)
The Euler characteristic topological invariant ξ is related to the Betti numbers:
ξ =
∑
n
(−1)nbn . (2.16)
What role do these groups play in the topology? In rough terms, they are related to
integrals of n-forms over compact submanifolds N ofM. Making use of Stokes’ theorem,∫
N
αn =
∫
N
dβn−1 =
∫
∂N
βn−1 = 0 , (2.17)
we see that an integral of an exact form over N is zero, since N has no boundary.
Conversly, it can also be shown that a form is exact if and only if its integral over all
compact submanifolds vanishes. So if we can find some N such that the integral of αn
doesn’t vanish, αn can’t be exact.
Taking for simplicity a closed 1-form α, we can attempt to show that it’s exact by
constructing a function β such that α = dβ. This can be done as follows,
β =
∫ x
y
∂iβdx
i , (2.18)
5There are quite a few technicalities involved in defining integration over a manifold. For a nice
explanation see [8].
6This result is know as the Poincare´ lemma.
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but only if the integral is independent of the starting point y. Due to Stokes’ theorem,
this will necessarily be the case when the difference between two paths, which is a circle,
is a boundary of some open subset of M. Such a boundary can be found when the circle
is contractible to a point. If non-contractible circles exist the construction will not always
work, and it is possible to have closed forms that are not exact. That such forms always
exist is true, but harder to show.
As an example we can think of a torus, which has two classes of non-contractible
circles that wrap the two holes of the torus. Given a closed 1-form that is not exact, it
follows from the result stated after (2.17) that integrating it over circles in at least one
of these classes gives non-vanishing results. In fact, it is not hard to see that
H1 ∼= R⊕ R , (2.19)
since (modulo exact forms) there is only one linearly independent closed 1-form with
non-vanishing integrals over circles belonging to one of the above classes, and vanishing
integrals over circles belonging to the other. Closed 0-forms are constant functions, and
none of them are exact since there are no −1-forms. Thus, H0 ∼= R. In general H0 just
counts the connected components of the manifold. We’ll see later that H0 ∼= HD, so in
fact H2 ∼= R for a torus.
In summary, I’ve briefly introduced forms and the theory of cohomology, and touched
on a relation between cohomology and the enumeration of submanifolds ofM that are not
boundaries of open sets. The latter formalism is known as homology. I’ve not attempted
to explain it in any detail7, but in a precise sense it is a theory dual to cohomology.
Cohomology is significantly more powerful since it involves calculus.
2.1.3 Almost complex and complex structures
A complex manifold of D/2 complex dimensions, which is also a real manifold of D
dimensions, is required to look like C
D
2 locally. In order for holomorphic functions to
make sense globally, the transition functions between the charts are themselves required
to be holomorphic.
On a complex manifold the tangent vector spaces are naturally complex. A real
tangent vector is written as a sum of holomorphic and antiholomorphic parts,
V R = V α
∂
∂zα
+ V α
∂
∂zα
, (2.20)
with V α the complex conjugate of V α. More general vectors are of the form
V C = V α
∂
∂zα
+Wα
∂
∂zα
, (2.21)
with Wα 6= V α, and will have complex components when expressed in a real basis.
Since a complex manifold is also a real manifold, it should be possible to define it
without reference to complex charts. It can be shown that a real D-dimensional manifold
is tantamount to a complex manifold of D/2 dimensions if it admits a (1, 1) tensor Iij
that squares to −1,
IijI
k
i = −δkj , (2.22)
such that the Nijenhuis tensor,
N ilm := I
k
[lI
i
m],k + I
i
kI
k
[l,m] , (2.23)
7I refer the reader to Chapter 3 in [140] for a nice treatment of the subject.
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vanishes.8 The vanishing of the Nijenhuis tensor implies that it’s possible to find an chart
C
D
2 such that
Iαβ = iδ
α
β , I
α
β
= −iδα
β
, (2.24)
and that such charts can be patched across M so that Iij really defines a complex struc-
ture. If the Nijenhuis tensor doesn’t vanish, a globally defined tensor Iij that squares to
−1 is referred to as an almost complex structure.
On a complex manifold tensors are naturally decomposed into terms containing dif-
ferent numbers of holomorphic and antiholomorphic components. In real coordinates a
grading is provided by the projection tensors9:
P ij =
1
2
(δij − iIij) , Qij =
1
2
(δij + iI
i
j) . (2.25)
In the complex case one can write equations such as
Kαβdx
α ⊗ dxβ = P kiP ljKkldxi ⊗ dxj , (2.26)
Kαβdx
α ⊗ dxβ = QkiP ljKkldxi ⊗ dxj , etc. ,
for some tensor Kij , but in the almost complex case these equations hold only in refer-
ence to a single point. It is always legitimate to perform algebraic manipulations using
holomorphic coordinates, but in the almost complex case one is not allowed to make con-
clusions about differential operations. For example, if the only non-vanishing component
of a two form α is ααβ one would conclude naively that dα can’t have a part pure in its
indices, dααβγ . In the almost complex case this is not necessarily true.
Let us now concentrate on the complex case. A (p+ q)-form with p holomorphic and
q antiholomorphic indices will be written as a (p, q)-form, or α(p,q), with p, q < D2 . For
example, a general 3-form α is decomposed as
α = α(3,0) + α(2,1) + α(1,2) + α(0,3) . (2.27)
The exterior derivative can be decomposed in the same way, dα = dα(4,0) + dα(3,1) + · · · .
Furthermore, one can define an operator ∂ that maps a (p, q)-form into a (p+1, q)-form,
and an operator ∂ that maps a (p, q)-form into a (p, q+1)-form. These are called Dolbeault
operators and act in the expected manner:
∂(ααβdx
α ∧ dxβ) = ααβ,γdxγ ∧ dxα ∧ dxβ , (2.28)
∂(ααβdx
α ∧ dxβ) = ααβ,γdxγ ∧ dxα ∧ dxβ .
They obey ∂∂ + ∂∂ = 0 and are separately nilpotent, so on a complex manifold a more
refined cohomology than (2.14) exists:
H
(p,q)
∂
≡
Z
(p,q)
∂
B
(p,q)
∂
. (2.29)
The Betti numbers (2.15) are now denoted as bp,q.
8For a proof of this statement see [38].
9Meaning that P 2 = 1, Q2 = 1, PQ = QP = 0, which enables one to perform a grading consistently.
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2.1.4 Symplectic manifolds
The symplectic structure is defined by a 2-form,
S = Sijdx
i ∧ dxj , (2.30)
that is non-degenerate, meaning that det (S) 6= 0. So it’s possible to define an inverse
matrix Sij such that
SijSjk = δ
i
k . (2.31)
The symplectic structure features in classical Hamiltonian mechanics and in canonical
quantization. As will be discussed in Chapter 3, in the context of covariant quantization
it is natural to work on a special type of a Grassmannian manifold, or supermanifold, on
which to every bosonic coordinate we also append a fermionic one. On such manifolds
the natural structure is an antisymplectic one.
2.1.5 Connections and holonomy groups
The structure that allows us to compare tangent vectors at different points on M, or
more generally, compare vectors in different fibers lying in some vector bundle over M,
is called a connection.
Consider M as the base space of a vector bundle E → M, with fiber Ex over the
point x ∈ M. Denoting the space of sections of E as Γ(E), a connection ∇ onM assigns
to each vector field v ∈ Vect(M) a map from Γ(E) to itself satisfying:
∇v(s + s′) = ∇vs+∇vs′ , (2.32)
∇v(fs) = v(f)s + f∇v(s) ,
∇(v+v′)s = ∇vs+∇v′s ,
∇fvs = f∇vs ,
for all f ∈ C∞(M), s, s′ ∈ Γ(E), and v, v′ ∈ Vect(M). ∇v(s) is also referred to as the
covariant derivative of s along v.
Given a a map γ : [0, T ] → M, we can pull back the connection on E → M to a
connection on E → [0, T ]. A constant section s(γ(t)) is required to satisfy
∇ ∂γ(t)
∂t
s(γ(t)) = 0 , (2.33)
where t ∈ [0, T ]. It defines parallel transport along γ. The holonomy of a connection along
a smooth path γ, H(γ,∇), is defined as the linear map between fibers over different points
ofM obtained by parallel transporting along γ from γ(0) to γ(T ). This naturally extends
to piecewise smooth maps, H(γ3,∇) := H(γ2,∇)H(γ1,∇), where γ3 is constructed from
the smooth components γ1 and γ2.
Taking γ to be a loop based at x ∈ M, i.e. γ(0) = γ(T ) = x, parallel transport defines
an automorphism of the vector space at Ex. The set of automorphisms obtained from
all possible loops based at x form a subgroup of GL(dim(E),R), known as the holonomy
group Holx(∇). One can drop the reference to a particular point, since given two points
x and y, and a path γ′ from x to y
Holy(∇) = H(γ′,∇)Holx(∇)H(γ′,∇)−1 . (2.34)
Once we have identified Ex and Ey with R
dim(E), the holonomy groups based at different
points can be thought of as subgroups of GL(dim(E),R) related by conjugation, and are
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clearly isomorphic. Thus the holonomy group is a topological property ofM, independent
of reference to a particular point.
In local coordinates the covariant derivative of a section s along a vector field v is
written as
∇v(s) = vi(∂isa +Aaibsb)ea , (2.35)
where ea are the basis vectors of the fibers. I’ve used letters from the beginning of the
alphabet for the fiber indices, and letters from the middle of the alphabet for the tangent
indices of the base space. For each value of the index a, ea(x) is locally a non-vanishing
section of the fiber bundle. For many bundles there are no nowhere vanishing global
sections. The connection coefficients Aaib define the action of the covariant derivative on
the basis vectors of the fibers along the basis vector fields of the tangent space,
∇∂iea ≡ ∇iea = Abiaeb . (2.36)
The expression for the covariant derivative of a generic section (2.35) follows from the
properties (2.32). In practice it is convenient to work with derivatives along the basis
vector fields,
∇isa = ∂isa +Aaibsb , (2.37)
since a covariant derivative along a generic vector field is obtained simply by contracting
with vi.
A natural object that can be constructed from a connection is the curvature:
F (U, V, s) = (∇U∇V −∇V∇U −∇[U,V ])s , (2.38)
where the notation indicates that we can think of it acting on two vector fields U and V
and a section s. The result is of course another section.
When the total space is the tangent bundle, all the indices on the connection coeffi-
cients are the same:
∇i∂j = Γkij∂k . (2.39)
One can also construct general tensor bundles over M. The covariant derivative of a
(p, q) type tensor is given by
∇iT j1...jpk1...kq = ∂iT
j1...jp
k1...kq
+ Γj1ilT
lj2...jp
k1...kq
+ · · · − Γl ik1T
j1...jp
lk2...kq
− · · · . (2.40)
and can be used to define the parallel transport of a (p, q)-type tensor. IfM has additional
structure (for example, a metric, an (almost) complex, or a symplectic structure), it is
natural to restrict the connection by demanding that these structures be covariantly
constant. Such constraints are generally too weak to define the connection uniquely.
The curvature of a connection on a tangent bundle is a tensor of type (1, 3) and is
conventionally denoted as R. When M is a Riemannian manifold R is the Riemann
tensor (one normally also assumes that the connection preserves the metric). R acts on
three vector fields, and the result is also a vector field. In components:
R(U, V,W ) = RijklU
jV kW l , (2.41)
Rijkl = Γ
i
lj,k − Γikj,l + ΓmljΓikm − ΓmkjΓilm .
From a connection on the tangent bundle we can also construct a type (1, 2) tensor called
the torsion:
T (U, V ) = ∇UV −∇V U − [U, V ] , (2.42)
T ijk = Γ
i
jk − Γikj .
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Figure 2.2 The infinitesimal effect of the Lie derivative LVW , shown by
the darker arrows, is of order ǫ2. Parallel transporting a vector U using a
connection along an infinitesimal loop defined by the dark arrows, with the
ǫ2 gap bridged by the Lie derivative, induces a linear transformation such
that U i − U ′i = ǫ2Ri jklU jV kW l.
For a general vector bundle torsion has no meaning.
The definition of the curvature tensor (2.38) involves the Lie bracket. I’ll remind the
reader of its geometric meaning, since it is important for understanding the infinitesimal
meaning of the curvature and torsion tensors. The Lie bracket is given by
LVW ≡ [V,W ] := V i∂i(W j∂j)−W i∂i(V j∂j) = (V i∂iW j −W i∂iV j)∂j . (2.43)
We call LVW the Lie derivative of the vector field W along the vector field V . Infinites-
imally, LVW is the vector field obtained by dragging W along V and V along W , and
taking the difference. If the vectors V and W are of order ǫ, the Lie derivative will be of
order ǫ2 (see Figure 2.2). Such parallel transport is possible given two predefined vector
fields; we can’t compare arbitrary tangent vectors at different points onM using the Lie
derivative.
The infinitesimal meaning of the curvature tensor can also be understood with the
help of Figure 2.2. We now use the connection to parallel transport some third vector U
along V and then along W , and vice versa. The gap between the two paths is of order
ǫ2 and it prevents us from comparing the vectors since their difference is of the same
order. The part of (2.38) containing the Lie bracket compensates for this gap, so that
the vectors can be subtracted. In the end, ǫ2R(U, V,W ) is the result of this subtraction.
The same result is obtained by parallel transporting a single vector along the loop, and
comparing the result with the original vector, which is the situation depicted in Figure
2.2.
It follows that the curvature tensor gives us infinitesimal elements of the holonomy
group:
U i − U ′i = δU i = ǫ2RijklU jV kW l = δaklRijklU j . (2.44)
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So δaklRijkl are matrices of the Lie algebra of the holonomy group; i and j are the matrix
indices, and k and l form a basis of the Lie algebra. Alternatively,
δU i =
∫
S
dxk ∧ dxlRijklU j (2.45)
when transported along a small closed curve that bounds the surface S. On a manifold
that’s simply connected10 the Lie algebra determines the holonomy group straightfor-
wardly. For manifolds that are not simply connected one has to be more careful (see
2.3).
The holonomy group of an unrestricted connection is contained in GL(D,R). If there
is a covariantly constant vector field we obtain the integrability condition
[∇k,∇l]V i = RijklV j = 0 , (2.46)
and a similar expression for a general tensor
[∇k,∇l]T = 0 . (2.47)
If there is a nowhere vanishing invariant tensor on M the holonomy group is reduced to
a proper subgroup of GL(D,R). In terms of the special tensors introduced so far, the
covariant constancy of the almost complex structure and the volume form will reduce the
holonomy group to SL(D,R) and SL(DC,C) respectively. When the holonomy group
lies in a subgroup G of GL(D,R), the manifold is said to have G-structure.
Torsion is best understood geometrically by taking two vector fields and transporting
one along the other, but now using the connection rather than the Lie derivative. The
result is that the gap between vectors - the analogue of ǫ2[V,W ] in Figure 2.2 - will be of
order ǫ2 in the presence of torsion, but only of order ǫ3 when torsion vanishes.
2.2 Riemannian manifolds leading to the Calabi-Yau
Any differential manifold admits a metric, which is a non-degenerate symmetric (0, 2)
type tensor:
G = Gijdx
i ⊗ dxj . (2.48)
A Riemannian manifold is the pair (M, G). The presence of a metric has the following
implications:
⊲ The inner product can be defined, since there is a natural map between tangent
and cotangent vectors, i.e. we can raise, lower, and contract indices. On a Rieman-
nian manifold the inner product is required to be positive definite. Otherwise the
manifold is semi-Riemannian.
⊲ On an orientable manifold there exists a canonical volume form,
V ol =
√
Gdx1 ∧ · · · ∧ dxD , (2.49)
where G stands for the determinant of the metric.
10Meaning that every loop can be contracted to a point.
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⊲ Using V ol one can define the Hodge ∗-operator that maps n-forms to (D−n)-forms,
∗(dxi1 ∧ · · · ∧ dxin) = 1
(D − n)!
√
GGi1j1 · · ·Ginjnǫj1···jnjn+1···jDdxjn+1 ∧ · · · ∧ dxjD ,
(2.50)
where ǫj1···jD is the Levi-Civita alternating symbol. It provides us with an inner
product between n-forms,
(α, β) :=
∫
M
α ∧ ∗β . (2.51)
⊲ Demanding that the metric be covariantly constant defines the connection up to
torsion,
Γijk = Γ
i(l.c.)
jk +
1
2
(T ij k + T
i
k j + T
i
jk) , (2.52)
where Γ
i(l.c.)
jk are the Levi-Civita coefficients:
Γ
(l.c.)
ijk =
1
2
(Gij,k +Gik,j −Gjk,i) . (2.53)
The holonomy group of a connection that preserves the metric is contained in
O(D,R). On an orientable manifold on which V ol (2.49) is preserved the holon-
omy group is contained in SO(D,R). Requiring that the torsion vanishes gives us
the unique Levi-Civita connection. As we’ll see in Chapter 4, Tijk is automatically
totally antisymmetric in the σ-model context, in which case the first two terms in
the bracket in (2.52) cancel.
The inner product (2.51) allows us to define the adjoint of the exterior derivative, d†,
by requiring that
(α, dβ) = (d†α, β) (2.54)
for some n-form α and (n − 1)-form β. Clearly, d† maps n-forms to (n − 1)-forms. The
explicit expression is:
d†α := (−1)n(D−n+1) ∗ d ∗ α = − 1
(n− 1)!∇
kαki2...in−1dx
i2 ∧ · · · ∧ dxin−1 . (2.55)
It’s not hard to see that (d†)2 = 0, and thus one can define co-closed forms to be annihi-
lated by d†, and co-exact ones to be of the form α = d†β.
The Laplacian is defined as:
∆ = (d+ d†)2 = dd† + d†d . (2.56)
A form annihilated by ∆ is called harmonic, and it follows straightforwardly that a
harmonic form must be both closed and co-closed. A result known as Hodge’s theorem
states that any form can be decomposed uniquely into harmonic, closed, and co-closed
parts,
α = τ + dβ + d†γ , (2.57)
where τ is the harmonic part. A general closed form can be written as
α = τ + dβ , (2.58)
so once a metric is fixed each member of the cohomology group is uniquely represented by
a harmonic form. Changing the metric will change the harmonic form, but the difference
must be exact.
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Now we are in a position to prove powerful theorems quite easily. For example, from
the above results it’s easy to see that the harmonic condition implies the following:
dτ = d†τ = 0 −→ ∗dτ = (−1)n(−D−n+1)d† ∗ τ . (2.59)
Thus, if τ is harmonic ∗τ is as well, and the spaces Hn and H(D−n) have to be isomorphic.
This theorem is known as Poincare´ duality.11
I will not make use of more results than those presented here, but it is the start of
quite a wonderful subject which explores the relation between cohomology and homology
mentioned at the end of 2.1.2. The idea is that we can make precise the notion of an
n-dimensional submanifold N of M being dual to a (D − n)-form α by requiring that∫
N
β =
∫
M
α ∧ β (2.60)
for all closed n-forms β. I refer the reader to [38, 52].
2.2.1 (Almost) Hermitian manifolds
When working on an (almost) complex manifold it is natural to require the (almost)
complex structure to be compatible with the metric, in the sense that
IijI
k
lGik = Gjl . (2.61)
Then M is an (almost) Hermitian manifold, which is a restriction on the metric rather
than M, since a manifold with a non-Hermitian metric Gij also admits the Hermitian
metric [38]
G′ij = Gij + I
i
jI
k
lGik . (2.62)
Condition (2.61) is equivalent to the requirement that in holomorphic coordinates the
metric has only mixed components (Gαβ and Gβα), or to the requirement
Iij = −Iji . (2.63)
Thus on an (almost) Hermitian manifold there is a natural real 2-form ω called the Ka¨hler
form12:
ω =
1
2
Iijdx
i ∧ dxj = Gαβdxα ∧ dxβ . (2.64)
Using the Ka¨hler form a nowhere vanishing real DC-form can be constructed as
ω ∧ · · · ∧ ω︸ ︷︷ ︸
DC times
, (2.65)
where DC ≡ D/2, and we can conclude that any (almost) complex manifold is orientable.
Poincare´ duality for complex manifolds tells us that bp,q = b(DC−p),(DC−q). It is cus-
tomary to write the Betti numbers in an array known as the Hodge diamond, for example,
b0,0
b1,0 b0,1
b2,0 b1,1 b0,2
b2,1 b1,2
b2,2
(2.66)
11One immediate consequence is that the Euler characteristic (2.16) for an odd dimensional manifold
vanishes.
12Sometimes this term is reserved for the case when M is complex.
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for DC = 2: Due to Poincare´ duality the Hodge diamond is symmetric about the hori-
zontal axis.
A connection on a Hermitian manifold is not fully specified by requiring that the
complex structure and the metric be covariantly constant. However, it’s not necessary to
require that the torsion vanish to obtain a unique connection, instead we can restrict the
torsion to be pure in its lower indices. The unique Hermitian connection is given by
Γαβγ = G
ατ∂βGγτ and c.c. , (2.67)
and the only non-vanishing components of the Riemann tensor are
Rα
γβδ
= ∂βΓ
α
γδ
and c.c. . (2.68)
It is clear from the index structure of R that the holonomy group is reduced to U(DC),
and it’s not hard to see that the same is true for any connection that preserves an (almost)
complex structure and an (almost) Hermitian metric.
From a Hermitian connection a non-trivial member of H2 can be constructed as
R =1
4
RijklI
j
idx
k ∧ dxl = iRα
αµβ
dxµ ∧ dxβ (2.69)
=i∂∂ ln
√
G .
The last line follows from (2.68) and indicates that R is closed, since ∂∂ = −12d(∂ − ∂)
(see from (2.28)). However, ln
√
G is not a scalar so the form is not necessarily exact.
R is related to a special member of H2 known as the first Chern class, c1, by
c1 =
1
2π
[R] . (2.70)
The factor of 1/2π is a convention related to normalization of integrals over M, and is
chosen in such a way that c1 is an integral class, meaning that integrating it overM gives
an integer.
2.2.2 Ka¨hler and Calabi-Yau manifolds
A Ka¨hler manifold is a Hermitian manifold for which the Ka¨hler form is closed:
dω = 0 . (2.71)
Thus on a Ka¨hler manifold ω defines a symplectic structure (2.30). An equivalent con-
dition is that complex structure be covariantly constant with respect to the Levi-Civita
connection:
∇(l.c.)µ I = 0 . (2.72)
It follows directly from (2.71) that
Gαβ,γ = Gαγ,β , Gαβ,γ = Gαγ,β . (2.73)
So on a Ka¨hler manifold the Hermitian connection is equivalent to the Levi-Civita con-
nection, since it is symmetric in its lower indices. The covariant constancy of the complex
structure implies that ω is also covariantly constant, from which it can be concluded that
it’s co-closed. Thus, ω is harmonic.
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On a Ka¨hler manifold the cohomology groups of ∂ and ∂ are the same. This can be
seen most easily by showing that
∆∂ = ∆∂ =
1
2
∆d . (2.74)
It follows that bp,q = bq,p, so the Hodge diamond (2.66) is symmetric about its vertical
axis.
By invoking Stokes’ theorem it can be shown that if ω were exact the integral of the
volume form would be zero, at least for compact manifolds without a boundary. Thus,
at least for these cases, ω can’t be exact. This means that locally ω can be expressed in
terms of the Ka¨hler potential K as
Gαβ = ∂α∂βK , (2.75)
but K doesn’t transform as a scalar. Any Ka¨hler metric can be deformed by adding an
exact form to ω. The class of ω in H2 is referred to as the Ka¨hler class.
The Riemann tensor now has an extra symmetry
Rα
[βγ]τ
= 0 , Rα[βγ]τ = 0 , (2.76)
so that the components of the Ricci form (2.69) coincide with those of the Ricci tensor
Rij = R
k
ikj . (2.77)
Thus a Ricci-flat Ka¨hler manifold has the property that its first Chern class c1 (2.70)
vanishes.
In general, the holonomy group of the Ka¨hler manifold is not further reduced from
U(DC), which is already the holonomy group of the more general Hermitian connection.
However, if the Ricci form is zero the holonomy group is reduced to SU(DC). This is
true because
U(DC) ∼= U(1)⊗ SU(DC) , (2.78)
and the U(1) part of the transformation is generated by the trace of the Lie algebra
generators, Riijk. When the manifold is Ricci-flat, we are left only with the SU(DC)
part.
A Calabi-Yau manifold is defined as a Ka¨hler manifold with vanishing c1. We’ve just
seen that if the metric is Ricci-flat, c1 must vanish. It is far from obvious that such
a metric can be found on all Ka¨hler manifolds for which c1 = 0. This conjecture was
made by Calabi in 1957 [36], and proved only in 1977 by Yau [178]. The proof refers to
compact Calabi-Yau manifolds, and shows that if c1 = 0 there is a Ricci-flat metric in
each Ka¨hler class. String theorists are interested in the compact cases in the context of
compactification, but non-compact Calabi-Yau manifolds do play a role in the AdS/CFT
correspondence [127].
The SU(DC) structure implies that M should have a nowhere vanishing covariantly
constant (DC, 0)-form Ω, and a (0,DC)-form Ω. Showing that a manifold which admits
such a form is Ricci-flat is not difficult. Locally Ω can be written as
Ω = f(x)ǫµ1...µDCdx
µ1 ∧ · · · ∧ dxµDC (2.79)
for some holomorphic function f . One can show that the determinant of the metric can
be written as √
G =
|f |2
||Ω||2 , (2.80)
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where
||Ω||2 = 1
DC!
Ωµ1...µDCΩ
µ1...µDC (2.81)
is normalized appropriately. The point is that the right hand side of (2.80) is a scalar,
and therefore the Ricci form (2.69) has to be exact. The proof of the converse is more
elaborate and I refer the reader to [38].
In Chapter 6 I will be making use of the fact that one can choose coordinates such
that
√
G and f are constants. The solution to the Ricci-flatness condition is locally13
ln detG = h(xα) + h(xα) (2.82)
and one can always make a holomorphic transformation of coordinates such that h, and
thus detG, are constant. The function f in (2.79) is related to h by a constant multiple
[38].14
It follows from the existence of the holomorphic form that bdimC(M),0 = b0,dimC(M) = 1.
If these Betti numbers were more than one, there would be more than one SU(DC)
structure on M, and M would no longer be a generic Calabi-Yau. Further relations for
the Betti numbers can be derived [38]. It turns out that they are completely determined
for DC = 2, and that there is a unique differential manifold with SU(2) holonomy called
K3. For DC = 3 there are two undetermined Betti numbers: b1,1 and b2,1.
It should be noted that it is not possible to find the Ricci-flat metrics explicitly,
which is one of the reasons why the proof of the Calabi conjecture is so difficult. The
equations one has to solve are non-linear, and the only way to tackle the problem is to
resort to numerical methods. For the K3 case Ricci-flat metrics have been computed,
and were used to explicitly calculate geometric quantities of interest [89]. There has
been some progress very recently [49] on the Calabi-Yau three-fold, which was thought to
be computationally extremely demanding. The implication for string theory is that the
information about Calabi-Yau manifolds is very restricted, because one can do virtually
no explicit computations.
2.3 Manifolds of special holonomy
Possible holonomy groups of the Levi-Civita connection on simply connected Riemannian
manifolds, with irreducible and non-symmetric metrics, have been classified in 1955 by
Berger [19]. They are known as manifolds of special holonomy. For a modern review
see [108], or for a shorter introduction [109]. The possible holonomy groups and the
associated manifolds are as follows:
(i ) Non-orientable Riemannian: O(D). The only nowhere-vanishing covariantly con-
stant tensor is the metric.
(ii ) Orientable Riemannian: SO(D). The volume form obtained from the metric (2.49)
is also covariantly constant.
(iii ) Ka¨hler: U(D2 ) ⊂ SO(D) for D2 ≥ 2. The additional covariantly constant form is
the Ka¨hler form ω.
13The proof of the Calabi conjecture involves showing that this solution is locally compatible with the
Ka¨hler condition, and that the only global obstruction is that c1 vanishes.
14Using this fact it’s easy to show that the Ω is covariantly constant precisely for the Ricci-flat metric.
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(iv ) Calabi-Yau: SU(D2 ) ⊂ U(D2 ) for D2 ≥ 2. The additional covariantly constant forms
are the (D2 , 0)-form Ω, and the (0,
D
2 )-form Ω.
(v ) Hyperka¨hler: Sp(D4 ) ⊂ SU(D2 ), for D ≥ 8 and a multiple of 4. There are three co-
variantly constant complex structures Ir, with r = {1, 2, 3}, which obey the algebra
of quaternions: IrIs = −δrs + ǫrstIt. With respect to each Ir one can construct a
(0, D2 )- and (
D
2 , 0)-form by taking appropriate combinations of wedge products of
the wrs.
(vi ) Quaternionic Ka¨hler: Sp(D4 ) · Sp(1) ⊂ SO(D), for D ≥ 8 and a multiple of 4.
Locally one has three complex structures, like in the Hyperka¨hler case, but they
are not covariantly constant. The nowhere vanishing covariantly constant form is
given by ωrωr.
(vii ) G2 manifold in D = 7. In addition to the SO(7) tensors, there is a covariantly
constant three form ϕ, and its Hodge dual ∗ϕ
(viii ) Spin(7) manifold in D = 8. In addition to the SO(8) tensors, there is a covariantly
constant self-dual four-form Ψ, known as the Cayley form.
The G2 and Spin(7) manifolds are known as manifolds of exceptional holonomy, since
they involve the exceptional Lie groups. The invariant forms associated with these groups
are given explicitly in Chapter 6 (see also 7.4 for useful ways to express them).
For non-reducible metrics, holonomy groups that are products of the listed groups
need to be considered.15
A symmetric space is one for which there is a map sp : M → N for every p ∈ M,
such that (sp)
2 is the identity map and p is an isolated fixed point. It turns out that such
spaces are of the form G/H, where G is a Lie group and H a connected Lie subgroup of
G. They can be classified using Cartan’s classification of Lie groups.
A further point of interest is that the Riemann tensor is covariantly constant if and
only if the metric is locally symmetric, and thus for special holonomy groups
∇R 6= 0 . (2.83)
To obtain the Berger classification one needs to consider possible subgroups of SO(D)
by looking at the equation (2.47) with various invariant tensors associated with these
subgroups. The special holonomy classification comes after various restrictions: those
imposed by his starting assumptions, the Bianchi identity, equation (2.83), as well as
other more technical restrictions. Berger also gave a finite list of torsion-free non-metric
(affine) connections. It was thought that this list exhausted the classification, but more
recently it has been shown that this is not the case [40].
The restriction ofM being simply connected means that the local holonomy group is
the same as the global one; since every loop is contractible to the identity, the holonomy
group must be connected. If the condition that M is simply connected is relaxed, we
have to allow for the possibility that the holonomy group is not connected. The connected
components of these groups are still be those on the special holonomy list.
Of direct interest to string theory are those manifolds in the list that are Ricci-flat:
SU(n), Sp(n), G2, Spin(7) . (2.84)
15This does not necessarily mean thatM is a product manifold (P ×Q, G×G′), where G′ is a metric
on Q, but only that it is locally of this form. Globally there may be twists, like those in a bundle.
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A Hol preserving A Hol preserving A + A-orientation
R Riemannian Oriented Riemannian
C Ka¨hler Calabi-Yau
H Quaternionic Ka¨hler Hyperka¨hler
O Spin(7) G2
Figure 2.3 Holonomy groups preserving normed division algebras A, and
a generalization of orientation which I’ll call A-orientation, are those from
the Berger list.
This classification of manifolds with these groups as local holonomy groups has been done
in [136] (see also [139] and [32]). Relaxing only the condition thatM is simply connected,
the Ricci-flat possibilities are as follows:16
(i ) For any D ≥ 4 : SO(D), O(D).
(ii ) For any odd D2 ≥ 3 : SU(D2 ), SU(D2 )⋊ Z2.
(iii ) For any even D2 ≥ 4 : ZD2 · SU(
D
2 ), SU(
D
2 )⋊ Z2, (ZD2
· SU(D2 ))⋊ Z2.
(iv ) For any even k in D = 4k : Zr × Sp(k), where r divides k + 1 and r 6= 1.
(v ) For any odd k in D = 4k : Zr×Sp(k) for r odd, Z2r ·Sp(k) for r even, or Q4r ·Sp(k),
B4r · Sp(k) where r divides k + 1 and r 6= 1, and r = 6, 12 or 40 for B4r.
(vi ) For D = 7: G2 or Z2 ×G2.
(vii ) For D = 8 : Spin(7).
It is of interest that the only case when the local holonomy group always coincides with the
global one is Spin(7), and that odd dimensional manifolds with local holonomy SU(D2 )
have the same global holonomy only if they are simply connected. It should also be noted
that the case Z2 ×G2 can only occur for non-orientable manifolds.
A much deeper construction of the Berger classification is obtained by restricting the
holonomy group to preserve a structure on M related to one of the normed division
algebras A: real R, complex C, quaternionionic H, and octonionic O [119]. There is
also a natural way to generalize the notion of orientation. The possible holonomies are
precisely those from the Berger list, as summarized by the table in Figure 2.3.
For torsionfull connections the Berger classification no longer applies. One can still
study manifolds with G-structure (see the end of 2.1.5) involving the same groups as those
in the Berger list. This turns out to be a useful thing to do, especially in the context
of string theory where these remain important as more general backgrounds preserving
supersymmetry - ones that include torsion as well as higher order forms related to the
presence of branes. For recent progress in the classification of such solutions see [74, 132],
and also [51] for a review. From the point of view of the normed algebra construction the
Berger list remains important since this construction doesn’t depend on the connection
being Levi-Civita.
16If H1 and H2 are subgroups of G, H1 · H2 is the set of all elements h1h2; h1 ∈ H1, h2 ∈ H2. It is a
subgroup if h1h2 = h2h1.
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2.4 Calibrations
In this section we begin to explore the structure of a manifold by studying a particular
subset of its submanifolds. The object that defines these submanifolds is a calibration
[87], which is an n-form φ with the following properties
dφ = 0 , (2.85)
φ|ξn ≤ V ol|ξn ,
for all tangent n-planes ξn onM, where V ol is derived from the metric (2.49). An n-cycle,
which is a submanifold N ∈M that is an element of the n-th homology group, is said to
be calibrated by φ if
φ|N = V ol|N . (2.86)
In this case N is said to be a calibrated submanifold. If we pick a different element N ′ in
the homology class of N , meaning that the difference between the two is a boundary of
some (n+ 1)-dimensional submanifold B (N −N ′ = B), then
V ol(N ) =
∫
N
φ =
∫
B
dφ+
∫
N ′
φ =
∫
N ′
φ ≤ V ol(N ′) . (2.87)
The second equality uses Stokes’ theorem, the third is due to dφ = 0, and the inequality
is due to the second line in (2.85). Thus N has the property that it is volume minimizing
in its homology class.
The covariantly constant forms of special holonomy manifolds are all calibrations. In
Chapter 7 we’ll meet the following calibrations and calibrated submanifolds:
(i ) U(D2 ): The calibrating forms on a Ka¨hler manifold are ω
p, which includes V ol for
p = D2 (see (2.65)). The calibrated cycles are complex submanifolds of M.
(ii ) SU(D2 ): In addition to the above, on a Calabi-Yau manifold we have the calibrating
forms cos θ Re(Ω) + sin θ Im(Ω) parameterized by a constant θ, 0 ≤ θ < 2π. They
calibrate Lagrangian submanifolds of M.
(iii ) G2: ϕ calibrates associative three dimensional submanifolds, while ∗ϕ calibrates
co-associative four dimensional ones.
(iv ) Spin(7): Ψ calibrates four dimensional Cayley cycles.
A Lagrangian submanifold is defined by requiring the symplectic form (see 2.1.4)
to vanish when restricted to it. When θ = 0 the calibrated submanifold is called special
Lagrangian. In this case the calibrating form is Re(Ω), and Im(Ω) vanishes when restricted
to N . For other values of θ an appropriate linear combination of Re(Ω) and Im(Ω) will
vanish. Special Lagrangian submanifolds have been studied in great detail; in addition
to [87] see also the lectures by Joyce [110] and Hitchin [94].
To study the deformations of the calibrated cycles it is necessary to understand the
properties of TM restricted to N .17 The natural decomposition is in terms of the vector
bundles normal and tangent to N
TM|N = TN ⊕ ν , (2.88)
17Section 4.2 of [69] is a reference for the next few paragraphs.
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where ν consists of all vector fields in TM|N normal to TN . The subspace of ν that
defines deformations through the space of calibrated cycles, i.e. the moduli space of N ,
is of special interest.
For special Lagrangian submanifolds TN and ν are isomorphic. This is the case
because Iij|N vanishes, so for any vector field V j on N , the one-form given by IijV j is
orthogonal to all vector fields on N , and IijV j provides a one-to-one map from TN to
ν. In addition, it turns out that the the one-form IijV
j defines a deformation through
the space of special Lagrangian submanifolds if and only if it’s harmonic [137]. Thus, the
dimension of the moduli space is given by b1(N ).
In the case of G2, co-associative cycles also have the property that ν is isomorphic to
TN . It turns out that ν is isomorphic to the space of anti-self-dual forms on N , while the
moduli space is given by the subspace of closed forms (because they are anti-self-dual, it
also follows that such forms have to be harmonic).
For associative cycles in G2 and Spin(7) manifolds the isomorphism between ν and
TN no longer holds. For the G2 case, ν is isomorphic to S ⊗ V , where S is the spin
bundle of N and V a rank two SU(2) bundle. For Spin(7), ν is isomorphic to S− ⊗ V ,
where S− is the bundle of spinors of negative chirality. The moduli space is given by the
kernel of the Dirac operators on the spaces S ⊗ V and S− ⊗ V . Both of these cases are
discussed in detail in [87].
Hyperka¨hler manifolds contain cycles calibrated by the three Ka¨hler forms, but they
also contain Lagrangian cycles. These have been studied in the mathematics [92, 118],
but not as much in the physics literature. In [70] they come up in supergravity solutions
that contain branes, but to my knowledge have not been analyzed from the point of
view of calibrations. Calibrated cycles of quaternionic Ka¨hler manifolds have not been
explored much. They are defined in [119], which otherwise also gives a nice interpretation
of calibrations in the context of normed algebras.
In string theory calibrations are related to brane solutions preserving supersymmetry.
This can be explored in a number of ways:
(i ) In the σ-model setting open strings ending on calibrated cycles describe branes that
preserve supersymmetry.
(ii ) Superstring theory can be studied at tree level by ten dimensional supergravity
theories, and calibrations feature in brane solutions that preserve some fraction of
supersymmetry. Of course, via dualities, M -theory becomes relevant.
(iii ) Branes can also be analyzed using supersymmetric extensions of the Nambu-Goto
action (see the introduction to Chapter 4). From this point of view, one can directly
see that such solutions minimize volume. It’s also natural to introduce the notion
of a generalized calibration [86], when torsion and/or other forms related to brane
backgrounds are present. Since the supersymmetric Nambu-Goto action is deformed
by the presence of these fields, the generalized calibration will no longer minimize
the volume, which is manifested by dropping the requirement in (2.85) that the
calibrating form be closed.
Calibrations are explored further in the setting (i) in Chapter 7, as are generalized cali-
brations, but to a more limited extent.
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Chapter 3
Antifield formalism
The path integral calculates time ordered expectation values of field operators in the
vacuum.1 Schematically,∫
[dφ]F (φ(x)) exp
(
i
~
W [φ(x)]
)
= 〈0|T{F (φ(x))} |0〉 , (3.1)
where F is some function of the fields φ, in general non-local, T denotes time ordering,
|0〉 is the vacuum state of the theory, and x stands for coordinates on the Lorentzian
manifold on which the fields live. In the spirit of σ-models, I’ll refer to this manifold as
the base space (see Chapter 4).
Free theories are relatively simple, but for interacting theories (with which this thesis
is concerned) one must have a way of handling infinities that occur when one tries to
define the path integral. To have a chance of obtaining finite amplitudes, W in (3.1) has
to be formally infinite, differing from the classical action S by an infinite renormalization
of the fields, masses, and coupling constants. Operators which contain more than a single
power of φ at the same spacetime point, called composite operators, must themselves be
renormalized. For renormalizable theories the procedure of absorbing all infinities into the
parameters of the theory works, yielding finite expectation values, but one is still forced
to implement a regularization procedure to handle infinite expressions at intermediate
steps. Regularization generally breaks classical symmetries, and these are not always
restored after the infinite renormalization, when the limit in which the theory no longer
depends on the regulators is taken. The breaking of scale is particularly important; it
is encoded in the β-function and related to the dependence of the coupling constants on
the energy scale. The renormalization group studies this dependence and is crucial for
checking whether the perturbative evaluation of the QFT is consistent. In the context of
string theory, the σ-models studied in this thesis are required to be conformally invariant
at the quantum level, which is equivalent to the requirement that the β-function vanishes.
The antifield formalism is a general setting both for gauge fixing and for analyzing
symmetries of quantum field theories. In 3.1 I will define the basic objects of interest in
a QFT. In 3.2 the infinitesimal symmetries of classical field theories, and their algebras,
are explored in a general framework. A symmetry can either be global, local (gauge),
or of conformal-type (where the transformation parameter depends on some but not
all coordinates of the base space). The presence of gauge symmetries in the classical
action prevents the evaluation of the path integral, and a gauge fixing procedure must be
implemented in order to make sense of the QFT. How this works in the antifield formalism
1In this chapter I will assume a basic knowledge of quantum field theory. For a detailed exposition to
perturbative QFT the reader is referred to one of a large number of textbooks. A selection in order of
increasing abstraction from nasty details is [153, 9, 150, 145], while [144] is a very comprehensive textbook.
For a detailed explanation of renormalization and the renormalization group flow the reader is referred
to the Witten and D. Gross lectures in the first volume of [45], or the Callan and Gross lectures in the
much older text [10].
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is outlined in 3.3, 3.4, and 3.5. The gauge fixed action is no longer gauge invariant,
but it is invariant under a residual global symmetry called the BRST symmetry, or,
depending on the type of gauge algebra, a more general BV symmetry. The presence of
a BRST/BV symmetry, or other global or conformal-type symmetries, implies relations
between the Feynman diagrams in the perturbative evaluation known as Ward identities.
How to obtain naive Ward identities in the antifield formalism for BRST/BV symmetries
is explained in 3.4 and 3.5, and for general global or conformal type symmetries in 3.6. The
adjective ’naive’ refers to the assumption that a regulator which preserves the classical
symmetries can be found. Furthermore, the action in a path integral generally involves
both quantum fields and other classical background fields (this can happen, for example,
because we are evaluating the path integral around some non-trivial classical background),
so one needs to understand what role the background fields play in the Ward identities.
This is also discussed in 3.6. Of course, the naive assumptions about classical symmetries
making it through the renormalization procedure may not actually hold, in which case
one speaks of an anomaly in the Ward identities. In 3.8 I discuss cohomological equations
that enable all possible anomalies related to a classical symmetry to be computed. These
equations are very naturally expressed in the antifield formalism, and are relatively easy
to handle because they involve only local expressions. The main benefit is that an explicit
evaluation of the path integral is avoided.
3.1 Basic objects of interest in the path integral approach
to QFT
The generating functional Z[J ] contains the information about all the scattering ampli-
tudes of the theory:
Z[J ] =
∫
[dφ] exp
(
i
~
W [φ] +
i
~
∫
dx φi(x)Ji(x)
)
(3.2)
= 〈0|0〉J ,
where Ji are classical sources for the quantum fields φ
i. As indicated in the second line,
Z[J ] calculates the vacuum-to-vacuum amplitude in the presence of the sources. By
expanding the exponential containing J , Z[J ] is expressed in terms of the N -point Green
functions as
Z[J ] =
∞∑
N=0
(i/~)N
N !
∫
dx1...dxNJi1(x1)...JiN (xN )G
i1...iN (x1, ... , xN ) . (3.3)
Each of these Green functions is evaluated by summing over all Feynman diagrams with
N external legs. It is obtained by setting J = 0 after functionally differentiating Z[J ]
with respect to J N times,
Gi1...iN (x1, ... , xN ) = 〈0|T (φi1(x1)...φiN (xN )) |0〉 , (3.4)
and is related to the scattering of N particles.
The generating functional for connected Green functions, Zconn[J ], is defined by
Z[J ] = exp
(
i
~
Zconn[J ]
)
. (3.5)
3.2 Local, global, and conformal-type symmetries 37
One expands Zconn[J ] in powers of J as in (3.3), except that the evaluation of each
connected N -point Green function involves a sum only over Feynman diagrams that are
connected.2
An important quantity is the expectation value of a field in the presence of sources,
referred to as the classical field :
φi(c)(x)[J ] ≡
δZconn[J ]
δJi(x)
= 〈0|φi(x) |0〉J . (3.6)
The classical fields are used to define the effective action:
Γ[φ(c)] ≡ Zconn[J ]−
∫
dxJi(x)φ
i
(c)(x) (3.7)
= −i lnZ −
∫
dxJi(x)φ
i
(c)(x) .
By functionally differentiating Γ with respect to J , but not differentiating φ(c) itself, we
see that it indeed depends only on φ(c). Or stated more accurately, its dependence on
J enters only through φi(c). The expansion in powers of φ(c) is in terms of one-particle-
irreducible (1PI) N -point functions, Γ(N):
Γ[φ(c)] =
∞∑
N=0
(i/~)N
N !
∫
dx1...dxNΓ
(N)i1...iN (x1, ... , xN )φ(c)i1(x1)...φ(c)iN (xN ) . (3.8)
These are expressed in terms of Feynman diagrams that can not be separated in two by
cutting any of the internal lines, and with all the propagators corresponding to external
lines divided out. Because the relations between Z, Zconn, and Γ are invertible, the 1PI
diagrams are the fundamental building blocks of quantum field theory. The term ’effective
action’ is appropriate since in the tree approximation Γ[φ(c)] is the classical action, with
n-loop diagrams contributing non-local corrections proportional to powers of (~)n. In
fact, one can use the effective action itself to evaluate the generating functional, but with
the prescription that one only takes tree diagrams into account in the evaluation.
3.2 Local, global, and conformal-type symmetries
Here is a good point to start using the deWitt convention, which is often useful when
talking about field theories in general terms. It is generally more confusing than useful
when talking about a particular theory, and I will refrain from doing so. The basic
idea is to generalize the Einstein summation convention so that repeated indices imply
integration over spacetime, in addition to summation over discrete indices. For example,
one would write the free single boson action S =
∫
dx∂µφ∂µφ as
S(φ) = φiKijφ
j ≡
∫
dxdyφ(x)∂µ∂µδ(x− y)φ(y) , (3.9)
so Kij ≡ ∂µ∂µδ(x−y), and the summation over i and j stands just for integration. In the
above case it makes no difference whether the partial derivatives are with respect to x or
y, but in general this must be specified. In the deWitt notation the dependence of objects
2The connected Green functions are related to scattering amplitudes when there are interactions
between all the particles involved. The disconnected ones are related to all scattering scenarios, even
when no interaction takes place.
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on fields may still be indicated, but the dependence on spacetime is contained entirely in
the indices. The number of free indices in an expression is equal to one more than the
number of δ-functions left in the usual notation, after all possible integrations have been
performed. As in the example (3.9), no free indices means that the final expression is
integrated.
Also, from now I will be working in units in which ~ = 1.
A theory possesses local (or gauge) symmetries if its action is invariant under the
transformations
φi(x)→ φi(x) + δφi(x) , δφi(x) =
∫
dy εA(y)RiA(φ(x), δ(x, y)) = ε
ARiA , (3.10)
←
δ S(φ)
δφi
εARiAφ
i ≡
∑
A
∫
dx
←
δ S(φ)
δφi(x)
δεA(x)φ
i(x) = 0 , (3.11)
where I have written out explicitly what the deWitt notation implies. The parameters
εA(x) are unconstrained functions over spacetime. They have the same statistics as the
fields for even, and opposite statistics for odd symmetries. The objects RiA are generally
field dependent.3 Because φi stands for a general set of fields that can include both
fermions and bosons, it is necessary to specify a direction for the functional derivatives
in (3.11).
The classical action can possess continuous global symmetries, and also conformal-
type symmetries4
φi(x)→ φi(x) + δφi(x) , (3.12)
δφi(x) = εARiA :=
{ ∑
A ε
ARiA(φ) for global∑
A
∫
dy εA(y)RiA(φ(x), δ(x, y)) for conformal-type
.
For global symmetries the parameters εA are independent of the coordinates of the base
space, while for conformal-type symmetries they depend on a subset x of the coordinates
x. The objects RiA are again generally functions of fields. In the conformal-type case
they contain δ-functions, but only over the subspace of coordinates x.
The statement that the transformations form an algebra is that a graded commutator
doesn’t generate any new symmetries except ones that are graded antisymmetric in the
equations of motion,←δ RiA
δφj
RjB − (−1)ǫAǫB
←
δ RiB
δφj
RjA
 εBεA =
RiCNCAB − ←δ SδφjEjiAB
 εBεA , (3.13)
where ǫA stands for the parity of the parameter ε
A (1 for fermions and 0 for bosons).
NCAB are the structure functions, and in general they are field dependent. The non-closure
functions EjiAB are required to obey E
ji
AB = −(−1)ǫiǫjEijAB in order for the second term
to be a symmetry. In this case
←
δ S
δφi
←
δ S
δφj
EjiAB ≡ 0 , (3.14)
3If this is not the case, the symmetry is automatically Abelian. For example, for the U(1) transfor-
mation of a gauge field, δΛAµ = ∂µΛ.
4Conformal and superconformal symmetries of D = 2 σ-models are of this type (see Chapter 4), but
in this chapter I’ll keep the discussion general.
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due to a (graded) symmetric-antisymmetric contraction of the i, j indices. Algebras that
close up to such terms proportional to the equations of motion are said to be open.
Obviously, they are tied to a particular action, which is not true for the closed algebras.
Lie algebras are closed algebras with structure functions that are not field dependent.
To evaluate the path integral perturbatively one first has to calculate the free prop-
agator, which is essentially the inverse of the operator that enters the kinetic term (for
example, Kij in (3.9)). The infinite-dimensional matrix
Hij :=
→
δ
δφi
←
δ S
δφj
(3.15)
is referred to as the Hessian of the action. The matrix whose inverse gives the free
propagator is the Hessian evaluated at φi = 0. More generally, quantum field theories
can be expanded around other solutions, φi = φi0, to the equations of motion. The set
of all such solutions forms a surface in the space of fields referred to as the stationary
surface.5 Therefore, the matrix that we generally wish to invert is the Hessian evaluated
at some point on the stationary surface: Hij(φ0).
When the action has symmetries, εARiA(φ0) are eigenvectors of Hij(φ0) with zero
eigenvalue6,
Hij(φ0)ε
ARiA(φ0) = 0 , (3.16)
which can be seen by functionally differentiating (3.11). It follows that
←
δ S
δφj
∣∣∣∣∣∣
φi0+ε
ARiA(φ
i
0)
= 0 (3.17)
for εA small. So, close to some solution to equations of motion there exist other solutions.
The space of solutions in the vicinity of φ0 is finite-dimensional if ε
A are global parameters,
but is infinite-dimensional for gauge and conformal-type symmetries.
Solutions related by global symmetries are physically distinct.7 Local symmetries, on
the other hand, are related to some redundancy in the formulation of the theory, and
solutions differing by them are for all purposes physically the same. For example, in
electrodynamics the field strength can be written in terms of a one-form A as F = dA.
The gauge freedom lies in the fact that A can be changed by an exact form, A→ A+dΛ,
without affecting the physics.
Up to this point we have assumed that the path integral sums over all fields, regardless
whether they are related by symmetries or not. For global symmetries this is desirable,
because we do want to sum over all solutions that are physically distinct, but for gauge
symmetries it causes severe problems. In the perturbative evaluation of the path integral
5Alternatively, the fields φi0 are said to be on-shell.
6They are also said to be zero modes of Hij .
7According to Noether’s theorem, for every global or conformal-type symmetry there is a conservation
equation. This can be seen by making the parameters εA local, so that the transformations are no longer
symmetries of the action, but instead
δS =
Z
dxJA∂µε
A(x) . (3.18)
However, any infinitesimal transformation is a symmetry on the stationary surface (this is the definition
of the stationary surface!). So after integrating the right hand side of (3.18) by parts, we can conclude
that ∂µJ = 0 on-shell.
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we are, roughly speaking, picking some solution to the equations of motion and func-
tionally integrating over nearby field configurations. When there are symmetries these
nearby configurations can be divided into those that remain on-shell, and those that are
perpendicular to the stationary surface:
φi ≈ φi0 + εARiA + φi⊥ = φi0 + δφi , (3.19)
where φi⊥ are the perpendicular transformations, while the nearby on-shell configurations
are parameterized by εA. Expanding the action around some stationary point φi = φi0,
S(φ) = S(φ0) + (δφ
i − φi0)
δS
δφi
∣∣∣∣
φ0
+ (δφi − φi0)(δφj − φj0)
δ2S
δφiδφj
∣∣∣∣
φ0
+ · · · , (3.20)
where I assume temporarily that the fields are bosonic, the path integral can be expressed
in terms of the modes (3.19).8 Using (3.16) we get:∫
[dφ]eiS(φ) ≈ (3.21)
exp i
(
S(φ0) + φ
i
0φ
j
0
δ2S
δφiδφj
∣∣∣∣
φ0
)∫
[dφi⊥][dε
A] exp i
(
φi⊥φ
j
⊥
δ2S
δφiδφj
∣∣∣∣
φ0
)
.
The first factor is numerical, and can be absorbed in the normalization. The important
point is that the integral over εA factorizes from the rest. For local symmetries εA has a
functional freedom, but because it doesn’t feature in the exponent it has no propagator.
For this reason we can’t make sense of the quantum theory. To do so we must ignore the
integral over εA, and integrate only over a subset of the space of fields whose elements
are not related by gauge transformations. Methods of achieving this will be explored in
the next sections.
How does the existence of a null eigenvector of the on-shell Hessian (3.16) relate to
the existence of a propagator? In the finite-dimensional case, if a matrix has a zero
eigenvector its determinant must vanish and then it can’t be inverted. However, (3.16)
is an infinite-dimensional matrix equation, and we must distinguish between eigenvectors
related to global, conformal-type, and local symmetries. For global symmetries (3.16)
states that there is a finite-dimensional subspace of the the space of fields on which
Hij|φ0 is not invertible. For conformal-type symmetries this space is infinite-dimensional,
but its functional freedom is less than that of the fields. In either case, the impact
is that the symmetries carry over into the quantum realm as Ward identities. Since
only gauge symmetries prevent the evaluation of a propagator, we can decide whether a
particular action can be used in a path integral simply by thinking of the Hessian as a
finite-dimensional matrix, with a single entry in the matrix for each field. The existence
of the propagator is ensured if the Hessian has maximal rank in this finite-dimensional
sense.
3.3 Faddeev-Popov gauge fixing of Yang-Mills and BRST
symmetry
The four-dimensional Yang-Mills action coupled to massive fermions is given by:
SYM =
∫
d4x
(
Ψ(iγµDµ −m1)Ψ− 1
4
F aµνF
µν
a
)
. (3.22)
8See for example [10] for an explanation how the path integral is evaluated in this approximation. The
expansion here is sufficient for an evaluation to two-loops.
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The gauge fields Aµ ≡ AaµTa are Lie algebra valued forms9, Dµ := 1∂µ − igAµ, and
Ψ takes values in the vector space holding the fundamental representation of the gauge
group. The spinor indices of Ψ have also been suppressed.
Action (3.22) is invariant under the gauge transformations
δΛΨ = −igΛΨ , δΛAµ = (∂µΛc + Λaf cabAbµ)Tc , (3.23)
where Λ ≡ ΛaTa are local parameters taking values in the Lie algebra. It is not possible
to invert the on-shell Hessian for the gauge fields.10 By looking at the case of imposing a
constraint on an integral of finite dimension n and then taking the limit n→∞ (see for
example [9]), one can argue that the path integral over gauge fields not related by gauge
transformations is given by
Z[J ] =
∫
[dAaµ]det
∣∣∣∣δG′bδΛc
∣∣∣∣ δ(Gb) exp i(SYM + ∫ d4xJµaAaµ) , (3.25)
where δ(Gb) defines the choice of a gauge slice, and G
′
b is the variation of Gb under the
transformations (3.23). Formally,∫
[dΛc]det
∣∣∣∣δG′bδΛc
∣∣∣∣ δ(Gb) = 1 , (3.26)
so trying to integrate over Λa in (3.25) takes us back to the original ill-defined path
integral.
It is useful to re-express (3.25) so that all the terms are in the exponent. Without
going into details (see eg. [9]), the main feature is that one needs to introduce two Lie
algebra valued Grassmann fields, c ≡ caTa and c ≡ caTa. These are called the ghost and
anti-ghost fields. They don’t obey the spin-statistics theorem and are thus not considered
to be physical fields. The final final form of the gauge fixed action depends on the choice
of Ga, but using any covariant gauge choice
11 the generating functional is given by
Z[J ] =
∫
[dAaµ][dc
a][dca] exp i
(
SFP +
∫
d4xJµaA
a
µ
)
. (3.27)
SFP is the Faddeev-Popov
12 action:
SFP = SYM +
∫
d4x
(
− 1
2ξ
(∂µA
aµ)2 + ∂µca(∂µc
a + gfabcc
bAcµ)
)
, (3.28)
9I will denote a basis of the Lie algebra in a fundamental representation of a compact Lie group by
Ta. Matrices and vectors will be denoted by the bold font, their indices will always be suppressed. The
generators satisfy [Ta,Tb] = f
c
abTc and the Jacobi identity, f
a
[bcf|a|de] ≡ 0. They are normalized so that
Tr(TaTb) =
1
2
δab. The field strength Fµν = −ig
−1[Dµ,Dν ] = F
a
µνTa also takes values in the Lie algebra,
and because of the normalization we have Tr(FµνF
µν) = 1
2
F aµνF
µν
a .
10The on-shell Hessian for the gauge fields is given by
δ2SYM
δAaµδA
b
ν
˛˛
˛˛
Aa
µ
=0
= δab(gµν∂
2
− ∂µ∂ν) ≡ δabKµν . (3.24)
The easiest way to see that this matrix is not invertible is to notice that KµνK
ν
η = ∂
2Kµη ∝ Kµη, so
Kµν is a projection operator.
11The gauge fixing functions Ga come in either of the two forms, Ga = ∂µAaµ − fa(x) = 0, or Ga =
tµAaµ− fa(x) = 0, where the gauge choice is described by an arbitrary function fa(x), and t
µ a vector of
norm 1. The former corresponds to the usual covariant gauge choices, while the latter is a non-covariant
gauge choice, whose merit is that the ghosts decouple from the gauge fields. This indicates that ghosts
can be avoided, but at the price of not having a covariant formulation.
12Named after the people who first performed this kind of gauge fixing [57, 56].
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where ξ is an arbitrary constant.
The gauge fixed action SFP is no longer invariant under the local transformations
(3.23), but it does possess a global fermionic symmetry called the BRST symmetry.13 On
the matter and gauge fields it acts as
δBRSTΨ = −iθgcΨ , (3.29)
δBRSTAµ = θ(∂µc
c + caf cabA
b
µ)Tc ,
and on the ghosts as
δBRSTc
a = −θg1
2
fabcc
bcc , (3.30)
δBRSTc
a = −θ
ξ
∂µAaµ ,
where θ is a global fermionic parameter. For the transformations on the matter fields we
have essentially replaced the bosonic parameters by ghosts multiplied by θ. However, the
ghosts are quantum fields, and δBRST is a non-linear symmetry. It is a remnant of the
original gauge symmetries in the gauge fixed action.
The action SFP has a second symmetry called the anti-BRST symmetry. On the
matter and gauge fields it acts in the same way as the BRST symmetry, but with the
replacement c→ c. The transformations of the ghosts and anti-ghosts are given by
δBRSTc
a = θ
(
1
ξ
∂µAaµ − gfabccbcc
)
, (3.31)
δBRSTc
a = −θg1
2
fabcc
bcc .
The number of gauge symmetries is equal to the number of generators of the Lie
algebra, while δBRST and δBRST are only two symmetry transformations, parameterized
by θ and θ. The general relation is that for each closed algebra there is a single BRST
and a single anti-BRST symmetry after gauge fixing.
The BRST transformation is nilpotent when acting on the fermions, the gauge fields,
and the ghosts, but it is only proportional to the equations of motion for c. An analogous
remark is true for the anti-BRST symmetry. A fully nilpotent transformation can be
obtained by introducing auxiliary Lie algebra valued scalar fields: b = baTa.
14, modifying
δBRST and δBRST as
δBRSTc
a = −θg1
2
fabcc
bcc − θba , δBRSTca = θba , (3.32)
and letting b transform as:
δBRSTb
a = 0 , δBRSTb
a = −θg1
2
fabcc
bbc . (3.33)
In this form,
(δBRST)
2 = δBRSTδBRST + δBRSTδBRST = (δBRST)
2 = 0 . (3.34)
13This acronym stands for the names of the people who discovered this symmetry: Becchi, Rouet, and
Stora [17], and independently Tyutin [162, 105].
14These are sometimes referred to as Nakanishi-Lautrup fields.
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As can be inferred from the above transformations, the scaling dimension of b is 2, so
it can’t possess a renormalizable kinetic term. The action invariant under the above
transformations is
SFP′ = SYM +
∫
d4x
(
ξ
2
(ba)2 + ba∂
µAaµ + ∂
µca(∂µc
a + gfabcc
bAcµ)
)
. (3.35)
It is equivalent to SFP (3.28) after eliminating the auxiliary b
a fields using their equations
of motion.
In conclusion, all possible gauge fixed actions that are obtained by the Faddeev-Popov
procedure share the feature that they possess nilpotent BRST and anti-BRST symme-
tries, although for off-shell nilpotence auxiliary fields must be introduced. Since only
the gauge fixed action is relevant for the quantum theory, it is the nilpotent symmetries
that are fundamental. BRST quantization is concerned with obtaining a nilpotent gauge
symmetry from a classical gauge algebra, and then utilizing it to construct a gauge fixed
action. This will be the subject of the next section. It turns out that it’s sufficient to con-
sider only the BRST symmetry to obtain the most general gauge fixed action. The gauge
fixing procedure can always be extended to include the anti-BRST symmetry, the benefit
of which is that the introduction of the ba and ca fields is more natural, whereas if one
considers only the BRST symmetry these fields must be introduced by hand. Otherwise,
the BRST-anti-BRST procedure seems to hold little practical benefit. One interesting
application has been the superfield formulation of Yang-Mills theory [31]. It may be
that in the future, due to its larger covariance, this procedure will be seen to be more
fundamental. The reader is referred to [16] for a review article.
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In this section we show how to construct a nilpotent BRST operator starting from an
irreducible set of gauge transformations εARiA that form a closed algebra, and how to use
this operator to construct a gauge fixed action. The naive Ward identities related to the
BRST symmetry are also derived. The methods of this section will not work for open or
reducible algebras, for which the full BV procedure (discussed in 3.5) must be employed.
The first step to obtaining a nilpotent symmetry is to promote the transformation
parameters εA to ghosts cA. Then in place of the original transformations there is instead
a single BRST transformation
δBRSTφ
i = θcARiA , (3.36)
with θ a fermionic parameter.
It is useful to drop the constant parameter, and think of the BRST transformation as
changing the parity of the field:
δBRSTφ
i = cARiA . (3.37)
We’ll also assign a grading, called the ghost number and denoted by gh(field), so that
gh(φ) = 0, gh(cA) = 1, and gh(δBRST) = 1.
Up to a caveat involving the Jacobi identity, δBRST is nilpotent if it is extended to act
on the ghosts as15
δBRSTc
A = NABC(φ)c
BcC . (3.38)
15I am allowing for the possibility that the structure functions depend on fields, although the only
examples I’m aware of are open W -string algebras, in which case it’s not possible to use BRST anyway
(see Chapter 8).
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When acting on φi, δBRST is nilpotent due to the closure of the algebra (see (3.13)):
δ2BRSTφ
i =
←
δ cARiA
δφj
cBRjB + (−1)(ǫi+1)ǫCRiCNCABcAcB = 0 . (3.39)
It’s interesting to note that there are no complicated sign factors involved; the ghosts
impose precisely the correct (anti)-symmetrization in the sum, which wouldn’t be the
case if one wrote the same equation using the usual transformation parameters. The
choice of sign before the second term is conventional, and could have been absorbed in
the structure functions. The Jacobi identity can be written as(
2cCNABCc
DcENBDE + c
BcCNABC,kc
DRkD
)
RiA ≡ 0 , (3.40)
and δBRST is nilpotent when acting of the ghosts if the object in the parentheses vanishes
on its own. For most algebras this is the case, but in certain circumstances that I will
come to later (see Chapters 6 and 8) the Jacobi identity is satisfied only after summing
over the transformations, even for some cases when the structure functions are not field
dependent. It doesn’t seem to be possible to obtain a nilpotent symmetry from such
algebras.
Next we wish to obtain a gauge fixed action by exploiting the nilpotence of the
BRST operator. An action S(φ) invariant under the transformations δφi = εARiA will
automatically be BRST invariant, but it will not do in a path integral because of the
non-invertibility of the on-shell Hessian. We also know that an action of the form
SGF = S + δBRSTΨ (3.41)
will be gauge invariant due to the nilpotency of the BRST transformation. Here Ψ is
some integrated fermionic object local in the fields, referred to as a gauge fixing fermion.
The hope is that for an appropriate choice of Ψ the action SGF will have a well defined
propagator.
However, as things stand we can’t construct such a fermion. The classical action has
ghost number zero, and this property must be preserved when gauge fixing terms are
introduced. For gh(δBRSTΨ) = 0, the gauge fixing fermion must have ghost number −1.
But because none of the fields have negative ghost number, it is not possible to construct
such a fermion. So we need to extend the field content by introducing the fields cA and
bA, referred to as trivial pairs, and let them transform in the following (clearly nilpotent)
manner under the BRST transformation:
δBRSTc
A = bA , δBRSTb
A = 0 . (3.42)
We can then take gh(cA) = −1, so that gh(bA) = 0. These fields are generalizations of the
ca and ba fields that appeared in the Faddeev-Popov gauge fixing in the previous section.
The introduction of the antighost gh(cA) and the auxiliary field bA in this way is a little
bit ad hoc. It would be quite natural if we constructed both a BRST and an anti-BRST
transformation from the gauge algebra, since then the antighost would be the parameter
of the anti-BRST symmetry, and the bA field would have to be introduced because of the
nilpotency requirements (3.34). If we write δi, with i = {BRST,BRST}, the gauge-fixing
part of the action would be ǫijδiδjΨ, where ǫ
ij is the Levi-Civita alternating symbol.
Since this is the invariant tensor for the group Sp(2), the BRST-anti-BRST gauge fixing
is Sp(2) covariant. Although more symmetric, it doesn’t bring much new since the most
general gauge fixed action can be obtained by BRST methods alone.
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Understanding the implications of the BRST symmetry at the quantum level is more
difficult. The problem is that now we need to worry about the invariance of a generating
functional,
Z[J ] =
∫
[dΦ] exp i(WGF(Φ) + Φ
αJα) , (3.43)
whereWGF is the bare version of a gauge fixed action, rather than just the classical gauge
fixed action. I’m taking Φα to stand for all the fields of the theory:
Φα = {φi, cA, cA, bA} . (3.44)
In order to talk about the BRST variation of Z[J ] one would like to vary WGF. This
is a very unsettling thing to do, since WGF is a regularized object that is infinite in the
limit when the regulators are taken to zero. Ignoring this, and treating WGF as if it were
a classical action will yield certain naive relations between Feynman diagrams, referred
to as naive Ward identities, that are presumed to be true order by order in perturbation
theory. Treating WGF as if it were the classical action is automatically justified if it is
possible to find a regularization for the classical action that respects the BRST symmetry.
If it is not possible to do so, the naive relations may not hold, but it may still be possible
to add finite counterterms to WGF in order to recover them. When this is not possible,
the classical BRST symmetry possesses a genuine quantum anomaly. Anomalies will be
discussed in 3.8, in this section we’ll only concern ourselves with writing down naive Ward
identities related to the BRST symmetry of a gauge fixed action.
Performing the change of variables Φα → Φ′α = Φα + θδBRSTΦα in the path integral,
we can conclude that
Z[J ] =
∫
[dΦ] exp i(WGF(Φ) + Φ
αJα) (3.45)
=
∫
[dΦ] exp i(WGF(Φ) + (Φ
α + θδBRSTΦ
α)Jα) ,
provided that WGF is invariant under the BRST transformation, and that there is no
contribution from the Jacobian. Because θ2 = 0, the following relation should hold:
〈0| δBRSTΦα |0〉J Jα = 0 . (3.46)
Because of the non-linearity of the BRST symmetry, the expression above would
involve an evaluation of expectation values of composite operators, which involves evalu-
ating Feynman diagrams with single insertions of these operators. However, we wish to
be more systematic and include the possibility of arbitrary insertions, as is done for the
fundamental fields themselves in Z[J ]. That is, we wish to include all the information
about the BRST symmetries in some extended action. To do this, sources for the BRST
transformations must be included, and the generating functional becomes
Z[J,Φ∗] =
∫
[dΦ] exp i(WGF(Φ) + JαΦ
α +Φ∗αδBRSTΦ
α) . (3.47)
The sources Φ∗α = {φ∗i , c∗A, c∗A, b∗A}, are referred to as the antifields of Φα.16 They are
BRST invariant have opposite spin, and obey opposite statistics to the original fields.
They are assigned ghost numbers such that the source terms have ghost number zero:
gh(φ∗i ) = −1 , gh(c∗A) = −2 , gh(c∗A) = 0 , (3.48)
in general : gh(Φ∗α) = −gh(Φα)− 1 .
16I’ve introduced an antifield for the bA fields, but because its BRST transformation is trivial it’s not
really necessary to do so.
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Now the naive Ward identity can be written as
Jα
→
δ Z[J,Φ∗]
δΦ∗α
= 0 , (3.49)
which can also be rewritten as
Ji
→
δ Z
δΦ∗i
= −i
∫
[dΦ]
→
δ
δΦ∗α
(
exp i(Wext)
) ←
δ
δΦα
(
exp i(JβΦ
β)
)
(3.50)
= i
∫
[dΦ]
→
δ
δΦ∗α
←
δ
δΦα
(
exp i(Wext)
)
exp i(JβΦ
β)
= −i
∫
[dΦ]
(
−i∆Wext + 1
2
(Wext,Wext)
)
exp i(Wext + JβΦ
β) ,
with
Wext(Φ,Φ
∗) :=WGF(Φ) + Φ
∗
αc
ARαA . (3.51)
In the last line of (3.50) the antibracket is defined to act on any two objects A and B as
(A,B) :=
←
δ A
δΦα
→
δ B
δΦ∗α
−
←
δ A
δΦ∗α
→
δ B
δΦα
, (3.52)
and the ∆-operator is given by
∆ := (−1)ǫα+1
←
δ
δΦ∗α
←
δ
δΦα
. (3.53)
They are objects of fundamental importance in quantum field theory. By reinstating
factors of ~, one can see that the ∆-operator factor is proportional to ~, and is therefore
a quantum effect. In fact, ∆ is not well defined when acting on local functionals17 , and
is related to the Jacobian of the path integral measure under the BRST transformations
and to the existence of anomalies.
The last line of (3.50) states that the vacuum expectation value of −i∆Wext +
1
2(Wext,Wext) in the presence of the background fields Φ
∗
α and Jα is zero. Since this
must hold for arbitrary background field configurations, we have that
−i∆Wext + 1
2
(Wext,Wext) = 0 , (3.54)
which is known as the quantum master equation. The requirement thatWext satisfies it is
a lot less restrictive than the requirement of BRST symmetry, because terms of arbitrary
power in the antifields are allowed in the solution. We summarize this important point
as:
⊲ If the bare action Wext satisfies the quantum master equation (3.54),
then the Ward identity Jα
→
δ Z[J,Φ∗]
δΦ∗α
= 0 is satisfied.
17This is equivalent to the fact that it is not possible to define the square of the Dirac δ-function, which
is itself deeply related to infinities of quantum field theory. If there was a way to do so, it would not
be necessary to introduce sources for non-linear symmetries. Instead, it would be enough to take any
number of functional derivatives at the same spacetime point to get an expectation value for a non-linear
operator.
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Most of the information about BV quantization is contained in the above statement,
because for any gauge symmetry, as long one has a solution to the quantum master
equation, Ward identities can be written down. Similarly, a solution to the classical
master equation,
(Sext, Sext) = 0 , (3.55)
enables one to write down naive Ward identities. The BRST procedure is not applicable
for open or reducible algebras, but there is hope of curing this in the more general
framework.
In perturbation theory the idea is to look for a soultion to the quantum master
equation order by order in ~. In the approximation ~ = 0 one wants Sext to satisfy the
classical master equation. Let’s see how the ~ = 0 solution is obtained in the BRST case.
As a first step we obtain the minimal solution,
Smin = S0 + φ
∗
i c
ARiA + c
∗
DN
D
ABc
AcB , (3.56)
where S0 is the original gauge invariant action. The master equation is just the statement
that δ2BRST = 0, but because S0 has no propagator Smin can’t be used in a path integral.
This is cured by adding a term δBRSTΨ. The extended gauge fixed action can be written
as
Sext(Φ,Φ
∗) = Smin(Φ,Φ
∗) + (Ψ, Smin) + c
∗
Ab
A , (3.57)
where Smin is the minimal solution and I’ve also added a source for the BRST transfor-
mation of cA (3.42). In the case of an open or reducible algebra, when BV quantization
is required, the principle is still simple: as a starting point one has to find a solution to
the classical master equation such that propagators exist. It is not immediately obvious
how to do this, and will be discussed in the next section.
If Wext satisfies the quantum master equation, it can be shown that the partition
function is independent of the choice of gauge fermion, by which we mean that
ZΨ[J,Φ
∗]− ZΨ′ [J,Φ∗] = 0 , (3.58)
where Ψ′ = Ψ+dΨ for some small deformation dΨ. The condition for gauge independence
can be written as〈
0|(dΨ,Wmin + c∗AbA)|0
〉
J,Φ∗
= 〈0|(dΨ,Wext)|0〉J,Φ∗ = 0 , (3.59)
where Wext involves the gauge fermion Ψ. The second equality follows because the term
(Ψ,Wmin) is independent of antifields.
18 Therefore,
∫
[dΦ]i
←
δ dΨ
δΦα
→
δWext
δΦ∗α
exp i(Wext + JαΦ
α) (3.60)
=
∫
[dΦ]
←
δ dΨ
δΦα
→
δ
δΦ∗α
(
exp iWext
)
exp iJαΦ
α = 0 .
After integrating by parts we get two terms which must be zero separately:
〈0| dΨ
(
−i∆Wext + 1
2
(Wext,Wext)
)
|0〉J,Φ∗ = 0 , (3.61)
18At this point it becomes apparent that gauge fixing, as described in this section, can’t work for a
minimal solution non-linear in the antifields; one needs the full BV recipe in such cases.
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and the Ward identities for the action with the deformed gauge fermion,
Jα
→
δ ZΨ′ [J,Φ
∗]
δΦ∗α
= 0 . (3.62)
In conclusion, it’s possible to move around the space of theories gauge fixed by differ-
ent gauge fermions only if the extended quantum action satisfies the quantum master
equation, or equivalently the Ward identities (3.62).
Physically relevant operators have to be gauge invariant. At the quantum level the
condition is that the expectation value of some field operator Ω(Φ) is unchanged when
the gauge fermion is deformed:∫
[dΦ]Ω(Φ) exp i(Wext + JαΦ
α)−
∫
[dΦ]Ω(Φ) exp i(W ′ext + JαΦ
α) (3.63)
=
∫
[dΦ]Ω(Φ)
←
δ dΨ
δΦα
→
δ
δΦ∗α
{exp iWext} exp iJαΦα = 0 ,
where W ′ext involves the deformed gauge fermion Ψ
′. We again obtain (3.62) after inte-
grating by parts, but in addition the condition
σΩ(Φ) ≡ −i∆Ω(Φ) + (Ω(Φ),Wext) = 0 (3.64)
is required to hold. This is equivalent to the Ward identity
Jα
→
δ
δΦ∗α
∫
[dΦ]Ω(Φ) exp i(Wext + JαΦ
α) = 0 . (3.65)
The σ-operator is the quantum version of the BRST operator. Formally it can be
shown to be nilpotent if Wext satisfies the quantum master equation. Classically physical
observables are simply gauge invariant combinations of fields, but since ghost fields have
been introduced we need to specify that they must have ghost number zero. At the
quantum level one would expect that physical observables are classified by the cohomology
classes of the σ-operator at ghost number zero. The problem with trying to understand
these kinds of cohomology classes is that the equations are extremely difficult to deal
with, since they involve the singular ∆-operator. In the light of this, it is a remarkable
fact that when working with the effective action, the antibracket is the relevant object
and not the σ-operator.
The original definition of the effective action (3.7) had only the Jα sources as back-
ground fields, but here we also have the antifields, so now
Γext[Φ(c),Φ
∗] ≡ −i lnZ[J,Φ∗]− JαΦα(c) , (3.66)
with
Φα(c) ≡
1
i
→
δ lnZ[J,Φ∗]
δJα
= 〈0|Φα |0〉J,Φ∗ . (3.67)
The classical fields are functions of Φ∗α as well as Jα, but since Γext[Φ(c),Φ
∗] is independent
of Jα, it must be true that Jα can be written as a function of Φ
∗
α and Φ
α
(c). Taking the
functional derivative of Γext[Φ(c),Φ
∗], we see that
←
δ Γext[Φ(c),Φ
∗]
δΦα(c)
= −Jα . (3.68)
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This simple result comes about because terms involving the functional differentiation by
Jα cancel. Now it’s easy to see that (3.49) implies
(Γext[Φ(c),Φ
∗],Γext[Φ(c),Φ
∗])(c) = 0 . (3.69)
The antibracket is defined as in (3.52), except that now the differentiation is with respect
to Φα(c) instead of Φ
α. So unlike Wext, Γext satisfies the classical master equation. The
classical BRST operator is
δBRSTΦ
α = (Φα, Sext), (3.70)
and one can think of (Φα,Γext) as the full BRST operator that includes all quantum
corrections. The non-local contributions to the full BRST operator are neatly encoded
in Γext, and nilpotence is due to the (C10) property of the antibracket.
The BRST gauge fixing of the Yang-Mills action with fermions (3.22) is very simple.
The minimal solution is
Smin =SYM +
∫
d4x
(
−igΨ∗cΨ+ igΨ∗cΨ+A∗µDµc+
1
2
c∗af
a
bcc
bcc
)
. (3.71)
After introducing the trivial pairs {ba, ca}, the choice of gauge fixing fermion
Ψ =
∫
d4xca
(
∂µAaµ −
ba
2ξ
)
(3.72)
yields the action SFP (3.28).
3.5 BV quantization
In the previous section it was observed that as long as an extended action is a solution
to the master equation, naive Ward identities can be written down. Importantly, the
antibracket (3.52) plays a more fundamental role than the existence of a BRST symmetry.
BV quantization19 exploits this fact, and enables theories that are more general than what
BRST quantization can handle to be gauge fixed, such as cases with reducible or open
algebras.
The first step in the procedure is to introduce an antifield φ∗i for every field φ
i in
a classical gauge invariant action S0. Then, given a set of gauge generators R
i
A, we
construct a minimal extended action starting as
Smin = S0(φ) + φ
∗
i c
ARiA(φ) + · · · , (3.73)
and fill in the dots so that Smin is a solution to the classical master equation (3.55). If the
transformations form a closed algebra the solution will be just what it was in the BRST
case, (3.56), but here we allow for more general solutions. It turns out that it’s possible
to gauge fix any minimal solution, as long as it is proper. Properness is the requirement
that the on-shell Hessian (see (3.15)) of Smin has half its maximal rank,
Hab ≡
→
δ
←
δ Smin
δϕaδϕb
, rank(Hab|Σ) = N/2 , (3.74)
19BV stands for I. A. Batalin and G. A. Vilkovisky, the people who originally developed this formalism
[13, 12].
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where ϕa is a collective field that includes all the fields that feature in Smin: the original
fields, the ghosts, as well as their antifields. N is the total number of these fields, and Σ
indicates that the Hessian is evaluated on the stationary surface. The requirement that
the on-shell Hessian of Smin has only half its maximal rank is related to the fact that
the antifields are not integrated over in the path integral. Roughly speaking, properness
requires that Smin has no further gauge symmetries other than those taken care of by the
ghosts, up to those that are automatic simply because the field content has been doubled
- we’ll come back to this point later in the context of (3.93). In the next paragraphs I’ll
describe the properness condition in detail, and the method of gauge fixing Smin, after
which the connection between properness and the existence of a propagator in the gauge
fixed action can easily be made.
The point on the stationary surface that is usually most convenient for checking the
properness of some solution Smin to the master equation is given by φ
∗
i = c
A = c∗A = 0
and φi = φi0, where φ
i
0 is a solution to the equations of motion obtained from S0. S0 itself
is trivially a solution of the master equation, since it contains no antifields. However, if
S0 has gauge symmetries the rank of its Hessian evaluated at φ
i
0 will be less than N/2.
In this case the solution is not proper, and the propagator doesn’t exist. Next, suppose
we found a minimal solution involving a set of generators RiA that closes, possibly up to
equations of motion (in which case terms non-linear in the antifields are needed in Smin).
In this case there are additional terms in the on-shell Hessian of the form
→
δ
←
δ Smin
δcAδφ∗i
|φ0, φ∗i=0 = 2RiA|φ0 . (3.75)
It may be that not all the gauge symmetries of S0 were included in R
i
A, in which case the
rank of the Hessian is again less then N/2; the remedy is simply enough to include them.
If RiA does include all the symmetries, and the rank of Hab|Σ is still less than N/2, the
implication is that there are reducibility relations between the generators,
RiA0Z
A0
A1
|Σ = 0 . (3.76)
I have introduced an integer label for the indices Ai, i = {0, 1, · · · }, that will differentiate
between the original gauge generators, which are labeled by the index A0, reducibility
coefficients ZA0A1 , and any further reducibility coefficients Z
Ai
Ai+1
, i > 0, that imply that the
reducibility coefficients Z
Ai−1
Ai
are not linearly independent:
Z
Ai−1
Ai
ZAiAi+1 |Σ = 0 . (3.77)
The point is that for each of these relations we must introduce a new set of ghosts cAi
in order to obtain a proper solution. If this procedure terminates after introducing the
ghosts cAi for all i up to some integer l, we have what is referred to as an l-level reducible
theory. It may be that this procedure never terminates, in which case the theory is
infinitely reducible. The general form of a proper minimal solution for a reducible theory
is
Smin = S0 + φ
∗
i c
ARiA +
∑
k=0
c∗AkZ
Ak
Ak+1
cAk+1 + · · · , (3.78)
where · · · stands terms quadratic and higher in the antifields, such as those that would
be present for open algebras, or in general any terms determined by the master equation.
Inability to find such terms means that the gauge algebra generators or the reducibility
relations have not all been identified (see [90] for a proof of this statement).
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In subsection 3.5.1 I include some additional technical details about properness that
are relevant for Chapter 8.
The next step is to gauge fix Smin, and to do this it’s again necessary to construct a
gauge fermion Ψ with gh(Ψ) = −1. The ghost number of a level l ghost is
gh(cAl) = l + 1 , (3.79)
and since the antibracket increases the ghost number by one, it’s not possible to construct
Ψ using the fields in the minimal solution. As in the BRST case, it’s necessary to introduce
auxiliary fields. Determining the number of fields that must be introduced for reducible
theories is a technically difficult issue that I won’t have need for in this thesis, so I
refer the reader to the original paper [13], or to the review article [76]. Here I simply
assume that Φα has been extended to include all these fields, and that Ψ has been chosen
appropriately.
The generalization of δBRST is
δBVΦ
α := (Φα, Smin) , (3.80)
where Φα now includes the gauge fields, and for an l-level reducible theory all the ghosts
up to cAl , as well as all the necessary auxiliary fields. The properties shared between
the BRST and BV operators are nilpotence, which is due to the graded Jacobi identity
(C10), and that gh(δBV) = 1. The difference is that δBVΦ
α can depend on antifields.
When this is the case we can’t gauge fix simply by adding δBVΨ to the minimal solution,
because an extended action of the form
Sext = Smin + δBVΨ+ · · · , (3.81)
where · · · stands for source terms for the auxiliary fields, will not obey the classical master
equation.
The resolution to the problem is most easily obtained by appealing to the geometry
that underlies the antifield formalism. Before explaining this, it is helpful to recall the
description of the Hamiltonian formalism in terms symplectic geometry (see 2.1.4). The
Hamiltonian formalism is defined on the phase space, which is the cotangent bundle
of configuration space. For an n-dimensional configuration space with coordinates xi,
the phase space has 2n coordinates ya = (xi, pi). The momenta pi provide a natural
symplectic structure on the phase space,
S = Sabdy
a ∧ dyb := dpi ∧ dxj , (3.82)
which enables us to define the Poisson bracket,
{A,B} := 1
2
Sab
∂A
∂ya
∂B
∂yb
=
∂A
∂pi
∂B
∂xi
+A↔ B , (3.83)
where Sab is the inverse of Sab. Symmetries of the Hamiltonian formalism are given by
canonical transformations, which are those diffeomorphisms of phase space that preserve
the symplectic structure, and therefore the Poisson bracket.
The antifield formalism is defined over a space that has fields and antifields as its
coordinates. Since half of these coordinates are fermionic, this space is not a conventional
manifold but a supermanifold [39]. It has additional structure related to the existence
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of an antibracket. This can be seen by writing the antibracket in terms of the collective
field ϕa = {Φα,Φ∗α},
(A,B) =
←
δ A(ϕ)
δϕa
ξab
→
δ B(ϕ)
δϕb
, (3.84)
where
ξab = (ϕa, ϕb) =
(
0 δij
−δij 0
)
. (3.85)
The coordinates (Φ∗α,Φ
α) can be thought of as Darboux coordinates for the antisymplectic
structure, ξ = ξabδϕ
a∧ δϕb, where ξab is the inverse of ξab.20 The functional notation δϕa
is used because the space of fields is infinite-dimensional.21
For Smin linear in antifields, schematically
Smin = S0(Φ) + Φ
∗
αF
α , (3.86)
Sext can be written as
Sext = S0(Φ) +
Φ∗α + ←δΨ(Φ)δΦα
Fα , (3.87)
where I have assumed that Smin includes the trivial pair sources. This is just a restatement
of BRST quantization,
SGF = S0 +
←
δΨ
δΦα
Fα = S0 + δBRSTΨ , (3.88)
but the point is that one can think of gauge fixing as the transformation
Φ∗α → Φ∗α +
←
δΨ(Φ)
δΦα
≡ Φ∗α + (Ψ(Φ),Φ∗α) . (3.89)
When the minimal solution is not linear in antifields, gauge fixing is still performed
by transforming the antifields in this manner. (3.89) is an example of an infinitesimal
canonical transformation, by which we mean that it leaves the antibracket and the an-
tisymplectic structure invariant.22 It is a special kind of a more general infinitesimal
transformation given by
Φ∗α → Φ∗α + (f(Φ,Φ∗),Φ∗α) , Φα → Φα + (f(Φ,Φ∗),Φα) , (3.91)
20Clearly the Hamiltonian formalism can be extended to include fermionic degrees of freedom. The
difference to antisymplectic geometry is that the coordinates pi and x
i always have the same parity.
21There is a lot more to say about the geometry behind the antifield formalism. For example, momenta
can be understood in terms of the cotangent bundle over configuration space, but we haven’t elucidated
on the origin of antifields. This issue was originally addressed by Witten [176]. Subsequently Schwarz
has worked extensively on the geometry behind BV quantization (his initial paper is [157]).
22In detail, c : ϕ→ ϕ′ is a canonical transformation if the following diagram commutes:
A(ϕ),B(ϕ)
c
−→ A(ϕ′), B(ϕ′)
↓ ↓
(A(ϕ),B(ϕ))ϕ
c
−→ (A(ϕ′), B(ϕ′))ϕ′
. (3.90)
By infinitesimal we mean that if the order of f is ǫ, then the antibracket is preserved up to terms
proportional to ǫ2. Writing canonical transformations in their finite form is more involved; see [14] and
Appendix A in [161].
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where the fermion f(Φ,Φ∗) depends on both fields and antifields. It seems, however, that
a gauge fermion that depends only on fields is always sufficient. If Smin is not proper
the gauge fixing procedure can’t be performed successfully, irrespective of the choice of
Ψ. The gauge symmetry of Smin that hasn’t been taken care of by a ghost will remain a
symmetry of the part of Sext that is independent of antifields.
Of course, one must check that gauge fixing via (3.89) is really the correct thing to
do. When showing that the theory is invariant under an infinitesimal deformation of the
gauge fermion, we can proceed as in the BRST case. The second line in (3.63) follows
from the first because the change in the extended action due to a change Ψ→ Ψ+ dΨ is
given by
δWext =
←
δ dΨ
δΦα
→
δWext
δΦ∗α
. (3.92)
The naive Ward identities (3.49) and (3.69) follow as in the last section, since the only
requirement in their derivation is that Sext has a propagator and is a solution to the
classical master equation. The statements made about physical observables and coho-
mology classes in the previous section remain valid here, except of course we now have
δBV instead of δBRST.
Whereas BV quantization has been successful in quantizing theories with finitely
reducible and/or open algebras, infinitely reducible algebras have generally not been
fully understood. Examples of infinite reducibility can be found in algebras of gauge
symmetries of Green-Schwarz type actions for particles, strings, and branes [111, 165, 20],
and string field theory actions [154, 160, 24] (the latter also features prominently in the
BV review article [76]).
Sometimes the problem of infinite reducibility can be solved by introducing an out-
side idea that doesn’t follow the BV recipe. One example is the pure spinor formalism
of Berkovits [23]. Another is what we have been dealing with in this section. Namely,
the minimal solution to the classical master equation Smin has infinitely reducible gauge
symmetries. Writing the master equation using collective coordinates (3.84) and differ-
entiating it with respect to ϕa shows that
←
δ Smin(ϕ)
δϕa
Rac = 0 , (3.93)
where
Rac = ξab
←
δ
→
δ Smin(ϕ)
δϕbδϕc
≡ ξabHbc , (3.94)
and Hab is the Hessian of S(ϕ). The gauge generators of this symmetry are linearly
dependent at the stationary point ϕ0, which can be seen by differentiating (3.93):
RabRbc|Σ = 0 . (3.95)
Because the symmetry generators are at the same time reducibility relations, the theory is
infinitely reducible. The BV recipe itself is the ’outside idea’ used to make sense of Smin,
but due to the infinite reducibility it is not possible to apply the BV recipe to gauge fix
the symmetries (3.93). There has been an attempt by Vilkovisky [168] at addressing the
infinite reducibility of Smin by solving a master equation (i.e. writing a master equation
for the solution to a master equation), with some interesting insights about the role played
by a gauge fixing fermion that depends on both fields and antifields. Never the less, the
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dual function of antifields, as fields that one transforms to gauge fix and as sources for
BRST/BV transformations, remains somewhat mysterious: in the latter role they are
entirely classical entities, but in the former it’s preferable to think of them as quantum
fields, since one is transforming them into quantum fields.
3.5.1 Some technicalities about the properness condition
The properness condition requires that the matrix Rab be of maximal rank. From the
null relation (3.95) one can see that this is satisfied if all the null vectors of the on-shell
Hessian are contained in itself,
Habv
b|Σ = 0 → vb ≈ ξbcHcdwd , (3.96)
where ≈ on the right hand side indicates that the equality holds only on shell. In terms of
expansion (3.78), the Hessian at the stationary point consists of the matrices Ria, Z
ak
ak+1
,
and Hij, the Hessian of S0 evaluated at φ0, and (3.96) reads:
Hijv
j |Σ = 0 −→ vj ≈ RjAwA , (3.97)
RiAv
A|Σ = 0 −→ vA ≈ ZAA1wA1 ,
ZAkAk+1v
Ak+1 |Σ = 0 −→ vAk+1 ≈ ZAk+1Ak+2wAk+2 .
Taking the first relation in (3.97), vj can be expanded as
vj = RjAw
A + vjk
→
δ S0
δφk
. (3.98)
Normally it is assumed that the matrix vjk is graded antisymmetric, but it is also possible
that vjk has a graded symmetric part.23 Then one has symmetries that are proportional
to the equations of motion but can’t be absorbed by adding terms quadratic in the
antifields to the extended action. One could try incorporating them into RjA, but this is
problematic. Namely, from the second relation in (3.97) we see that RiAv
A is zero on-shell
for any vector vA. Properness then requires that all of these vectors be included in the
reducibility matrix ZAA1 , and thus on-shell vanishing symmetries are infinitely reducible.
The condition that all symmetries be included in RiA is referred to as completeness:
→
δ S0
δΦi
T i(Φ) ≡ yiT i(Φ) = 0 → T i(Φ) = RiAwA + vijyj , (3.99)
for any T i, where vij is now required to be graded antisymmetric. When on-shell sym-
metries are present there is a difference between completeness and properness. Every
complete solution is proper, but a proper solution need not be complete. In particular,
properness doesn’t require that we include on-shell symmetries in RiA. Due to the prob-
lems of infinite reducibility it seems that this indeed should not be done, and completeness
should not be satisfied.
One must check that excluding on-shell symmetries is consistent, i.e. that they have
no bearing on the existence of the propagator. This is certainly the case for the examples
that we’ll meet in this thesis, which arise in the context ofW -strings and will be discussed
23For any reasonable action, a quantity that vanishes on-shell is proportional to the equations of motion
[90].
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in Chapter 8. In fact, the set of symmetries which can be excluded from RiA consists of
symmetries that are either related to the nilpotency of fermions, or to relations between
the conserved currents; only the latter vanish on-shell. I’ll refer to them generally as null
symmetries. In Chapter 8 I’ll discuss situations in which null symmetries are generated
by the algebra of gauge symmetries. To close the algebra one is forced to include them in
the set of generators, and it’s then not possible to avoid the infinite reducibility issues.
So far I’ve concentrated on the first equation in (3.97). The property that generalizes
completeness to all the equations in (3.97) is something called the acyclicity of the Koszul-
Tate (KT) differential [90, 166, 167]. People are interested in it for various reasons,
among the most important is the role it plays in proofs of existence and uniqueness (up
to canonical transformations) of a solution to the classical master equation, given some
reasonably behaved classical action as the starting point.24 Generalizing its relation
to completeness, properness doesn’t imply the acyclicity of the KT differential, and so
BV doesn’t require it when there is a difference between the two. Never the less, the
acyclicity of the KT differential can be used to add the reducibility relations into Zakak+1
in a consistent manner [167, 159]. In more detail, once one includes the null symmetries
in RiA, properness requires all reducibility relations to be included in Z
ak
ak+1
, an infinite
number for each k, but the acyclicity of the KT differential allows one to consistently
pick out a finite subset for each k. In this way the infinite reducibility problems can be
controlled, but are not bypassed.
3.6 Global and conformal-type symmetries
In this section we derive the naive Ward identities related to global and conformal-type
symmetries of the classical action. I will discuss these on their own, not in conjunction
with gauge symmetries. It is entirely possible to have global symmetries closing to gauge,
but I won’t have a need to consider such scenarios and refer the reader to [34, 7]; for an
application in the context of the Wess-Zumino model see [97].
If the classical action is invariant under a certain set of global or conformal-type
symmetries, δφi = εLRiL, varying W in the generating functional (3.2) yields
Z[J ] =
∫
[dφ] exp i(W (φ) + φiJi) (3.100)
=
∫
[dφ] exp i(W (φ) + (φi + δφi)Ji)
= 〈0| 1 + iJiεLRiL(φ) |0〉J .
As before, the second line is equal to the first because φi → φi + δφi is simply a change
of variables in the path integral, if we assume that the Jacobian of the path integral is
one. The third line is true because the parameters εL are taken to be infinitesimal, so
only the first term in the expansion of the exponent is relevant. Thus
εL 〈0| JiRiL(φ) |0〉J = εL
δΓext
δφi(c)(x)
〈0|RiL(φ) |0〉J = 0 . (3.101)
So naively the effective action is invariant under the variation by the vacuum expectation
value of εLRiL in the presence of the source Ji. This is the quantum equivalent of a
classical symmetry.
24These proofs were initiated by Voronov and Tyutin [169] and Batalin and Vilkovisky [15], and im-
proved on by Henneaux et al [62, 63].
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When RiL is linear in the fields,
RiL(φ) = T
i
(L)j φ
j , (3.102)
we have
εL 〈0|RiL(φ) |0〉J = εLT i(L)jφj(c) . (3.103)
Then the Ward identity in terms of the effective action is
δΓext
δφi(c)
εLT i(L)jφ
j
(c) = 0 , (3.104)
and in terms of the generating functional
T i(L)j
δZ
δJj
= 0 . (3.105)
So when the symmetry transformations are linear in the fields, the Ward identities can be
understood as relations between Feynman diagrams that don’t involve insertions of com-
posite fields. Non-linear symmetries, on the other hand, do lead to expressions involving
explicit insertions of composite operators. It is desirable to avoid this by adding sources
for the composite operators to the extended action, as we have done in the last section,
as a first step to obtaining nilpotent operators related to the symmetries. This in turn
will enable the calculation of potential anomalies via a cohomological analysis (see 3.8).
We extend (3.2) to include sources for the symmetry transformations:
Z[J ] =
∫
[dφ] exp i(W (φ) + φ∗i a
LRiL(φ) + φ
iJi) . (3.106)
Unlike the gauge fixing ghosts cA, the ghosts aL are classical background fields. They are
like the usual parameters of transformations which we had in (3.12) and (3.100), except
that they have opposite parity. For conformal-type symmetries they depend on the subset
x of coordinates of the base space.
Following the philosophy of the last section, we introduce antifields a∗L for the structure
functions of the global symmetry NLMN
Sext = S(φ) + φ
∗
i a
LRiL + a
∗
LN
L
MNa
MaN + · · · , (3.107)
and add any non-linear terms in the antifields necessary for Sext to satisfy the classical
master equation
(Sext, Sext) = 0 . (3.108)
Here the antibracket is defined with respect to the collective field Φα := {φi, aL} which
now includes both the quantum fields φi and the background fields aL. Then we can define
an analogue of the BV transformation for global/conformal-type symmetries which I will
refer to as δBV G:
δBV GΦ
α = (Φα, Sext) . (3.109)
The major difference to the solution of the master equation in the BV quantization
context is that global ghosts are simply c-numbers (possibly fermionic). The part of the
master equation they feature in involves usual partial derivatives,
←
∂Sext
∂aL
→
∂Sext
∂a∗L
, (3.110)
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where no integration is implied by repeated indices. Similarly, the part of the master
equation with conformal-type ghosts contains integrals and functional derivatives involv-
ing the appropriate subset of coordinates. For the rest of this section I’ll use global ghosts
to illustrate things, the generalization to conformal-type ghosts being straightforward.
Compared to algebras of gauge transformations, an important difference is that field
dependent global/conformal-type algebras can not be made sense of in the context of a
master equation, and the naive Ward identities necessarily involve explicit insertions of
composite operators. If we attempt a solution to the master equation of the form (3.107),
the term proportional to φ∗i in the master equation (which should describe the closure of
the algebra) is
∫
dxdyφ∗i (x)a
L
←
δ RiL(φ(x))
δφj(y)
aMRjM (φ(y)) (3.111)
+ (−1)(ǫL)(ǫφi+1)
∫
dx φ∗i (x)R
i
L(x)
∫
dy NLMN (φ(y))
?
= 0 ,
where the coordinate dependence has been written out in full. The first term clearly
involves a single integral when fully evaluated, because of the δ-function due to the
functional derivative. By ’field dependent closure’ we mean that it is equal to
−(−1)(ǫL)(ǫφi+1)
∫
dxφ∗i (x)R
i
L(x)N
L
MN (φ(x)) . (3.112)
This is clearly not equal to the second term which involves a product of two integrals,
and thus (3.107) is not a solution to the master equation when the structure functions
are field dependent.
In the BRST construction, when trying to construct a nilpotent operator we need
global ghost to transform into something involving NLMN (φ(x)), which is local. This is
seriously problematic because we’re treating objects with different functional freedom
on the same footing. At the quantum level it is an order of magnitude worse because
background fields are being transformed into quantum fields.
We should also check whether it’s possible to disregard the master equation as a start-
ing point, and never-the-less obtain Ward identities that don’t involve explicit insertions
of composite operators. Performing a derivation as in (3.100) for
Z[J, φ∗, a, a∗] =
∫
[dφ] exp i(W + φ∗i a
LRiL + Jiφ
i + JLa
L) (3.113)
gives us the naive condition that
〈0| − i(−1)(ǫL)(ǫφi+1)φ∗iRiLNLMN (φ) + iJiaLRiL(φ) |0〉J,φ∗,a,a∗ = 0 . (3.114)
The second term can be rewritten as a functional derivative of Z with respect to φ∗i , and
is therefore not problematic. However, when the structure functions are field dependent
it is not possible to add a local term to the extended action that would enable us to
re-express the first term by differentiating Z with respect to the ghosts or their antifields.
We are thus forced to conclude that that there is no way to make sense of field
dependent algebras of global or conformal-type symmetries without having to evaluate
composite operators explicitly. The only way out is to include all the composite generators
in RiL, and hope that we can get some control over the full Lie algebra generated by the
transformations that close in a field dependent manner. If we are able to do so, it is simple
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enough to construct Wext, and follow the derivation of the naive Ward identities as in
(3.100), with the symmetry transformation δBVG. Performing a change of integration
variable φi → φi + δBV Gφi in
Z[J, φ∗, a, a∗] =
∫
[dφ] exp i(Wext + Jiφ
i + JLa
L) (3.115)
yields the naive Ward identities
Ji
→
δ Z
δφ∗i
−
→
∂Wext
∂a∗L
←∂Z
∂aL
+ JL
 = 0 . (3.116)
The second term can now be written as a functional derivative of Z because
→
δWext
δa∗L
depends just on background fields and can be taken outside the path integral, i.e.
→
δWext
δa∗L
=
→
δ Sext
δa∗L
.25
The first term can be rewritten as
Ji
→
δ Z
δφ∗i
= −i
∫
[dφ]
→
δ
δφ∗i
{exp i(Wext)}
←
δ
δφi
{exp i(JαΦα)} (3.117)
= i
∫
[dφ]
→
δ
δφ∗i
←
δ
δφi
{exp i(Wext)} {exp i(JαΦα)}
= −i
∫
[dφ]
{
−i∆φWext + 1
2
(Wext,Wext)φ
}
exp i(Wext + JαΦ
α) .
The φ subscript on the antibracket and the ∆-operator indicates that these are to be
evaluated using only the quantum fields. The second term in (3.116) can be written as
i
∫
[dφ]

←
∂Wext
∂aL
→
∂Wext
∂a∗L
 exp i(Wext + Jiφi + JMaM ) . (3.118)
Therefore the Ward identity (3.116) is equivalent to the condition
−i∆φWext + 1
2
(Wext,Wext)Φ = 0 . (3.119)
As the subscript indicates, the antibracket involves all the fields.
One can think of the BV symmetry (3.80) of the classical extended action (3.81) as a
particular nilpotent fermionic symmetry that is non-linear in the fields (except possibly
for the Abelian gauge groups). However, it is crucial to the gauge fixing procedure and
for extracting the physical content of the theory, and the breaking of the BV symmetry
at the quantum level renders the theory inconsistent. The breaking of some other global
symmetry is simply a feature brought about by the quantization procedure and is not
generally related to a physical inconsistency.
25Of course, exp iJLa
L can be taken out of the path integral as well. I have introduced this source term
to avoid having to modify the definitions of the effective action (3.7) and the classical field (3.6) (which
is simply aL in this case).
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3.7 QFTs with background fields
Background fields can play a role in quantum field theories other than just as sources for
fields and transformations, or as parameter ghosts. For example, starting from a classical
action S0 we may wish to integrate only over a subset of fields in the path integral, and
keep the rest of the fields as background structures. This may happen when coupling
a quantum field theory to a background metric. We could have, for example, a Yang-
Mills theory living in curved space, or a σ-model coupled to a background worldsheet
metric. Unlike the ghosts for local or conformal-type symmetries, such background fields
generally depend on all the coordinates.
A particular scenario that we’ll meet in this thesis is the case of d = 2 σ-models
whose conformal-type symmetries have been gauged, but the ghosts and gauge fields are
not integrated over in the path integral. The gauging procedure will be discussed in detail
in Chapters 4 and 8. As we’ll see, such path integrals are useful for describing the OPE
between the conserved currents related to the conformal-type symmetries in question. On
the other hand, if all the fields are treated as quantum fields, the gauge fixing procedures
of 3.4 and 3.5 need to be applied. When the conformal currents themselves are gauged we
have a description of string theory, and for general conformal-type symmetries a W-string
theory is obtained.
At present we’ll only need to know the field content
Φα := {φi, cA, hL} , (3.120)
where cA are the ghosts and hL the gauge fields26, and will not need to consider their
transformation properties in detail. The important property is that in the quantum
analysis only φi are treated as quantum fields. Classically we have a gauge symmetry,
but it doesn’t cause problems at the quantum level because the gauge fields are not treated
as quantum fields.27 Sext is assumed to satisfy a classical master equation with respect
to Φα and the antifields Φ∗α := {φ∗i , c∗A, h∗L} that describes the diffeomorphism invariance
of S0. δBV G is defined as before (3.109). Previously, when other than the antifields the
only background fields were just the global or conformal-type ghosts, it was inconsistent
to have them transform to quantum fields because of their different functional freedoms.
Now all the background fields are local and this is no longer a problem.
The important question is whether there are still obstructions to writing down naive
Ward identities that don’t involve composite operators. Making a change of variables in
the path integral with δBV Gφ
i yields∫
[dφ]
{
−i∆φWext + 1
2
(Wext,Wext))Φ
}
exp i(Wext + JαΦ
α) = 0 . (3.121)
The bare action will satisfy the analogue of (3.119), but it is very inconvenient to analyze
due to the ∆-operator. So we wish to work back and try to obtain something akin to
(3.116). The part of the master equation containing quantum fields is not a problem, and
we can basically rewrite this as the first term in (3.116). The part containing background
26In fact, the index structure of the ghosts and gauge fields is the usually the same, except in certain
pathological cases that we’ll meet in Chapter 8. Here the distinction will be kept.
27In more detail, for d = 2 theories gauge fields don’t have a propagator even when they are treated as
quantum fields. Rather, their presence enforces certain constraints. However, it is true in all dimensions
that a theory is well defined as long as gauge fields are not integrated over in the path integral.
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fields,
〈0|
←δWext
δhL
→
δWext
δh∗L
+
←
δWext
δcA
→
δWext
δc∗A
 |0〉h,c,Φ∗ , (3.122)
can be problematic if, in either of the two terms above, both factors depend on quantum
fields. Assuming that
→
δWext
δh∗L
and
→
δWext
δc∗A
are independent of quantum fields, the naive
Ward identity
Ji
→
δ Z
δφ∗i
−
→
δWext
δh∗L
←δ Z
δhL
+ JL
− →δWext
δc∗A
←δ Z
δcA
+ JA
 = 0 (3.123)
will hold. If both factors do depend on quantum fields, it is not possible to write a
naive Ward identity without involving composite operators that don’t have sources in
Sext. These observations were first made by Bastianelli [11], and further analyzed in the
antifield context by Falkenberg et al. [58, 59].
From a slightly different point of view, it would be desirable if the effective action
satisfied
(Γext,Γext)Φα
(c)
= 0 , (3.124)
where Φα(c) = {φi(c), cA, hL}. Let us see what the obstruction to obtaining (3.124) is. The
definitions are as follows. Starting from
Z[Jα,Φ
∗
α, c
A, hL] =
∫
[dφ] exp i(Wext(ϕ) + Jiφ
i + JLh
L + JAc
A) , (3.125)
the classical field is
Φα(c) :=
−i
Z
→
δ Z
δJα
(3.126)
(so clearly hL(c) ≡ hL cA(c) ≡ cA). The effective action is
Γext[Φ
α
(c),Φ
∗
(c)α] = −i lnZ[J,Φ∗, c, h] − Jiφi(c) − JAcA − JLhL . (3.127)
It is generally non-local in φi(c), but will remain local in the background fields.
The first term in (3.123) is obtained straightforwardly from (3.124) since
←
δΓext
δφi(c)
= −Ji and
←
δΓext
δφ∗i
=
−i
Z
→
δ Z
δφ∗i
. (3.128)
One must be slightly careful when deriving this because in (3.127) J i is expressed as
functional of φi(c) and of all the antifields.
The second term in (3.123) does not follow from (3.124) in general. This is easy to
see because
←
δΓext
δhL
=
−i
Z
→
δ Z
δhL
and
←
δΓext
δh∗L
=
−i
Z
→
δ Z
δh∗L
, (3.129)
and similarly for cA. The second term in (3.129) is simply
→
δWext
δh∗L
when this expression
is independent of quantum fields. So only when this is the case is (3.124) equivalent to
(3.123).
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What kind of a naive identity does the effective action (3.127) obey when both
→
δWext
δh∗L
and
→
δWext
δc∗A
contain quantum fields? The generating functional satisfies
iJi
→
δ Z
δφ∗i
= −〈0|
←δWext
δhL
→
δWext
δh∗L
+
←
δWext
δcA
→
δWext
δc∗A
 |0〉h,cΦ∗ . (3.130)
From this it is not hard to show that the effective action satisfies
←
δΓext
δφi(c)
←
δ Γext
δφ∗i
+
←δWext
δhL
→
δWext
δh∗L
+
←
δWext
δcA
→
δWext
δc∗A
 · Γext = 0 , (3.131)
where the second term stands for a sum of 1PI graphs (3.8), with single insertions of
the composite operator in the parentheses.28 In [58, 59] naive Ward identities that don’t
necessitate insertions of composite operators have been obtained. However, these have
some nasty non-local properties that make a cohomological analysis impossible.
3.8 Anomalies
In this section I will explain a method for calculating potential anomalies using coho-
mological techniques, by exploiting the nilpotency of operators that are available to us
in the antifield formalism. The ∆-operator (3.53) is nilpotent, but is not well defined
when acting on local functionals. In addition, Wext contains the bare action together
with bare source terms, so the quantum master equation (3.54) only makes sense if the
∆-operator is also regularized (see also the footnote on pg. 46). There is a series of pa-
pers [161, 47, 88, 44, 43] in which gauge theory anomalies are calculated in this context.
However, because the whole calculation depends on a regularization scheme it has only
been successfully applied to one loop. The more powerful approach is to work with the
effective action, which is regulator independent. The relevant nilpotent operator, δBV
(3.80), is obtained directly from the antibracket and enables a cohomological analysis of
anomalies that is independent of a particular regularization scheme.
If a classical symmetry is broken at the quantum level the effective action no longer
satisfies the master equation (3.69), but rather
(Γext,Γext) = A · Γext , (3.132)
where the anomaly A is a local integrated object which generally contains all the fields
and antifields that enter the classical extended action. That it must be local is a general
feature of renormalization theory [42]. Due to the Jacobi property of the antibracket
(C10), A · Γext obeys
(Γext,A · Γext) = 0 . (3.133)
This is the Wess-Zumino consistency condition in its full generality.
In perturbation theory the effective action is expanded as a series in ~:
Γext = Sext + ~M1 + ~
2M2 + · · · . (3.134)
28For details on how this result is obtained the reader is referred to [11].
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Supposing that the lowest order contribution to the anomaly comes at order ~n, then
(Γext,Γext) = ~
nAn +O(~n+1) , (3.135)
where An is a local integrated object. The anomaly is called spurious if An can be written
as
An = (Sext,Bn) , (3.136)
because then the effective action can be modified as
Γ′ext = Γext −
1
2
~
nBn , (3.137)
so that Γ′ext is anomaly free to order ~
n+1. We have a genuine anomaly if An is not of
this form.
The problem of calculating possible genuine anomalies is a cohomological one. It
follows from (3.133) that An satisfies
(Sext,An) = 0 , (3.138)
and we also have the equivalence relation
An ≈ An + (Sext,Bn) . (3.139)
Since the antibracket increases the ghost number by one, gh(An) = 1, and possible genuine
anomalies are given by the cohomology classes of the antibracket at ghost number one.
The approach is especially powerful since (3.138) is a local equation, and thus one only
needs to worry about the cohomology of local functionals. The theory is perturbatively
anomaly free if this cohomology is trivial. Otherwise one has to conclude that the theory
is anomalous, unless it is possible to argue that the coefficient of the anomaly vanishes.
It should also be noted that the most general classical action compatible with a given
set of linear symmetries29 (or equivalently the structure of all possible counterterms), is
determined by the cohomology of local functionals at ghost number zero that respects
these symmetries.
A is expanded in the number of antifields. For example, for a gauge theory based on
an extended action that describes a closed algebra:
A = cAAA + φ∗i cAcBAiAB + c∗AcBcCcDAABCD . (3.140)
The first term corresponds to an anomaly in the symmetry of the extended action, the
second term to an anomaly in the algebra of the transformations, while the third to an
anomaly in the Jacobi identity. It may be difficult to get a handle on all the components
(for example, for one of the reasons listed below), but it may still be possible to restrict
the cohomological analysis to a particular component.
Some points to worry about are:
(i ) Restoring normalization conditions,
(ii ) Operator mixing,
(iii ) Source terms with non-renormalizable operators.
29Non-linear symmetries must be handled by introducing sources for them, as explained in 3.6.
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If one starts with some set of normalization conditions and finds a trivial anomaly,
modifying the action by −~12Bn will change the original normalization conditions. The
question then is whether it is possible to modify the independent parameters of the
original action by terms proportional to ~ in order to restore the original normalization
conditions. For an argument that this is possible, at least in the context of gauge theories,
see [16].
Operator mixing refers to the fact that operators of the same dimension can mix
under renormalization. So if there is a source term in the action, say φ∗iR
i
0, then in the
perturbative evaluation one will get corrections
Ri0 → Ri0 + ~Ri1 + · · · , (3.141)
where Ri1 is an expression involving all the operators that have the dimension of R
i
0. In
principle this problem can be solved in the cohomological analysis by constructing the
most general extended action compatible with the symmetries, but it may be difficult to
do so in practice.
Non-renormalizable source terms cause similar problems as non-renormalizable cou-
plings. That is, for a source term φ∗iR
i, where Ri has negative scaling dimension, one
will generally need to add an infinite number of terms to the extended action of the form
φ∗iφ
∗
jR
ij +O(φ∗3) (3.142)
in order to be able to make sense of the perturbative expansion. Unless it is possible to
argue that terms non-linear in the antifields can’t be generated by quantum corrections
(for example, in 6.8 we make use of Lorentz invariance to argue this), one has to find a
solution to the master equation that involves all powers of antifields.
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Chapter 4
Two-Dimensional σ-models
The term σ-model refers to a large class of field theories whose fields are maps from some
manifold B called the base space, to some other manifold M called the target space. In
this chapter I’ll be interested in models describing the propagation of strings. In most
general terms this means that the target space is a ten-dimensional Lorentzian manifold,
or a submanifold thereof, and the base space a two-dimensional surface also endowed with
a Lorentzian metric.
For a start we will be even more general and consider a general d-dimensional sur-
face embedded in a D-dimensional Lorentzian manifold. The simplest action can be
constructed when the base space B has a flat metric, and only the target space M is
endowed with a general Lorentzian metric Gij . The pullback of the target space metric
to the base space is
hαβ = Gij(φ)∂αφ
i(σ)∂βφ
j(σ) , (4.1)
where σα denotes the base space, and φi the target space coordinates. The action
S = −T
∫
ddσ
√−det hαβ (4.2)
is basically the volume occupied by the embedding of B inside M. The corresponding
equations of motion minimize this volume and describe a (d − 1)-dimensional extended
object with tension T propagating through M.
Action (4.2) can be written in a classically equivalent way if we introduce a metric
γαβ on B [148, 35, 102]:
S = −T ′
∫
ddσ
√−γ(γαβhαβ − (d− 2)c) , (4.3)
where γ is the determinant of γαβ, c is a constant, and T ′ = c
d
2
−1T . After eliminating
γαβ using its equations of motion, (4.2) is obtained.
Because it doesn’t contain a square root, action (4.3) is much easier to handle in a
path integral than action (4.2). To fully understand such a path integral we would like
to treat the base space metric as a quantum field, in which case one is coupling hαβ to
d-dimensional gravity. Adding a term describing pure gravity, the action of interest is
S = T ′
∫
ddσ
√−γ(γαβhαβ − (d− 2)c+R(γ)) . (4.4)
The problem is that in more than two dimensions gravity is not renormalizable, and even
if we fixed the worldsheet metric and didn’t treat it as a quantum field the action would
not be renormalizable for general target space metrics except for d = 2 (see (1.1)). Thus,
it is possible to study string theory at the quantum level in perturbation theory, but
it’s not possible to study action (4.4) for higher dimensional objects. A further special
property of d = 2 is that the fields φi have scaling dimension zero.
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In the next section I explain the structure of the d = 2 Lorentz group. In 4.2 I give a
brief introduction to bosonic string theory, in particular to the gauge fixing procedure. I
make use of a bi-Hamiltonian procedure to clarify some points, and obtain an extended
action describing the residual symmetries of the gauge fixed action that involves an arbi-
trary power of antifields. In particular, I show that antifields for the b field parameterize
the worldsheet metric. In 4.3 and 4.4 σ-models (not coupled to d = 2 gravity) with
worldsheet supersymmetry are described. In 4.5 the superconformal symmetries of the
supersymmetric σ-model are discussed, and in 4.6 the bi-Hamiltonian formalism that fea-
tures in 4.2 is elaborated on. Chapters 22-24 of [171] are a useful reference for sections
4.1 and 4.3-4.5.
4.1 Lorentz group representations and spinors in d=2
The Lorentz group in two dimensions, SO(1,1), is an Abelian group, since there is just
one boost generator along the single space coordinate. Therefore all its irreducible repre-
sentations are one-dimensional. This is manifest when working in light-cone coordinates,
σ++ = σ0 + σ1 and σ−− = σ0 − σ1 , (4.5)
where σ0 and σ1 are the coordinates in which the metric takes the form
γαβ =
(
−1 0
0 1
)
. (4.6)
The reason for using double pluses and minuses for components, as will become clear
shortly, is that there are two types of spinors labeled by + and − indices, and vector
representations of these transform as d = 2 scalars or vectors. Derivatives with respect
to the light-cone coordinates are defined by demanding that ∂++σ
++ = 1, etc.:
∂++ ≡ ∂
∂σ++
=
1
2
(
∂
∂σ0
+
∂
∂σ1
)
≡ 1
2
(∂0 + ∂1) , (4.7)
∂−− =
1
2
(∂0 − ∂1) .
The invariant line element is given by
d2σ ≡ −(dσ0)2 + (dσ1)2 = −dσ++dσ−− . (4.8)
The metric and its inverse are given by
γαβ =
(
0 −12
−12 0
)
and γαβ =
(
0 −2
−2 0
)
(4.9)
in light-cone coordinates. The two components transform independently under Lorentz
transformations as
δσ++ = ωσ++ and δσ−− = −ωσ−− . (4.10)
From the transformation properties of dσ++ and dσ−− it follows that there are two types
of vectors, U++ and U−−, that transform as
U++ → ωU++ and U−− → −ωU−− (4.11)
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under infinitesimal Lorentz transformations. A two component vector can be written as
Uα =
(
U−−
U++
)
. Raising the indices using (4.9) yields
Uα =
(
U−−
U++
)
= −2
(
U++
U−−
)
. (4.12)
So a lower −− index transforms like an upper ++ index, and vice versa. The dot product
between vectors is
UαVα = U
++V++ + U
−−V−− = −1
2
(U++V −− + V ++U−−) . (4.13)
with each of the terms on the right hand side transforming like a scalar.
In d-dimensional Minkowski space the Clifford algebra is generated by d matrices γµ
obeying
γαγβ + γαγβ = 2ηαβ , (4.14)
where ηαβ is the Minkowski metric. The spinor representation of the Lorentz group is
generated by
δψ =
1
2
ωαβγ
αβψ , (4.15)
γαβ :=
1
2
(γαγβ − γαγβ) ,
for some spinor ψ. Spinors in two-dimensional Minkowski space hold the representation
of the double cover of SO(1, 1), and the single generator is proportional to γ3. The
irreducible representations are therefore Weyl representations.
It’s clearly useful to work in a representation with γ3 diagonal. The γµ matrices can
be chosen as
γ0βα =
(
0 −1
1 0
)
and γ1βα =
(
0 1
1 0
)
, (4.16)
where bold font is being used for the spinor indices. A Dirac spinor is written as
ψα =
(
ψ−
ψ+
)
, (4.17)
with ψ+ and ψ− complex and transforming by phases under the Lorentz group:
δψ− =
1
2
ωψ− and δψ+ = −1
2
ωψ+ . (4.18)
Comparing with (4.11) one can see that the product of two Weyl spinors of the same
type does indeed transform like a vector. Similarly, the product of a + and a − spinor
transforms like a scalar.
The Dirac conjugate is
ψ
α
= (ψ∗)Tγ0 = ((ψ+)
∗,−(ψ−)∗) , (4.19)
where ∗ indicates complex conjugation. So indices are raised as ψ+ = −(ψ−)∗ and
ψ
−
= (ψ+)
∗. An object with an upstairs (+) index transforms in the same way as an
object with a downstairs (−) index, and vice versa. The Majorana condition requires
that the components be real: (ψ+)
∗ = ψ+ and (ψ)
∗
− = ψ−. It can clearly be imposed
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together with the Weyl condition, and the invariant matrices that perform the raising an
lowering of Majorana spinor indices are
ǫαβ =
(
0 1
−1 0
)
ǫαβ =
(
0 −1
1 0
)
. (4.20)
The Dirac Lagrangian is decomposed in terms of Majorana-Weyl spinors as follows,
ψ
α
γβ∂βψ
+
α = −(ψ+)∗∂0ψ+ − (ψ−)∗∂0ψ− + (ψ+)∗∂1ψ+ − (ψ−)∗∂1ψ− (4.21)
= −2 [(ψ+)∗∂−−ψ+ + (ψ−)∗∂++ψ−]
= −2 [ψ1+∂−−ψ1+ + ψ1−∂++ψ1− + ψ2+∂−−ψ2+ + ψ2−∂++ψ2−] ,
where in the last line I’ve used ψ+ = ψ
1
+ + iψ
2
+ and +→ −.
4.2 Bosonic string theory
A string worldsheet coupled to d = 2 gravity is described by the action
S =
∫
d2σ
√−γγαβGij∂αφi∂βφj . (4.22)
More accurately, the above action only describes a non-interacting string. The n-loop
vacuum diagram is calculated by the above path integral over a Riemann surface1 with
n-holes. The scattering amplitude of n strings is given by
Sj1...jn =
∑
Riemann surfaces
∫
[dXdγ]
1
G exp i(S)
∏
i
∫
dσi
√−γVji(ki, σi) , (4.23)
where the vertex operator Vji(ki, σi) describes a particle of momentum ki at the point σi
on the worldsheet; note the integral over the worldsheet to enforce the independence of
the amplitude on the insertion point.2 The 1/G factor indicates schematically that there
are local symmetries that must be gauge fixed. In this section I will describe the gauge
fixing procedure.
There are two local symmetries of (4.22): diffeomorphism invariance, which in its
infinitesimal form reads
δdiffγαβ = −∂αǫ(d)β − ∂βǫ(d)α + 2Γδαβǫ(d)δ , δdiffφ = ǫα(d)∂αφ , (4.24)
and invariance under local rescalings of the worldsheet metric, referred to as Weyl invari-
ance
γαβ → Λ(σ)γαβ . (4.25)
The latter is specific to two dimensions. Roughly, one can see that the two-dimensional
metric, which is parameterized by three independent quantities, has no degrees of freedom
since diffeomorphism invariance can be used to fix two of these, and Weyl invariance the
other.
1The worldsheet becomes a Riemann surface after Wick rotation.
2The string coupling constant has not been explicitly given in (4.23). The most natural way to
introduce it is by adding the Ricci scalar term to the action, like in (4.4), which in d = 2 is proportional
to the Euler number topological invariant of the worldsheet. The reader is referred to [81] or [147] for a
detailed account of string interactions.
4.2 Bosonic string theory 69
One can obtain (4.22) by gauging the conformal symmetries of
S =
∫
d2σGij∂+φ
i∂−φ
j , (4.26)
where I’ve chosen to work in light-cone coordinates (4.5). Since I’ll be dealing with bosonic
theories for a while there will be no spinorial objects, and I’ll write single pluses and
minuses when strictly they should be double. Action (4.26) is invariant under infinitesimal
conformal symmetries generated by
ǫαRiα = δ+φ
i + δ−φ
i = ǫ+∂+φ
i + ǫ−∂−φ
i . (4.27)
That is,
δ+S = −
∫
d2σ∂−ǫ
+T++ ≡ −
∫
d2σ∂−ǫ
+Gij∂+φ
i∂+φ
j and +↔ − , (4.28)
so (4.27) is a symmetry, provided the parameters obey
∂−ǫ
+ = ∂+ǫ
− = 0 . (4.29)
Strictly speaking, it is only after a Wick rotation this condition translates to the symme-
tries being conformal, when the two parameters become holomorphic and antiholomorphic
functions over the worldsheet. So there is a slight abuse of terminology when referring
to (4.27) as conformal transformations. The currents T++ and T−− are conserved, in the
sense that ∂−T++ = ∂+T−− = 0 on-shell.
In spirit of Chapter 3 we will work with fermionic ghosts a+ and a− in place of the
parameters (see also Appendix B). The commutator of conformal symmetries in the same
sector is
aαRiα,ka
βRkβ = a
+∂+a
+∂+φ
i + (+→ −) , (4.30)
while the commutator between the (+) and (−) sectors vanishes, provided that (4.29)
holds. The extended action expressing the conformal symmetries is
Sext =
∫
d2σ
[
Gij∂+φ
i∂−φ
j + φ∗i (a
+∂+φ
i + a−∂−φ
i) (4.31)
+ a∗+a
+∂+a
+ + a∗−a
−∂+a
−
]
,
where φ∗i is a fermionic antifield, and a
∗
+, a
∗
− bosonic ones. The latter depend only on
half the worldsheet coordinates.
The first step to gauging action (4.26) is to promote the conformal ghosts a+ and a−
to local ghosts c+ and c−. For a single sector, say the (+) sector, the gauging is performed
by adding the term
∫
d2σh++T++ to the action and letting h
++ to transform as
δ+h
++ = ∂−c
+ − h++∂+c+ + c+∂+h++ . (4.32)
That is, the minimal solution
Smin =
∫
d2σ
[
Gij∂+φ
i∂−φ
j − h++Gij∂+φi∂+φj + φ∗i c+∂+φi (4.33)
+h∗++(∂−c
+ − h++∂+c+ + c+∂+h++) + c∗+c+∂+c+
]
satisfies the master equation, with h∗++ a fermionic antifield for the gauge field h
++.
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When trying to gauge both sectors two gauge fields, h++ and h−−, need to be intro-
duced. It is then necessary to keep adding more and more terms non-linear in the gauge
fields in order to close the algebra. A clever way to understand this infinite sum is to work
in a covariant first order formalism [156, 103]. This involves introducing two momenta,
π+i and π−i, and for obvious reasons I will also refer to this formalism as bi-Hamiltonian.
The reason this formalism is natural is because d = 2 light-cone coordinates enter ac-
tion (4.26) symmetrically, and one can equally pick either as the time coordinate in a
Hamiltonian procedure, i.e.:
π+i = Gij∂+φ
j , π−i = Gij∂−φ
j . (4.34)
This enables us to write down actions of the form
Sπ =
∫
d2σ
[
Gij∂+φ
i∂−φ
j + 2Gijπ+iπ−j − 2π+i∂−φi − 2π−i∂+φi
]
, (4.35)
that are equivalent to (4.26) after eliminating the momenta using their equations of
motion. One can choose the terms in (4.35) in different proportions and still obtain
(4.26). The particular action chosen above is invariant under the conformal symmetries
δ(+)φ
i = a+Gijπ+i , δ(+)π+i = ∂+(a
+π+i) , (4.36)
δ(+)π−j = −a+Γpij∂−φiπ+p − a+Gik ,jπ+iπ−j ,
and + → −. It is special in the sense that parts not containing derivatives depend
only on momenta. Between the sectors the transformations acting on φi commute, while
the transformations of momenta commute only up to the equations of motion. Since
the momenta are ultimately going to be integrated out, we will be free to ignore the
complicated transformations of momenta, at least for the purposes of this section.
For a general action of the form (4.35), even in flat space the conformal symmetry
transformations would depend on φi and the two sectors would commute only up to the
equations of motion. The upshot is that in flat space (4.35) can be gauged in closed
form, by adding
∫
d2σh++ηijπ+iπ+j and
∫
d2σh−−ηijπ−iπ−j , and letting the gauge fields
transform as
δ+h
++ =
1
2
∂−c
+ + c+∂+h
++ − h++∂+c+ and +↔ − . (4.37)
The gauged system is described by the minimal solution
Smin =Sπ +
∫
d2σ
[
2h++ηijπ+iπ+j + 2h
−−ηijπ−iπ−j (4.38)
φ∗i η
ij(c+π+j + c
−π−j)− ∂+π+i∗ c+π+i − ∂−π−i∗ c−π−i
+ h∗++(
1
2
∂−c
+ + c+∂+h
++ − h++∂+c+)
+h∗−−(∂+c
− + c−∂−h
−− − h−−∂−c−)− c∗+c+∂+c+ − c∗−c−∂−c−
]
.
Integrating out π+i and π−i, we obtain
Smin =
∫
d2σ
1
1− 4h++h−−
[
− (1− 4h++h−−)ηij∂+φi∂−φj + 2h++T++ + 2h−−T−−
(4.39)
+ φ∗i (c
+∂+φ
i + c−∂−φ
i − 2h−−c+∂−φi − 2h++c−∂+φi)
∂+π
+i
∗ (−c+∂+φi + 2h−−c+∂−φi) + ∂−π−i∗ (−c−∂−φi + 2h++c−∂+φi)
− 1
2
c−c+ηij(∂+π
+i
∗ φ
j − ∂−π−i∗ φj + ∂−π−i∗ ∂+π+j∗ )
]
+O(h∗) +O(c∗) ,
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where O(h∗) + O(c∗) stands for the terms proportional to gauge and ghost antifields,
which remain the same as in (4.38).
It is not possible to gauge the bi-Hamiltonian action in closed form in curved space,
when the transformations containing target space derivatives in (4.36) are non-zero. How-
ever, one can imagine constructing a solution term by term, and because all the terms
involving target space derivatives contain momenta and their antifields it is clear that
after setting these fields to zero (4.39) remains a solution to the master equation even in
curved space.
The first line of (4.39) is equivalent to (4.22), with the metric parameterized as
γαβ = Λ
′(σ)
(
2h−− 12 (1 + 4h
−−h++)
1
2(1 + 4h
−−h++) 2h++
)
. (4.40)
The parameter Λ′(σ) drops out of (4.39) due to Weyl invariance (4.25). The metric has
a negative determinant,
γ = −1
4
(1− 4h−−h++)2 , (4.41)
and is thus explicitly Lorentzian, as it must be. In conclusion,
Smin =
∫
d2σ
1
1− 4h++h−−
[
− (1− 4h++h−−)Gij∂+φi∂−φj + 2h++T++ + 2h−−T−−
(4.42)
+ φ∗i (c
+∂+φ
i + c−∂−φ
i − 2h−−c+∂−φi − 2h++c−∂+φi)
]
+
∫
d2σ
[
h∗−−(∂+c
− + c−∂−h
−− − h−−∂−c−)− c∗+c+∂+c+ − c∗−c−∂−c−
]
is a minimal solution to the master equation describing the symmetries of (4.22), which
can easily be checked directly.
Next we want to obtain a gauge fixed action starting from (4.42), and for this we need
to introduce auxiliary fields (see 3.4 and 3.5). For historical reasons, in most string theory
and conformal field theory literature what I referred to as the antighost c in Chapter 3 is
called the b field, while what I’ve called the b field is referred to as λ. Not to be in conflict
with the literature I will use the stringy notation, even though it’s confusing in relation
to Chapter 3 (particularly in relation to the Sp(2) invariant quantization mentioned in
3.4, in which c and c are naturally treated on the same footing).
In any case, after introducing trivial pairs b++, λ++ and + → −, which enter the
extended action via ∫
d2σ(b++∗ λ++ + b
++
∗ λ++) , (4.43)
a gauge fixed action is obtained by employing the gauge fixing fermion
Ψ =b++(h
++ − hˆ++) + b−−(h−− − hˆ−−) + φ∗iφi + c∗+c+ + c∗−c− . (4.44)
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Gauge fixing is done by replacing the φ∗i s with
←
δ Ψ
δφi
and h∗ by
←
δ Ψ
δh
(see (3.87) and (3.89)),
Sext =
∫
d2σ
1
1− 4h++h−−
[
− (1− 4h++h−−)S0 (4.45)
+ 2h++T++ + 2h
−−T−− + b++
(
1
2
∂−c
+ + c+∂+h
++ − h++∂+c+
)
+ b−−
(
1
2
∂+c
− + c−∂−h
−− − h−−∂−c−
)
+(h++ − hˆ++)λ++ + (h−− − hˆ−−)λ−−
]
+O(φ∗) +O(c∗) ,
where the terms proportional to ghost antifields and φ∗i are the same as in (4.42). Inte-
grating over λ++ and λ−− fixes the h
αβ fields to the background hˆαβ .
However, after integrating over λαβ the extended action does not tell us what the
BRST symmetry is. This is because in setting the gauge fields to a background we’ve
ignored that they were supposed to be quantum fields, albeit auxiliary ones. The infor-
mation is still there because the BRST/BV transformation for the bα field is obtained by
replacing λαβ in δbαβ = λαβ by using the equations of motion for h
αβ .
When the background is set to hˆαβ = 0 the BRST transformation in the (+) sector is
δBRSTφ
i = c+∂+φ
i + c−∂−φ
i , (4.46)
δBRSTc
+ = −c+∂+c+ ,
δBRSTb++ = 2Gij∂+φ
i∂+φ
j − ∂+b++c+ − 2b++∂+c+ ,
and similarly in the (−) sector. The two sectors commute. When the background fields
are set to something non-trivial it is harder to describe the situation nicely. One can of
course still derive the BRST transformations, which will depend in a complicated way on
the background fields hˆαβ.
However, it is possible to find a more pleasing solution. The easiest to see it is by
gauge fixing the action containing momenta, (4.35), and then integrating them out. The
gauge fixing fermion is again (4.44), and we obtain:
Sext =Sπ +
∫
d2σ
[
2h++Gijπ+iπ+j + 2h
−−Gijπ−iπ−j (4.47)
+ b++
(
1
2
∂−c
+ + c+∂+h
++ − h++∂+a+
)
+ b−−
(
1
2
∂−c
− + c−∂−h
−− − h−−∂−a−
)
+(h++ − hˆ++)λ++ + (h−− − hˆ−−)λ−−
]
+O(antifields) .
Again, the above is strictly a solution to the master equation only in flat space, but will
remain a solution in curved space once the momenta are integrated out and the momenta
antifields set to zero.
By using the equations of motion for λαβ we find out what the BRST transformations
are. The most elegant solution to the problem is obtained by noticing that −hˆαβ plays
precisely the role of the sources for the BRST transformations of bαβ.
3 Therefore, the
3After some integration by parts.
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gauge fixed action is written most simply as:
Sext =Sπ +
∫
d2σ
[
2h++Gijπ+iπ+j + 2h
−−Gijπ−iπ−j (4.48)
+ b++∗ (−2Gijπ+iπ+j − a+∂+b++ + 2b++∂+a+)
+ b−−∗ (−2Gijπ−iπ−j − a+∂−b−− + 2b−−∂+a−)
+ φ∗iG
ij(c+π+j + c
−π−j)− ∂+π+i∗ c+π+i − ∂−π−i∗ c−π−i
−c∗+c+∂+c+ − c∗−c−∂−c−
]
+O(π∗) .
Integrating out the momenta gives (4.42) with the replacement hαβ → −bαβ∗ , and it can
explicitly be checked that it does obey the master equation.
To summarize the main point of this section:
⊲ Action(4.42) can be gauge fixed by making the following replacement
h∗αβ → bαβ, hαβ → −bαβ∗ . (4.49)
There are two important observations regarding the gauge fixing of the bosonic string:
(i ) If the second order action (4.45) was fixed to a general background not using (4.49),
but by deriving the BRST transformation on the bαβ field from the equations of
motion of the momenta, one would obtain a complicated expression in the hˆαβ fields,
but the quantization would still be BRST. The recipe above gives us a solution with
all powers of antifields, and is thus inherently BV.
(ii ) Neither of the gauge fixing methods quite follow the standard BV/BRST procedure
as outlined in Chapter 3. This is clearly true for the recipe (4.49). But also in the
BRST case, one needs to find the transformation of λαβ by appealing to the h
αβ
equations of motion. This does not happen for an action with a dynamic gauge
field; one can generally write down the minimal solution, gauge fix and simply read
off the BRST/BV transformations from the antifield terms.
It is easiest to evaluate the path integral when the hαβ fields are fixed to zero. Then
the part of the action independent of antifields is given by
S =
∫
d2σ
[
Gij∂+φ
i∂−φ
j − 1
2
(b++∂−c
+ − b−−∂+c−)
]
, (4.50)
and there is no need to worry about a non-trivial background metric on the worldsheet.
The part of the action involving ghosts is referred to as a b-c system, and is itself a theory
with a conformal symmetry. That is,
S =
∫
d2σ
1
2
b++∂−c
+ (4.51)
is invariant under
δb++ = 2∂+ǫ
+b++ + 3ǫ
+∂+b++ , δc
+ = ∂+ǫ
+ + 3ǫ+∂+c
+ , (4.52)
if ∂−ǫ
+ = 0, and similarly for + ↔ −. The conserved current T (bc)++ associated with this
symmetry features in the BRST transformation of b++ (4.46):
δBRSTb++ = T
(φ)
++ + T
(bc)
++ . (4.53)
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To understand when the BRST transformation has a quantum anomaly one can ap-
peal to the abstract conformal field theory formalism (see for example [131, 75, 146]). In
rough terms, each conformal field theory has a quantity called the central charge c asso-
ciated to its energy momentum tensor that dominates the short distance behavior of the
expectation value of the energy momentum tensor T with itself: 〈0|T (σ)T (0) |0〉 ∝ c/σ4.
It turns out that the short distance behavior can be translated to the algebra of symmetry
transformations, and that central charge deforms the classical conformal algebra. In our
case T
(φ)
++ and T
(φ)
−− are the components of the energy momentum tensor for the confor-
mal theory defined by the action
∫
d2σGij∂+φ
i∂−φ
j , and T
(bc)
++ is the energy-momentum
tensor for the theory defined by the action
∫
d2σ 12b++∂−c
+ (and similarly for T
(bc)
−− ). Pre-
cisely because the energy-momentm tensors feature in the BRST transformations, the
central charge enters as an obstruction to their classical nilpotency being maintained at
the quantum level. Only when the central charge of T
(φ)
++ + T
(bc)
++ (and + → −) vanishes
is the BRST symmetry truly nilpotent. It turns out that the central charge of T
(bc)
++ is
-26. For a trivial target space metric the central charge of T
(φ)
++ is equal to the dimension
of the target space, and thus the critical dimension for bosonic string theory is 26.
The bosonic action can be generalized to include terms related to other target space
tensors. The ones important for the bosonic string are the b field, which is a two form
related to a charge held by the fundamental string itself, and the scalar dilaton field Φ,
which is related to the string coupling. The most general bosonic action is
S =
∫
d2σ
{
(
√
γγµνGij + αǫ
µνbij)∂µφ
i∂νφ
j + α′RΦ(φ)
}
. (4.54)
To evaluate the gauge fixed path integral for a non-trivial target space metric φi
must be split into a background and a quantum part. Many of the textbooks use a
non-covariant split, which leads to non-covariant Green functions. The background field
method involves a non-linear but covariant split, which gives us a much better handle on
the theory. It is worth consulting the original literature [64, 104]; see also [100, 26], where
renormalizability in the background field method is proven.
4.3 d = 2 supersymmetry and superfields
To promote the bosonic σ-model action (4.26) to one with worldsheet supersymme-
try4 fermionic worldsheet coordinates must be introduced. Since there are two types
of fermions in two dimensions, θ+ and θ− (see discussion around (4.17)), there are two
types of supersymmetric worldsheets with a single fermionic direction. Maps from these
worldsheets to the target space, which is still just an ordinary manifold, are either (1, 0)
bosonic superfields
Xi(σ, θ+) = φi(σ) + θ+ψi+(σ) , (4.55)
or (0, 1) superfields
Xi(σ, θ−) = φi(σ) + θ−ψi−(σ) . (4.56)
One can expand a (1, 0) superfield Xi in terms of the bosonic function φi(σ) and a
fermionic function ψi+(σ) simply because (θ
+)2. In general, one can have (n,m) super-
fields that have n θ+ type fermionic coordinates and m θ− type coordinates.
4For a thorough discussion of supersymmetry and supergravity the reader is referred to one of the
books [171, 170], or the shorter review papers [121, 61]. For a more mathematical exposition in terms of
supermanifolds see [39].
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In the context of this thesis I’ll mainly work with (1, 1) superfields,
Xi(σ, θ+θ−) = φi(σ) + θ+ψi+(σ) + θ
−ψi−(σ) + θ
+θ−F i(σ) , (4.57)
which are maps from a worldsheet extended by two fermionic coordinates, θ+ and θ−,
to some target space manifold. Even though the target space superfields Xi(σ, θ+) are
bosonic, it is really only the leading components φi that are coordinates of the target
space manifold. One can’t think of eg. θ+ψi+(σ) as standing for a particular point on
M. Rather, these have to be thought of as slightly mysterious fudge factors that are a
consequence of worldsheet supersymmetry. However, ψi+(σ) are not part of a superspace
extension of the target space since they carry target space vector indices.
Differentiation with respect to the fermionic coordinates is defined by demanding that
~∂
∂θ+
θ+ = 1 . (4.58)
The difference to ordinary differentiation is that the fermionic derivative picks up a minus
sign as it goes past fermionic objects, since
~∂
∂θ+
(θ+θ−) = − ~∂
∂θ+
(θ−θ+). It is therefore also
necessary to specify a direction. Integration for fermionic coordinates is defined to be the
same thing as differentiation, which is the only possible definition if we make the plausible
assumption that ’exterior derivatives’ of the fermionic coordinates, dθ+ and dθ−, are also
fermionic. In this case
∫
dθ+dθ+ = 0, and hence
∫
dθ+ = 0. Definite integration over
fermionic variables doesn’t make sense, so the simplest non-zero possibility,
∫
dθ+θ+, can
be normalized to be equal to one.
Thus, for any (1, 1) superfield Φ(σ, θ+, θ−), integration over Grassmann coordinates
simply amounts to projecting out the θ+θ− component. Furthermore, we can ’integrate
by parts’ because ∫
dθ+dθ−
~∂Φ
∂θ+
=
∫
dθ+dθ−
~∂Φ
∂θ−
= 0 . (4.59)
The generators of supersymmetry transformations are given by
Q+ ≡
~∂
∂θ+
− iθ+∂++ , Q− ≡
~∂
∂θ−
− iθ−∂−− . (4.60)
They are among the most basic transformations that leave the measure∫
dσ++dσ−−dθ+dθ− (4.61)
invariant (other symmetries include the d = 2 Lorentz transformations, (4.10) and (4.18),
as well as translations of the bosonic and fermionic coordinates). The supersymmetry
algebra is given by
1
2
{Q+, Q+} = Q2+ = −i∂++ = P++ , Q2− = −i∂++ = P−− , {Q+, Q−} = 0 (4.62)
It forms an extension of the d = 2 Poincare´ algebra,
[Q+, J ] =
i
2
Q+ , [Q+, P++] = 0 , [P++, J ] = iP++ , (4.63)
and similarly in the (−) sector, except that the terms containing i have relative minus
signs. The action of supersymmetry on the coordinates of superspace is given by
δσ++ = −iε+θ+ , δθ+ = ε+ , and +→ − , (4.64)
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where ε+ and ε− are fermionic parameters, and on the fields by
δXi = −i(ε+Q+ + ε−Q−)Xi . (4.65)
In components this reads:
δφi = −iε+ψi+ − iε−ψi− , (4.66)
δψi+ = ε
+∂++φ
i + iε−F i , δψi− = ε
−∂−−φ
i − iε+F i ,
δF i = −ε+∂++ψii + ε−∂−−ψi+ .
Superfields have the following important properties:
(i ) A product of any two superfields Φ1 and Φ2 is itself a superfield:
δ(Φ1Φ2) = −i(ε+Q+ + ε−Q−)(Φ1Φ2) . (4.67)
(ii ) The integral over superspace of any supersymmetry variation vanishes:∫
dσ++dσ−−dθ+dθ−Q±(Φ) = 0 . (4.68)
The contribution due to the fermionic derivative in (4.60) vanishes due to (4.59),
while the contribution due to the bosonic derivative is a total derivative in the usual
sense.
The first property enables us to take products when constructing superfield Lagrangians,
while from the second property we know that an action constructed by integrating the
superfield Lagrangian over all coordinates of superspace will be manifestly invariant under
supersymmetry.
To construct supersymmetric actions containing derivatives one needs to construct
differential operators that commute with the supersymmetry generators. These are the
supercovariant derivatives,
D+ ≡
~∂
∂θ+
+ iθ+∂++ , D− ≡
~∂
∂θ−
+ iθ−∂−− , (4.69)
and have the following properties,
{Q+,D−} = {Q+,D+} = 0 and +↔ − , (4.70)
D−D− = i∂−− , D+D+ = i∂++ , {D+,D−} = 0 .
4.4 The (1, 1) σ-model
The action of the non-linear (1, 1) supersymmetric σ-model with torsion is
S =
∫
d2z(Gij + bij)D+X
iD−X
j(z) , (4.71)
where
z := {σ++, σ−−, θ+, θ−} and d2z = dσ++dσ−−dθ+dθ− . (4.72)
In general I’ll use lower-case letters from the end of the alphabet to stand for all the
coordinates of superspace.
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The equations of motion are
δS
δXk(z)
= −2GkjD+D−Xj(z)− 2(Γkij − 1
2
Hkij)D+X
iD−X
j(z) , (4.73)
where Γkij are the Christoffel symbols for the Levi-Civita connection (2.53), and Hkij is
the totally-antisymmetric torsion tensor (2.42),
Hijk = (db)ijk = bij,k + bjk.i + bki,j , (4.74)
which is obviously closed. These are written in a more covariant fashion as
∇(+)+ D−Xi = ∇(−)− D+Xi = 0 . (4.75)
The upper plus and minus stand for the two natural torsionfull connections on the target
space whose connection coefficients are [67, 101]
Γ
k(±)
ij = Γ
k
ij ±
1
2
Hkij . (4.76)
The lower pluses and minuses in (4.75) stand for the spin that the covariant derivative
carries.
It is perhaps useful to see in detail how the equations of motion are obtained for
bij = 0:
δS
δXk(y)
=Gij,kD+X
iD−X
j(y) (4.77)
+
∫
d2z
GijD−(δik)D+Xj(z)︸ ︷︷ ︸
ak
+GijD−X
iD+(δ
j
k)(z)︸ ︷︷ ︸
bk
 ,
where δij ≡ δijδ(z − y). Integration by parts is performed as∫
d2zD(B)A = (−1)ǫB+1
∫
d2zBD(A) (4.78)
for any two superfields A and B (see (4.59)), therefore
ak = D−(GikD+X
i)(y) = D−X
lGik,lD+X
i(y) +GikD−D+X
i(y) , (4.79)
bk = D+(GkiD−X
i)(y) = D+X
lGki,lD−X
i(y) +GkiD+D−X
i(y) .
The equations of motion then follow after relabeling a few indices.
The component expansion of the action is obtained by integrating over the Grassmann
variables, ∫
dθ± =
~∂
∂θ±
≃ D± , (4.80)
where ≃ means that the equality only holds up to a total derivative. The components of
Xi(z) can be projected out as follows:
φi = Φi|θ=0 , ψi± = D±Φi|θ=0 , Fi = D+D−Φi|θ=0 . (4.81)
In relation to the various functions of Xi that feature in the manifestly supersymmetric
action and the equations of motion, I note that any function F(X) of Xi(z) has the
expansion
F(X) =F(φ) + θ+F(φ),lψl+ + θ−F(φ),lψl− + θ+θ−(F(φ),lmψl−ψm+ + F(φ),lF l) , (4.82)
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which can easily be verified by Taylor expanding F(x). Unlike in a context of a superfield
expressions, here the subscript ”, l” indicates a derivative with respect to φl. For example,
the component action with bij = 0 is given by
S =
∫
d2σD+D−(GijD+X
iD−X
j)|θ=0
=
∫
d2σ
(
Gij∂++φ
i∂−−φ
i − iGij∇−(ψi+)ψj+ − iGij∇+(ψi−)ψj−
+GijF
iF j + 2Γjikψ
k
+ψ
i
−F
j +Gij,klψ
i
−ψ
j
+ψ
k
−ψ
l
+
)
, (4.83)
where the ∇s are the covariant derivatives living in ordinary d = 2 flat space:
∇+ψi− = ∂++ψi− + Γijk∂++φjψk− and +↔ − . (4.84)
They should not be confused with the covariant derivatives in (4.75) that live in super-
space; again, the same notation is used since it’s clear from the context which derivative
is meant.
The F i fields can be eliminated using their equations of motion, F i = Γiklψ
l
+ψ
k
−.
Then the action reads
S =
∫
d2σ
(
Gij∂++φ
i∂−−φ
i − iGij∇−(ψi+)ψj+ − iGij∇+(ψi−)ψj−
+
1
2
Rijklψ
i
−ψ
j
−ψ
k
+ψ
l
+
)
, (4.85)
where Rijkl is the Riemann tensor (2.41).
In the case of non-zero torsion the action takes the form
S =
∫
d2σ
(
(Gij + bij)∂++φ
i∂−−φ
i − iGij∇(+)− (ψi+)ψj+ − iGij∇(−)+ (ψi−)ψj−
+
1
2
R
(−)
ijklψ
i
−ψ
j
−ψ
k
+ψ
l
+
)
(4.86)
after the elimination of the auxiliary F i fields. Now the curvature tensor is defined using
the (−) connection coefficients (4.76), explicitly:
R
i(±)
jkl = Γ
i(±)
lj,k − Γi(±)kj,l + Γm(±)lj Γi(±)km − Γm(±)kj Γi(±)lm . (4.87)
4.5 Superconformal symmetries
Action (4.71) is conformally invariant, as well as invariant under worldsheet supersym-
metry (4.65). It is possible to combine these two symmetries into superconformal trans-
formations,
δGX
i(z) ≡
∫
d2yaG(y)RiG(z, y) = a
G∂++X
k(z) +
i
2
D+a
GD+X
k(z) , (4.88)
where the parameter ghost aG = aG++ has odd parity.5 The use of the letter G is meant
to remind that the metric is the covariantly constant tensor related to the superconformal
transformations. (4.88) is a symmetry of the action (4.71) if D−a
G = 0:
δGS ≡
∫
d2z
δS
δXk(z)
δGX
i(z) =
∫
d2z D−a
GTG(z) . (4.89)
5The algebra will be calculated in the sense of the antifield formalism, and therefore I’m using ghost
parameters. For a quick reference see Appendix B.
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The conserved current is given by
TG(z) := GkjD+X
k∂++X
j(z)− i
6
HkijD+X
kij(z) , (4.90)
where D+X
p1p2...pl := D+X
p1D+X
p2 · · ·D+Xpl . Conservation is understood in the sense
that D−TG = 0 on-shell:
D−(TG) =
1
2
δS
δXi
∂++X
l − i
2
GkjD+X
kD+
(
δS
δX l
Glj
)
. (4.91)
In deriving this relation one has to make use the Bianchi identity
R
(−)
a[ijk] ≡ −
1
3
∇(−)a Hijk . (4.92)
The components of TG are
TG(z)|θ=0 =Gij∂++φiψj+(σ)−
i
6
Hijkψ
i
+ψ
j
+ψ
k
+(σ) , (4.93)
D+TG(z)|θ=0 =Gij∇+(ψi+)ψj+(σ) + iGij∂++φi∂++φj(σ) .
The θ− and θ+θ− components are proportional to the equations of motions due to (4.91).
An unrestricted ghost superfield aG++(z) is expanded as,
aG++(z) = a˜G++(σ) + θ+a˜G+(σ) + θ−a˜G+++(σ) + θ+θ−A˜G++(σ) , (4.94)
where I’ve used the tilde to distinguish the component ghosts from aG++(z). The condi-
tion D−a
G++ = 0 amounts to the requirement that
A˜G++ = a˜G+++ = ∂−−a˜
G++ = ∂−−a˜
G+ = 0 . (4.95)
For an unrestricted ghost superfield, in components the superconformal transformation
(4.88) reads
δGX
i(z) =a˜G++∂++φ
i +
i
2
a˜G+ψi+ (4.96)
θ+
(
1
2
a˜G+∂++φ
i − a˜G++∂++ψi+ −
1
2
∂++a˜
G++ψi+
)
θ−
(
i
2
a˜G+F i +
i
2
A˜G++ψi+ − a˜G++∂++ψi− + a˜G+++∂++φi
)
θ+θ−
(
1
2
A˜G++∂++φ
i + a˜G++∂++F
i +
1
2
∂++a˜
G++F i
1
2
a˜G+∂++ψ
i
− − a˜G+++∂++ψi+ −
1
2
∂++a˜
G+++ψi+
)
.
Taking (4.95) into account we can see that there are only two symmetry transformations.
However, if we made the symmetry local by gauging the superconformal symmetry (simi-
larly to what was done for the bosonic model in 4.2), then all four symmetry transforma-
tions would play a role. The symmetry parameterized by a˜G+ is just the supersymmetry
transformation (4.66) in components (except that here the parameter is a ghost and is
of conformal type), and the one parameterized by aG++ is the conformal transformation
(4.27).
The above is mirrored in the (−) sector with the conserved current given by
GkjD−X
k∂−−X
j(z) +
i
6
HkijD−X
kij(z) . (4.97)
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The commutator of two superconformal transformations in the (+) sector is
[δG, δG]X
i(z) =
∫
d2y
[
aG∂++a
G +
i
4
D+a
GD+a
G
]
(y)RiG(z, y) , (4.98)
and similarly in the (−) sector. Two superconformal transformations in opposite sectors
commute if D−a
G++ = D+a
G−− = 0. If the parameters are taken to depend on all
coordinates of superspace, this is not the case.6
4.6 An aside on the bi-Hamiltonian formulation of string
theory
In 4.2 the use of d = 2 covariant momenta fields was very handy for formulating the
bosonic string. The helpful feature of action (4.35) was that the conserved currents were
only functions of momenta, and so the conformal symmetries could be gauged in closed
form in flat space. Other bi-Hamiltonian actions still descend to (4.26) after integrating
out the momenta, but generally they can not be gauged in closed form even for flat target
space. Ultimately one would like to know how to gauge a general bi-Hamiltonian action
for a general target space? In this section I will attempt to give some insights about the
worldsheet implications of the problem, and will assume that the target space is flat.
General conformally invariant actions containing momenta π+ and π− can be param-
eterized by four numbers A, B, C, and D,
Sπ =
∫
d2σ (A∂+φ∂−φ+Bπ+π− + Cπ+∂−φ+Dπ−∂+φ) , (4.99)
where I have dropped, for simplicity, the dependence on target space indices. In this
space of actions we can identify three special classes of interest:
(i ) Actions like (4.35) for which the currents depend only on momenta; these have been
discussed in 4.2.
(ii ) Action that are zero after eliminating the momenta.
(iii ) First-order actions, for which A = 0.
Let’s analyze the last case first. Due to the action being first order we can hope to
come up with analogues of the usual Hamiltonian constructions. There are two Poisson
brackets for each of the momenta7,
{A,B}− =
∫
d2σ
(
δA
δφ
δB
δπ+
− δA
δπ+
δB
δφ
)
, (4.100)
{A,B}+ =
∫
d2σ
(
δA
δφ
δB
δπ−
− δA
δπ−
δB
δφ
)
,
where the sign on the bracket indicates the spin that it carries.
Currents which generate the conformal algebra via the (−) bracket are of the form
T++ ≡ Ω+Ω+ , Ω+ := 1√
2
∂+φ+ kπ+ , (4.101)
6This is unlike the case of the (+) (−) commutator of conformal transformations which is zero even
when the transformation parameters are taken to depend on all worldsheet coordinates. To understand
the algebra when the parameters are local one needs to work in the context of a (1, 1) model with the
superconformal symmetries in both sectors gauged.
7Properties of the Poisson bracket are given in Appendix C.
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for some constant k, with an analogous expression for T−−. The normalizing factor of
1/
√
2 was chosen for convenience. It is convenient to calculate the algebra using currents
smeared by ghosts, ∫
d2σa+T++ and
∫
d2σa−T−− . (4.102)
That is, the Poisson bracket
{
∫
d2σa+T++,
∫
d2σa+T++}− =
∫
d2σ4k(a+∂+a
+)T++ (4.103)
gives the same result as the commutator of conformal transformation (4.30). Similarly, the
(+) bracket generates the algebra in the (−) sector. From now on I will take k = −1/√2;
with this choice the smeared current is given by∫
d2σa+T++ =
∫
d2σ
(
1
2
π+π+ − ∂+φπ+ + 1
2
∂+φ∂+φ
)
. (4.104)
The action that is invariant under the symmetries generated by the Poisson brackets
(4.100) is given by
S =
∫
d2σ (π+π+ + π+∂−φ+ π−∂+φ) , (4.105)
i.e.,
{S,
∫
d2σa+T++}− = {S,
∫
d2σa−T−−}+ = 0 , (4.106)
provided that ∂−a
+ = ∂+a
− = 0
Unlike (4.35) for which the conformal currents depend only on momenta, the (+) and
(−) sectors don’t commute in the above cases. This means that it is not possible to gauge
the algebra in closed form, but that one must keep adding terms with currents coupled
to higher and higher powers of momenta, just like in the usual second order formalism. I
have not yet understood the nature of this sum, but it should be noted that if one writes
the master equation that describes the above conformal symmetries, after eliminating the
momenta one obtains the exact same action as (4.39) with the gauge fields set to zero.
Actions that are zero after eliminating the momenta are of the form
Stop =
∫
d2σ Ω+Ω− ≡
∫
d2σLtop . (4.107)
The conformal symmetry is
δ(+)φ
k = {φk,
∫
d2σa+T++}− , δ(+)π+ = −{π+,
∫
d2σa++T++}− , (4.108)
and +↔ −. The minus sign compared to the usual Hamiltonian relations is crucial, and
one can’t write (4.106). By conformal here I just mean that ∂−a
+ = 0; the commutator of
these transformations within one sector vanishes, and the algebra is not that of the usual
conformal transformations. The commutator between (+) and (−) sectors is proportional
to the equations of motion.
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The result of gauging this symmetry is expressed by the following minimal solution
Smin =
∫
d2σ
1
1− 4h++h−−
[
Ltop + h
++T++ + h++T−− (4.109)
+ φ∗(2c+ + 4c−h++)
δStop
δπ−
+ φ∗(2c− + 4c+h−−)
δStop
δπ+
+ ∂+π
+
∗
(
2c+
δStop
δπ−
+ 4c+h−−
δStop
δπ+
)
+ ∂−π
−
∗
(
2c−
δStop
δπ+
+ 4c−h++
δStop
δπ−
)
+ 4c−c+
(
∂+π
+
∗ φ
∗ − ∂−π−∗ φ∗ + ∂+π+∗ ∂−π−∗
)
−h∗++∂−c+ − h∗−−∂+c−
]
,
from which one can also read off the commutation relations. The coupling in the part
not involving antifields is that of an inverse worldsheet metric parameterized by
γµν =
(
h++ −12
−1
2 h
−−
)
. (4.110)
However, this metric is not positive definite, and we don’t have the usual
√
γ in the
gauged action, but rather γ. Interestingly, the term proportional to c+c− is the same as
in (4.39). Integrating out the momenta sets
Smin = −h∗++∂−c+ − h∗−−∂+c− . (4.111)
What can one make of all this? The action Stop is just a way of writing zero, and as
such it seems like a starting point for a topological theory. Integrating out momenta for
the gauged action doesn’t quite yield zero, but a transformation of a general worldsheet
metric, which is the starting point for the formulation of topological gravity [116, 138]
(see also [91]). This indicates that perhaps the entire action is describing some type
of a topological σ-model coupled to topological gravity. One way to give a non-trivial
interpretation to (4.109) is to treat the momenta antifields as quantum fields, and the
momenta themselves as background fields. In this case the quantum fields have the wrong
spin statistics, but this is a general feature of topological σ-models [175].
Whether this gives an interesting theory remains to be investigated. The interesting
topological σ-models are supersymmetric ones with Calabi-Yau target spaces. However, I
stress that the type of twisting involved here is not like that in Witten’s A and B models.
For a start, one can make a comparison with the topological twisting of the bosonic
σ-model described in [175] and see that the theories are not the same.
In the case of (2, 2) supersymmetric models written in (1, 1) superfields we have the
following topological actions,
SA =
∫
d2zIijΩ+iΩ−j , (4.112)
and
SB =
∫
d2zGijΩ+iΩ−j , (4.113)
where now
Ω+i = π+i + IikD+X
k , Ω−i = π−i + IikD−X
k , (4.114)
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and Iij is the complex structure (I am jumping the gun here a bit; see 6.1, and also
2.1.3).8 Although (4.112) depends only on the symplectic while (4.113) depends only on
the complex structure, one can also consider any combination of the two actions, which is
not possible for the A and B models. There is a topological theory that does share these
properties. Other than the two more commonly known twistings of N = 4 super Yang-
Mills [177, 164], there exists a third [135] that has a whole space of actions associated with
it, with two special cases akin to the A and B models (see [173] for a full explanation).
The topological models above might be of that nature.
To summarize, the most general locally invariant action containing momenta lies
somewhere between the gauged topological action and (4.39). For both the bosonic case
and the supersymmetric case, one can speculate that the general gauged bi-Hamiltonian
action describes a coupling of topological models with string theory. In such cases mo-
menta should not be integrated out, but rather treated as antifields that describe a gauge
symmetry acting on the quantum fields φ, π∗, and c. If one gauges any action containing
momenta in a nontrivial background there is no simple way to integrate out the momenta
from the extended action anyway, unless one sets π∗ to zero (the can be seen, for example,
by constructing the first few additional terms in (4.38) when the metric is not flat).
8I note at this point that in (1, 1) bi-Hamiltonian models the natural bracket is the antibracket rather
than the Poisson bracket (see Appendix C), since the momenta have the opposite parity to the fields,
(A,B)− :=
Z
d
2
z
0
@
←
δ A
δXi(z)
→
δ B
δπ+i(z)
−
←
δ A
δπ+i(z)
→
δ B
δXi(z)
1
A . (4.115)
The superconformal algebra is generated by
Z
d
2
za
++
G
ij
D+(Ω+i)Ω+j . (4.116)
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Chapter 5
The Algebra of Symmetry Transformations
Related to Covariantly Constant Forms
5.1 Geometry and symmetries
In this chapter I will discuss, in a general setting, the interplay between target space
geometry and the symmetries of (1, 1) supersymmetric σ-models. In the last chapter it
was shown that the action
S =
∫
d2z(Gij + bij)D+X
iD−X
j(z) (5.1)
is invariant under superconformal symmetries (4.88). In this chapter I’ll be concerned
with the algebra of symmetry transformations of (5.1) related to the existence of covari-
antly constant forms in the target space. Unlike the superconformal symmetry, which
classically implies no constraints on the target space geometry, the existence of covariantly
constant tensors does constrain the geometry. In the torsionless cases we have the Berger
classification of special holonomy manifolds (see 2.3). When torsion is non-zero there is
no Berger classification, but one can still consider the cases with the G-structures as those
on the Berger list (see the end of 2.1.5). All these cases will be discussed systematically
in the next chapter.
The generator of a symmetry transformation corresponding to a covariantly constant
form Lp1...pldx
p1 ∧ · · · ∧ dxpl is
δLX
i(z) = aLGip1Lp1p2...plD+X
p2...pl(z) , (5.2)
where D+X
p2...pl := D+X
p2 · · ·D+Xpl .1 A similar expression exists in the (−) sector.
In general, I will use the notation where {l,m, n, · · · } will stand for the rank of the
covariantly constant form {L,M,N, · · · }. The parity of the parameter ghost aL is odd if
the rank of L is odd, and even otherwise. Its spin ensures that the transformation of Xi
is a scalar, i.e. aL = aL+(l−1), where the notation indicates that the spin is l−12 (see also
4.1).
Action (5.1) is invariant under (5.2) if Li1...il is covariantly constant with respect to
the (−) connection and D−aL = 0:
δLS =
2
l
(−1)l+1D−aLLp1...plD+Xp1...pl(z) −
2
l
aLD−X
j(∇(−)j Lp1...pl)D+Xp1...pl(z) .
(5.3)
The constraint on the parameter indicates that the symmetry is of superconformal type.
As in the superconformal case (see discussion around (4.94)), the condition D−a
L = 0
1In this chapter I’ll be using ghostly parameters for the symmetries, and calculating the algebra in
the sense of the antifield formalism. For a quick reference to what this involves the reader is referred to
Appendix B.
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implies that there are only two non-vanishing components, corresponding to a supersym-
metry and a conformal-type symmetry. In the (−) sector L has to be covariantly constant
with respect to the (+) connection.
The corresponding conserved current is
TL(z) := Lp1...plD+X
p1...pl(z) . (5.4)
As consistency demands, D−TL vanishes on-shell only if ∇(−)L = 0:
D−(Li1...ilD+X
i1...il) = ∇(−)a Li1...ilD−XaD+Xi1...il +
l
2
δS
δXa
Lai2...ilD+X
i2...il . (5.5)
The components of the current are given by
T+(z)|θ=0 = Li1...ilψi1...il+ , (5.6)
D+T+(z)|θ=0 = ilLi1...il∂++φi1ψi2...il+ + Li1...ilψi1...il+ ,
where ψi1...in+ := ψ
i1
+ ...ψ
in
+ . The θ
− and θ+θ− components are zero on-shell due to (5.5).
A transformation of the form (5.2), but involving a covariantly constant tensor that
is not obtained by raising an index of an l-form, is not generally a symmetry.
5.2 Commutation relations for general L-type symmetries
A superconformal transformation in the (+) sector and an L-type transformation in
the (−) sector commute, and vice versa, wheras two L-type transformations in different
sectors commute only up to the equations of motion:
[δL+ , δM− ]X
i(z) = (5.7)
(−1)m+l 1
2
(m− 1)(l − 1)aM(−)aL(+)
[
M
i(−)
kj3...jm
L
ks(+)
i3...il
−Li(+)ki3...ilM
ks(−)
j3...jm
]
D+X
i3...ilD−X
j3...jm(z)
δS
δXs(z)
.
Similarly to the commutator of superconformal transformations in different sectors (see
the end of 4.5), to close the algebra it must be assumed that the parameter ghosts depend
only on half the coordinates of superspace. The algebra of local transformations can only
be understood in the context of an action obtained by gauging L-type symmetries in both
(+) and (−) sectors, which brings us into the realm of non-chiral W -strings (I will not
discuss these; see Chapter 8 for a discussion of chiral W -strings).
This exhausts the commutators between two sectors. In what follows I will calculate
the commutators within the (+) sector, implying that analogous expressions hold in the
(−) sector.
The commutator of a superconformal transformation and an L-type transformation
closes to an L-type transformation:
[δG, δL]X
i(z) = (5.8)∫
dy
[
1
2
(l − 1)∂++aGaL + aG∂++aL + i
2
D+a
GD+a
L
]
(y)RiL(z, y) .
Evaluating the commutator of two L-type transformations within the (+) sector yields
[δL, δM ]X
i(z) = (δ1 + δ2 + δ3)X
i(z) , (5.9)
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where
δ1X
i(z) =(−1)lm
[
(l − 1)aLD+aMLiki3...ilMkj2...jmD+Xi3...ilj2...jm(z) (5.10)
+ (m− 1)aMD+aL M iki3...imLkj2...jlD+Xi3...imj2...jl(z)
]
,
δ2X
i(z) =(−1)l+m(1+l)(l − 1)(m− 1)iaLaM
[
Liki3...ilM
k
pj3...jm
(5.11)
+ M ikj3...jmL
k
pi3...il
]
∂++X
pD+X
i3...ilj3...jm(z) ,
and
δ3X
i(z) =(−1)m(l−1)aLaMN ii2...ilj2...jmD+Xi2...ilj2...jm(z) , (5.12)
where
N ii2...ilj2...jm :=Li [i2...il,|k|Mkj2...jm] −M i[j2...jm,|k|Lki2...il] (5.13)
+ (l − 1)Lik[i3...ilMkj2...jm,i2] − (m− 1)M ik[j3...jmLki2...il,j2] .
The transformations δ1 and δ2 involve covariantly constant tensors constructed by
combining L andM algebraically. Despite involving partial derivatives N is also a tensor,
which can be seen by rewriting it in terms of torsion, using the covariant constancy of L
and M with respect to the (−) connection:
δ3X
i(z) =(−1)m(l−1)aLaM
[
−H iabMaj2...jmLbi2...il (5.14)
+ (m− 1)Haj2bM iaj3..jmLbi2...il − (l − 1)Hai2bLiai3...ilMaj2...jm
+
1
2
(l − 1)(m− 1)
(
Hai2j2L
i
ki3...il
Mkaj3...jm +H
a
i2j2
M ikj3...jmL
k
ai3...il
)
]
D+X
i2...ilj2...jm(z) .
The tensors involved in each term are clearly covariantly constant. In the case when
T =M = I is an almost complex structure, (5.13) is the Nijenhuis tensor, the vanishing
of which implies that the almost complex structure is in fact complex. However, (5.13) is
not the correct generalization of the Nijenhuis tensor, in the sense that it is not covariantly
constant.
In general none of the above transformations are symmetries by themselves. To disen-
tangle what the symmetry transformations are, I will first figure out what the conserved
currents are and then reconstruct the symmetry transformations from these. Varying the
action with the commutator one obtains that∫
d2z
δS
δXk(z)
[δL, δM ]X
i(z) = (5.15)∫
d2z
[
(D−((−1)m+1D+aMaL + aMD+aL )TP (z)
+ (−1)l+1D−(aMaL)TD(x) + iD−(aMaL)TGU (z)
]
,
given that
D−(TP (z) + TD(z) + Tdel(z)) = 0 (5.16)
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on-shell. Defining these objects,
TP := Pi2...ilj2...jmD+X
i2...ilj2...jm(z) , (5.17)
where the (l +m− 2)-form P is given by
P[i2...ilj2...jm] = La[i2...ilM
a
j2...jm]
. (5.18)
TD involves the exterior derivatives of L and M ,
TD :=Dpi2...ilj2...jmD+X
pi2...ilj2...jm(z) , (5.19)
where the (l +m− 1)-form D is given by
D[pi2...ilj2...jm] =
1
l
(dL)[pi2...il|b|M
b
j2...jm]
− 1
m
(dM)[pj2...jm|b|L
b
i2...il]
. (5.20)
Tdel is given by
Tdel :=(−1)l+1
[
(l − 1)Lai3...ilpMraj3...jm (5.21)
+ (m− 1)Lai3...ilrMpaj3...jm
]
∂++X
pD+X
rD+X
i3...ilj3..jm(z) .
P is covariantly constant since L andM are, and TP is clearly a conserved current due
to an L-type symmetry transformation. However, the other two terms are not separately
conserved. Writing TD in terms of torsion one obtains:
TD =
[
2HabpL
a
i2...il
M bj2...jm −
1
2
(m− 1)Haj2pLbi2...ilM baj3...jm (5.22)
+
1
2
(l − 1)Hai2pLbai3...ilM bj2...jm
]
D+X
pi2...ilj2...jm(z) .
By examining Tdel one can see that D can not in general be a covariantly constant
form. If we write (5.21) as a sum terms, one symmetric and one antisymmetric in the
p and r indices, we can see that the antisymmetric term is equal to P . Integrating by
parts:∫
d2ziD−(a
MaL)(−1)l+1
[
(l −m)Lai3...il[pMr]aj3...jm
]
∂++X
pD+X
ri3...ilj3..jm(z) (5.23)
=
∫
d2z(−1)m+1D−D+(aMaL)
[
l −m
l +m− 2Pi2...ilj2...jm
]
D+X
i2...ilj2...jm(z)
+
∫
d2z(−1)l+1D−(aMaL)
[
l −m
l +m− 2dP[i2...ilj2...jms]
]
D+X
si2...ilj2...jm(z) .
The first term will combine with the term proportional to TP in (5.15), and I’ll show
shortly that the second term will be cancelled by a part of TD.
One would expect the part of Tdel symmetric in p and r to involve the metric,
TG0U := (l +m− 2)Lai3...il(pMr)aj3...jm∂++XpD+Xri3...ilj3..jm(z) (5.24)
? = Gpr∂++X
pD+X
rUi3...ilj3...jmD+X
i3...ilj3...jm(z) = TG0TU ,
where U is some covariantly constant form of rank (l+m− 4). The relation between the
tensors on the two sides of the above equation,
(l +m− 2)La[i3...il|p|Mraj3...jm] + (r ↔ p) = Gp[rUi3...ilj3...jm] , (5.25)
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can be understood as a generalization of the condition IijIik = Gjk, which requires that
the metric on an (almost) complex manifold be (almost) Hermitian (see 2.2.1). In order
to convince oneself that indeed TG0U = TG0TU , it’s enough to notice that the expression
for the conservation of TG0U is
D−(TGU ) =− i
2
R
b(−)
fvs
[
(m− 1)Lari3...il(rMb)aj3...jm (5.26)
+(l − 1)Lai3...il(bMr)aj3...jm
]
D−X
fD+X
srvi3...ilj3...jm ,
evaluated on-shell, where R
b(−)
fvs is the curvature tensor of the (−) connection (4.87). In
the absence of torsion TGU must be conserved, since TD vanishes and TP is conserved.
It is then clear that the b index on the Riemann tensor must be lowered and contracted
with a D+X
i, since then the above expression vanishes due to Ri[jkl] = 0. This can only
be true if (5.25) holds. Since (5.25) is an algebraic relation it must remain valid in the
presence of torsion, so indeed we have TG0U = TG0TU . In the presence of torsion, by
using either
R
(−)
a[jkl] =
1
3
∇−aHjkl , (5.27)
or
D−TG0 =
i
6
∇(−)f (Hsrv)D−XfD+Xsrv , (5.28)
we see that
D−(TG0U ) =
i
6
∇(−)f (HsrvUi3..ilj3...jm)D−XfD+Xsrvi3..ilj3...jm , (5.29)
so TGTU is indeed the conserved current.
Therefore, to obtain the conserved current TD must be modified by both H ∧ U and
the term proportional to dP in (5.23). Rewriting TD by using (5.25) in terms of U and
P ,
TD =
[
2HabpL
a
i2...il
M bj2...jm −
l −m
l +m− 2(dP )i2...ilj2...jmp (5.30)
−1
2
Hpi2j2Ui3...ilj3...jm
]
D+X
pi2...ilj2...jm(z) ,
we see that the dP parts cancel and that the conserved current is
TN = Npi2...ilj2...jmD+X
pi2...ilj2...jm(z) . (5.31)
The covariantly constant (l+m−1)-form N , which I’ll refer to as the generalized Nijenhuis
form, is given by:
N[pi2...ilj2...jm] := 2Hab[pL
a
i2...il
M bj2...jm] −
1
3
H[pi2j2Ui3...ilj3...jm] . (5.32)
The covariant constancy can be checked explicitly as follows. Taking the covariant deriva-
tive of the first term, using (5.27), and writing down the antisymmetrization in {a, b, p},
we obtain two terms that vanish due to (2.47), and a third term that can be rewritten
using (5.25) and cancels the covariant derivative of the second term in (5.32).
At this point we have figured out that the commutator of two L-type symmetries
(5.2) closes to three symmetry transformations whose conserved currents are TGU , TP ,
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and TN , and that (5.15) can be rewritten in terms of these as∫
d2z
δS
δXk(z)
[δL, δM ]X
i(z) = (5.33)∫
d2z
[(
D−((−1)m+1D+aMaL + aMD+aL + (−1)m+1 l −m
p
D+(a
MaL)
)
TP (z)
+ (−1)l+1D−(aMaL)TN (z) + iD−(aMaL)TGU (z)
]
.
Since it is clear that the conservation of TN and TP is related to L-type symmetries
constructed out of the forms N and P , the only question left is what kind of symmetry
transformation has TGU as its conserved current. In the absence of torsion the transfor-
mation
δG0UX
i(z) := −u
∫
d2y[aGUTG0 ](y)R
i
U (z, y) + 2
∫
d2y[aGUTU ](y)R
i
G(z, y) (5.34)
is a symmetry of the action (4.71), with the conserved current TG0TU . The second trans-
formation on the right side is a superconformal transformation (4.88) parameterized by
aGUTU , while the first is an L-type symmetry (5.2) obtained from the form U , param-
eterized by aGUTG0 . Neither are symmetry transformations separately since D−TU and
D−TG vanish only on-shell, but in the absence of torsion they form a symmetry together.
This is no longer true in the presence of torsion. Instead,
δG0US = (−1)u
∫
d2z
[
i
3
aGUD−TUHkijD+X
kij(z) + 2D−a
GUTGTU (z)
]
. (5.35)
Since TU is conserved, D−TU is proportional to the equations of motion (see (5.5)), so
one can read off the transformation that will compensate for the unwanted first term in
the above expression. It follows that the symmetry transformation having TGU as its
conserved current is
δGUX
i(z) = δG0UX
i(z)− u i
6
aGUU ii2...iuHkjmD+X
kjmi2...iu(z) . (5.36)
In summary, the commutator of two L-type symmetries closes to three symmetry
transformations, δP , δN , and δG0U , that have, respectively, the conserved currents TP ,
TN , and TGU . Thus, (5.9) can be rewritten as:
[δL, δM ]X
i(z) = (5.37)
p
2
(−1)l+m
∫
d2y
[
aMD+a
L + (−1)m+1D+aMaL + (−1)m+1 l −m
p
D+(a
MaL)
]
(y)RiP (z, y)
+
n
2
(−1)ml
∫
d2y[aMaL](y)RiN (z, y) + (−1)u+1
i
2
∫
d2y[aMaL](y)RiGU (z, y) .
5.3 The algebra of L-type transformation via antibrackets
The superconformal and L-type symmetries can be generated using the (−) antibracket,
(A,B)− :=
∫
d2z

←
δ A
δXi(z)
→
δ B
δπ+i(z)
−
→
δ A
δπ+i(z)
←
δ B
δXi(z)
 , (5.38)
where
π+i(z) ≡ GijD+Xj(z) . (5.39)
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The − subscript indicates the spin, and is also used to distinguish it from the BV an-
tibracket (3.52). One can think of (5.38) as the first step in a Hamiltonian formalism
for the action (5.1) without torsion, where D− is chosen as the ’time’ derivative, and
momenta are given by GijD+X
j . The important supersymmetric feature is that the
momenta corresponding to Xi are fermionic, since D− is a fermionic derivative. If the
smeared currents involve integration over all the coordinates of superspace the relevant
bracket in the Hamiltonian formalism is the antibracket and not the Poisson bracket.
Alternatively, one can define the smeared currents by integrating only over the bosonic
coordinates and θ+, in which case the relevant bracket would be a Poisson bracket. How-
ever, it is not possible to write commutators or the variation of an action naturally in
terms of such a Poisson bracket, and in this sense choosing to work with (5.38) comes
closer to the usual Hamiltonian formalism.
The main aim of this section is to facilitate the calculation of commutation relations
in Chapter 6. For this purpose it will not be necessary to introduce momenta as separate
fields. Rather, in all expressions in this section momenta will be substituted by their
definition, as has been indicated in (5.39). In 4.6 I used antibrackets with momenta
treated as separate fields to calculate conformal and superconformal algebras; it may be
helpful to consult this in the context of what is being done here. When torsion is turned
off these two approaches for calculating algebras are exactly the same, so indeed one
doesn’t need to introduce momenta as separate fields. When torsion is turned on I will
show that there is a breakdown of the expected relation between the (−) antibracket and
the commutator, and will briefly discuss the implications.
Superconformal transformations are generated as2
δGX
k(z) = −1
2
(Xk(z),
∫
d2yaGTG)− , (5.41)
while L-type transformations are generated by
δLX
k(z) =
(−1)l
l
(Xk(z),
∫
d2yaLTL)− . (5.42)
One needs the (+) antibracket, obtained by choosing D+ as the ’time’ derivative, to relate
the (−) transformations to their currents.3
Products of currents generate transformations of the form
(Xk(z),
∫
d2yaGLMTGTLTM (y))− = m(−1)m
∫
d2y[aGLMTGTL](y)R
k
M (z, y) (5.43)
+ l(−1)l+ml
∫
d2y[aGLMTGTM ](y)R
k
L(z, y)
+ 2(−1)m+l+1
∫
d2y[aGLMTLTM ](y)R
k
G(z, y) ,
2The dependence of aGTG on GijD+X
j can be seen by writing
Gkj∂++X
k
D+X
j
≡ −iD+(GkjD+X
k)D+X
j
. (5.40)
3It should be noted that the smeared currents
R
d2zaGTG and
R
d2zaLTL actually vanish on-shell,
since the integration involves both coordinates of superspace, and D−TG = 0 on-shell. This is of no
immediate consequence, since functional variations of smeared currents are involved in generating the
transformations, and these don’t vanish. If we chose instead to work with Poisson brackets integration
would be only over one of the fermionic coordinates, and the smeared currents would not vanish on-shell.
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where TL and TM generate L-type transformations. When the product of currents doesn’t
involve a TG factor, the (−) antibracket generates an L-type symmetry irrespective of
whether torsion is turned on. If a TG factor is present things are not so simple. Taking as
an example the symmetry δGU (5.36) that emerges out of the commutator of two L-type
symmetries, we can see that
δGUX
i(z) =(−1)u+1(Xi(z),
∫
d2yaGUTGTU )− (5.44)
+ (−1)uu i
6
aGUU ii2...iuHkjmD+X
kjmi2...iu(z) .
Thus, in the presence of torsion the relation is not as expected, and in fact there is no
current that can generate the second term. When currents have derivatives acting on
them the antibracket generates the correct symmetry transformations, but again only in
the absence of torsion.
Writing out the commutator of two L-type transformations using (5.42) one obtains
(−1)m+llm[δL, δM ]Xk(z) = (Xk(z), (
∫
d2yaLTL,
∫
d2yaMTM )−)− (5.45)
+
∫
d2y
←δ (Xk, aLTL)−
δπ+i(y)
→
δ aMTM
δXi(y)
+ (L↔M)
 ,
where the Jacobi identity for antibrackets has been used (see Appendix C). Since mo-
menta are not treated as separate fields, this is actually a naive assumption; it turns
out that the (−) antibracket does not generally obey the Jacobi identity when torsion is
involved. In the absence of torsion the second term on the right hand side of (5.45) is
equal to
(−1)m+l+1lm[δL, δM ]Xk(z) , (5.46)
and then the relation between the (−) antibracket and the commutator is as expected:
[δL, δM ]X
i(z) =
(−1)m+l
2lm
(Xi(z), (
∫
d2yaLTL,
∫
d2yaMTM )−)− . (5.47)
Given two composite currents, C1 and C2, the commutator is obtained from an antibracket
as
[δC1 , δC2 ]X
i(z) = F (Xi(z), (C1, C2)−)− , (5.48)
where the constant F is a product of the following factors: (−1)
l
l
for each L-type current,
and 1/2 for each TG current (this is regardless whether the basic currents that C1 and
C2 are composed of have derivatives acting on them).
The (−) antibracket between the smeared currents ∫ d2zaLTL and ∫ d2zaMTM is
1
lm
(
∫
d2zaLTL,
∫
d2zaMTM )− = (5.49)
(−1)l
∫
d2z
[
(−1)m+1aMD+aL +D+aMaL
]
(z)TP (z)
+ (−1)m
∫
d2z[aMaL](z)TD(z) + i(−1)1+m
∫
d2x[aMaL](z)Tdel(z) .
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Integrating
∫
d2z[aMaL](z)Tdel(z) by parts, as in (5.23), and using (5.25), this can be
rewritten as:
1
lm
(
∫
d2zaLTL,
∫
d2zaMTM )− = (5.50)
(−1)l
∫
d2z
[
(−1)m+1aMD+aL +D+aMaL + l −m
p
D+(a
MaL)
]
(z)TP (z)
+
∫
d2z(−1)m[aMaL](z)TN (z) + i(−1)1+m
∫
d2z[aMaL](z)TGU (z) .
The antibracket closes to the conserved currents, but these are not generators of their
symmetry transformations unless torsion vanishes, since the transformation generated
by TGU is not a symmetry. In the case of vanishing torsion δGUX
i is generated by
TG0U = TGU , and it can easily be checked that the commutator (5.37) is generated by
the (−) antibracket via (5.47).
The antibracket between two smeared superconformal currents is
(
∫
d2zaGTG,
∫
d2zaGTG)− =
∫
d2z
[
8aG∂++a
G + 2iD+a
GD+a
L
]
(z)TG(z) , (5.51)
and the antibracket between
∫
d2zaGTG and an L-type current,
∫
d2zaLTL, is
(
∫
d2zaGTG,
∫
d2zaLTL)− = (5.52)∫
d2z
[
(−2l + 2)∂++aGaL + 4aG∂++aL + 2iD+aGD+aL
]
(z)TL(z) .
In fact, any superconformal primary current of spin l will transform in the above manner
under the superconformal current, regardless of whether it is an L-type current or of some
other form.4
We have seen that in the presence of torsion the antibracket can’t be used reliably to
calculate the algebra. It would seem that in the presence of torsion one should take
π+i(z) ≡ (Gij + bij)D+Xj(z) . (5.53)
However, one can’t consistently take functional derivatives of terms involving the torsion
tensor Hijk with respect to bijD+X
j , whereas it is possible to do so with respect to
GijD+X
j for all terms containing derivatives of the metric (see, for example, the footnote
on page 91). To treat the torsionfull case via antibrackets it seems that one has to resort
to a formalism where momenta are treated as separate fields. I have not investigated
this in full detail, but it turns out that the antibracket needs to be modified by a term
involving torsion. As we’ll see in the next chapter, the antibracket is useful primarily
because one can exploit its special properties (see Appendix C). These no longer hold
when it is modified by such a torsion term, and one needs to do more work to find a way
of calculating algebras that involve composite currents quickly.
4See Chapters 25 and 26 of [171] for a definition of a superconformal primary that is useful in the
current context. Of course, being purely classical, the antibrackets don’t tell us anything about the
quantum corrections, which for free theories are obtained by taking double and higher contractions in
the operator product expansion. So a current that transforms as above classically may have quantum
corrections in the OPE that prevents it from being a true superconformal primary.
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Chapter 6
Special holonomy algebras
In this chapter the extended algebras of σ-models on special holonomy manifolds are
analyzed (see 2.3). These are super W -algebras, consisting of the superconformal trans-
formations together with L-type transformations due to the covariantly constant tensors
that are present on special holonomy manifolds. In Chapter 5 the algebras related to
general covariantly constant tensors were worked out. Here we wish to look at all the
special holonomy cases one by one. At the end we look at some torsionfull cases when
the generalized Nijenhuis form (5.32) doesn’t vanish.
The first observation of the relation between target space geometry and symmetries in
the supersymmetric σ-model was that N = 2 supersymmtery in two dimensions requires
the target space to be a Ka¨hler manifold [181]. The more general observation, that for
every covariantly constant form on the target space there is symmetry in the σ-model,
was made in [46]. The algebra of these symmetries on Calabi-Yau target spaces was first
worked out using conformal field theory methods, specifically in the context of two [53]
and three [142] complex dimensions. The currents related to the holomorphic forms were
understood to be generators of spectral flow of the N = 2 algebra (1.3). The cases of
exceptional holonomy, G2 and Spin(7), were studied in the context of conformal field
theory in [158] and [60], and more recently in topological models [29]. Classical special
holonomy algebras were written down for all the cases in [99] and [98]. Higher spin
algebras of σ-models on on symmetric spaces (see 2.3) have been studied in [55, 54].
In 3.6 it was argued that it’s not possible to write down cohomological equations for
potential anomalies of conformal-type algebras that close in a field dependent manner,
due to the parameter ghosts (which depend only on half of the worldsheet coordinates)
transforming into quantum fields. Instead, we have to treat all the composite currents
as separate symmetry generators and attempt to calculate the full Lie algebra if we are
to avoid working with non-local expressions. Another potential problem in this case is
related to Jacobi identities not closing at the level of structure functions, which prevents
the derivation of naive Ward identities (see discussion around (3.40)).
It is also possible to gauge the original symmetries and attempt to treat the algebra in
a field dependent manner, which will be studied in detail in Chapter 8. Treating the gauge
fields as background fields enables us to study the current algebras, whereas treating them
as quantum fields defines a completely new theory, a type of W -superstring, in which all
the currents are treated as constraints. For the former case, as shown in 3.6, we still
have the problem that the Ward identities involve an explicit evaluation of composite
operators. For a cohomological analysis it is therefore still necessary to gauge the entire
Lie algebras. It is not immediately obvious that the Jacobi identities not closing at the
level of structure functions should cause problems, since now the non-closure functions can
be absorbed into equation of motion terms. But as we’ll see in Chapter 8, the problems
pop up via the closure of the transformations of the gauge fields.
With these motivations, the main aim of this chapter is to find out if it’s possible to
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make sense of the full Lie algebras, and to find out how the Jacobi identities behave. I
will be working out the algebras using smeared currents and (−) antibrackets (see 5.3);
these are related to the commutators via (5.47) and (5.48).
At the end I’ll discuss in detail the implications for calculating anomalies.
6.1 Ka¨hler manifolds
On a Ka¨hler manifold the action of the (1, 1) σ-model (4.71) can be written as
S =
∫
d2zGαβD+X
(αD−X
β) . (6.1)
The superconformal current is
TG =GαβD+X
α∂++X
β +GαβD+X
α∂++X
β (6.2)
=:
1
2
(Tg + Tg) .
As the notation indicates, Tg and Tg are related by complex conjugation. On a Ka¨hler
manifold Tg and Tg generate two separate symmetries via the (−) antibracket (5.38):
δgX
α = ag∂++X
α + iD+a
gD+X
α , δgX
α = ag∂++X
α , (6.3)
δgX
α = ag∂++X
α , δgX
α = ag∂++X
α + iD+a
gD+X
α .
The transformations are not real, since the complex conjugate fields Xα and Xα don’t
transform as complex conjugates, but never the less they are symmetries of (6.1).
The current related to the complex structure is manifestly real
TI = 2iGαβD+X
αD+X
β . (6.4)
In a non-holomorphic basis we would have TI = IijD+X
ij , but in the holomorphic basis
the Ka¨hler form is basically given by the metric (see (2.64)). The associated symmetry
transformations are:
δIX
α = iaID+X
α , δIX
α = −iaID+Xα . (6.5)
The (−) antibracket of Tg with itself is
(
∫
d2zagTg,
∫
d2zagTg)− =
∫
d2z8 [ag∂++a
g]Tg , (6.6)
and similarly for the (−) antibracket of Tg with itself. From now on I will omit the
integral signs when writing down the (−) antibrackets.
The antibracket of Tg with Tg is
(agTg, a
gTg)− =
[
2∂++a
gD+a
g − 2D+ag∂++ag
]
TI (6.7)
+
[−4∂++agag + 2iD+agD+ag]Tg + [4ag∂++ag + 2iD+agD+ag]Tg .
The antibracket of Tg and TI is
(aITI , a
gTg)− =
[
4∂++a
Iag
]
TI −
[
4iaID+a
g
]
Tg , (6.8)
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while the antibracket of Tg with TI is the complex conjugate of the above, since TI is
real:
(aITI , a
gTg)− =
[
4∂++a
Iag
]
TI +
[
4iaID+a
g
]
Tg . (6.9)
Also, since TI is real, we have
(aITI , a
ITI)− = −
[
8iaIaI
]
TG ≡ −
[
4iaIaI
]
(Tg + Tg) . (6.10)
The closure of the currents (6.7), (6.8), and (6.9) is not unique because of the following
relation
D+TI = Tg − Tg , (6.11)
so we can integrate by parts to obtain a range of possible structure functions. If we want
to write down an extended action that describes this reducible algebra, it turns out that
the structure functions have to be chosen carefully, since in general the Jacobi identities
will prevent us from constructing a solution to the master equation. This is slightly
surprising, since transformations (6.3) are linear. There are, however, many possible
choices of structure functions that do avoid the Jacobi problem.
The usual N = 2 algebra is obtained by calculating antibrackets involving the real
currents TI and TG. In addition to (6.10), we have:
(aGTG, a
GTG)− =
[
8aG∂++a
G + 2iD+a
GD+a
G
]
TG , (6.12)
(aGTG, a
ITI)− =
[
4∂++a
G − 2aI∂++aG + 2iD+aID+aI
]
TI . (6.13)
6.2 Calabi-Yau W -algebras
In addition to being Ka¨hler, a Calabi-Yau manifold of D complex dimensions (referred
to from now on as CYD) admits covariantly constant (D, 0) and (0,D) forms. We can
always find an atlas in which this form is given by the Levi-Civita alternating symbol in
each chart (see 2.2.2). Therefore, we can work with the conserved currents
TM =
2
D
ǫα1...αDD+X
α1...αD and TM =
2
D
ǫα1...αDD+X
α1...αD . (6.14)
The spin of the ghosts aM and aM with which the currents are smeared is (+(D − 1)).
They have odd parity in odd complex dimension, and even otherwise.
The antibrackets of TM and TM with Tg and Tg are
(agTg, a
MTM )− =
[−4(D − 1)∂++agaM + 4ag∂++aM]TM (6.15)
and
(agTg, a
MTM )− =
[
4iD+a
gD+a
M + 4ag∂++a
M
]
TM . (6.16)
The complex conjugate antibrackets are obtained by simply making the replacements
g ↔ g and M ↔M in the above expressions.
The antibrackets with TI are
(aITI , a
MTM )− =
[−4iaID+aM + 4(D − 1)iD+aIaM]TM , (6.17)
(aITI , a
MTM )− =
[
4iaID+a
M − 4(D − 1)iD+aIaM
]
TM .
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Unlike (6.15) and (6.16), the structure coefficients of these are complex conjugates of each
other, since TI is real while TM and TM are not.
The antibracket of TM with itself is zero, because the number of D+X
α factors in
the expressions is always larger than D. An analogous remark holds for TM , so the only
non-zero antibracket involving TM and TM is (a
MTM , a
MTM ). The interesting feature is
that its form depends on whether the complex dimension is odd or even. For D odd
(aMTM , a
MTM )− =− (D − 1)!
4
2D−1
[
D+a
MaM + aMD+a
M
]
(TI)
D−1 (6.18)
− (D − 1)!(D − 1) 4
2D−2
[
aMaM
]
TG(TI)
D−2 ,
while for D even
(aMTM , a
MTM )− =− (D − 1)!
4i
2D−1
[
D+a
MaM − aMD+aM
]
(TI)
D−1 (6.19)
− (D − 1)!(D − 1) 4i
2D−2
[
aMaM
]
TG(TI)
D−2 .
Clearly the algebra involving the complex currents closes in a field dependent sense, i.e.
as a W -algebra.
Next I want to examine the closure of the algebra involving only real combinations of
currents. These would be TG, TI , and the real and complex parts of TM :
TL := TM + TM and TbL := i(TM − TM ) . (6.20)
The antibracket of TG with TL is
(aGTG, a
LTL)− =
[−2(D − 1)∂++aGaL + 4aG∂++aL + 2iD+aGD+aL]TL , (6.21)
with an analogous expression for (aGTG, a
bLTbL)−. The antibrackets of TI with TL and TbL
are
(aITI , a
LTL)− =
[−4aID+aL + 4(D − 1)D+aIaL]TbL (6.22)
and
(aITI , a
LTbL)− =
[
4aID+a
bL − 4(D − 1)D+aIabL
]
TL . (6.23)
In odd complex dimension we have
(aLTL, a
LTL)− = −(D − 1)! 16
2D−1
[
aLD+a
L
]
(TI)
D−1 , (6.24)
(aLTL, a
bLTbL)− = −(D − 1)!(D − 1)
8i
2D−2
[
aLa
bL
]
TG(TI)
D−2 ,
while in even complex dimension
(aLTL, a
LTL)− = −(D − 1)!(D − 1) 4i
2D−2
[
aLaL
]
TG(TI)
D−2 , (6.25)
(aLTL, a
bLTbL)− = (D − 1)!
8
2D−1
[
a
bLD+a
L −D+abLaL
]
(TI)
D−1 .
The currents obey the following basic relations which can be verified easily when
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working in complex coordinates:
TITL = TITbL ≡ 0 , (6.26)
TGTbL ≡ −
i
2
D+TITL , TGTL ≡ i
2
D+TITbL , (6.27)
(TI)
DTG ≡ 0 , (6.28)
TGD+TITL = TGD+TITbL ≡ 0 , (6.29)
D+TLTbL ≡ −TLD+TbL , ∂++TLTbL = (−1)D+1TL∂++TbL , (6.30)
D odd : D+TLD+TbL ≡ 0 , D even : ∂++TL∂++TbL ≡ 0 , (6.31)
− 8D!
D22D
(i)D−1(TI)
D ≡
{
TLTbL D odd
TLTL D even
∝ V ol . (6.32)
As we’ll see in the next section, some (but not all) of these relations are implied by the
Jacobi identities involving the basic currents.
6.3 The linearized Calabi-Yau algebras
In this section I will attempt to understand the full Lie algebras generated by TL, TbL, TG,
and TI , as well as all the composite currents that appear via the antibrackets involving
these basic currents. Because of the different nature of the antibrackets for odd (6.24)
and even dimensions (6.25), it is clear that the algebras will be different for these two
classes. It is not so obvious that there should be a strong distinctions between algebras
within one of the classes. The D = 2 case is special because it’s linear, but for D > 2 one
may expect the non-linear algebras in all even (odd) dimensions to be of a similar nature.
It turns out that this is not the case. The D = 4 and D = 5 cases are actually finite,
essentially because they are non-linear enough, so that higher antibrackets are zero due
to the dimensional bound (a product of more than D D+X
αs vanishes). The only case
that is not finite is D = 3, which is also the most relevant one physically. In what follows
I’ll go through all the dimensions up to D = 5 in detail, in the order of complexity, which
is D = 2, 5, 4, 3. It will become clear that the algebras for D > 5 are the same as D = 4
for even dimensions, and D = 5 for odd.
6.3.1 D=2
The unique CY2 manifold whose holonomy group is actually SU(2), and not a subgroup
thereof, is called K3 (see 2.2.2). This case is distinct because the algebra is linear, and in
fact it is simply that of a hyper-Ka¨hler four-fold. σ-models on such manifolds were first
discussed by Gates, Hull, and Rocˇek in 1984 [67]. They possess N = 4 supersymmetry
due to the existence of three complex structures on the target space, Ir, r = {1, 2, 3},
that obey the algebra of quaternions:
IrIs = −δrs + ǫrstIt . (6.33)
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For K3 the role of I2 and I3 is played by L and Lˆ, and the algebra is given by:
(aLTL, a
LTL)− = −
[
4iaLaL
]
TG , (a
bLTbL, a
bLTbL)− = −
[
4ia
bLa
bL
]
TG , (6.34)
(aLTL, a
bLTbL)− =
[
4a
bLD+a
L − 4D+abLaL
]
TI ,
(aITI , a
LTL)− =
[−4aID+aL + 4D+aIaL]TbL ,
(aITI , a
bLTbL)− =
[
4aID+a
bL − 4D+aIabL
]
TL .
The Jacobi identities are satisfied without implying any relations between currents.
6.3.2 D=5
For CY5 the Jacobi identities between the basic currents imply the following relations:
⊲ (aLTL, (a
LTL, a
LTL)−)− ≡ 0 implies that
(TI)
3TbL ≡ 0 . (6.35)
⊲ (a
bLTbL, (a
LTL, a
LTL)−)− + cyclic ≡ 0 implies that
(TI)
3TL ≡ 0 (TI)2(TGTL − i
2
D+TITbL) ≡ 0 . (6.36)
Thus for CY5 only (6.26) is needed to satisfy the Jacobi identities. The second relation
in (6.36) is also proportional to (6.27). Analogous observations can be made for L↔ L̂.
The antibrackets involving TL and TbL are
(aLTL, a
LTL)− = −
[
24aLD+a
L
]
(TI)
4 , (6.37)
the same with L→ L̂, and
(aLTL, a
bLTbL)− = −
[
96iaLa
bL
]
TG(TI)
3 . (6.38)
Treating (TI)
4 and TG(TI)
3 as independent currents, we introduce the bosonic ghost
aI
4
, the fermionic ghost aGI
3
, and the appropriate smeared currents. The antibrackets of
these among themselves, and with TL and TbL are zero. In the antibrackets of TL and TbL
with the new smeared currents, and in (aI
4
(TI)
4, aI
4
(TI)
4)−, the identities (6.26) - (6.32)
are more than saturated. By this I mean that the terms closest to being non-zero are
(TI)
2TL ≡ 0 and (TI)6TG ≡ 0. (TG(TI)3, TG(TI)3)− just saturates (6.28).
No further composite currents are generated. One still has to check how (TI)
4 and
TG(TI)
3 transform under TG and TI :
(aGTG, a
GI3TG(TI)
3)− =
[
4aG∂++a
GI3 − 16∂++aGaGI3 + 2iD+aGD+aGI3
]
TG(TI)
3 ,
(6.39)
(aGTG, a
I4(TI)
4)− =
[
4aG∂++a
I4 − 14aI4∂++aG + 2iD+aI4D+aG
]
(TI)
4 .
This is as expected, since (TI)
4 and TG(TI)
3 are superconformal primaries1 of spin (+8)
and spin (+9) respectively. They also transform nicely under N = 2:
(aITI , a
GI3TG(TI)
3)− = (8∂++a
IaGI
3 − 1
2
aI∂++a
GI3 +
i
2
D+a
ID+a
GI3)(TI)
4 , (6.40)
(aITI , a
I4(TI)
4)− = −32iaIaI4TG(TI)3 .
1Only up to quantum corrections; see (5.52).
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In summary, the Lie algebra of CY5 is finite, containing only the additional currents
TG(TI)
3 and (TI)
4. It is worth noting that not all possible non-derivative currents are
generated by the algebra. This is just as well if we want finiteness, because when TGTI
is included the algebra becomes unmanageable. As we’ll see, this current is generated in
the CY3 case (see 6.3.4).
An important feature of the relations between the currents implied by the Jacobi
identities, (6.35) and (6.36), is that they do not imply any relations between the basic
symmetry transformations. For example, in the symmetry generated by (TI)
2TGTL ≡ 0
(see (5.43)), ∫
d2yaX(TI)
2TG(y)R
i
L(z, y) ≡ 0 , (6.41)
since (TI)
2RiL(z, y) ≡ 0, where aX is an appropriate ghostly parameter. All the combi-
nations that arise from
δXi = (Xi, aX(TI)
2TGTL)− ≡ 0 (6.42)
vanish separately in a similar manner. This is not true for any of the basic relations
(6.26)-(6.32). For example, (TI)R
i
L(z, y), which is a part of
δXi = (Xi, aXTITL)− ≡ 0 , (6.43)
doesn’t vanish by itself. So (6.43), as opposed to (6.42), implies relations between the
symmetry transformations. The Jacobi problem (see (3.40)) is automatically avoided for
any linearized algebra with real transformations, but due to the above observation it also
doesn’t occur for the CY5 W -algebra. However, a word of caution is necessary because
for a W -algebra one has the issue of ghosts transforming into quantum fields, so the
Jacobi problem can really only be addressed in models with the algebra gauged. These
will be discussed in Chapter 8.
6.3.3 D=4
For the CY4 algebra Jacobi identities involving the basic currents imply the following
relations,
⊲ (aLTL, (a
LTL, a
LTL)−)− ≡ 0 implies that
TGD+TITbL ≡ TgTgTbL ≡ 0 , D+TGTITbL ≡ 0 , ∂++TITITbL , (6.44)
TI(TGTbL +
i
2
D+TITL) ≡ 0 ,
from which non-trivial relations between the basic symmetry transformations follow.
Various other relations that don’t have an impact on the symmetry transformations
(such as those in (6.42)) are also implied. From now on I will only mention the
former, significant ones.
⊲ (a
bLTbL, (a
LTL, a
LTL)−)− + cyclic ≡ 0 implies the significant relations
TGD+TITL ≡ 0 , D+TGTITL ≡ 0 , ∂++TITITL ≡ 0 , (6.45)
TI(TGTL − i
2
D+TITbL) ≡ 0 .
The algebra closes in a field dependent sense as:
(aLTL, a
LTL)− = −
[
18iaLaL
]
TG(TI)
2 , (6.46)
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the same with L→ L̂, and
(aLTL, a
bLTbL)− =
[
6a
bLD+a
L − 6D+abLaL
]
(TI)
3 . (6.47)
Treating the currents TG(TI)
2 and (TI)
3 as independent generators, we introduce
the fermionic ghost aGI
2
, the bosonic ghost aI
3
, and the corresponding smeared cur-
rents. The antibrackets of these among themselves, as well as with TL and TbL, van-
ish. In showing this one must make use of the null relations TITL ≡ 0 and (TI)4TG ≡
0. For most of the antibrackets these relations are just saturated. The exception is
(aGI
2
TG(TI)
2, aGI
2
TG(TI)
2), which is equal to zero but only after some intricate cancel-
lations.
The currents TG(TI)
2 and (TI)
3 transform as superconformal primaries of spin (+7)
and spin (+6), respectively (see (5.52)). Under TI they transform as
(aITI , a
GI2TG(TI)
2)− =
[
4∂++a
IaGI
2 − 2
3
aI∂++a
GI2 +
2i
3
D+a
ID+a
GI2
]
(TI)
3 , (6.48)
(aITI , a
I3(TI)
3)− = −
[
24iaIaI
3
]
TG(TI)
2 .
In conclusion, the Lie algebra of CY4 is finite, containing only the additional currents
TG(TI)
2 and (TI)
3.
6.3.4 D=3
For CY3 the Jacobi identities imply only the following relations,
⊲ (aLTL, (a
LTL, a
LTL)−)− ≡ 0, and L→ L̂, imply (6.26),
⊲ (a
bLTbL, (a
LTL, a
LTL)−)− + cyclic ≡ 0, and L↔ L̂, imply (6.27).
all of which imply non-trivial relations between the basic symmetry transformations.
The field dependent algebra is:
(aLTL, a
LTL)− = −
[
8aLD+a
L
]
(TI)
2 , (6.49)
the same with L→ L̂, and
(aLTL, a
bLTbL)− = −
[
16iaLa
bL
]
TGTI . (6.50)
Treating the composite currents as new generators, further composite currents are
generated:
(aLTL, a
I2(TI)
2)− =
[
32iaI
2
aL
]
TGTL , (6.51)
the same taking L→ L̂, and
(aI
2
(TI)
2, aI
2
(TI)
2)− = −
[
32iaI
2
aI
2
]
TG(TI)
2 . (6.52)
In addition, there is an antibracket that generates currents containing derivatives:
(aLTL, a
GITGTI)− =
1
3
[−16aGID+aL − 8D+aGIaL]TGTbL (6.53)
− 8aGIaL
[
−1
2
TI∂++TL +
2
3
TGD+TbL +
1
3
D+TGTbL
]
.
The first term on the right hand side is clearly a superconformal primary, but it is less
obvious why the second term is. It does in fact transform appropriately under (5.52),
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but only when relations (6.27) are taken into account. If we integrate any of the terms
in the second line by parts, the algebra will close to a current containing derivatives
that is no longer a superconformal primary. However, it turns out that it makes no
difference whether we work with superconformal primaries or not when calculating further
antibrackets. One also always generates a finite number of currents by taking antibrackets
with the N = 2 generators.
The fact that derivative currents are generated is significant. If the algebra only
involved products of the basic currents it would have to be finite, because high enough
powers of these always vanish. Since this is not the case there is no guarantee that the
algebra is finitely generated.
Let us see what further composite currents are generated. For convenience, instead
of the second line of (6.53) we can close the algebra to
−1
2
TI∂++TL + TGD+TbL . (6.54)
Smearing this current with a fermionic ghost aX of spin (+6) and taking the antibracket
with the smeared TL current yields
(aLTL, a
X(−1
2
TI∂++TL + TGD+TbL))− = (6.55)[
10
3
D+∂++a
XaL − 2
3
aXD+∂++a
L − 4
3
∂++a
XD+a
L
]
(TI)
3 (6.56)
+
[
aXaL
] (
8TbLD+∂++TL − 2(TI)2D+∂++TI − 16iTGTID+TG
)
. (6.57)
(TI)
3 is clearly a superconformal primary, but the current on the second line, which I’ll
call TY , is not. There are superconformal primaries of this form, given by
k1D+∂++TI(TI)
2 + k2D+∂++TLTbL + k3∂++TLD+TbL + k4∂++TID+(T
2
I ) , (6.58)
with the four parameters related by
k1 +
4
3
k2 − k3 + 4
3
k4 = 0 ,
4
3
k2 − 4k3 + 16
3
k4 = 0 . (6.59)
One would think that by integrating by parts the algebra could be closed to (6.58), but
TY has the wrong coefficients for this to be possible.
The current
8iTbLD+TGD+TG − 4iTLD+TG∂++TI + 6iTbL∂++TI∂++TI + 16TbLTG∂++TG (6.60)
is generated by taking an antibracket of TY with TL. Taking further antibrackets with TL
generates currents with more and more derivatives. Although it becomes prohibitively
difficult to check explicitly, it is unlikely that many of these can be closed to supercon-
formal primaries.
In conclusion, CY3 currents don’t seem to generate a finite Lie algebra.
6.4 Hyper-Ka¨hler and quaternionic Ka¨hler manifolds
The algebra of hyper-Ka¨hler manifolds in general dimension is the same as that of the
four dimensional hyper-Ka¨hler case, which was worked out in 6.3.1.
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The quaternionic Ka¨hler holonomy group is Sp(k) · Sp(1). The three complex struc-
tures of the hyper-Ka¨hler case are not globally defined, as the connection now sees the r
index. However, a covariantly constant 4-form L can be obtained as
L =
3∑
r=1
ωr ∧ ωr , (6.61)
where ωr is the form associated to Ir (6.33). The corresponding conserved current is
TL = LijklD+X
ijkl . (6.62)
The antibracket of TL with itself is
(aLTL, a
LTL)− = −
[
4iaLaL
]
TGTL . (6.63)
Taking the current on the right hand side as a generator of a new symmetry we obtain
the following antibrackets
(aX(TL)
p, aY (TL)
q)− = −4i(pq)aXaY TG(TL)p+q−1 , (6.64)
(aXTG(TL)
p, aY (TL)
q)− =
1
p+ q
[
q(−8q + 2)∂++aXaY + 4q(2p + 1)aX∂++aY + 2iqD+aXD+aY
]
(TL)
p+q ,
(aXTG(TL)
p, aY TG(TL)
q)− =[−(8q + 4)∂++aXaY + (8p+ 4)aX∂++aY + 2iD+aXD+aY ]TG(TL)p+q ,
where the parameter ghosts aX and aY have the appropriate spins and parities (they
stand for different ghosts in each bracket!).
Thus the algebra closes and is finite, since a high enough power of TL vanishes. The
Jacobi identities don’t imply any relations between the currents.
6.5 G2 manifolds
A G2 manifold has a covariantly constant form ϕ that in an orthogonal basis looks like
ϕ = dx123 + dx145 + dx167 + dx246 − dx257 − dx356 − dx347 , (6.65)
where dx123 = dx1 ∧ dx2 ∧ dx3, etc.. The other covariantly constant form is the dual (see
(2.50)):
∗ϕ = dx4567 + dx2367 + dx2345 + dx1357 − dx1346 − dx1247 − dx1256 . (6.66)
We’ll normalize the two currents associated with these forms as
TL = 3!ϕijkD+X
ijk and TM = 4! ∗ ϕijklD+Xijkl . (6.67)
The Jacobi identities imply the following relations:
⊲ (aMTM , (a
LTL, a
LTL)−)− + cyclic ≡ 0 implies
TGTM = − i
3
TLD+TL , (6.68)
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⊲ (aMTM , (a
MTM , a
MTM )−)− ≡ 0 implies
∂++TMTM ≡ 0 , D+TMTM ≡ 0 , (6.69)
⊲ (aLTL, (a
MTM , a
MTM )−)− + cyclic ≡ 0 implies
4TMD+TL = −3D+TMTL ≡ 0 , 4TM∂++TL = −3∂++TMTL ≡ 0 , (6.70)
D+TLD+TM ≡ 0 . (6.71)
All of these imply non-trivial relations between the basic symmetry transformations.
Relations (6.70) are very much like (6.30) and (6.31) in the CY case. Also,
TLTM ∝ V ol , (6.72)
analogously to (6.32) in the CY case. The difference is that the CY relations are not
implied by the Jacobi identities.
The algebra closes in a field dependent manner as follows:
(aLTL, a
LTL)− = −
[
18aLD+a
L
]
TM , (6.73)
(aMTM , a
MTM )− = −
[
128iaMaM
]
TGTM =
123
3
[
aMaM
]
TLD+TL ,
(aLTL, a
MTM )− =
[
96iaLaM
]
TGTL .
In the second line I have made use of relation (6.68).
Taking the antibracket of the composite current TGTL with the basic currents yields:
(aMTM , a
GLTGTL)− =(a
MTM , a
GMTGTM )− = 0 , (6.74)
(aLTL, a
GMTGTM )− =12
[
∂++a
GMaL + aGM∂++a
L − i
2
D+a
GMD+a
L
]
TMTL ,
(aLTL, a
GLTGTL)− =
1
3
[−20D+aLaGL − 16aLD+aGL]TGTM
+
[
aGLaL
](−16
3
D+TGTM − 11
3
TGD+TM − 4∂++TLTL
)
.
In the last antibracket a current containing derivatives has been generated; it has been
put into primary form.2
As in the CY3 case, it is easier to integrate by parts and work with
−9D+TGTM − 4∂++TLTL . (6.76)
Taking the antibracket of this current with TL yields
(aLTL, a
X(−9D+TGTM − 4∂++TLTL))− = (6.77)
18
[
24D+a
L∂++a
X +D+∂++a
XaL + 8D+∂++a
LaX − 8D+aX∂++aL
]
TMTL
+ 18
[
aXaL
]
(4∂++D+TLTM + 3D+∂++TMTL) .
The current on the second line is obviously primary, but the one on the third line can’t
be forced into primary form.
So, much like the CY3 case, the G2 algebra doesn’t seem to be finitely generated.
2It is necessary to make use of relation (6.68) in showing that this current is primary. A general
primary current is of the form
AD+TGTM +B∂++TLTL + CTGD+TM , (6.75)
with the three parameters obeying 10A− 6B − 8C = 0.
106 Special holonomy algebras
6.6 Spin(7) manifolds
Spin(7) manifolds are characterized by the existence of a covariantly constant self-dual
form Ψ, which in an orthonormal frame looks like
Ψ =dx1234 + dx1256 + dx1278 + dx1357 − dx1368 − dx1458 − dx1467 (6.78)
− dx2358 − dx2367 − dx2457 + dx2468 + dx3456 + dx3478 + dx5678 .
The algebra generated by TG and the current related to this form,
TM = 4!ΨijklD+X
ijkl , (6.79)
closes as a W -algebra:
(aMTM , a
MTM )− = −
[
96iaMaM
]
TGTM , (6.80)
and TM transforms as a superconformal primary.
The antibracket of the composite current TGTM with TM is:
(aMTM , a
GMTGTM )− = (6.81)[−3aM∂++aGM + 6aGM∂++aM + iD+aGMD+aM] (TM )2 .
(TM )
2 is an 8-form, and must therefore be proportional to the volume form. Being an
L-type current, it transforms as a superconformal primary (5.52). The current TGTM is
also a superconformal primary:
(aGTG, a
GMTGTM )− = (6.82)[−12∂++aGaGM + 4aG∂++aGM + 2iD+aGD+aGM]TGTM .
The rest of the antibrackets vanish.
The Jacobi identity doesn’t imply any relations between the transformations, a prop-
erty which Spin(7) shares with with SU(n), n ≥ 5. A property shared with SU(3) is
that the linearized Spin(7) algebra makes use of all the possible non-derivative currents.
6.7 Generalized Nijenhuis forms
In this section we analyze the properties of the generalized Nijenhuis form (5.32),
N[pi2...ilj2...jm] ≡ N(L,M) := 2Hab[pLai2...ilM bj2...jm] −
1
3
H[pi2j2Ui3...ilj3...jm] , (6.83)
for all the holonomy groups that appear in the Berger list. The reader is reminded that
for l = m and l odd N vanishes. Since N is covariantly constant, in general we can expect
a reduction of the G-structure. In what follows it is shown that this only happens for the
complex structure Nijenhuis form and in the Sp(k) case. For Sp(k) · Sp(1) we show that
N vanishes for D ≤ 8, and is non-zero for D = 12. In other cases N either vanishes, or
is built up from the original covariantly constant forms.
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6.7.1 U(m); D = 2m
The holonomy group is associated with an almost complex structure I, and we have the
usual Nijenhuis form. This case has been studied in detail in [46]. In a unitary frame
basis the torsion can be decomposed into (3, 0) and (2, 1) components, together with their
complex conjugates. It is easy to see that the Nijenhuis form is proportional to the (3, 0)
plus (0, 3) part of H.3 Although the Nihenhuis form is identically covariantly constant,
it still implies a further reduction of the structure group. In particular, for m = 3 the
structure group is automatically SU(3).
6.7.2 SU(m);D = 2m
In addition to an almost complex structure, the SU(m) holonomy group is associated
with two real m-forms, L and L̂, which are the real and imaginary parts of a complex
(m, 0) form (see 6.20). In this case we have a number of possible Nijenhuis forms, N(I, L),
N(I, L̂), N(L,L), N(L̂, L̂), N(L, L̂), as well as N(I, I) which we will write as N (I). Apart
from N (I) it turns out that the only non-vanishing ones are N(I, L) and N(I, L̂), and
these are given in terms of N (I), L, and L̂. Therefore the only further reduction of the
structure group is due to the presence of the (3, 0) + (0, 3) form N (I).
As an example we sketch the proof that N(L,L) vanishes for m even (it is identically
zero for m odd). This is a (2m− 1)-form so that it is convenient to look at its one-form
dual. The (2m − 4)-form U is proportional to Im−2 in this case, so that the dual of the
second term in N (6.83) is proportional to I2ijklH
jkl. To evaluate the dual of the first
term we use the fact that L is self-dual for m even to arrive at an expression of the form
L
p1...pm−2
ij Lklp1...pm−2H
jkl ∝ I2ijklHjkl. A careful evaluation shows that the two terms
cancel, as indeed they must since I2ijklH
jkl is not covariantly constant in general. The
vanishing of N(L̂, L̂) and N(L, L̂) can be verified in a similar fashion.
Now consider N(I, L). In this case U = 0 since it involves the double contraction of
I and L which are of different type with respect to the almost complex structure. It is
again easier to look at the dual, which is an l-form, with l = m− 1. We find, for m even,
∗Ni1...il =
1
m
(
lH[i1
jkL̂jki2...il] + Lki1...ilI
pqHpq
k
)
. (6.84)
Because L and L̂ are both of type (m, 0) + (0,m), it follows that this expression can be
either (l, 0), or (l− 1, 1), or complex conjugates. It is not difficult to verify that the (l, 0)
part vanishes and this implies that only the (3, 0) + (0, 3) components of H contribute.
But this is just N (I), so we find
∗Ni1...il =
l
4(l + 1)
N
(I)
[i1
jkL̂jki2...il] . (6.85)
Similar expressions can be derived for m odd and for N(I, L̂). These forms, although
non-zero, are generated from the original set together with N (I) so that there is no further
reduction of the structure group.
3This provides another way of seeing that it is covariantly constant, as the curvature tensor is pure on
its Lie algebra indices, and therefore mixed when one of them is lowered.
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6.7.3 Sp(k); D = 4k
Target spaces of this type could be called almost hyper-Ka¨hler manifolds. There is a set
of Nijenhuis three-forms given by
N rsijk = δ
rsHijk − 3Hlm[i(Ir)lj(Is)mk] , (6.86)
where {Ir} is a set of three almost complex structures obeying the algebra of the imaginary
quaternions (6.33).
These forms do not vanish. One way of understanding their content is to write a real
vector index i = 1 . . . 4k as a pair i → αi, where now i = 1 . . . 2k and α = 1, 2. The
latter index is acted on by the rigid Sp(1) while the former is acted on by Sp(k). In this
notation a general three-form H can be written
Hijk → Hαiβjγk = H(αβγ)[ijk] + ǫαγH ′βjki + ǫβγH ′αkij . (6.87)
The H-tensor on the right has the indicated symmetries while H ′ijk is antisymmetric on
the first two indices with the totally antisymmetric part being zero. In the Nijenhuis
forms, this part of H drops out and so they are determined by Hαβγijk. In detail,
N rsαiβjγk = (σ
r)(α
δ(σs)β
ǫHγ)δǫijk . (6.88)
6.7.4 Sp(k) · Sp(1); D = 4k
Manifolds of this type can be called almost quaternionic Ka¨hler spaces. The only Nijen-
huis form is the 7-form N(L,L) arising from the four-form L. In D = 8 one can show that
it is identically zero. This can be proven using the index pair notation of the previous
section; for k = 2, i.e. in dimension 8, the dual can only be proportional to LijklH
jkl.
Since this object is not covariantly constant the constant of proportionality must be zero.
For D = 12 one can show that the dual is covariantly constant, so there is no reason
to assume that N(L,L) vanishes in general. In higher dimensions calculations become
prohibitively difficult.
6.7.5 Spin(7) and G2
For Spin(7) the only possible Nijenhuis form, N(Ψ,Ψ), vanishes. As in the previous
example, its dual could only be ΨijklH
jkl and this is not covariantly constant in general.
For G2 there is a three-form ϕ and its dual four-form ∗ϕ, and the only non-zero Ni-
jenhuis form is N(ϕ, ∗ϕ). This a seven-form which is equal to the volume form multiplied
by a constant times ϕijkH
ijk. It is easy to see that this function is constant due to the
structure of the g2 Lie algebra.
6.8 Discussion
We have seen that all the special holonomy algebras can be linearized, except G2 and
SU(3), which are the cases of most physical interest. Thus we can attempt a cohomo-
logical analysis (see 3.8) in all except these two cases. There are a few other points we
potentially need to worry about, listed in the setting of a general theory on page 62.
Regarding the restoration of normalization conditions, in the context of string theory
the desired condition is that the superconformal anomaly vanishes. We know that there
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are relations between the superconformal and the non-linear currents for the SU(N)
(6.27) and G2 (6.68) cases. Excluding the possibility that there is a genuine anomaly in
the full algebra, one would expect the spurious anomalies in the L-type transformations
to be related to the superconformal anomaly, in which case it would be consistent to keep
the desired normalization condition.
One would expect that anomalies can also be related in the Ricci flat cases when there
are no relations between currents at the classical level; one possible mechanism would be
via operator mixing. We know, for example, that it occurs for Spin(7) [60]: in order to
close the OPE one has to consider a combination of TG and TL. Since for Spin(7) there
are no relations between TG and TL, perhaps this sort of mixing is necessary in order for
the conformal anomaly to be related to anomalies in the non-linear symmetries. However,
there is no reason to expect that operator mixing can affect the calculation of possible
anomalies in the invariance of the action.
Regarding the issue of non-renormalizable sources, a priori one would expect that
local terms nonlinear in the antifields are generated by quantum corrections. For the
special holonomy σ-models this doesn’t happen because Lorentz invariance forbids such
terms from being generated.
When computing the path integral of the d = 2 σ-model it is of great benefit for the
Green functions to be manifestly covariant. To achieve this a non-linear split between
the background and quantum fields is necessary. There is a non-linear symmetry related
to this split, and the Ward identities of this symmetry are anomaly free [100, 26]. When
introducing extra symmetries one should in principle check that they are compatible with
the non-linear splitting Ward identity. Provided this works, one can calculate possible
anomalies using the usual BV methods. Although a full analysis would involve the above
steps it is nevertheless not unreasonable to look at the potential anomalies of the back-
ground field effective action with no external quantum lines [96]. If one makes a special
holonomy transformation of the background field accompanied by the appropriate trans-
formation of the quantum field, the local action in the path integral is invariant and the
change in the quantum field can be absorbed by a field redefinition in the path integral.4
The reason why it’s so hard to get a handle on CY3 and G2 manifolds remains
somewhat mysterious. There are a few points that should be mentioned here.
⊲ These are the only linearized special holonomy algebras generating non-primary
fields at the classical level - other algebras do so only via quantum effects in the
OPE [60]. In the CY case the generation of non-primary fields should be related
to the result that the TM and TM currents generally map primary fields into non-
primary ones (see [68]).
⊲ SU(3) structure comes out naturally via the Nijenhuis tensor when the latter doesn’t
vanish (see 6.7.2). But if the torsion isn’t constrained one has the same problems
with linearizing the algebra as for CY3.5
4The statement in [100] that non-linear symmetries in the original σ-model fields linearize in terms
of the quantum fields holds only for symmetries related to Killing vectors in the target space. L-type
symmetries are not of this type, and remain non-linear when written in terms of the quantum field. In
fact, a generic CY manifold doesn’t have any Killing vectors.
5There is a classification of torsion classes [41, 126, 77], but none of the cases simplify the algebra in
a non-trivial way. The nearly-Ka¨hler case comes close, but the metric is non-zero only if we require that
dH 6= 0. This happens for the Heterotic case, but
dH = α′Tr(R ∧R − F ∧ F ) , (6.89)
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⊲ The work of Bonneau [30] indicates that there is a potential anomaly in the rigid
N = 2 algebra only when the background is CY3.
An interesting observation is that the CY algebras have linear subalgebras generated
by the currents TG, TI , and TM (see 6.2). These subalgebras can clearly be analyzed in
all cases, including CY3. It is the complex currents that are related to the squares of the
spectral flow operator by ±1 [68], and therefore it seems that commuting the spectral
flows in two directions is related to the complications that occur for CY3.6
Finally I would like to mention that TM is a chiral supercurrent, and as such one
may expect that it is protected, analogously to short operators in four dimensional su-
perconformal field theories. We are not aware at the moment of an argument that this is
so in d = 2, but it would be consistent with results from the CFT side that the special
holonomy algebras are unique.7
The conclusion is that the linearized classical special holonomy algebras enable a
direct application of cohomological techniques to anomalies in the invariance of the action.
The calculation of potential anomalies in the algebra is more involved, with quite a few
additional issues needing consideration. Expressing the OPE via an extended action
involves gauging the symmetries, and will be discussed in more detail in Chapter 8 (see
8.6).
which implies the metric itself has to be of order α′, and so perturbative analysis breaks down.
6The analogous subalgebra in the G2 case is the tri-critical Ising model [158].
7They are determined by conformal bootstrap techniques. See [27, 28].
Chapter 7
Special holonomy σ-models with boundaries
We shall discuss two-dimensional (1, 1) supersymmetric σ-models with boundaries, with
extra symmetries corresponding to covariantly constant tensors in the target space, fo-
cusing in particular on the cases of special holonomy (see Chapter 6).1 In a series of
papers [3, 5, 125, 124, 4] classical supersymmetric σ-models with boundaries have been
discussed in detail and it has been shown how the fermionic boundary conditions involve
a locally defined tensor R which determines the geometry associated with the boundary.
In particular, in the absence of torsion, one finds that there are integral submanifolds
of the projector P = 12(1 + R) which have the interpretation of being branes where the
boundary can be located. These papers considered (1, 1) and (2, 2) models and the anal-
ysis was also extended to models of this type with torsion where the intepretation of R is
less straightforward. The main purpose of this chapter is to further extend this analysis
to include symmetries associated with certain holonomy groups or G-structures. We shall
discuss models both with and without torsion.
Torsion-free σ-models with boundaries on manifolds with special holonomy were first
considered in [18] where it was shown how the identification of the left and right currents
on the boundary has a natural interpretation in terms of calibrations and calibrated sub-
manifolds. Branes have also been discussed extensively in boundary CFT [155], including
the G2 case [151], and in topological string theory [25].
The main new results in this chapter concern boundary (1, 1) models with torsion or
with a gauge field on the brane. There is no analogue of Berger’s list in the case of torsion
but we can nevertheless consider target spaces with specific G-structures which arise due
to the presence of covariantly constant forms of the same type. In order to generalise the
discussion from the torsion-free case we require there to be two independent G-structures
specified by two sets of covariantly constant forms {l+, l−} which are covariantly constant
with respect to two metric connections {Γ+,Γ−} and which have closed skew-symmetric
torsion tensors T± = ±H, where H = db, b being the two-form potential which appears
in the σ-model action (4.71). This sort of structure naturally generalises the notion
of bi-Hermitian geometry which occurs in N = 2 σ-models with torsion [67, 99] and
which has been studied in the boundary σ-model context in [125]. We shall refer to
this type of structure as a bi-G-structure. The groups G which are of most interest
from the point of view of spacetime symmetry are the groups which appear on Berger’s
list and for this reason we use the term special holonomy. Bi-G-structures are closely
related to the generalized structures which have appeared in the mathematical literature
[93, 85, 172]. These generalized geometries have been discussed in the N = 2 σ-model
context [122, 113, 179]. In a recent paper they have been exploited in the context of
branes and generalized calibrations.
We shall show that, in general, the geometrical conditions implied by equating the
1This chapter has virtually the same content as the publication by Paul Howe, Ulf Lindstro¨m, and
myself [95].
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left and right currents on the boundary lead to further constraints by differentiation and
that these constraints are the same as those which arise when one looks at the stability
of the boundary conditions under symmetry transformations. It turns out, however, that
these constraints are automatically satisfied by virtue of the target space geometry.
We then study the target space geometry of some examples, in particular bi-G2,
bi-SU(3), and bi-Spin(7) structures. Structures of this type have appeared in the super-
gravity literature in the context of supersymmetric solutions with flux [72, 79, 78].
This chapter is organized as follows: in 7.1 we review the basics of boundary σ-models,
in 7.2 we discuss additional symmetries associated with special holonomy groups or bi-G-
structures, in 7.3 we examine the consistency of the boundary conditions under symmetry
variations, in 7.4 we look at the target space geometry of bi-G structures, and in 7.5 we
look at some examples of solutions of the boundary conditions for the currents defined
by the covariantly constant forms.
7.1 Review of basics
We write the (1, 1) supersymmetric σ-model action (4.71) as
S =
∫
d2zeijD+X
iD−X
j , (7.1)
where
eij := Gij + bij , (7.2)
b being a two-form potential with field strength H = db on the n-dimensional Riemannian
target space (M, G). As well as the usual Levi-Civita connection ∇, there are two natural
metric connections ∇± with torsion (4.76),
Γ
i(±)
jk = Γ
i
jk ±
1
2
H ijk . (7.3)
The torsion tensors of the two connections are given by
T
i(±)
jk = ±H ijk , (7.4)
so that the torsion is a closed three-form in either case.
In the presence of a boundary, ∂Σ, it is necessary to add additional boundary terms
to the action (7.2) when there is torsion [5]. The boundary action is
Sbdry =
∫
∂Σ
aiX˙
i +
i
4
bij(ψ
i
+ψ
j
+ + ψ
i
−ψ
j
−) , (7.5)
where ai is a gauge field which is defined only on the submanifold where the boundary
σ-model field maps takes its values. Note that the boundary here is purely bosonic so that
the fields are component fields, ψi± := D±X
i|, the vertical bar denoting the evaluation
of a superfield at θ = 0).2 The boundary term ensures that the action is unchanged if
we add dc to b provided that we shift a to a− c. The modified field strength F = f + b,
where f = da, is invariant under this transformation. In the absence of a b-field one can
still have a gauge field on the boundary.
2In what follows we shall use Xi to mean either the superfield or its leading component; it should be
clear from the context which is meant.
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In the following we briefly summarise the approach to boundary σ-models of references
[3, 5, 125, 124, 4]. We impose the standard boundary conditions [37] on the fermions,
ψi− = ηR
i
jψ
j
+ , η = ±1 , on ∂Σ . (7.6)
We shall also suppose that there are both Dirichlet and Neumann directions for the
bosons. That is, we assume that there is a projection operator Q such that
QijδX
j = QijX˙
j = 0 , (7.7)
on ∂Σ. If F = 0, parity implies that R2 = 1, so that Q = 12(1−R), while P := 12(1 +R)
is the complementary projector. In general, we shall still use P to denote 12 (1 + R) and
the complementary projector will be denoted by π, π := 1−Q. We can take Q and π to
be orthogonal
πki GklQ
l
j = 0 . (7.8)
Equation (7.7) must hold for any variation along the boundary. Making a supersym-
metry transformation we find
QR+Q = 0 . (7.9)
On the other hand, the cancellation of the fermionic terms in the boundary variation (of
S + Sbdry), when the bulk equations of motion are satisfied, requires
Gij = GklR
k
iR
l
j . (7.10)
Using this together with orthogonality one deduces the following algebraic relations,
QR = RQ = −Q , QP = PQ = 0 ,
πP = Pπ = P , πR = Rπ . (7.11)
Making a supersymmetry variation of the fermionic boundary condition (7.6) and
using the equation of motion for the auxiliary field, F i := ∇(+)− D+Xi|, namely F i = 0,
we find the bosonic boundary condition3
i(∂−−X
i −Rij∂++Xj) = (2∇˜jRik − P ilH ljmRmk)ψj+ψk+ , (7.12)
where ∇˜ is defined by
∇˜i := P ji∇j . (7.13)
Combining (7.12) with the bosonic boundary condition arising directly from the vari-
ation we find
Êji = ÊikR
k
j , (7.14)
where
Eij := Gij + Fij , (7.15)
and the hats denote a pullback to the brane,
Êij := π
k
iπ
l
jEkl . (7.16)
From (7.14) we find an expression for R,
Rij = (Ê
−1)ikÊjk −Qij , (7.17)
3The occurrence of (combinations of) field equations as boundary conditions is discussed in [123].
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where the inverse is taken in the tangent space to the brane, i.e.
(Ê−1)ikÊkj = π
i
j . (7.18)
We can multiply equation (7.12) with Q to obtain
P l[iP
m
j]∇lQkm = 0 . (7.19)
Using (7.11) we can show that this implies the integrability condition for π,
πl[iπ
m
j]∇lQkm = 0 . (7.20)
This confirms that the distribution specified by π in TM is integrable and the bound-
ary maps to a submanifold, or brane, B. However, in the Lagrangian approach adopted
here, this is implicit in the assumption of Dirichlet boundary conditions. When F = 0 the
derivative of R along the brane is essentially the second fundamental form, K. Explicitly,
Kijk = P
l
jP
m
k∇lQim = P lj∇˜kQil . (7.21)
The left and right supercurrents are (4.90) and (4.97),
TG+++ : = Gij∂++X
iD+X
j − i
6
HijkD+3X
ijk , (7.22)
TG−−− : = Gij∂−−X
iD−X
j +
i
6
HijkD−3X
ijk . (7.23)
The conservation conditions are
D−TG+++ = D+TG−−− = 0 , (7.24)
on-shell. The superpartners of the supercurrents are the left and right components of
the energy-momentum tensor, D+TG+++, and D−TG−−− respectively. If one demands
invariance of the total action under supersymmetry one finds that, on the boundary, the
currents are related by
TG+++ = ηTG−−− , (7.25)
D+TG+++ = D−TG−−− . (7.26)
The supercurrent boundary condition has a three-fermion term which implies the vanish-
ing of the totally antisymmetric part of
2Yi:jk + P
l
iHljmR
m
k +
1
6
(Hijk +HlmnR
l
iR
m
jR
n
k) , (7.27)
where
Yi:jk := (R
−1)jl∇˜iRlk , (7.28)
and : is being used to indicate that the indices to the right and left are being distinguished
according to their symmetry properties.
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7.2 L-type symmetries on the boundary
A general variation of (7.1), neglecting boundary terms, gives
δS =
∫
d2z2GijδX
i∇(+)− D+Xj
= −
∫
d2z 2GijδX
iGij∇(−)+ D−Xj . (7.29)
The additional symmetries we shall discuss are L-type symmetries (see Chapter 5)4,
δ±X
i = a±lL
i(±)
j1...jl
D±lX
j1...jl , D±lX
j1...jl := D±X
j1 . . . D±X
jl , (7.30)
where L(±) are vector-valued l-forms such that
l(±)i1...il+1 := Gi1jL
j(±)
i2...il+1
(7.31)
are (l + 1)-forms which are covariantly constant with respect to ∇(±). We shall be
interested to extending L-type symmetries to the boundary.
As shown in 5.1, a left transformation of this type gives
δS =
∫
d2z2a+ll(+)i1...il+1D+lX
i2...il+1∇(+)− D+Xi1
=
∫
d2z
2
l + 1
a+ll(+)i1...il+1∇(+)− D+(l+1)Xi1...il+1
=
∫
d2z(−1)lD−
(
2
l + 1
a+ll(+)i1...il+1D+(l+1)X
i1...il+1
)
, (7.32)
where the last step follows from covariant constancy of l(+) and the chirality of the
parameters,
D−a
+l = D+a
−l = 0 . (7.33)
Hence these transformations are symmetries of the σ-model without boundary. In the
torsion-free case the ls will be the forms which exist on the non-symmetric Riemannian
manifolds on Berger’s list (see 2.3). There is no such list in the presence of torsion but the
same forms will define reductions of the structure group to the various special holonomy
groups. In order to preserve the symmetry on the boundary we must have both left and
right symmetries so there must be two independent such reductions. Thus we can say
that we are interested in boundary σ-models on manifolds which have bi-G-structures.
The l-forms can be used to construct currents L
(±)
±(l+1) (5.4),
L
(±)
±(l+1) := l
(±)
i1...il+1D±(l+1)X
i1...il+1 (7.34)
If we make both left and right transformations of the type (7.30) we obtain
δS =
2(−1)l
l + 1
∫
d2σD+D−
(
D−(a
+lL
(+)
±(l+1))−D+(a−lL−−(l+1))
)
=
i(−1)l+1
l + 1
∫
∂Σ
(
D+(a
+lL
(+)
±(l+1))−D−(a−lL−−(l+1))
)
. (7.35)
4In this chapter we work with conventional parameters with correct spin-statistics, not ghostly pa-
rameters. Also, the indices are labeled slightly differently than in Chapter 5: what was l there is l + 1
here.
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In order for a linear combination of the left and right symmetries to be preserved in the
presence of a boundary, the parameters should be related by
a+l = ηLa
−l , (7.36)
D+a
+l = ηηLD−a
−l , (7.37)
on the boundary, where ηL = ±1.5 This implies that the currents and their superpartners
should satisfy the boundary conditions
L
(+)
+(l+1) = ηηLL
(−)
−(l+1) (7.38)
D+L
(+)
+(l+1) = ηLD−L
(−)
−(l+1) . (7.39)
The boundary condition (7.38) implies
l(+)i1...il+1 = ηLη
ll(−)j1...jl+1R
j1
i1 . . . R
jl+1
il+1 . (7.40)
7.3 Consistency
In this section we shall examine the consistency of the boundary conditions, i.e we inves-
tigate the orbits of the boundary conditions under symmetry variations to see if further
constraints arise. We shall show that the supersymmetry variation of the L-boundary
condition (7.38) and the L-variation of the fermion boundary condition (7.6) are auto-
matically satisfied if (7.40) is.
To see this we differentiate (7.40) along B to obtain
Y (+)k:[i1
ml(+)i2...il+1]m = 0 , (7.41)
where
Y (+)i:jk := (R
−1)jl(∇˜(+)i Rlk −H limRmk) . (7.42)
Note that we have contracted the derivative with P rather than π; this is permissible
due to the fact that Pπ = πP = P . Equation (7.41) says that Y (+), regarded as a
matrix-valued one-form, takes its values in the Lie algebra of the group which leaves the
form l(+) invariant. The constraint corresponding to the superpartner of the L-current
boundary condition is just the totally antisymmetric part of (7.41).
We now consider the variation of the fermionic boundary condition underL-transformations.
We need to make both left and right transformations, which together can be written
δXi = 2a+lP ikL
k(+)
j1...jl
D+lX
j1...jl (7.43)
= 2a−lP ikL
k(−)
j1...jl
D−lX
j1...jl . (7.44)
A straightforward computation yields
(2∇˜[kRim] − P inHn[k|p|Rpm])Lk(+)j1...jlD+(l+1)Xj1...jlm = 0 . (7.45)
We define
Z
(+)
i:jk = (R
−1)il(2∇˜[jRlk] + P lmHmn[jRnk]) , (7.46)
5In the case that there is one pair of L tensors.
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which is the term in the bracket in (7.45) multiplied by R−1. We claim that
Y
(+)
i:jk = Z
(+)
i:jk . (7.47)
This can be proved using (7.27) with the aid of a little algebra. Thus we have shown
that, if the boundary conditions (7.40) are consistent, then the constraints following from
supersymmetry variations of the L-constraints and from L-variations of the fermionic
boundary condition are guaranteed to be satisfied.
If l(+) = l(−) := l the boundary condition (7.40) typically implies that ±R is an
element of the group which preserves l. If this is the case, then (7.41) becomes an
identity. However, it can happen that R is not an element of the invariance group but
that R−1dR still takes its values in the corresponding Lie algebra. For example, if l is
the two-form of a 2m-dimensional Ka¨hler manifold and the sign ηLη = −1, R is not an
element of the unitary group but, since it must have mixed indices, it is easy to see that
R−1dR is itself u(m)-valued.
A similar argument applies in the general case, when l(+) 6= l(−). In the next section
we discuss how the plus and minus forms are related by an element V of the orthogonal
group (see (7.53)). Thus equation (7.40) can be written
l(−)i1...il+1 = ηLη
ll(−)j1...jl+1R̂
j1
i1 . . . R̂
jl+1
il+1 , (7.48)
where R̂ := RV −1. If we differentiate (7.48) along the brane with respect to the minus
connection we can then use the above argument applied to R̂.
7.4 Target space geometry
In this section we discuss the geometry of the σ-model target space in the presence of
torsion when the holonomy groups of the torsionfull connections ∇(±) are of special type,
specifically G2, Spin(7), and SU(3). We use only the data given by the σ-model and use
a simple approach based on the fact that there is a transformation which takes one from
one structure to the other. We begin with G2 and then derive the other two cases from
this by dimensional reduction and oxidation.
7.4.1 G2
In this case we have a seven-dimensional Riemannian manifold (M, G), with two G2-forms
ϕ(±) which are covariantly constant with respect to left and right metric connections
∇(±) such that the torsion tensor is ±H. G2 manifolds with torsion have been studied
in the mathematical literature [66, 65] and have arisen in supergravity solutions [72]. Bi-
G2-structures have also appeared in this context and have been given an interpretation
in terms of generalized G2-structures [172]. They can be studied in terms of a pair
of covariantly constant spinors from which one can construct the G2-forms, as well as
other forms, as bilinears. We will not make use of this approach here, preferring to use
the tensors given to us naturally by the σ-model. As noted in [72] there is a common
SU(3) structure associated with the additional forms. We shall derive this from a slightly
different perspective here.
In most of the literature use is made of the dilatino Killing spinor equation which
restricts the form of H. The classical σ-model does not require this restriction as the
dilaton does not appear until the one-loop level. The dilatino equation is needed in order
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to check that one has supersymmetric supergravity solutions but is not essential for our
current purposes.
For G2 there are two covariantly constant forms, the three-form ϕ and its dual four-
form ∗ϕ (we shall drop the star when using indices). The metric can be written in terms
of them. A convenient choice for ϕ is
ϕ =
1
3!
ϕijke
ijk = e123 − e1(e47 + e56) + e2(e46 − e57)− e3(e45 + e67) . (7.49)
This form is valid in flat space or in an orthonormal basis, the eis being basis forms.
Another useful way of think about the G2 three-form is to write it in a 6 + 1 split. We
then have
ϕijk = lijk ,
ϕij7 = ωij ,
ϕijk7 = −l̂ijk , (7.50)
where i, j, k = 1 . . . 6, and {l, l̂, ω} are the forms defining an SU(3) structure in six
dimensions. The three-forms l and l̂ are the real and imaginary parts respectively of a
complex three-form Ω which is of type (3, 0) with respect to the almost complex structure
defined by ω.
On a G2 manifold with skew-symmetric torsion, the latter is uniquely determined in
terms of the Levi-Civita covariant derivative of ϕ [66, 65]. This follows from the covariant
constancy of ϕ with respect to the torsionfull connection.
Now suppose we have a bi-G2-structure. The two G2 three-forms are related to one
another by an SO(7) transformation, V . If we start from ϕ(−) this will be determined up
to an element of G
(−)
2 . So we can choose a representative to be generated by an element
w ∈ so(7) of the coset algebra with respect to g(−)2 . This can be written
wij = ϕ
(−)
ijk v
k (7.51)
and V = ew. The vector v will be specified by a unit vector N and an angle α. It is
straightforward to find V ,
V ij = cosαδ
i
j + (1− cosα)N iNj + sinαϕi(−)jk Nk . (7.52)
Using
ϕ(+) = ϕ(−)V 3 , (7.53)
where one factor of V acts on each of the three indices of ϕ, we can find the relation
between the two G2 forms explicitly,
ϕ
(+)
ijk = Aϕ
(−)
ijk +Bϕ
(−)
ijklN
l + 3Cϕ
(−)
[ij
lNk]Nl , (7.54)
where
A = cos 3α , B = sin 3α , C = 1− cos 3α . (7.55)
The dual four-forms are related by
ϕ
(+)
ijkl = (A+ C)ϕ
(−)
ijkl − 4Bϕ(−)[ijkNl] − 4Cϕ
(−)
[ijk
mNl]Nm . (7.56)
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The angle α is related to the angle between the two covariantly constant spinors. To
simplify life a little we shall follow [72] and choose these spinors to be orthogonal, which
amounts to setting cos α2 = 0. We then find
ϕ
(+)
ijk = −ϕ(−)ijk + 6ϕ(−)[ij lNk]Nl (7.57)
and
ϕ
(+)
ijkl = ϕ
(−)
ijkl − 8ϕ(−)[ijkmNl]Nm . (7.58)
We can use the vector N to define an SU(3) structure as above. We set
ω = iNϕ
(−) , l = ϕ(−) − ω ∧N , l̂ = iN ∗ ϕ(−) . (7.59)
The three-form l̂ is the six-dimensional dual of l and the set of forms {ω, l, l̂} is the usual
set of forms associated with an SU(3) structure in six dimensions. For the plus forms we
have
iNϕ
(+) = ω ,
ϕ(+) − ω ∧N = −l ,
iN ∗ ϕ(+) = −l̂ . (7.60)
Thus a bi-G2-structure is equivalent to a single G2 structure together with a unit
vector (and an angle to be more general). The unit vector N then allows one to define
a set of SU(3) forms as above. In [72] it is shown that the projector onto the six-
dimensional subspace is integrable, but this presupposes that the dilatino Killing spinor
equation holds. Since we make no use of this equation it need not be the case that
integrability holds.
It is straightforward to construct a covariant derivative ∇̂ which preserves both G2
structures. This connection has torsion but this is no longer totally antisymmetric. It is
enough to show that the covariant derivatives of N and ϕ(−) are both zero. If we write
∇̂iNj = ∇(−)i Nj − Si:jkNk , (7.61)
where Si:jk = −Si:kj, then these conditions are fulfilled if
Si:jk =
1
2
Hijk +
1
4
Hi
lmϕ
(−)
lmjk −
3
2
HilmΠ
l
jΠ
m
k − 3
4
Hi
lmϕmijklnN
nNm . (7.62)
Here Πij := δ
i
j −N iNj is the projector transverse to N .
7.4.2 SU(3)
Manifolds with SU(3) × SU(3) have arisen in recent studies of supergravity solutions
with flux [79, 80, 78]. They have also been discussed in a recent paper on generalized
calibrations [115]. A bi-SU(3) structure on a six-dimensional manifold is given by a pair
of a pair of forms {ω(±),Ω(±)} of the above type which are compatible with the metric.
If the σ-model algebra closes off-shell the complex structures will be integrable. The
transformation relating the two structures can be found using a similar construction to
that used in the G2 case. However, we can instead derive the relations between the plus
and minus forms by dimensional reduction from G2. To this end we introduce a unit
vector N ′, which we can take to be in the seventh direction, and define the SU(3) forms
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as in equation (7.50) above. We consider only the simplified bi-G2-structure and we also
then take the unit vector N to lie within the six-dimensional space. The unit vector N
now defines an SO(6) transformation. The relations between the plus and minus forms
are given by
ω
(+)
ij = −ω(−)ij + 4ω(−)[i kNj]Nk ,
l
(+)
ijk = −l(−)ijk + 6l[ij lNk]Nl ,
l̂
(+)
ijk = l̂
(−)
ijk − 6l̂(−)[ij lNk]Nl . (7.63)
We can rewrite this in complex notation if we introduce the three-forms Ω(±) :=
l(±) + il̂(±) and split N into (1, 0) and (0, 1) parts, n, n¯. So,
Ni = ni + n¯i , iωijN
j = ni − n¯i . (7.64)
Note that n · n¯ = 12 . Then equations (7.63) are equivalent to
ω
(+)
ij = −ω(−)ij − 2in[in¯j] ,
Ω
(+)
ijk = 6Ω¯
(−)
[ij
lnk]nl . (7.65)
This type of bi-SU(3)-structure is therefore equivalent to a single SU(3) structure to-
gether with a normalised (1, 0)-form.
7.4.3 Spin(7)
A Spin(7) structure on an eight-dimensional Riemannian manifold is specified by a self-
dual four-form Ψ of a certain type. In a given basis its components can be constructed
from those of the G2 three-form. Thus
Ψabcd = ϕabcd and Ψabc8 = ϕabc , (7.66)
where, in this section, a, b, . . . run from 1 to 7 and i, j, . . . run from 1 to 8. Spin(7) geom-
etry with skew-symmetric torsion has been discussed [66, 107] and generalized Spin(7)
structures have also been studied [172]. A bi-Spin(7)-structure on a Riemannian manifold
consists of a pair of such forms, covariantly constant with respect to ∇(±). We can again
get from the minus form to the plus form by an orthogonal transformation, but since
the dimension of SO(8) minus the dimension of Spin(7) is seven it is described by seven
parameters. In the presence of a Spin(7) structure one of the chiral spinor spaces, ∆s,
say, splits into one- and seven-dimensional subspaces, ∆s = R⊕∆7. The transformation
we seek will be described by a unit vector na ∈ ∆7 together with an angle.
It will be useful to introduce some invariant tensors for Spin(7) using this decompo-
sition of the spin space. We set
φajk =
{
φabc = ϕabc
φab8 = δab
, (7.67)
φabkl =
{
φab
cd = ϕab
cd − 2δcd[ab]
φabc8 = −ϕabc
, (7.68)
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where ϕabc is the G2 invariant. It will also be useful to define
φaijkl := φab[ijφ
b
kl] . (7.69)
The Spin(7) form itself can be written as
Ψijkl = φa[ijφ
a
kl] . (7.70)
The space of two-forms splits into 7 + 21, and one can project onto the seven-
dimensional subspace by means of φajk. With these definitions we can now oxidise the
G2 equations relating the plus and minus structure forms to obtain
Ψ
(+)
ijkl = −Ψ(−)ijkl − 6nanbφ(−)a[ijφ(−)bkl] . (7.71)
Here the unit vector N in the G2 case becomes the unit spinor n.
7.5 Examples of solutions
In this section we look at solutions to the boundary conditions for the additional sym-
metries which can be identified with various types of branes. We shall go briefly through
the main examples, confining ourselves to U(n2 ), SU(
n
2 ), and the exceptional cases G2
and Spin(7).
7.5.1 U(n
2
) ≡ U(m)
This case corresponds to N = 2 supersymmetry. For H = F = 0 we assume that the
supersymmetry algebra closes off-shell so that M is a Ka¨hler manifold with complex
structure I, Hermitian metric G, and Ka¨hler form ω. The Ka¨hler form is closed and
covariantly constant. The boundary conditions for the second supersymmetry, which can
be viewed as an additional symmetry with l = ω, imply
ωij = ±ωklRkiRlj . (7.72)
Thus there are two possibilities, type A where IR = −RI and type B where IR = RI
[143]. Consider type B first. In this case the brane inherits a Ka¨hler structure from the
target space and so has dimension 2k. If there is a non-vanishing gauge field F , it must
be of type (1, 1) with respect to this structure. The calibration form is ωk.
For type A with zero F field, I is off-diagonal in the orthonormal basis in which R
takes its canonical form
R =
(
1p 0
0 −1q
)
, (7.73)
where p and q denote the dimensions of B and the transverse tangent space, p + q = n,
and 1p, 1q denote the corresponding unit matrices. The only possibility is p = q = m.
The Ka¨hler form vanishes on both the tangent and normal bundles to the brane, so that
the brane is Lagrangian.
When the F field is non-zero but H = 0 the situation is more complicated. We may
take R to have the same block-diagonal form as in (7.73) but with 1p replaced by Rp.
From (7.17)
Rp = (1 + F )
−1(1− F ) . (7.74)
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The analysis of IR = −RI shows that the brane is coisotropic [114]. This means that
there is a 4k-dimensional subspace in each tangent space to the brane where I is non-
singular, there is an r-dimensional subspace on which it vanishes, and the dimension of
the normal bundle is also r. The product (IpF ) is an almost complex structure and both
Ip and F are of type (2, 0) + (0, 2) with respect to (IpF ). For m = 3 we can therefore
only have p = 5. For m = 4 we can have p = 5 but we can also have a space-filling brane
with p = 8.
N = 2 σ-models with boundary and torsion have been discussed in [125]; the geometry
associated with the boundary conditions is related to generalized complex geometry [179,
113].
7.5.2 SU(n
2
) ≡ SU(m)
In the Calabi-Yau case we have, in addition to the Ka¨hler structure, a covariantly constant
holomorphic (m, 0) form Ω where m = n2 . There are two independent real covariantly
constant forms, l and l̂, which can be taken to be the real and imaginary parts of Ω. The
corresponding L-tensors which define the symmetry transformations are related by
L̂ij1...jm−1 = I
i
kL
k
j1...jm−1 . (7.75)
Because there are now two currents we can introduce a phase rather than a sign in the
boundary condition. Thus
Ωi1...im = e
iαΩj1...jmR
j1
i1 . . . R
jm
im . (7.76)
A second possibility is that Ω on the right-hand side is replaced by Ω¯. For type
B branes, the displayed equation is the correct condition. The R-matrix is the sum of
holomorphic and antiholomorphic parts, R = R⊕ R¯, and (7.76) implies that
detR = eiα . (7.77)
If F = 0 this fixes the phase, but if F 6= 0 it imposes a constraint on F which must in
any case be a (1, 1) form (from IR = RI) [112]. The constraint is
detRp = eiα(−1)
q
2 , (7.78)
or
det (1 + f) = eiα(−1) q2det (1− f) , (7.79)
where fab = G
ac¯Fc¯b, in a unitary basis.
For type A branes, from IR = −RI it follows that R maps holomorphic vectors to
antiholomorphic ones and vice versa so that Ω¯ must be used in (7.76). In the case that
F = 0 the brane is a SLAG with ReΩ as the calibration form. For F 6= 0 we have
coisotropic branes with an additional constraint on the gauge field [112].
The geometry of the bi-SU(m) case has been studied from the point of view of gen-
eralized geometry and generalized calibrations in [115].
7.5.3 G2
The boundary conditions associated with the G2 currents are
ϕ = ηLϕR
3 ,
∗ϕ = ηL ∗ ϕR4 detR . (7.80)
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We consider first F = H = 0. From the first of these equations it follows that (ηLR) ∈ G2.
From this it follows that the sign in the boundary condition for ∗ϕ is always positive
because the sign of the determinant of R is equal to ηL. Thus the second constraint
reduces to ∗ϕ = ∗ϕR4.
There are two possibilities depending on the sign of ηL. If it is positive then non-zero
components of ϕ must have an even number of normal indices, whereas if it is negative
they must have an odd number of non-zero components. Since (ηLR) ∈ G2, and is
symmetric, it can be diagonalised by a G2 matrix so that we can bring R to its canonical
form in a G2 basis. Looking at the components of ϕ we see that the only possibilities
which are compatible with the preservation of the non-linear symmetries on the boundary
are either ηL = 1, in which case B is a three-dimensional associative cycle, or ηL = −1
in which case B is a four-dimensional co-associative cycle [18].
Now let us turn to F 6= 0, but H = 0. We shall assume that the tangent bundle of
M, restricted to the brane, splits into three, TM |B = T1 ⊕ T2 ⊕N , of dimensions p1, p2,
and q respectively. N is the normal bundle and R|T2 = 1p2 . If there is at least one normal
direction we may assume that one of these is 7 in the conventions of (7.50). Thus the
problem is reduced to a six-dimensional one, at least algebraically. The six-dimensional
boundary conditions are (where R is now a 6× 6 matrix),
l = ηLlR
3 ,
l̂ = ηLl̂R
3detR ,
ω = −ηLωR2 , (7.81)
in an obvious notation. If the sign is negative the brane is type B, whereas if ηL = +1 we
have type A. These are the same conditions as we have just discussed in the preceding
section, the only difference being that the phase is not arbitrary. The constraints on the
F field are therefore slightly stronger.
The last possibility is a space-filling brane in seven dimensions. Since F is antisym-
metric there must be at least one trivial direction for R so that we can again reduce the
algebra to the six-dimensional case. The only possibilty is η = +1 in which case we have
type B. The non-trivial dimension must be even, and since detR = 1 the case p = 2 is
also trivial.
Now let us consider the case with torsion. The boundary condition for the non-linear
symmetries associated with the forms yield
ϕ(+) = ηLϕ
(−)R3 ,
∗ϕ(+) = ηL ∗ ϕ(−)R4detR . (7.82)
When the brane is normal to N we find, on the six-dimensional subspace,
l = −ηlR3 ,
l̂ = −ηl̂R3detR ,
ω = −ηωR2 . (7.83)
The analysis is very similar to the case of zero torsion with F . One finds that ηL = −1
corresponds to type B while ηL = +1 is type A. In particular, for type B there is a five-
brane which corresponds to the five-brane wrapped on a three-cycle discussed in the
supergravity literature [71, 72].
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7.5.4 Spin(7)
In the absence of torsion, the boundary condition associated with the conserved current
is
Ψ = η̂ΨR4 , (7.84)
for some sign factor η̂. If this is negative then detR is also negative so that the dimension
of B must be odd. Furthermore, Ψ must have an odd number of normal indices with
respect to the decomposition of the tangent space induced by the brane. However, one
can show that such a decomposition is not compatible with the algebraic properties of
Ψ. Therefore the sign η̂ must be positive. It is easy to see that a four-dimensional B is
compatible with this, and indeed we then have the standard Cayley calibration with Ψ
pulled-back to the brane being equal to the induced volume form. On the other hand
if B has either two or six dimensions one can show that it is not compatible with the
Spin(7) structure. As one would expect, therefore, the only brane compatible with the
non-linear symmetry associated with Ψ on the boundary is the Cayley cycle [18].
If F 6= 0, but H = 0, and if we assume that there is at least one direction normal to
the brane, then the Spin(7) case reduces to G2 (with F 6= 0). If the brane is space-filling
but there is at least one trivial direction, then there must be at least two by symmetry
and again we recover the G2 case. But we can also have a space-filling brane which is
non-trivial in all eight directions.
Chapter 8
W -superstrings on manifolds of special
holonomy
8.1 W -algebras and W -strings
A non-linear algebra of conformal-type symmetries (see 3.2) is called a W-algebra.1 In
Chapters 5 and 6 W -superalgebras related to special holonomy target spaces were dis-
cussed.2
As explained in 4.2, the bosonic string action describes a worldsheet coupled to two-
dimensional gravity. We obtained it by gauging the conformally invariant σ-model (4.26),
and showed that after gauge fixing the BRST operator basically imposes the conformal
currents as constraints (4.46). If action (4.26) is invariant under any W -symmetries,
they remain symmetries of the gauge fixed action but are not themselves imposed as
constraints. In W-string theory3 one imposes all the currents present in a W -algebra as
constraints, rather than just those in the conformal subalgebra. To obtain the BRST op-
erator the entireW -symmetry algebra of the conformally invariant action must be gauged.
Similarly, a W -superstring action is obtained by gauging the entire W -superalgebra.4
In this chapter I will explore the superstring actions obtained by gauging the extended
special holonomy symmetries described in Chapter 6. Most of the explicit calculations
will be done for the CY3 algebra, but we will be able to extend our conclusions to the
other cases straightforwardly. One of the main issues is an obstruction to obtaining the
BRST operator which occurs when the Jacobi identities aren’t satisfied at the level of
structure functions; I will refer to Jacobi identities that vanishes at the level of structure
functions as well behaved (see (3.40)). Such an obstruction will be analyzed in detail for
the non-supersymmetric W 5
2
-algebra5 before tackling the special holonomy algebras.
In 4.2 we saw that conformal symmetries in a single chiral sector can be gauged rather
simply. In this chapter I’ll only be looking at chiral versions ofW -strings. It is possible to
gauge both chiralities simultaneously, but this is even more involved than in the conformal
case. Again, things simplify if one works in a covariant Hamiltonian formalism (see 4.2),
but for the W -string case it is not possible to obtain a closed expression for the second
1The firstW -algebra was written down by Zamolodchikov [180]. A comprehensive review ofW -algebras
is by Bouwknegt and Schoutens [33].
2Other than in this context, W -superalgebras have been discussed in the context of supersymmetric
extensions of theW∞ algebra, where currents of arbitrary spin are included [21]. Romans [152] constructs
an extension of the W3-algebra (see also 8.3). Many types of W -superalgebras have been classified using
conformal bootstrap methods; see [27, 28] and references therein.
3For a detailed review of W -strings the reader is referred to [103] and [149].
4W -superstrings have not been explored much. Most of the work is in the context of the supersym-
metric extension of the bosonic W∞-string [22].
5The subscripts denote the spins of the currents in the algebra other than the conformal current,
although sometimes the conformal spins are included as well, in which case one would write W2, 5
2
.
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order action, analogue of (4.39), after eliminating the momenta [156, 103].
In 8.2 I describe, in a general setting, the gauging procedure and the form of the
solution to the master equation for W -strings, as well as possible obstructions. In in
8.3 I give the classical W3-string [166, 73] as an example of a well behaved system. In
8.4 I illustrate the problems in attempting to define a classical W -string theory from
the W 5
2
-algebra [130, 159], whose Jacobi identities are not well behaved. In 8.4 I review
the analysis of this problem in [159], and go on to show that the relations between the
generators imply that the action with only the conformal symmetry gauged possesses
extra gauge symmetries. In 8.5 I perform the analogous analysis for the CY3 algebra.
The closure of the gauge symmetries in the full CY3 W -superstring implies that the
N = 2 string action on a CY3 background possesses extra gauge symmetries.
Furthermore, for both the CY3 and W 5
2
cases, I show that there are subalgebras
involving complex currents that have no relations among themselves and involve the
generators of spectral flow in one direction only. Classical W -strings can be defined from
such algebras. In 8.6 I discuss the implications for other special holonomy cases.
This chapter serves a double purpose, since to write down naive Ward identities related
to the operator product expansion one needs to introduce source terms for the currents,
and these come out naturally from the gauging procedure. Further remarks are given in
8.6.
8.2 The general solution
In this section I’ll describe, in a general setting, what is involved in gauging a single chiral
sector, and will show that there is an obstruction to closing the algebra on the gauge fields
when the Jacobi identities are not well behaved. One may hope that the BV formalism
somehow provides a way of dealing with this obstruction without introducing generators
for new symmetries, but it turns out that there is no such mechanism.
Starting with a matter action Smat that is invariant under conformal-type symmetries
and varying it with a local ghostly parameter yields
δSmat = TA∂−c
A , (8.1)
where TA are the conserved currents, c
A are the BRST/BV ghosts, and I’m temporarily
using the deWitt convention (see 3.2). Applying the Noether method, the action
S0 = Smat + TAh
A (8.2)
is invariant if the gauge fields transform as
δAh
B = −∂−cB − hAcCfBAC , (8.3)
where fBAC are structure functions (for non-linear symmetries they are generally field
dependent). The second term in (8.3) arises due to the variation of TAh
A, which is given
by
{TAhA, TCcC} = hAcCfBACTB . (8.4)
In terms of the Poisson bracket the Jacobi identities are
[fD[ABf
E
C]D + {fE[AB, TC]}]TE ≡ 0 . (8.5)
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If they are well behaved the object inside the square parentheses vanishes, and the sym-
metry transformations on the gauge fields close:
hAcBcC
[
fD[ABf
E
C]D + {fE[AB, TC]}
]
= 0 . (8.6)
If they are not well behaved, the Jacobi identities imply relations between the currents,
TAU
A
B
(T ) ≡ 0 , (8.7)
labeled by the index set B, with UA
B
generally functions of the currents. In this case
the symmetry transformations close to new gauge symmetries that act only on the gauge
fields as
δhA = cBUA
B
(T ) . (8.8)
The equations of motion for the gauge fields are simply
TA = 0 . (8.9)
Since (8.8) describes relations between the currents, the new symmetries are symmetric
rather than antisymmetric in the equations of motions (they are null symmetries; see
3.5.1). Therefore, they can’t be absorbed in the equations of motion by adding terms
proportional to (h∗)2 to the extended action, and have to be treated as genuine new
symmetries. The Jacobi problem is also present in terms linear in c∗ in the master
equation, but terms proportional to h∗c∗ can be added to the extended action to solve
this part of the master equation. In the rest of this section we’ll see how this works in
detail.
The master equation (see (3.54), (3.55), and (3.69)) is
←
δ S(Φ,Φ∗)
δΦY
→
δ S(Φ,Φ∗)
δΦ∗Y
=
1
2
(S, S) = 0 . (8.10)
In the setting of chiralW -(super)strings the fields are divided between gauge, hA, and
matter, φi, so ΦY = {φi, hA}. The minimal solution to the master equation begins as
Smin =S0(φ, h) + φ
∗
i c
BRiB(X) + h
∗
Ac
BDAB(φ, h) + c
∗
Ac
BCNABC(φ) (8.11)
+ φ∗iφ
∗
jc
ABM ijAB + h
∗
Ch
∗
Dc
ABMCDAB
+ c∗Dφ
∗
i c
BCDMDiABC + c
∗
Dh
∗
F c
ABCMDFABC(φ) + · · · ,
where cABC := cAcBcC , while · · · stands for terms not relevant to the master equation
expanded to first order in antifields, and also for terms that are not relevant in the context
ofW -strings. The first line contains the generators of transformations of the matter fields
RiB , the generators of the gauge transformations D
A
B , and the structure functions N
A
BC .
I’ll make the reasonable assumption that RiB don’t depend on the gauge fields. The
objects denoted by M in the second line of (8.11) correspond to various non-closure
functions.
The master equation expanded to linear order in antifields is
1
2
(Smin, Smin) = S0,kc
BRkB + S0,Hc
BDHB (8.12)
+ φ∗i [c
BRiB,kc
CRkC +R
i
Hc
BCNHBC + S0,kc
ABMkiAB + S0,Hc
ABM iHAB]
+ h∗A[c
BDAB,Hc
CDHC + c
BDAB,kc
CRkC +D
A
Hc
BCNHBC
+ S0,kc
BCMkABC + 2S0,Hc
BCMHABC ]
+ c∗A[2c
CNABCc
DENBDE + c
BCNABC,kc
DRkDS0,k + c
BCDMAkBCD + S0,Hc
BCDMAHBCD] ,
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where S,k :=
←
δ S
δφk
and S,H :=
←
δ S
δhH
. The term independent of antifields corresponds to the
symmetries of the original action. The terms linear in X∗i and h
∗
A correspond to closure
equations for transformations acting on the matter and gauge fields, respectively. The
terms linear in c∗ are related to the Jacobi identities.
Analyzing these terms separately:
⊲ The part independent of antifields is satisfied when the action is properly gauged.
⊲ The term proportional to φ∗ contains the commutator of the matter field trans-
formations in the first term. Next we have a term containing the usual structure
functions of the matter algebra, NHBC , followed by terms proportional to the matter
and gauge equations of motion. We expect to make use of the last term in the
second line since the algebra of matter field transformations closes to functions of
currents, so the commutator term can be absorbed either into the structure func-
tions, via RiHc
BCNHBC , or into terms proportional to the gauge field equations of
motion via S0,Hc
ABM iHAB .
⊲ The first two terms in the part proportional to h∗ describe the closure of the trans-
formations on the gauge fields, followed by a term containing the structure functions
and terms proportional to the gauge and matter equations of motion. In particular,
the functions MkABC that featured in the term proportional to X
∗ features here as
well. This is related to the ∂−c
A term in the gauge transformation (8.3). If the
structure functions are chosen to be non-zero, one will get terms containing ∂−TA,
which is proportional to the matter equations of motion (see, for example, (5.5)).
Finally we have the term antisymmetric in the gauge field equations of motion. It
is not possible to absorb null symmetries into such terms, but for well behaved Ja-
cobi identities it may be necessary to include MAHBCD terms to the extended action.
The choices of MkABC , M
HA
BC , and N
H
BC are interdependent, with different solutions
related by canonical transformations (3.90)
⊲ The first two terms in the part proportional to c∗A constitute the structure function
part of the Jacobi identities. If the Jacobi identities aren’t well behaved this doesn’t
vanish, and then one has to make use of the MAHBCD term in the extended action.
Alternatively, one could work with a solution for which NABC = 0.
In conclusion, a solution to the master equation can be obtained to linear order in
antifields provided that the Jacobi identities are well behaved. Terms quadratic and
higher in the antifields exist and are unique up to canonical transformations, provided
that the solution is proper.6 However, it may be that an infinite number of such terms
is necessary. When the Jacobi identities are not well behaved we are forced to introduce
generators for the null symmetries, and it’s not possible to find a proper solution. As we’ll
show in 8.4 and 8.5, non-proper solutions are possible, but this depends on a particular
realization of the algebras.
6The proofs of this statement can be found in [90] and [166].
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8.3 W3-string
An example of a theory with well behaved Jacobi identities is the W3-string [166, 73].
The simplest realization for a single boson φ is
S0 =
∫
d2σ
(
1
2
∂+φ∂−φ− 1
2
(∂+φ)
2hG − 1
3
(∂+φ)
3hW
)
. (8.13)
A minimal solution is given by:
Smin =
∫
d2σ
(
S0 + φ
∗[cG∂+φ+ c
W (∂+φ)
2] (8.14)
+ h∗G[∂−c
G − ∂+cGhG + cG∂+hG + (cW∂+hW − ∂+cWhW )(∂+φ)2]
+ h∗W [∂−c
W + cC∂+h
W − 2∂+cGhW − ∂+cWhG + 2cW∂+hG]
+ c∗G[∂+c
GcG + ∂+c
W cW (∂+φ)
2]
+ c∗W [∂+c
W cG + 2∂+c
GcW ] + φ∗h∗G[2∂+φ∂+c
W cW ]
)
.
This solution is in a sense the simplest one since the structure coefficients,
c∗Gc
WWNGWW =
∫
d2σc∗G∂+c
W cW (∂+φ)
2 (8.15)
and
φ∗h∗Gc
WWMφGWW =
∫
d2σφ∗h∗G2∂+c
W cW∂+φ , (8.16)
are chosen in the correct proportion, so that no other terms non-linear in the antifields are
neccessary. If they were chosen differently one would need to introduce terms non-linear
in the gauge antifields. All the solutions are related by canonical transformations (3.90).
In the context of this simple example one can easily test in detail how the interdependence
of the various structure coefficients in (8.12) works.
8.4 W 5
2
-string
The W 5
2
-algebra [130, 159] consists of the conformal current, TG, and a current of spin
5/2, TW . Abstractly it is characterized by the following algebra
{TG(σ1), TG(σ2)} = −2TG(σ2)∂++δ(σ1 − σ2) + ∂++TG(σ2)δ(σ1 − σ2) ,
{TG(σ1), TW (σ2)} = −5
2
TW (σ2)∂++δ(σ1 − σ2) + ∂++TW (σ2)δ(σ1 − σ2) ,
{TW (σ1), TW (σ2)} = (TG(σ2))2δ(σ1 − σ2) , (8.17)
expressed using Poisson brackets. The Jacobi identity with three TW currents reveals
that there is a relation between the currents given by7
−5∂++TGTW + 4TG∂++TW ≡ 0 . (8.18)
A representation is given by
TG = −1
2
ψ∂++ψ +
1
2
∂++ψψ , TW = (ψ + ψ)TG , (8.19)
7Since two-dimensional spinors are involved in this section, and in the rest of the chapter, from now
on I’ll be using the double (++) and (−−) for vector indices, and a single plus or minus for spinors. See
4.1.
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where ψ ≡ ψ+ is a complex chiral fermion. In this representation both terms in relation
(8.18) vanish separately. The action
S =
∫
d2σ
(
ψ∂−−ψ + TGh
G + TWh
W
)
(8.20)
is invariant under a gauge symmetries that act as
δGψ = −1
2
∂++c
Gψ − cG∂++ψ and complex conjugate , (8.21)
δWψ = −1
2
∂++c
Wψψ + cW (−1
2
ψ∂++ψ + ψ∂++ψ − 1
2
ψ∂++ψ) and c.c. ,
on the matter fields, and as
δGh
G = ∂−−c
G − ∂++cGhG + cG∂++hG , (8.22)
δWh
G = −4cWhWTG ,
δGh
W = −cG∂++hW + 3
2
∂++c
GhW ,
δWh
W = ∂−−c
W − ∂++cWhG + 3
2
cW∂++h
G ,
on the gauge fields. The ghost cG ≡ cG++ is fermionic, and cW ≡ cW+++ is bosonic,
while the corresponding gauge fields have opposite parity.
We can attempt to solve the master equation in the same manner as when the Jacobi
identities are well behaved, and add the following terms to Smin:∫
d2σ
{
c∗G(−cG∂++cG + 2cW cWTG) + c∗W (cT ∂++cW −
3
2
cW∂++c
W )
}
, (8.23)
corresponding to c∗Ac
BCNABC , and∫
d2σ
{
ψ∗[h∗Gc
WW∂++ψ + ∂++(h
∗
Gc
WWψ)]
}
+ c.c. , (8.24)
corresponding to c∗Dh
∗
F c
ABCMDFABC in (8.11). In addition, the following can be added to
satisfy the part of the master equation proportional to c∗ (8.12):∫
d2σ
{
−5
3
c∗Gh
∗
W∂++(c
WWW ) + 3h∗W ∂++(c
∗
Gc
WWW )
−4
3
c∗Wh
∗
G∂++(c
WWW )− 3h∗G∂++(c∗W cWWW )
}
. (8.25)
Then the extended action doesn’t satisfy the master equation solely in the part propor-
tional to h∗, and we have isolated the problem due to the Jacobi identities not being well
behaved.
Next, we can introduce generators for the null symmetries:
δXh
W = 4∂++c
XTG + 9c
X∂++TG , (8.26)
δXh
G = 9cX∂++TW + 5∂++c
XTW .
This is a symmetry due to (8.18), and obviously has no additional conserved currents
associated with it. Writing δX as we’ve done above is not unique, since it can be recast in
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various ways using terms graded antisymmetric in the equations of motion. For example,
we can add
±
∫
d2σ
{
h∗Wh
∗
G4(c
WW∂++h
W + 8cW∂++c
WhW )− 9h∗G∂++(h∗W cWWhW )
}
(8.27)
to the minimal solution, and then only one of the transformations in (8.26) has to be
introduced: for the plus sign we only need to introduce δXh
T , and for the minus sign
δXh
W .
Supposing that only δXh
W is kept, then one can actually close the algebra and find
a non-proper solution to the master equation after introducing also the following null
symmetries:
δY h
G = 2cY (TG)
2 , δZh
W = 2cZ∂++TW , (8.28)
and choosing appropriate additional structure and non-closure functions. There are two
points about this solution. First of all, it depends on using the single fermion model. If
a more complicated representation was used, for example one that simply included more
fermions, further null symmetries would be generated by the algebra. Furthermore, the
solution is not proper since the null symmetries vanish on shell and are thus infinitely
reducible. Properness requires that for on-shell symmetries any vA in RiAv
A be treated as
a reducibility relation, which makes things apparently unmanageable. However, because
the gauge fields are non-propagating, it is possible to ignore properness and come up
with some other requirement that makes obtaining a solution to the master equation
manageable. These issues were discussed in a general setting in 3.5.1.
In [159] a rigorous approach to constructing a solution to the master equation is
attempted that involves requiring the nilpotence and acyclicity of the Koszul-Tate differ-
ential rather than properness. The theory is still infinitely reducible, but in a more easily
controllable manner, with a finite number of ghosts needing to be introduced at each
reducibility level. A problem with this approach is that one often needs to introduce null
symmetries in theories that would otherwise be well behaved. I’ll illustrate this using the
action for a single real fermion ψ,
S(1ferm) =
∫
d2σψ∂−−ψ , (8.29)
which is invariant under the conformal symmetry,
δψ = a∂++ψ +
1
2
∂++aψ , (8.30)
for a ghostly parameter a.8 Gauging this involves promoting the conformal-type ghost to
a local one, a→ c, adding ∫
d2σhψ∂++ψ (8.31)
to the action, and letting the gauge field h transform as
δh = ∂−−c+ ∂++ch− c∂++h . (8.32)
There is a relation Tψ = 0 simply due to the fermionic nature of ψ, and by the Koszul-
Tate approach taken in [159, 167] one must introduce the generators for
δh = cxψ and δh = cy∂++ψ (8.33)
8This example is taken from [167].
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in the master equation, with cx and cy both bosonic ghosts. Doing this introduces the
troubles of infinite reducibility, although in a manageable way, whereas ignoring them
yields a proper solution to the master equation:
S
(1ferm)
min =S
(1ferm) +
∫
d2σ
(
ψ∂−−ψ + ψ∂++ψh+ ψ
∗(c∂++ψ +
1
2
∂++cψ) (8.34)
+h∗(∂−−c+ ∂++ch− c∂++h) + c∗(c∂++c)
)
.
One can also look for a solution that needs the least number of extra ghosts, ignoring
both properness and the Koszul-Tate requirements. In theW 5
2
case one such solution can
be obtained by introducing δY and δZ (8.26). In the context of the one fermion model,
for example
Smin =S
(1ferm)
min +
∫
d2σ
{
h∗(cxψcy + ∂++ψ) + c
∗
x(−c∂++cx +
3
2
∂++cc
x (8.35)
+
1
2
cy∂++∂++c) + c
∗
y(−c∂++cy +
5
2
∂++cc
y)
}
is a non-proper solution.
In conclusion, it seems quite evident that null symmetries must be ignored if possible.
The problem with the W 5
2
-string is that closure imposes the introduction of (8.26). We
can try to make sense of this in one of the following ways:
⊲ Work with a non-proper solution,
⊲ Try to make sense of the infinite reducibility by requiring the acyclicity of the
Koszul-Tate differential,
⊲ Work with a non-trivial subset of conserved currents among which there are no
reducibility relations.
In seems to me that the first two possibilities are ill advised; the former because it’s
too arbitrary, and the second because it requires introducing null symmetries in many
situations in which they can be safely ignored. I will propose an interesting resolution
of the third kind at the end of this section, that generalizes to all the reducible special
holonomy algebras and is independent of a particular representation.
Beforehand, I wish to make a further point about the null symmetries ofW 5
2
. Namely,
if only δXh
G in (8.28) is kept, we have effectively closed the algebra to a symmetry that
lives in the model with only δG gauged. That is, the action
S =
∫
d2σ(ψ∂−−ψ + TGh
G) (8.36)
is invariant not only under the gauged conformal symmetry but also under the δX sym-
metry. Taking the commutator of δX with δG, closure demands that we introduce the
symmetry that expresses the null relation
TGTW ≡ 0 . (8.37)
This relation is not related to the Jacobi identities, but the algebra does seem to know
about it. It is not immediately obvious how to close this algebra, but we can still as-
sert that the full algebra involves infinite reducibility, and as such makes the quantum
8.4 W 5
2
-string 133
interpretation very problematic. Never the less, it is true that the W 5
2
-algebra implies
a particular null symmetry for (8.36). This point is more meaningful when the target
space is a curved manifold, since then one can’t pick and choose null symmetries, but
must relate them to target space tensors (see (8.53)).
There exists a subalgebra of W 5
2
for which a W -string can be formulated at the
classical level - the caveat is that it involves complex currents and transformations. Each
of the terms in the TW ,
TW = Tw + Tw , Tw := ψTG , Tw := ψTG , (8.38)
is separately a generator of a symmetry:
δwψ = −1
2
∂++c
wψψ + cwψ∂++ψ − 1
2
cwψ∂++ψ ,
δwψ = −1
2
cwψ∂++ψ and c.c. . (8.39)
A similar observation is true about the conformal currents,
TG = Tg + Tg , Tg =
1
2
ψ∂++ψ , Tg =
1
2
ψ∂++ψ , (8.40)
where both Tg and Tg generate a symmetry:
δgψ =
1
2
∂++(a
gψ) , δgψ =
1
2
ag∂++ψ and c.c. . (8.41)
The commutator of δg with itself closes to δg, and similarly for δg. However, the commu-
tator of δg and δg closes to the U(1) symmetry. This is expected, since it is only due to
the representation being complex that this splitting of the currents is possible.
Let us consider the W1, 5
2
-algebra, given by the W 5
2
-algebra enlarged by the U(1)
current,
TI =
i
2
ψψ . (8.42)
It is possible to gauge various subalgebras involving complex currents, so that the Ja-
cobi identities don’t imply any reducibility relations. The possibilities are {TG, TI , Tw},
{Tg, TI , Tw}, and the complex conjugates. If Tw and Tw are included as separate genera-
tors one has the same problems as when attempting to construct the W 5
2
string.
The minimal solution for the {Tg, TI , Tw} combination is
Smin =
∫
d2σ
{
ψ∂−−ψ + Tgh
g + TIh
I + Twh
w (8.43)
+ ψ∗
(
∂++(c
gψ) + icIψ + cwψ∂ψ − ∂++(cwψψ)
)
+ ψ
∗ (
ag∂++ψ − icIψ − cwψ∂++ψ
)
+ c∗gc
g∂++c
g +
1
2
c∗Ic
g∂cI + c∗w(ic
wci + cg∂++c
w − cw∂++cg)
+ h∗g (2∂−−c
g + hg∂++c
g − ∂++hgcg) + h∗I
(−2∂++cI − hg∂++cI − ∂++hIcg)
+h∗w
(−2∂++cw − hg∂++cw + ∂++hgcw + hw∂++cg − ∂++hwcg − ihwcI − ihIcw)} .
A solution containing the Tw and Tg subalgebra of W 5
2
is obtained by setting the U(1)
related terms to zero. It is possible to include Tg and Tg as separate currents, but then
one needs to take care of the reducibility relation between these two currents and TI :
∂++TI = i(Tg − Tg) . (8.44)
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8.5 W -superstrings on Calabi-Yau 3-folds
This example is related to extended algebras of the (1, 1) supersymmetric σ-model on
a six-dimensional Calabi-Yau target space related to the covariantly constant (3, 0) and
(0, 3) forms (see 6.1, 6.3, and in particular 6.3.4). The action of the (1,1) model (6.1) is
Smat =
∫
d2zGµνD−X
(µD+X
ν) , (8.45)
and the superconformal symmetry (4.88) is generated by
aGRµG = a
G∂++X
µ +
i
2
D+a
GD+X
µ and c.c. , (8.46)
where aG is a fermionic parameter ghost of spin −1. Because the manifold is Ka¨hler9
there is an additional supersymmetry (6.5),
aIRµI = ia
ID+X
µ , aIRµI = −iaID+Xµ , (8.47)
which is also of conformal-type. Furthermore, when the manifold is Calabi-Yau, Smat is
invariant under the following symmetries associated with the (3, 0) and (0, 3) forms (see
6.2 and 6.3):
aLRµL = a
LGµνǫναβD+X
αβ and c.c. , (8.48)
a
bLRµ
bL
= −iabLGµνǫναβD+Xαβ and c.c. .
To close the algebra both the L and L̂ symmetries must be introduced.
The locally invariant action is given by
S0 = Smat +
∫
d2z(TGh
G + TIh
I + TLh
L + TbLh
bL) , (8.49)
where the conserved currents are given by
TG = Gµν∂++X
(µD+X
ν) TI = 2iGµνD+X
µν , (8.50)
TL =
2
3
(ǫαµνD+X
αµν + ǫαµνD+X
αµν) ,
TbL =
2
3
(iǫαµνD+X
αµν − iǫαµνD+Xαµν) .
The gauge fields transform as
δGh
G = D−c
G − cG∂++hG + ∂++cGhG − i
2
D+c
GD+h
G , (8.51)
δIh
G = −2icIhI , δLhG = 2icLhbLTI ,
δIh
I = D−c
I + ∂++c
IhG − 1
2
cI∂++h
G +
i
2
D+c
ID+h
G ,
δGh
I = cG∂++h
I − 1
2
∂++c
GhI − i
2
D+c
GD+h
I ,
δLh
I = (cLD+h
L +D+c
LhL)TI + 2ic
Lh
bLTG ,
δLh
L = D−c
L − cL∂++hG + ∂++cLhG − i
2
D+c
LD+h
G ,
δbLh
L = 2c
bLD+h
I +D+c
bLhI , δIh
L = −cID+hbL + 2D+cIhbL ,
δGh
L = −cG∂++hL + ∂++cGhL − i
2
D+c
GD+h
L ,
9Characterized by Gµν,β = Gµβ,ν and Gµν,β = Gµβ,ν (see (2.73)).
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together with the transformations obtained by replacing L with L̂ and taking complex
conjugates.
The solution is obstructed by null relations due to the Jacobi identities. In 6.3.4 it
was shown that for CY3 these are only (6.26) and (6.27):
TGTbL = −
i
2
D+TITL , TGTL =
i
2
D+TITbL , TITL = TITbL = 0 . (8.52)
These relations imply that the N = 2 string10 has the extra gauge symmetries,
δXh
G = cXTbL , δXh
I = +
i
2
cXD+TL , (8.53)
δY h
G = cY TL , δY h
I = − i
2
cYD+TbL ,
δZ1h
I = cZ1TL , δZ2h
I = cZ2TbL ,
that act trivially on the mater fields. These are symmetries only due to the fact that the
classical N = 2 string is defined on a CY3 background.
The algebra of the transformations (8.53) together with the N = 2 gauge transfor-
mations closes, but this is no longer the case when the δL and δbL symmetries are added
to the algebra. Another problem if this is done is that we are dealing with symmetries
proportional to the equations of motion - since TL and TbL currents are the equations of
motions for hL and h
bL. But even when appended only to the N = 2 string, in which case
we don’t have the hL and h
bL equations of motion, it is difficult to see how this algebra can
make sense, given that the symmetries (8.53) are infinitely reducible. Also, the N = 2
string is a well defined quantum theory that lives in four real dimensions, and it’s difficult
to see how these new gauge symmetries could be incorporated to try and make sense of
an N = 2 string in six dimensions.
More interestingly, we are dealing with currents that have holomorphic and an anti-
holomorphic parts: TL = TM + TM , TbL = i(TM − TM ), with
TM =
2
3
ǫαβγD+X
αβγ , TM =
2
3
ǫαβγD+X
αβγ . (8.54)
The superconformal current can also be separated into two complex conserved currents,
Tg = GαβD+X
α∂++X
β , Tg = 2GαβD+X
α∂++X
β . (8.55)
while TI is manifestly real. These algebras have been discussed in detail in Chapter 6,
and we can find various algebras containing a subset of these complex currents for which
there are no reducibility relations implied by the Jacobi identities. One can include TM
together with TI and TG, or simply TM and Tg. Like in the W 5
2
case, the commutator of
Tg and Tg necessarily includes TI , and then one has to deal with the reducibility relations
D+TI = Tg − Tg. The difference to the W 5
2
case is that we can’t work with Tg, TI , and
TM , without having a reducible algebra, since the commutator of δI with itself closes to
TG. It is not possible to include both TM and TM and avoid the Jacobi identity problem.
10The N = 2 string action is obtained by gauging only TG and TI . It was first studied by Ademolo
et al. [2, 1]. It gives a stringy description of self dual gravity and Yang-Mills theories, for closed and
open heterotic N = 2 strings, respectively. For its relevance to integrable models in two dimensions see
[174, 120], and also the review by Marcus [134].
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The minimal solution to the master equation for the W -string containing only Tg and
TM is quite simple
Smin =Smat +
∫
d2z
{
Tgh
g + TMh
M+ (8.56)
+X∗µ(c
g∂++X
µ + iD+c
gD+X
µ) +X∗µc
g∂++X
µ
+ c∗gc
g∂++c
g + c∗M (−cg∂++cM − 2cM∂++cg)
+h∗g(D−c
g + ∂++c
ghg + ∂++h
gcg) + h∗M (D−c
M + ∂++c
Mhg − 2cM∂++hg)
}
.
The solution involving TG, TI , and TM is more elaborate. I won’t write it down in full, but
will explain how to obtain it starting from the gauged system (8.49). The commutators
of δM with δG are the same as those of δL or δbL with δG (see (5.52) and (6.21)), while
the commutator of δM with δI now closes to δM (6.17), since we are allowing complex
structure coefficients.
8.6 Discussion
It is not possible to obtain a consistent classical W -string action by gauging symmetries
that have relations between them implied by the Jacobi identities. I’ve shown that at-
tempting to construct such a theory reveals there are gauge symmetries when only a
subset of the generators are gauged. At least in the CY cases these symmetries close
nicely, but are infinitely reducible and don’t imply extra conserved currents, so it would
seem natural to ignore them. As was discussed for the W 5
2
and CY3 examples, one way
of avoiding the Jacobi problem is to work with complex subalgebras. Below I will also
discuss some classically well behaved special holonomy strings, and show that working
with composite currents could potentially avoid the Jacobi problem.
At this point it is also worth mentioning potential quantum obstructions to a W -
string that is classically well defined. In particular, the role of anomalies in the operator
product expansion (OPE) of the W -algebra is crucial when attempting to construct the
quantum W -string.11 Field dependent anomalies in the OPE will generally prevent the
BRST operator from being nilpotent at the quantum level, while the central charge
anomaly determines the critical dimension. One can find ways around the field dependent
anomalies in very special ways for the W3-string, but such methods are not applicable to
W -strings living on special holonomy manifolds.
For the SU(5) algebra Jacobi identities don’t imply relations between the symmetry
transformations (see 6.3.1). Although they do imply relations between the currents, these
are highly non-linear and one can absorb the null symmetries in terms antisymmetric
in the equations of motion, simply because the SU(5) analogues of the matter field
dependent parts in δLh
G and δLh
I of (8.51) vanish trivially. For the Spin(7) algebra the
Jacobi identities imply no relations between the currents (see 6.6). Therefore, for these
cases it is possible to write down proper solutions describing the classical W -strings. At
the quantum level all the special holonomy algebras except Spin(7) generate derivative
currents in the OPE via higher order contractions [60]. This means that even SU(5) is
likely to be anomalous, and it seems that only Spin(7) has a chance of producing a well
defined W -string that involves real, non-composite currents.
The complex subalgebras ofW 5
2
for which the Jacobi identities are well behaved have a
chance of defining consistent W -strings, since the OPE doesn’t have any field dependent
11This is explained nicely in chapter 9 of [103].
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anomalies, and there are no reducibility relations between the currents. The same is
true for the complex CY algebras discussed in the previous section. The G2 algebra has
an analogous subalgebra, namely the tri-critical Ising model [158], for which the Jacobi
identities are well behaved.
One can also come up with algebras that consist of composite currents, and may
close in a field dependent way, but such that the Jacobi identities imply no relations
between the transformations. A nice example is TG, (T
I)2, and TL (but not TbL!) for
CY3, which also happens to have the correct critical dimensions. I am not sure at the
moment whether the OPE causes problems in this case. Of course, in the general case
of the complex special holonomy algebras one has to get the critical dimension correct.
It is actually not possible to do so with any of the cases without introducing composite
currents.
What interpretation could a W -string obtained from the CY3 algebra have, assuming
that one of the proposals ultimately works at the quantum level? An important lesson
may be that it’s not possible to write down a classical W -string action when both δM
and δM are gauged. The currents TM and TM are the generators of spectral flow by
±1 [53, 142, 68]. The naive interpretation would be that it’s not possible to define a
W -string that projects out states invariant under the spectral flow in both directions.
On the other hand, spectral flow by one unit is related to the square of the spacetime
supersymmetry generator, which is in turn related to a target space diffeomorphism. So
it may be that one can relate the problematic W -string algebras to some subalgebra of
target space diffeomorphisms.
In the W 5
2
as well as the problematic special holonomy cases (SU(3), SU(4), G2),
one can gauge the entire classical algebras in a finite number of steps, but than has to
deal with the solutions not being proper. This gauging is not a completely futile exercise,
because in order to write down naive Ward identities related to the OPE one must
introduce sources for the currents and treat the gauge fields and ghosts as background
fields. However, it is only possible to obtain naive Ward identities that involve explicit
insertions of composite operators in this manner. As discussed in 3.6, it is necessary
to linearize the algebras to avoid the non-local problems that emerge when background
fields transform into quantum fields. Therefore, in order to write down cohomological
equations for the OPE one is forced to linearize the W -algebras and gauge the symmetry
transformations related to composite currents.
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Appendices
A Conventions
⊲ A derivative acts only on the first object to the right of it, unless indicated otherwise
by parentheses. So for any two objects A and B,
←−
∂ AB ≡ ←−∂ (A)B 6=←−∂ (AB) . (A1)
⊲ Symmetrization and antisymmetrizartion implies a symmetry factor, e.g.:
T[ij] ≡
1
2
(Tij − Tji) . (A2)
⊲ a is used for a parameter ghost that doesn’t depend on all the coordinates of (su-
per)space, while c is used for a fully local ghost.
B Calculating the commutation relations in the antifield
formalism
Throughout the thesis I generally use the antifield formalism to calculate the algebras.
This is a summary of what is involved.
The central objects are the symmetry generators Ri
X
, and they enter the master
equation via
X∗ka
XRk
X
, (B1)
where the shorthand deWitt convention is being used, so repeated indices implying inte-
gration as well as Einstein summation. The index X = {A,B,C, ...} stands for a set of
labels of the symmetries of the theory, and RiA is the generator of the symmetry trans-
formation labeled by A. deWitt notation will be used when talking about the antifield
formalism in general, but not in reference to a particular theory, since this is likely to
cause confusion. For particular theories I will write out the integrals.
For example, a symmetry transformation parameterized by an infinitesimal parameter
εA is
δεAX
i(x) =
∫
dyεA(y)RiA(x, y) . (B2)
The object RiA(x, y) contains a δ-function, possibly with derivatives acting on it. In the
master equation generators are not contracted with proper transformation parameters
but with ghosts, which can be thought of as parameters but with the ’wrong’ parity. I
will often write
δAX
i(x) =
∫
dyaA(y)RiA(x, y) , (B3)
and refer to δAX
i as the generator of a symmetry, although it is of course δεAX
i(x) that
is the infinitesimal generator. Similarly, I will not refrain from calling [δA, δB ]X
i(x) the
commutator.
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As discussed in Chapter 3, the information about the commutation relations of a
theory is contained in the master equation, the relevant term being
X∗i
 aX←δ RiX
δXj
aYRj
Y
+ (−1)ǫZRi
Z
aXaYNZ
XY
+ e.o.m. terms
 = 0 . (B4)
Up to sign conventions, NZ
XY
, which enter the extended action via a∗
Z
aXaYNZ
XY
, are
the same structure functions one would obtain from the usual commutators between the
infinitesimal transformations δεX and δεY .
The algebra is calculated by evaluating
[δA, δB ]X
i(x) := (B5)∫
dz

←
δ
∫
dyaA(y)RiA(x, y)
δXj(z)
∫
dyaB(y)RjB(z, y) + (A↔ B)
 .
As well as being necessary in order to solve the master equation and analyze the symme-
tries at the quantum level, there are computational advantages to calculating the algebra
in this way. This flip of parity introduces sign differences compared to the usual commu-
tators. Importantly, in the ’wrong sign’ case there is no need to introduce two separate
parameters when calculating the commutator of a transformation with itself, and the
commutation relations of an entire algebra are written as a simple sum over all the trans-
formations (B4) without having to worry whether the correct bracket is a commutator or
an anticommutator.
C Properties of the Poisson bracket and the antibracket
The Poisson bracket is characterized by the properties:
ǫ{A,B} = ǫA + ǫB , (C1)
{A,B} = −(−1)ǫAǫB{B,A} , (C2)
{A+B,C} = {A,C}+ {B,C} , (C3)
(−1)ǫAǫC{A, {B,C}} +CYCLIC = 0 , (C4)
{AB,C} = A{B,C}+ (−1)ǫBǫC{A,C}B . (C5)
The antibracket is characterized by the properties:
ǫ(A,B) = ǫA + ǫB , (C6)
(A,B) = −(−1)(ǫA+1)(ǫB+1)(B,A) , (C7)
(A+B,C) = (A,C) + (B,C) , (C8)
(−1)(ǫA+1)(ǫC+1)(A, (B,C)) + CYCLIC = 0 , (C9)
(AB,C) = A(B,C) + (−1)ǫB(ǫC+1)(A,C)B . (C10)
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