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Ultrafast electrical switching by current-induced staggered spin-orbit fields, with minimal risk of
overshoot, is shown in layered easy-plane antiferromagnets with basal-plane biaxial anisotropy. The
reliable switching is due to the field-like torque, relaxing stringent requirements with respect to
precision in the time-duration of the excitation pulse. We investigate the switching characteristics
as a function of the spin-orbit field strength, pulse duration, pulse rise and fall time and damping by
atomistic spin dynamics simulations and an effective equation of motion for the antiferromagnetic
order-parameter. The condition, determining the critical spin-orbit field strength for switching is
determined and we go on to show that robust picosecond writing is possible at feasible current
magnitudes.
PACS numbers: 75.78.Jp, 75.60.Jk, 75.50.Ee, 75.10.Hk
The inherent properties of antiferromagnets (AFMs)
such as ultrafast dynamics, zero net moment and insen-
sitivity to external magnetic stray fields, make them can-
didates for a new generation of high speed memory de-
vices. The fact that AFMs also exhibit anisotropic mag-
neto resistance makes it possible to detect the AFM state
by electrical means. The writing operation, i.e. reorien-
tation of the AFM sublattice magnetizations has been
subject to several proposals, which includes using short
laser pulses [1–3] and spin transfer torque (STT) induced
by an impinging spin accumulation generated either by
the spin hall effect at a heavy metal/AFM interface [4]
or by injection from a coupled ferromagnet [5, 6]. In
those electrical techniques, the spin-accumulation with
polarization p causes a staggered field on the AFM sub-
lattices A and B (the staggered nature being what cou-
ples effectively to the AFM order parameter) of the form
H(A,B) ∼ m(A,B) × p. The resulting torque is thus of
antidamping type and unless care is taken with respect
to pulse duration, an overshoot is a viable risk [4] as the
torque is turned on at all times that the current is on.
Furthermore, several theoretical studies focus on driv-
ing AFM domain walls (DWs) by means of STT [7–10].
These works have been important in predicting the possi-
bility of current-induced excitations in AFMs. However,
unless the type of DWs considered in those works can be
controllably formed and their position easily detected, it
is as of now, difficult to conceive of a device with mov-
ing AFM DWs as the mode of operation. For a robust
device, electrical manipulation whereby the AFM order
parameter is switched fast and controllably between two
stable minima, without the need for any coupled FMs is
a desiriable route to follow.
In crystals with locally broken inversion-symmetry at
the magnetic sites and where A and B form inversion
partners, another mechanism for AFM spin-axis reori-
entation presents itself as proposed in ref [11]. There,
the inverse spin galvanic effect [12] produces a local non-
equilibrium spin polarization, alternating in sign between
sublattices A and B, thus generating a staggered spin-
orbit (SO) field, HSO, which does not depend on m(A,B).
HSO leads then to a field-like torque on m(A,B). These
conditions can be generated by an electrical current den-
sity j, injected perpendicular to the axis of locally broken
inversion symmetry. Proposed materials to this end are
to date Mn2Au and CuMnAs[11, 13–20]. Experimen-
tal indication of the electrical manipulation of the AFM
state in a multidomain CuMnAs sample has recently been
reported [19].
In this work, we show reliable ultrafast switching of
a Mn2Au device whose body centered tetragonal crystal
structure [21] is shown Fig. 1(a). This system exhibits a
magnetically hard-axis along the c-axis and has a biaxial
anisotropy in the basal-planes with easy directions along
the [110] and [110] axes [11, 22]. Mn atoms occupy sub-
lattices A and B (Fig. 1(a)). Typical basal-plane domain
sizes in Mn2Au is according to ref [20] ∼ 500 nm. Thus
for a homogeneous Neel ordered state the lateral dimen-
sions of a thin film device should be smaller than this. A
current injected parallel to the basal planes generates a
staggered SO-field, alternating in sign as HSOA ∼ +zˆ × j
(at sublattice A) and HSOB ∼ −zˆ × j (at sublattice B).
The resulting torques are therefore field-like. To effec-
tively switch the spin-axes of the sublattices between two
stable minima, the biaxial easy directions should coincide
with the current-directions. We thus consider the geom-
etry in Fig. 1(b) [11]. Recent calculated values of |HSO|
for Mn2Au is ∼ 20 Oe per 107A/cm2 (slightly lower than
for CuMnAs) [19].
For modeling the device, the total energy, comprised
of exchange, tetragonal anisotropy and Zeeman energies
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∑
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where m is the unit magnetic moment, µ0 the magnetic
permeability in vacuum and µs the saturation magnetic
moment. The first term in Eq. (1) is the exchange energy
with coupling constants Jij between moments i and j.
Terms two, three and four constitute the magnetocrys-
talline anisotropy energy with K2⊥, K4⊥ and K4‖ be-
ing the second order perpendicular, fourth order perpen-
dicular and fourth order in-plane anisotropy constants,
respectively. Unit vectors uˆ1,2,3 denote easy directions.
Furthermore, HSOi is the current-induced staggered mag-
netic SO-field.
The equation of motion at each site for mi in the pre-
cense of the interaction fields Hi is given by the Landau-
Lifshitz-Gilbert equation:
(1 + α2)
∂mi
∂t
= −γmi ×Hi − αγmi × (mi ×Hi). (2)
Here, γ is the gyromagnetic ratio, α is the damping
parameter and Hi is evaluated from Eq. (1) as Hi
= −1µ0µs
∂Ei
∂mi
. We start out by trying the switching ca-
pability of the device in Fig. 1(b) using atomistic spin
dynamics simulations [23]. The simulation is carried out
for a device of size 150 x 150 x 5 unit cells (49.2 x
49.2 x 4.2695 nm3) of the crystal shown in Fig. 1(a) .
The exchange constants used are J1= -396k
−1
B K, J2= -
532k−1B K and J1= 115k
−1
B K [13, 15, 24] where kB is
the Boltzmann constant. For the biaxial basal-plane-
ansiotropy, K4‖ corresponds to an anisotropy field of 100
Oe, as deduced from experiments in ref. [15]; K4‖ is
here then 1.8548 × 10−25 J. K2⊥ and K4⊥ per Mn-ion
is taken from calculated values in ref [14]. We set here
K2⊥= -1.303×10−22 J and use the ratio K4⊥=2K4‖ [14].
Here, α=0.01 and the Mn magnetic moment, µs=4µb
[15], where µb is the Bohr magneton. Considering the
device in Fig. 1(b), uˆ1=xˆ, uˆ2=yˆ and uˆ3=zˆ. Eq. (2) is
then solved by a fifth order Runge-Kutta scheme [26].
The first trial consists in applying two current pulses:
the first pulse aims to switch the A (B) sublattice from
being parallel (antiparallel) to xˆ into directions parallel
(antiparallel) to yˆ and the second pulse to switch the
sublattices back to their original state. The procedure
is as follows: a τp=20 ps long square current pulse is
sent along +xˆ, generating a staggerd HSO along +yˆ on
an A-site and along −yˆ on a B-site. A waiting time
of 15 ps is then imposed to verify the stability of the
written state. Then a second current pulse along −yˆ is
applied, thus generating a staggerd HSO which is paral-
lel (antiparallel) to xˆ on A (B)-sites. We set |HSO|=100
Oe, corresponding to ∼ 5×107 A/cm2 . To characterize
the state, we use the antiferromagnetic order parameter
l=mA−mB2 and the magnetization m=
mA+mB
2 . As the
system is three-dimensional, the volume averaged l and
m are extracted. As can be seen in Fig. 1(c), the switch-
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FIG. 1. (Color online) (a): Crystal and spin structure
of Mn2Au with basal-plane lattice parameter a=3.328 A˚,
c=8.539 A˚. The bond-exchange constants J1,2,3 used are
marked by red solid lines. The Mn atoms occupy two types of
sites, A and B (see the key). (b): Coordinate system and ori-
entation of a square device. Current (j) injection-directions
are indicated by large hollow arrows and two stable positions
of the antiferromagnetic sublattices are shown by double ar-
rows in the device. +zˆ is along the outward paper normal.
(c) and (d): Atomistic spin dynamics results of the time evo-
lution of l (c) and m (d) during two writing operations as
described in the text.
ing cycle is successful and shows no overshoot in this case.
Further, due to the symmetry of the torques, lz, mx and
my remain zero at all times. As the SO-torque itself is
not staggered, a build-up in mz occurs (Fig. 1(d)) caus-
ing a large precessional exchange torque (first term in Eq.
(2)) along the ±yˆ-directions. Fast switching is therefore
the result of an exchange-enhanced torque. The damp-
ing exchange-torque (second term in Eq.(2)) acts as to
restore mz to zero, i.e., the lower the α, the larger the
amplitude of mz, which result in shorter switching times
and lower SO-fields required to achieve a switch. Note
here that we have used a quite long τp. In order to achieve
a switch, τp need only to be long enough to bring l over
the biaxial anisotropy barrier, after which even if the
pulse is off, the biaxial anisotropy field brings l to the
next stable minima. The simulation in Figs. 1(c,d) also
show that even though τp was on for a time longer than
that required to cause a switch, l did not overshoot the
targeted minmum. The reason is that the the SO-torque
is field-like and the direction of HSO is always along an
3easy direction for the geometry in Fig. (1b). Thus even
for a DC current, l is unlikely to overshoot the targeted
anisotropy minima. There may be, however, some con-
ditions, whereby an overshoot event could occur. We
therefore firstly investigate the dependence of the final
orientation of l for different τp and |HSO| at different
values of α during a switching event. For this, a simpli-
fied model allows large sweeps in parameter space at low
computational cost: Thus, we consider a macrospin de-
scription where the system consist of two homogeneous
antiferromagnetically coupled sublattices carrying total
moments mA and mB . The current-induced SO-field is
then HSO at mA and −HSO at mB . Setting Jij < 0,
K2⊥ < 0 and using the Gilbert equation, the coupled
equations of motion for mA and mB are:
m˙A = ωe[mA ×mB ] + ω2⊥mA,z[mA × zˆ]
−ω4⊥m3A,z[mA × zˆ]− ω4‖m3A,x[mA × xˆ]
−ω4‖m3A,y[mA × yˆ]− γ[mA ×HSO]
+αmA × m˙A (3)
m˙B = −ωe[mA ×mB ] + ω2⊥mB,z[mB × zˆ]
−ω4⊥m3B,z[mB × zˆ]− ω4‖m3B,x[mB × xˆ]
−ω4‖m3B,y[mB × yˆ] + γ[mB ×HSO]
+αmB × m˙B . (4)
Here, ωe=
2γ|J|
µ0µs
with |J | = |4J1 + J2|, ω2⊥= 2γ|K2⊥|µ0µs ,
ω4⊥= 2γK4⊥µ0µs and ω4‖=
2γK4‖
µ0µs
while the dot denotes the
time-derivative. l and the total magnetization m are
defined as before. It follows that m · l = 0 and
|l|2 + |m|2 = 1. Due to strong exchange interaction,
we take the exchange limit, |m|  |l|. Then, l2 ≈ 1 and
l · l˙ ≈ 0. The system is describable by m = (0, 0,mz)
and l = (lx, ly, 0) (verified e.g in Fig. 1(c,d)). Combin-
ing Eqs.(3)-(4) and neglecting the second-order damp-
ing terms αm × m˙, αm × l˙ and αl × m˙ in combination
with |ωe|  |ω2⊥|, |ω4⊥|, |ω4‖|, γ|l ·HSO|, one arrives at
m ≈ − 12ωe l× l˙ and consequently:
l× {¨l− ω2R[l3xxˆ+ l3yyˆ]− 2ωeγHSO + 2ωeαl˙} ≈ 0, (5)
where ωR =
√
2ωeω4‖. In planar cylindrical coordinates
(lx, ly) = (cosφ, sinφ) the non-rivial solution of Eq.(5) is
found by solving :
φ¨+
ω2R
4
sin(4φ)−2ωeγ(HSOy cosφ−HSOx sinφ)+2ωeαφ˙ = 0,
(6)
where, if j ‖ xˆ, then HSO=HSOy yˆ and if j ‖ −yˆ then
HSO=HSOx xˆ. Here, mz ≈ − 12ωe φ˙. We have in Figs.
2(a-f) included an example of a comparison between
the macrospin description (Eqs.(3)-(4)), Eq. (6) and
full atomistic spin dynamics simulations. There, a low
α = 0.001, τp = 3 ps and |HSO| = 40 Oe (close to the
limit of a successful switch) was used as a severe test.
Two cases were considered in the atomistic spin dynam-
ics simulations; a finite sized device (same size as that
used for the results in Fig. 1(c,d)) and periodic bound-
ary conditions (PBC) along x, y, z still with 150 x 150 x
5 unit cells. Firstly, notice that the macro-spin approx-
imation and Eq. (6) are in excellent agreement. Also,
there is nearly a perfect overlap of lx,y and mz with the
atomistic spin dynamics simulations when PBCs are used
(Fig. 2(b,d,f)). However, quantitative deviations are seen
when comparing to the atomistic spin dynamics simula-
tions of a finite sized device (Fig. 2(a,c,e)), meaning that
for this device-size the rotation is not perfectly coherent.
In this case the deviations are not severe, so we can safely
use Eq.(6). Further, we find that the higher the α the
better the correspondence with the atomistic simulations
of the finite sized device.
Relying on Eq. (6) we now investigate the final an-
gle φ as a function of |HSO| and τp for current pulses
j ‖ xˆ (i.e. a single switch event). The starting condi-
tion is for φ = 0 (l = (1, 0)). Results are shown in Fig.
2(g,h) for dampings α = 0.001 and α = 0.01; a very
narrow region of overshoot (Fig. 2(g)) occurs in the un-
derdamped case (α = 0.001) for these ranges of |HSO|
( 0 < |j| ≤ 108A/cm2) and τp. For α = 0.01 no over-
shoot is observed (Fig. 2(h)). For a device, a critical
parameter is the minimum excitation strength required
to write. This, we define as the SO-field required to
bring l just over φ = pi/4, denoted |HSOC |. Applying
Eq.(6), we calculate |HSOC | as a function of τp for square
and triangular pulses considering several α. Figs. 3(a,b)
show results for two dampings. At short pulse-durations,
a 1/τp dependence can be seen, showing smaller |HSOC |
the lower the α . There is however a minimum |HSOC |-
value which is α-independent: invoking mz ≈ − 12ωe φ˙ and
inserting into Eq. (6) gives a torque balance equation
such that dmzdt + 2ωeαmz =
ω4
4 sin(4φ)− γHSOy cos(φ). In
the limit of long τp with low current amplitude and/or
long pulse rise-times, dmz/dt ≈ 0 and 2ωeαmz is small
compared to the anisotropy and SO-field torques. Thus
ω4
4 sin(4φ) − γHSOy cos(φ) ≈ 0. As the requirement for
a switch is that l just overcomes the anisotropy bar-
rier, it suffices to find the smallest HSOy on the inter-
val 0 ≤ φ ≤ pi/4, whereby γHSOy cos(φ) ≥ ω44 sin(4φ) is
satisfied. This yields the lower limit for HSOy =27.2 Oe
(1.36 × 107A/cm2), which is in excellent agreement to
the limits observed in Fig. 3 (horizontal dashed red line).
We now investigate the effect of finite pulse rise and
fall times, τr, τf , respectively by trapezoidal pulses (as
defined in Fig. 4) where τr = τf and τp. |HSOC | is then
calculated according to Eq. (6) as a function of the ratio
τr/τp, considering four different τp. In Fig. 4(a) results
are shown for α = 0.01 and in Fig. 4(b), α = 0.005.
As can be seen, as far as |HSOC | is concerned, the de-
pendence on τr/τp is not severe. Thus, in a real de-
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FIG. 2. (Color online) (a-f): Correspondence between atom-
istic spin dynamics, macro-spin modeling and Eq. (6) when
comparing to the finite size device used in Fig.1 and when
imposing PBCs along x, y, z using 150x150x5 unit cells. (a,b)
lx vs time, (c,d) ly vs time, (e,f) mz vs time. The green verti-
cal dashed lines mark the off-point of the pulse. (g,h): Final
angle of l as a function of |HSO| and τp for α = 0.001 (g) and
α = 0.01 (h). Square pulses have been used in all cases.
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FIG. 3. (Color online) (a,b): |HSOC | vs. τp for different
α = 0.01(a) and α = 0.005(b). The red dotted line and
arrow mark the theoretically lowest |HSOC |. A triangular pulse
means that the rise and fall-times equals the pulse duration
as defined in Fig. 4.
vice, pulse-shaping is not crucial to achieve a switching
event while keeping injected current magnitudes at a fea-
sible level; e.g. even a τr=τp=10 ps (triangular) pulse
can switch the device with |HSOC | ∼ 45-60 Oe, meaning
∼ 2.25-3 × 107A/cm2 if α = 0.005 − 0.01. The reason
for a higher |HSOC | as τr/τp increases is a lower maximum
amplitude mz. The result is a reduced exchange torque.
In terms of the switching time, τs, defined here as the
time it takes for ly to reach 90% of its maximum value
of 1, the difference can be significant. Fig. 4(c,d) show
τs versus |HSO| for three τr/τp-values under a current
pulse of τp = 10 ps. Here two cases are shown in terms
of damping; α = 0.01 and α = 0.005. As long as one
is reasonably above |HSOC |, the behaviour is fairly consis-
tent, with a doubling of the switching time as τr/τp ap-
proaches 1. The cause is the same as for |HSOC | although
the effect of lower exchange torque is felt throughout the
whole switch event ( in determining |HSOC | only the time
between 0 ≤ φ ≤ pi/4) is relevant. For application point
of view, however, the increase in τs may not be critical
as all switching times are still in the picosecond regime.
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FIG. 4. (a,b): Dependence of |HSOC | on τr/τp for different
values of τp and α; α = 0.01, 0.005 in (a),(b), respectively.
The legend for (a,b) and pulse shape specification is shown to
the right (τr/τp = 0 means a square pulse and τr/τp = 1 is
a triangular pulse). (c,d): τs versus |HSO| for different τr/τp
and a fixed τp=10 ps. In (c), α = 0.01 and in (d), α = 0.005.
In conclusion, we have computationally shown reliable
picosecond writing in antiferromagnetic systems whose
symmetry allows for current-induced staggered SO-fields.
A minimal risk of overshoot due to the field-like torque
offers an advantage over structures relying on the anti-
damping torque. Conditions for the lower limit of the
switching field has been found. |HSOC | has a rather weak
dependece on the rise/fall-time of the excitation while
τs can increase up to a factor of two as the pulse shape
goes from rectangular to triangular. The switching times
are still in the picosecond time regime. Thus the device
remains ultrafast also for non-square pulse shapes.
P. E. Roy and R. Otxoa contributed equally to this
work.
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