One of the most important factors that limit the performance of diffractive optical elements ͑DOE's͒ is the depth accuracy of the relief structure. A common procedure for fabricating DOE's is the binary optics procedure, in which binary masks are used for the fabrication of a multilevel relief structure. Here an analytic procedure for calculating the optimal depth levels of DOE's, the phase bias, and the decision levels is presented. This approach is based on the minimization of the mean-squared error caused by the quantization of the continuous profile. As a result of the minimization an optimal value for the etching depth of each photolithographic mask is determined. The obtained depth values are, in general, different from the depth values used by the conventional multilevel approach. Comprehensive mathematical analysis is given, followed by several computer simulations that demonstrate the advantages of the proposed procedure.
Introduction
Diffractive optical elements ͑DOE's͒ play a major role in various applications such as beam shaping, 1 optical data processing, 2 optical interconnection, 3 and others. These elements are mainly based on a surface relief pattern and thus possess several advantages. Mainly, these include their high light efficiency, which is obtained by not using absorptive material. The above DOE's are used to describe a continuous phase profile, which may contain any desired information. DOE's can be fabricated by use of several approaches.
A promising approach for the fabrication of continuous phase profiles is direct laser beam writing. According to this approach the substrate is exposed to an UV laser beam that is focused on the substrate. Substrate scanning is achieved with an x-y translator, which moves the beam or, alternatively, the surface itself. At each location the intensity exposure is controlled according to the desired depth. The substrate is usually coated with photoresist, 4 although writing directly onto the substrate is also possible ͑laser ablation͒. 5, 6 Another direct writing approach is electron beam writing. 7, 8 Direct writing techniques, although they seem quite promising, suffer from several disadvantages, mainly the long fabrication period and the complexity of the systems.
Diamond turning is based on a programmable machining technique, which makes use of a machine and a cutting tool to obtain continuous phase profiles with minimal roughness. 9 However, this approach is limited to low numerical apertures ͑NA's͒ and rotationally symmetric elements. Moreover, the implementation of this method by use of a glass substrate is difficult, because glass is a brittle material.
Owing to the above limitations, the common approach for the fabrication of DOE's is still by use of a multilevel phase profile. 10 This approach is known as binary optics. The approach is based on producing a set of binary masks and performing etching steps for achieving a phase delay of ͑first mask͒, ͞2 ͑second mask͒, ͞4 ͑third mask͒, and so on. Usually, no more than four masks are used; therefore 2 4 ϭ 16 phase levels are achieved. The continuous phase profile is approximated by the quantized profile with the aid of binary masks. The quantized phase levels are equally spaced in the ͓0 -2͔ span.
Before we discuss optimal etching-depth levels, it is important to note that, even for the ideal case of an infinite number of lithographic masks, one cannot obtain a continuous phase profile, owing to the spatial sampling. For example, the implementation of a high-NA lens with a low space-bandwidth product DOE leads to significant phase quantization. In such cases optimization should be based on proper design of the lithographic masks. Several approaches to this type of optimization can be found in the literature. [11] [12] [13] In this paper we investigate cases in which phase quantization is governed by the number of lithographic masks rather than by the space-bandwidth product. DOE's for arbitrary beam shaping and low NA are examples for such a case. Under this assumption the uniform set of etching-depth levels, although commonly used, is optimal only for a limited set of cases in which the phase probability-density function is constant ͑i.e., equal number of pixels per each phase region͒, such as linear phase ͑blazed grating͒. However, if the phase probability-density function is not constant, e.g., a Fresnel lens, another set of etching depths may describe more accurately the continuous phase profile. Controlling the phase bias may also be helpful, as shown by Hen and Sawchuk. 14 An iterative approach for obtaining the optimal etching-depth levels as well as the phase bias was presented by Arrizon and Sinzinger. 15 The approach is based on defining a criterion for optimization and performs numerical gradient optimization. Using the above approach, the authors succeeded in obtaining array generators with higher uniformity. The approach has several advantages, such as the ability to define any desired criterion for optimization. However, finding an analytic expression ͑rath-er than a numerical one͒ that defines the optimal etching-depth levels and the phase bias is crucial, from both academic and calculation complexity points of view. In addition, the above approach assumes that the decision levels lie exactly in the middle of a region defined by two consecutive phase levels. This assumption, although it seems quite reasonable, is worth checking. Therefore we aim to find an analytic expression for the optimal etchingdepth levels.
When trying to find an analytic expression for optimal quantization, one usually refers to the wellknown Max-Lloyd algorithm. 16, 17 This algorithm yields the optimal gray levels for quantizing an image. Unfortunately, that algorithm in its known form is not suitable for quantizing a continuous phase profile, for to two reasons:
1. The quantization should optimize a phasor ͑which is a periodic function with period of 2͒ rather than gray-scale levels.
2. When the binary optics manufacturing procedure is used, the phase values are a function of the etching-depth levels and therefore cannot be chosen arbitrarily as are gray-scale levels. As a result, fewer degrees of freedom exist.
An analytic approach for calculating the optimal quantization of computer-generated holograms was suggested by Gallagher. 18 This approach is based on the Max-Lloyd algorithm and finds both amplitude and phase quantization levels. Suitable constraints are used to apply the approach to Lohmann and Lee computer-generated holograms. However, the above constraints are not suitable for the optimization of phase-only DOE's fabricated with the concept of binary optics.
In the following an approach for calculating the optimal etching depths analytically is presented. The proposed approach is based on the Max-Lloyd optimization. It is applied to the optimization of phase-only DOE's fabricated with the binary optics technique, by the introduction of proper constraints. Based on knowledge of the phase probability-density function, the optimal phase profile can be found by the minimization of the mean-squared error ͑MSE͒ term. A comprehensive mathematical analysis is given in Section 2. Computer simulations are given in Section 3, and in Section 4 we summarize and conclude the results.
Mathematical Analysis
The quantization operation yields some error, which is known as quantization noise. Our aim is to find a set of etching-depth levels, d 1 , . . . , d N ͑where N is the number of desired lithographic masks and d is given in phase units͒, a hard-clipping set C 1 , . . . , C Nϩ1 ͑where C j , C jϩ1 defines the region of allocating a continuous phase into a quantized phase j ͒, and a reference quantized phase 1 ͑phase bias͒, all of which minimize the MSE given by
where p͑͒ is the probability density of . We can find the minimization conditions by differentiating Eq. ͑1͒ with respect to C m , d r , and 1 and equating to zero. As a result the following set of equations is obtained:
By applying some simple mathematical manipulations on Eq. ͑2͒, one gets
which is similar to the results obtained with the Max-Lloyd algorithm. Before substituting the above results into Eqs. ͑3͒ and ͑4͒ and obtaining a solution for the set d r and for 1 , one must know the analytic dependence of n in d r . The general expression for this dependence is given by
where ␦ i, j is the discrete Kronecker delta function, defined as
The various masks usually conform to the simple relation
For masks that fulfill condition ͑8͒, Eq. ͑6͒ may be formulated more simply as an inner product:
where ͑n Ϫ 1͒ N,2 is the N-digit binary vector representation of n Ϫ 1, ⅐ is the inner product, and t is the transpose operation. Although Eq. ͑6͒ is somewhat complicated, it is easy to obtain the matrix ‫ץ‬ n ͞‫ץ‬d r . As an example, we discuss the case of N ϭ 2, i.e., two masks and 2 2 ϭ 4 phase levels. From Eq. ͑6͒ one obtains
therefore
where r is the column index and n is the row index. Extreme phase levels pose an additional problem. As can be seen from Eq. ͑5͒, finding C 1 and C Nϩ1 involves expressions with 0 , Nϩ1 , which are not defined. However, bearing in mind that is a phasor and thus should be a periodic function with 2 periodicity, we must define 0 ϭ N Ϫ 2, Nϩ1 ϭ 1 ϩ 2. An integral whose boundaries cross 2 ͑e.g., an integral with boundaries ͓1.9-0.1͔͒ should be replaced with two integrals: from the lower boundary up to 2 and from 0 up to the upper limit, e.g., from 1.9 to 2 and from 0 to 0.1, respectively. Integrals of this type may result either from Nϩ1 Ͼ 2 ͑causing boundaries such as 1.9-2.1͒ or from 0 Ͻ 0 ͑causing boundaries such as Ϫ0.1-0.1͒.
It is still necessary to obtain an expression for p͑͒. It is convenient to perform this task with a computer, by means of dividing the phase region ͓0 -2͔ into a large number of discrete partitions, counting the number of pixels that belong to each partition, and performing normalization. If, however, the phase profile is given as an analytic function, it is also possible to find p͑͒ analytically. Assuming that the dependence of in the spatial location x ͑which is distributed uniformly͒ is given by ͑x͒ ϭ f ͑x͒, it can be shown that
Although the constant can be found by normalization, it can be neglected, owing to the structure of Eqs. ͑3͒ and ͑4͒ (const͓. . .͔ ϭ 0). The next step is substituting Eqs. ͑5͒ and ͑6͒ into Eqs. ͑3͒ and ͑4͒. Equation ͑3͒ is a set of N nonlinear equations; therefore the N ϩ 1 unknown parameters ͓d 1 , . . . , d N , 1 ͔ can be found from the above equations. Note that, although every equation is a sum of 2 N terms, only half of the phase levels are dependent on d r . Therefore only 2 NϪ1 terms remain, which makes the calculations easier. For the case of a large number of lithographic masks, ͑i.e., large N͒ the term Ϫ n becomes small; therefore the approximation
is valid. Using the above approximation leads to simpler equations, which are easier to solve. However, where large N values are involved, the improvement of the proposed approach becomes less significant. Thus using the approximation of relation ͑13͒ might cancel the error reduction, and the exact solution is preferable.
Computer Simulations
To demonstrate the advantages of the presented approach, several computer simulations were carried out. The first case that was investigated is the multilevel Fresnel lens, also known as the zone plate. We used a weak Fresnel lens with an aperture of 6.3 mm and focal length of 8 m, designed for a wavelength of 0.632 m. The suggested algorithm was used to find the set ͑d 1 , . . . , d N , 1 ͒ for N ϭ 1, 2, 3.
The obtained results are given in Table 1 ͑The continuous, uniform-quantized, and nonuniformquantized profiles can bee seen in Fig. 1͒ . MSE values are presented in Table 2 . No significant improvement was achieved using with three masks; therefore these results are not given. Although the above approach is based on optimization of the MSE, the evaluation of the quantized lens performances should be based on an energy criterion. Even though MSE improvement does not necessarily lead to efficiency improvement. It is in- teresting to examine how the nonuniform quantization influences the energy distribution at the focal plane. We calculated the energy inside the central lobe of the of the lens and compared that with the expected values for the uniform-quantized lens 19 :
The results for the first two masks are also given in Table 2 . Significant improvement was obtained only for the binary lens ͑N ϭ 1͒, efficiency of 48.6% instead of 40.5%. The cross section of the image at the focal plane, obtained with the uniform-and the nonuniform-binary-quantized lenses are depicted in Fig. 2 . The obtained MSE values are given in Table 2 . Another case that was investigated is a Fresnel lens with a focal length of 5 m and an aperture of 6.2 mm. The parameters of this lens were chosen such that the phase variations are from 0 to 3. Because of the periodicity, the phase region 2-3 is folded into the 0 -region. Therefore most of the phase values are concentrated in this region, and it seems that nonuniform quantization may be quite helpful. The suggested algorithm was used to find the set ͑d 1 , . . . , d N , 1 ͒ for N ϭ 1, 2, 3. The obtained results are given in Table 3 ͑the continuous, uniform-quantized, and nonuniform-quantized profiles can be seen in Fig. 3͒ . MSE values are presented in Table 4 . As expected, MSE improvement is more significant compared with the 8-m lens, although the efficiency improvement is less impressive.
To emphasize the capabilities of the proposed approach, a phase-only filter that reconstructs the letter Fig. 1 . Continuous ͑solid curve͒, uniform-binary-quantized ͑dashed line͒, and nonuniform-binary-quantized ͑curve with asterisks͒ lens profiles. L was designed ͑with the Gerchberg-Saxton algorithm 20 ͒. The probability-density function, which can be seen in Fig. 4 , was calculated. The obtained values for 1 , d 1 , . . . , d N are given in Table 5 . The obtained MSE values are given in Table 6 . The continuous, uniform-quantized, and nonuniformquantized profiles can be seen in Fig. 5 . As can be seen, significant improvement is obtained for the binary DOE, whereas the improvement decreases with the increase of N. Nevertheless, even a 2-3% improvement cannot be underestimated, and sometimes it can make a significant difference, especially since no additional fabrication effort is needed.
Conclusions
A novel, to our knowledge, method that enables analytical calculation of the optimal etching-depth levels, the phase bias, and the decision levels has been presented. These etching-depth levels, combined with appropriate masks, can be used for the fabrication of multilevel DOE's. It was shown that the decision levels lie exactly between two consecutive phase values. It was also shown that the error caused by the quantization could be reduced with the suggested approach. Three different DOE's were tested: two Fresnel lenses ͑F ϭ 8 m and F ϭ 5 m͒ and a phase-only filter that reconstructs the letter L. The quantization error was significantly reduced for the first two etching levels of all the three DOE's, whereas for the case of three masks error reduction can be noticed on the Fresnel lens with a focal length of 5 m and on the L filter. In general, the approach is useful especially for binary elements but may also be helpful for multilevel elements. 
