Abstract. In this paper, an algorithm for computing the principal character for affine Lie algebras is discussed and presented. The principal characters discovered using this program are given and/or proven. Results include level 2 and 3 character formulas in A (2) 2n−1 and the sole existence of the RogersRamanujan products in A (1) 
2n−1 and the sole existence of the RogersRamanujan products in A (1) 1 , A (1) 2 , A (2) 2 , C (1) 3 , F (1) 4 , G (1) 2 , A (2) 7 .
Introduction
The principal character of an affine Kac-Moody Lie algebra (see [4] ) is an extremely powerful tool for understanding the structure of its integrable highest weight modules. The Rogers-Ramanujan products occur in the character formulas of several affine Lie algebras: A (1) 1 , A (1) 2 , A (2) 2 , A (2) 7 , C (1) 3 , F (1) 4 , and G (1) 2 . Using the Rogers-Ramanujan identities, the realizations of these representations have all been constructed in [2] , [3] , [5] , [7] , [8] , [9] , [11] , [12] , and [14] .
The occurrence of the Rogers-Ramanujan products in the character formulas significantly simplifies the construction of the corresponding modules. Furthermore, we can go the other way. Lepowsky and Wilson gave a Lie theoretic proof ( [6] ) of the Rogers-Ramanujan identities using their vertex operator realization of A (1) 1 ([5] ). A program which reliably calculates the principal character formula is useful in constructing the associated modules. In this paper, an algorithm is presented for this calculation and several formulas discovered using this program are proven. Maple code is available via email or on the web at http://it.stlawu.edu/∼mbos/ research/character.html.
Preliminaries
We let g = g(A) be an affine Lie algebra with 3(n + 1) generators e i , f i , and h i associated with a symmetrizable generalized Cartan matrix (GCM), A = (a ij ) n i,j=0 , and let d be a derivation on g. Furthermore, we define the semidirect products g = g ⊕ Cd andt = t ⊕ Cd, abelian subalgebras, where t = span{h 0 , . . . , h n }. For all 0 = α ∈t * , we define g α = {x ∈ g|[h, x] = α(h)x, ∀h ∈t}.
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Then, ∆ = {α ∈t * |α = 0 and g α = (0)} is the set of roots. The simple roots, Φ = {α 0 , . . . , α n } ⊆ ∆, are defined by the condition
Φ is linearly independent and ∆ can be broken down into positive and negative roots, as follows:
The simple reflections, r i , are defined by
The Weyl group, W, is the group generated by r 0 , . . . , r n . Now ∆ can be broken down in another useful way, real and imaginary roots:
. . , a n are relatively prime integers and A(a 0 , a 1 , . . . , a n ) = 0. For all i = 0, . . . , n,
The set of real roots ∆ re for the affine Lie algebra g is
if g is not of type A (2) 2n , or
2n ,
where o ∆l and o ∆s denote the set of long and short roots, respectively, for the associated finite dimensional simple Lie algebra o g ( [4] ). We know that for all dominant integral λ ∈t * , there exists a unique (up to isomorphism), irreducible, integrable highest weight module, denoted by L(λ). For the purpose of this paper and without loss of generality, we can and do assume that λ(d) = 0. Thus,
where Λ 0 , . . . , Λ n are the fundamental weights defined by Λ i (h j ) = δ ij , and Λ i (d) = 0. The canonical central element is c = a i h i , where a 0 , . . . , a n are relatively prime integers such that (a 0 , . . . , a n )A = 0. Hence, λ(c) is the level of L(λ). 
By definition, mult(α) = dim(g α ). It is known that
where
, and ∆ v + is the set of positive roots for g v , the dual of g (see [11] ). This can be simplified further to
There exists an infinite dimensional Heisenberg subalgebra (see [7] ), s, of g. The space Ω(L) of highest weight vectors in L(λ) for s is the vacuum space for L(λ). We need only calculate the principal character for Ω(L) since it completely determines χ(L(λ)). It is known that
The algorithm this paper describes calculates Ω(s 0 , . . . , s n ).
Simplifying the problem
The core of the computation is the (s 0 + 1, . . . , s n + 1)-specialization of D v ; the result is an infinite product over k > 0 of a finite list of elements, each of the form (1 − q mk−b ). Each term corresponds to a root of the affine Lie algebra in the following sense: if α + kδ is a root of the affine Lie algebra such that e(−δ) = q m and e(−α) = q b , then that root generates the term
. Therefore, when generating our list of terms, we need only consider those generated by the positive roots, then use this symmetry to determine the terms generated by the negative roots.
The long roots of the associated finite dimensional simple Lie algebra generate roots of the form α + rkδ, as well as of the form 
After getting the algebra and specialization from the user, we do the following: (1) 
Generating the list
The first problem is to find the list of values, b, generated by the set of roots. The roots of the finite Lie algebra associated with the dual are linear combinations of the set of simple roots,
. Thus, the value generated by α is 
Since E 6 , E 7 , E 8 , F 4 , and G 2 have a known set of roots (unlike the others that vary with n), their coefficient matrices can be generated using the Coxeter Maple package, written by John Stembridge of the University of Michigan ([13]), then stored. The other coefficient matrices can be generated as needed; this is fairly straightforward after noting the root patterns within each finite dimensional Lie algebra.
Finding count(b)
The second problem is to calculate count(b). We start by initializing a vector of length rm to 0. We then traverse (b α ) α∈∆+ , incrementing locations in this vector according to the value of r and the type of the root α. If r = 1, then for each b α , we increment count(b α ) and count(m − b α ). If r = 1 and α is a long root, we increment count(b α ) and count(rm − b α ). If r = 1 and α is a short root, we increment count(b α ), count(rm − b α ), and count(im ± b α ), 0 < i < r. To take into account the imaginary root, we increment count(sm), s ≡ r 0 by
(see (2.1)). Finally, we decrement each count(b) by rank(A) which is equivalent to dividing by [ϕ(q)] rank(A) .
Simplifying the result
The final problem is to simplify the formula. This step merely takes a vector and determines if it is a string of repeating subpatterns; if so, the subpattern is returned. For example, if the character formula generated is
the program should return
The 
Results
Calculating a principal character by hand is time-consuming and prone to error. My implementation of this algorithm calculates many formulas efficiently, thus making it easier to find patterns. It was clear to see that the only occurrences of the Rogers-Ramanujan products are those already found. This is proven below. Also, patterns in the level 2 and level 3 character formulas of A (2) 2n−1 were fairly obvious. All of the level 3 character formulas are proven as well as several of the level 2 character formulas. Patterns in B (1) n , C (1) n , and D (1) n are conjectured but not proven.
7.1. The existence of the Rogers-Ramanujan identities in the principal characters of affine Lie algebras. For convenience, we denote the RogersRamanujan products by (cf. [1] ):
When referring to both simultaneously, R(q) will be used. It is known that the Rogers-Ramanujan products occur in the following affine Lie algebras:
4 , and G To prove that these are the only occurrences of the Rogers-Ramanujan products in the principal characters of affine Lie algebras, we first note that to get a RogersRamanujan product, e(−rδ) = q 5µ where µ ∈ Z + . This implies r divides µ. If there is a Rogers-Ramanujan product of the form R(q p ), there exists s such that µ = ps. Therefore, there must be (5µ − 1)n − 2s terms to get a Rogers-Ramanujan product. : Ω(2, 0) = G(q 2 ) ,
:
: Ω(0, 0, 0, 0, 1) = G(q 4 ),
Proof. It is straightforward to calculate the number of terms generated by the roots of each algebra: So, to get a Rogers-Ramanujan product, we must find integers n, µ, p, and s such that the number of terms equals (5µ − 1)n − 2s.
In A
n , we have n 2 + n = (5µ − 1)n − 2s,
Since n ∈ N, the discriminant of the quadratic formula for n must be a perfect square. Thus, there exists z ∈ Z such that
2 . Therefore, µ = 1 or 2. If µ = 2, then s = 1 or 2, and in either case n / ∈ N. If µ = 1, then n = 1 or n = 2, and we get the cases listed above for A (1) 1 and A (1) 2 . Similarly, for A (2) 2n−1 , A (2) 2n , B (1) n , C (1) n , D (1) n , and D (2) n+1 , we can find an upper bound on µ by manipulating the discriminant. We then look at the other values of µ, which either lead to a contradiction or produce the Rogers-Ramanujan products we seek.
In D and G (1) 2 , where the number of terms is fixed, we set that number equal to (5µ−1)n−2s. This either leads to a contradiction or produces the Rogers-Ramanujan products we seek. (2) 2n−1 . Since there is a diagram automorphism in A (2) 2n−1 that interchanges the α 0 and α 1 node, each of the following identities with Λ 0 can also be written with Λ 0 replaced with Λ 1 . As the proofs are identical, these identities will not be explicitly stated.
Level 2 character formulas in A
Theorem 7.2. In A (2) 2n−1 , χ(Ω(L(2Λ 0 ))) = k≥1 k ≡ (n+1) 0 (1 − q 2k ) −1 .
Proof. First, note that e(−δ) = q 2(n+1) and if e(−(α
Also, the multiplicity of (1 − q 2(n+1)k ) is given in [4] to be n. Now it suffices to show that the number of α ∈ . If b is even, then so is 2(n + 1) − b. So, the number of
Proof. The difference between this character formula and χ(Ω(L(2Λ 0 ))) is that
∆+ that is affected, we have the following changes: (for ease of notation, let b = −i refer to b = 2(n + 1) − i) α 1 ⇒ −1 to count(±1) and +1 to count(±2), α 1 + α 2 ⇒ −1 to count(±2) and +1 to count(±3), . . .
to count(±n) and +1 to count(±(n + 1)). From roots of the form α i + · · · + α j , we have a net gain of 1 in count(±(n + 1)) and a net loss of 1 in count(±1).
From the roots of the form α i + · · · + α j−1 + 2α j + · · · + 2α n , the only ones that are affected are α 1 + 2α 2 + · · · + 2α n , . . . , α 1 + · · · + α n−1 + 2α n . Using an argument similar to that used above, we find that these roots result in a net gain of 1 in count(±2) and a net loss of 1 in count(±(n + 1)).
Taking the two types of roots into account, we have a net gain of 1 in count(±2) and a net loss of 1 in count(±1).
Proof. The difference between this character formula and χ(Ω(L(2Λ 0 ))) is that e(−α 2 ) = q 2 instead of q 1 . Using a similar argument to that in the previous theorem, we find that the roots of the form α i + · · · + α j generate a net gain of 1 in count(±n) and count(±(n + 1)) and a net loss of 1 in count(±1) and count(±2). The roots of the form α i + · · · + α j−1 + 2α j + · · · + 2α n result in a net gain of 1 in count(±1) and count(±(2(n − 2) + 3)) and in a net loss of 1 in count(±(n + 1)) and count(±n).
Taking both types of roots into account, we have a net gain of 1 in count(±4) and a net loss of 1 in count(±2).
This pattern seems to continue for all the level 2 character formulas for A (2) 2n−1 .
This holds true for n = 3, . . . , 50.
7.3. Level 3 character for A (2) 2n−1 . Another interesting find was the generalized Rogers-Ramanujan products in the level 3 character formulas for A (2) 2n−1 . At this point, it would be beneficial to add a bit of notation. Denote 
Proof. First, note that e(−δ) = q 2n+3 and the multiplicity of (1 − q 2(n+1)k ) is given in [4] to be n. We need only show that
for b = 1, . . . , 2n + 2. We know that
and that 
and if b is even, then 
Proof. The difference between these characters and χ(Ω(L(3Λ
n , and D (1) n .
Conjecture 7.2. In
This holds for n = 3, . . . , 50. This holds for n = 2, . . . , 50. This holds for n = 3, . . . , 50.
