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Abstract--The control point form of algebraic grid generation isdeveloped ina rigorous manner to 
illucidate the key attributes of the mathematical theory and is dememstrated graphically to visualize 
the type of action that is possible. Altogether, the algebraic oordinate transformation represents a 
flexible structure that is adaptable to various ituations. This presents the capability to effectively 
free-form model the boundaries of objects in a field about which a numerical simulation is to be 
performed with the generated grid. 
1. INTRODUCTION 
The control point form (CPF)  of algebraic grid generation was originally established as a method 
by which coordinate grids could be efficiently and flexibly constructed with the manipulation 
of control points [1]. The key attributes were the capability to have a strong shape control 
over the coordinate curves, as well as to specify arbitrary boundaries while a sparse control 
net was used to deform the grid as might be desired. The strong shape control came from the 
curve construction with the multisurface transformation [1]. Those constructed curves were then 
assembled in a particular transfinite format which produced a net of control points rather than a 
general collection of intersecting control curves. The net sparsity was then readily seen to be the 
source of efficient grid manipulation. Further efficiency was also noted to arise from the choice of 
local blending functions. Altogether, the CPF  emerged as a powerful grid generation technique 
where boundaries could be selectively specified. 
In the present study, we examine the intrinsic structure of the control point form in a rigorous 
manner for both two and three dimensions. Moreover, we extend the CPF  by permitting the 
corner control points to be chosen arbitrarily rather than being required to match the respec- 
tive specified corner points. Some three-dimensional examples are also presented for graphic 
illustrations of the theory. Two dimensional examples can be found in [1]. 
The organization, here, is to start with the basic constructive elements and then to proceed with 
them into the extension. The order of discussion is delineated by the topical sequence: the control 
point form for curves, the attachment process which automatically defines initial control point 
positions in space, transfinite interpolation to assemble distinct coordinate directional constructs, 
the CPF  in two dimensions, the CPF  in three dimensions, and some grid displays. A general 
background on the topic of numerical grid generation is given in [2-10]. 
2. THE CONTROL POINT  FORM FOR CURVES 
The basic constructive lement for the control point form of algebraic grid generation is the 
representation f curves in terms of control points. This is given in a direct manner. The basic 
data for the curves is a sequence of N control points Pk and corresponding blending functions 
c~k(~) in an assumed curvilinear variable ~ for k = 1,2, . . .  ,N. For simplicity, all curvilinear 
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variables, ~, will be assumed to vary from 0 to 1. With this data, the generic control point form 
of curve generation is stated as 
N 
V(~) = ~ at(~)Pt, (I) 
k=l 
where 
N 
o~(~) -- 1, (2) 
so that the special case of a reduction to a single point is well-defined. That is, should each control 
point in the sequence be given by the same fixed point, then the result of (I) should also reduce 
to that fixed point. Thus, (2) assures that such a fixed point is preserved. While the blending 
functions could also be forced to be non-negative, this condition is not assumed. The condition 
would yield the well-known convex hull property which represents a form of shape control over 
the curve. A stronger shape control over the curve, however, is available with the multisufface 
transformation [2-10] which in general does not satisfy the condition. It gets the desired shape 
control directly from an interpolation at the vector field level with the field of desired tangent 
vectors to the desired curve. With respect o curve arc length, the change in direction of the 
tangents represents curvature while length changes represent spacing nonuniformities along the 
curve. In addition to the blending functions arising out of the multisurface transformation, there 
are, of course, further possibilities. These include the common Bezier, B-Spline, and Lagrange 
techniques as well as others. 
3. ATTACHMENT 
When an arbitrary curve is given in a parametric form, it can be viewed as a transformation 
from the parameter space to the physical space in which it appears. As a transformation, the 
objective of at tachment  is to essentially reproduce it by using the transformation i terms 
of control points (1). This amounts to an approximation of both its geometry and pointwise 
distribution. The accuracy in this process is usually quite good for a modest number of control 
points and is, of course, enhanced as the number of selected control points N increases. 
In terms of the pointwise distribution, the starting condition is with a uniform distribution 
in parameter space. Any non-uniformities along the curve are then the result of applying the 
given map to the given curve. Accordingly, if the map is to be reproduced, then the uniform 
parameter space must first be reproducible. Given any number N of control points, this can he 
accomplished by placing the control points in the parameter space in such a manner as to yield 
a uniform pointwise distribution for the parameter space. 
4. THE BASIC TRANSFINITE INTERPOLATION PROCESS 
The generation of a curve that connects two end points is an example of a uni-directional 
construct: the direction of construction being only along the curve. When such curves are as- 
sembled to form a family of coordinate curves, the construct is still a uni-directional one. The 
directional parameter is identified by the curvilinear coordinate variable that is the parameteri- 
zation for each coordinate curve in the family. The uni-directional constructs are characterized 
by their very nature in which the only real specifications of data occur at fixed stations of the 
corresponding parameter value. In the simplest case of straight line constructs, the specification 
is just the end point positions in space. When these straight lines are smoothly assembled to 
form a coordinate system, the end point specifications become curve or surface specifications. 
The result is called a shearing transformation. The clear defect in this process is the fact 
that there are no real specifications in the remaining coordinate directions that were inherited 
from the specified boundaries. To correct this defect, a further process is needed to assemble 
these directional constructs in such a manner as to conform to specifications in more than one 
direction. This process has been called transfinite interpolation. 
Transfinite interpolation is most simply described by demonstrating it for shearing transfor- 
mations. In two dimensions, there are two shearing transformations that can be stated as: 
A(~,T}) -- (1 - ~)P(0,W) + ~V(1,~}) (3) 
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and 
B(~,~)  -- (1 - ~)P(~,0)  + ~P(~,  1), (4) 
for the respective ~and ~ coordinate directions. The fixed stations for (3) are for ~ equal to 0 
and 1 and are represented by the respective specified boundaries, 
P(0,~) and P(1,~/). (5) 
However, when ~/is equal to 0 and 1, the shearing (3) gives straight lines rather than the more 
general specified boundaries. 
P(~, 0) and P(~, 1). (6) 
With the shearing in the q-direction (4), the specifications are reversed. The specified bound- 
aries are given by (6) while the lateral boundaries are given by straight lines rather than (5). 
Since the lateral boundaries of the shearings (3) and (4) together represent a linear rendition of 
each boundary, the natural inclination is to develop the transformation which produces linearity 
at each boundary. Clearly, the corner points are all that is required. These represent the in- 
tersection of the edges. This transformation is given by the double shearing: namely, to shear 
with (4) between the corners defined by ~ equal to 0 and 1 and then to use these straight line 
results in place of (5) in the shearing of (3). The order of the double application of shearings can 
be reversed by employing (3) first and then (4). The result is the same. It is called the tensor 
product  transformation a d is given by 
= (AB)(~, ~/) 
(1 - ~)B(0,r / )  + ~B(1,~/) 
(1 - ~)(1 - ~/)P(0,0) -t- (1 - ~)~P(0 ,  1) + ~(1 - ~/)P(1,0)  + ~/P(1 ,1 )  
(1 - + 1) 
(BA)(~, 7), 
(7) 
where the corner points are explicitly blended into each other. The specification of all boundaries, 
however, requires an interpolation of the union of edges rather than the intersection as given by 
the tensor product. By returning to the directional shearings of (3) and (4), their vector sum 
(A + B) contains the fixed stations for boundary specifications atall boundaries, but also contain~ 
line segments as well. That is, the evaluation at the boundaries reduces to the vector sum of the 
position vector for boundary specification and the position vector for the straight line segment 
that connects the corners corresponding to the end points. Since these straight line segments 
appear at each boundary and are also produced by the tensor product ransformation T of (7), 
the transformation which conforms to all boundaries i obtained by a subtraction of T from the 
sum A + B and is given by 
P = A + B-  T, (8) 
which defines the position vector P everywhere throughout the unit box of curvilinear variables 
from its specification along the entire boundary of this unit box. Because this represents an 
interpolation of the entire boundary which can generally be given as a continuum which then 
involves an infinite number of points, it has been called a transfinite interpolat ion to reflect 
the possible infinity of points in comparison to the finite set represented by the corners for 
the tensor product. In terms of the boundary point specifications, the tensor product (7) and 
transfinite transformations (8) respectively interpolate the edge intersections and unions. In a 
more general manner, the shearing transformations can be viewed as separate projections f~om 
the class of all transformations that conform to the opposing boundaries to the specific choice of 
the shearing. This requires ome extra notation to accommodate the projectors, but the essential 
features follow the same pattern as given here. In the notation of projectors, the tensor product 
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transformation (7) and the transfinite transformation (8) are called the Boolean product and 
sum respectively. The use of projectors extends well beyond the specific choices of assembling 
shearings. The general feature with union and intersections still holds. The Boolean products and 
sums respectively correspond to conformity with the intersections and unions of the associated 
objects. Those objects, in our illustration were only the edges. This general format provides the 
framework to proceed with the assembly of control point curves to create control point surfaces 
and blocks. 
5. THE BASIC CONTROL POINT FORM OF ALGEBRAIC GRID GENERATION 
The control point form of algebraic grid generation isgiven here to delineate the basic structure 
in two dimensions. The CPF  is obtained from the Boolean assembly of control point curves. The 
assembly is done in such a manner that the control rests with a sparse array of control points 
rather than an intersecting network of complete control curves or surfaces. The latter would arise 
from the rather straight forward application of the transfinite procedures. It would also present 
the burden of more data to manipulate as well as other problems. 
The constructive lements of the CPF  are the control point array, the interpolation points, 
the associated blending functions, the specified boundaries and the switches for boundary spec- 
ification. With the exception of the last stated element, these are now to be given a notational 
designation. The control point array is given by 
{Qij l i  = 1 ,2 , . . . , I  and j = 1 ,2 , . . . , J  }, (9) 
the associated blending functions (1) are designated by 
ai(~) for i = 1 ,2 , . . . , I  
~j(T/) for j = 1, 2, . . . ,  J (10) 
and the specified boundaries are stated in the form given by (5) and (6). 
The construction starts with the creation of a control point curve (1) for each row and column of 
the control point array (9). These curves will lead to the tensor product T and to the directional 
transformations that reflect A and B in (3) and (4). These are generated as 
aj(~) -- Z c~((~) Qij 
i----1 
for j  = 1 ,2 , . . . , J  and (11) 
J 
bi(~) = Z ~j01)qij for i = 1,2,...,I. (12) 
j= l  
The tensor product is computed by using the curves in (12) for constructive surfaces as 
I 
= (13)  
i= l  
or, alternatively, the curves of (11) as 
J 
T(~,~) - ~ ~j(~/)aj(~). 
j-~l 
Each of which reduces to the symmetric formula, 
I J 
T (~,  7) -" ~ ~ ~i(~) ~j(W) Qij, 
i----1 j----1 
(14) 
(15) 
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that shows the invariance to the order of assembly: that is, the commutativity of this process. 
By viewing the tensor product as coming from the constructive surfaces of (12) as in (13) and 
of (11) as in (14), the evaluations at the boundaries are readily seen to be given by 
T(0, ~}) = bl0}) T(1, ~}) = bI0}) 
T(~, 0) = al(~) T(~, 1) - aj(~). (16) 
This occurs since each tensor product construction treats the first and last curves in the same 
manner in which the curve construction treats the first and last control points. The result simply 
states that the tensor product ransformation reduces to a control point curve at each boundary. 
The tensor product transformation, like its simpler counterpart in the case of shearing trans- 
formations in (7), does not utilize the data for specified boundary edges, but is only dependent 
upon the control point array (9). It now remains to develop the directional constructs which 
include the missing boundary data and correspond to the previous A and B of (3) and (4). 
This is obtained by adjusting the assembly of control point curves to get the tensor product. 
The adjustment comes from a replacement of control point curve boundaries with the associated 
specified boundaries. The pertinent modification of (13) then becomes 
I -1  
A(~, ~/) = al(~) P(0, 7) + Z a,(~) b,(~/) + ax(~) P(I, ~}) 
i=2 
(17) 
and, similarly, the other direction (14) becomes 
J -1  
B(~,~) = /~I(~)P(~,0) + ~/~#(~)a#(~) + Bj(e)P(~,I). 
j=~ 
(18) 
Because the intermediate control curves are, by construction, the control point curves used to 
develop the tensor product in their respective directions, it is reasonable to complete the corre- 
sponding summation in the middle of (17) and (18) to cover the full range so that it becomes the 
tensor product. In so doing, the boundary control point curves are added into the summation 
and are balanced by their subtraction from the first and last terms on each end. The result is a 
tensor product for the center term and the remaining terms being the boundary blending terms. 
In the first direction, the transformation of (17) becomes 
where the last two terms are the boundary blending terms. Similarly, the transformation i the 
other direction becomes 
Altogether, the boundary adjustment terms appear as a difference between the specified bound- 
ary P and a control point curve which is scaled by the blending function at the corresponding 
boundary. Since the control point curve at each boundary is determined by the corresponding 
boundary control points f~om the array (9) and since that represents just an evaluation of the 
tensor product T, these directional constructs can be expressed entirely in terms of the specified 
boundary and the tensor product. That is, using (16), the directional constructs (19) and (20) 
are now written as: 
T(0,)) ÷ T(I ,)) 
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With these directional transformations, the next step is to compute their composed action. 
This proceeds in a directly parallel fashion to the development with the shearing transformations 
in (7). As in the previous case with shearings, the composition of actions is commutative. That 
is, B applied to P and then A applied to the result is the same as A applied to P and then B 
applied to the result. Symbolically, the commutativity is stated as AB = BA. In distinction 
from the prior case, the tensor product T of the control points is the tensor product of AB only 
when the corner points match. In general, the tensor AB is given as T plus adjustment terms 
for each corner. The algebraic alculation is given in a step by step manner as follows: 
= T(~,'7) + al(~)/~('7) (P(0,0) - Z(0,0)) 
+ al(~)/~j('7)(P(0, 1) - T(0,1)) 
+ az(~)Bl('7) (P(1,0) - T(1,0)) (23) 
+ a~(~)B j ( '7 ) (P (1 ,1 )  - T (1 ,1) )  
= (BA) (~,'7). 
Upon observation of each adjustment term, the structure is the same in the sense that the 
torsional form 
H = P - T (24) 
is blended to zero in leaving the appropriate part of the boundary. For each boundary element, 
the blending function is formed from the pertinent blendings of the parametric end points. In each 
instance, the blending action is a smooth decay from a value of unity on the boundary element 
to a value of zero at a some distance into the interior of the domain. The inward distance is 
determined by the domain of influence of the corresponding blending functions. When the value 
is 1, the tensor T is added to P - T to give the specified P. When the value is 0, we have no 
adjustment for the tensor T and the specified boundary element then has no effect upon the grid. 
With the torsional form, the various transformations for the transfinite assembly 
P(~, ,}) = A(~, '7) + B(~, ,}) - AB(~, '7) (2s) 
axe given by 
and 
= + + 
= + + 
(26) 
(27) 
(AB)(~, '7) = c~1 (~)/~1('7) n(0, 0) + a1(~)/~1 ('7) H(1,0) 
+ al(~) Ba('7) H(0, 1) + ax(~) ~jCt}) H(1, 1). (28) 
With the assembly of the above cousitituitive pieces of the transfinite assembly (25), we get the 
control point transformation which altogether is given by 
P(~, 1}) = T(~, 7) + plc~l(~)H(0, ~}) + p2cw(~)H(1, 7) 
+ ps/~l(~)H(~, 0) + p4/~j('7)H(~, 1) 
- ~lal(~)/~l(~/)H(0, 0) - o2a1(~)/~l('7)H(1, 0) 
- ~z~lC~)/3~C'7)H(0, 1) - o4axC~)/~:C'7)H(1,1), 
(29) 
where an extra coefficient has been added to each boundary adjustment term. These are denoted 
by  Pk and  ok for k - 1, 2, 3, 4 and act as switches which turn each boundary blending term on 
or off, in correspondence with the values of 1 and 0, respectively. 
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The derivation, here, has deductively lead to the form with the values of 1. Upon inspection 
of the deductive result, the interpretation of the boundary adjustment terms has lead to the 
generalization to include the switches. The interpretation is that each adjustment term acts indi- 
vidually for a particular boundary. The other boundaries and the tensor product core remain the 
same. Thus, by dropping an adjustment term, the blending from the specified to the control point 
representation is simply removed; thus, leaving only the tensor product for the given boundary 
which, of course, is only determined by the boundary control points. 
While the first four adjustment terms correspond to the respective dges, the second group 
of four terms correspond to the respective corners. In effect, various combinations of corner 
points and edges can be selectively specified while the rest is treated in a free-formable fashion. 
When the entire boundary is considered to be specified by assuming that all adjustment terms 
are present with all switch values equal to 1, then at each corner, there are two copies of H from 
each contributing edge and minus one copy from the corner itself for a total of one which then 
trades P for T. 
6. THE THREE DIMENSIONAL FORM 
The derivation of the CPF in three dimensions follows the same pattern as in two dimensions. 
The transfinite assembly is more lengthy and is given by 
P = A +B + C-  AB-  AC-  BC +ABC,  (30) 
where each of the constituitive parts must be evaluated and inserted in this formula. The eval- 
uation proceeds in the same manner as above. The basic directional transformations a in (26) 
and (27) are established in exactly the same way. There are, however, three such constructs A, 
B and C, with the last one, C representing the direction of the new curvilinear variable ( for the 
third dimension. The corresponding blending functions are denoted by 7k(~) for/c = 1, 2, . . . ,  K. 
The tensor products in (30) are evaluated in exactly the same composed manner as in (23). For 
the single tensor products AB, AC, and BC, the only distinction from the 2D case is that the 
four corners are replaced by the four transverse edges. The three such single products in (30) 
then represent the 12 edges grouped by the 3 transverse curvilinear directions with 4 edges each. 
As before, these products are commutative. The final double product ABC only represents an 
additional composition i  the same manner. It also is commutative. The 8 corner adjustments 
come from this term. For notational simplicity, the CPF shall be stated where the switches 
for boundary adjustments are implicitly assumed. In succession, the corresponding constitutive 
pieces of (30) are then given for the 6 faces as 
A({,7, C) - T({,7, C) + ~1({)H(0,7, C) + ~I({)H(1,7,() 
B(~, 7, C) - T(~, 7, C) + ill(7) H(~, 0, C) + fi~(#) H(~, 1, () (31) 
C(~,~,C) - T(~,7, C) "t- 71(C)H(~,7,0) T 7K(C)H(~,7,1) 
for the 12 edges as 
- (AB)({,  7, ()  = -T ({ ,  7, C) - 
- (AC)(~, ?,C) = -T (~,  7, C) - 
- (BC)(~, 7, C) ---- -T (~,  7, C) - 
and for the 8 corners as 
Otl(~) ~1 (7) H(0, 0, () - ~I({) fl1(7) H(1, 0, () 
~1(~) flJ(7) H(0, 1, ¢) - ~I(~) fla(7) H(1, 1, ¢) 
~1(~) 71(¢) H(0, 7, 0) - ~I(~) ~'1(¢) H(1,7, 0) 
al({) 7K(() H(0, 77, 1) - ~z({) 7K(() H(1,7, 1) 
i l l ( l )  71(C) H(~, 0, 0) - fl.1(7) 71(() H(~, 1, 0) 
fl1(7) 7K(() H(~, 0, 1) - flJ(7) 7K(() H(~, 1, 1) 
(ABC)({,7,¢) = T({,7,<) + ~1(~)f11(7)71(<)H(0,0,0) -t- ~l(~)fij(7)71(<)H(0,1,0) 
-t- ~l(~)fll(7)TK(()H(0,0,1) + ~I(~)~j(7)TK(¢)H(0,1,1) 
+ ~l(~)fll(7)71(()H(1,0,0) + ~l(~)fl j(7)Vl(()H(1,1,0) 
+ ~I({)fli(7)7K(¢)H(1,0,1) 
(32) 
+ ~(~)  fl3(7) 7K(¢) H(1, 1, 1), 
(33) 
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where the torsional term is 
and the control point tensor product is 
H = P - T (34) 
I J" K 
T(~,Q, () - ~ ~ ~ a,(~) flj(U) 7k(() Q,~ (35) 
i=1 j= l  k=l  
for control points Q~jk. 
7. SUCCESSIVE UNIVARIATE EVALUATIONS 
In the case with a full specification of the boundary, the CPF  can be evaluated by a succession 
of univariate valuations. This leads to greater efficiency since the previous tage is stored and 
used in the current univariate action to reduce the amount of arithmetic omputation. This 
represents a balancing between storage and computation where the shift to more storage is off 
set by gains in computational speed. This, of course, implicitly assumes that storage is plentiful 
enough to accommodate he extra copy of a transformation; for otherwise, all could be lost should 
the computer be required to perform an excessive amount of paging through data in disk storage 
to bring it into the dynamic action. 
The use of successive univariate actions requires that the univariate blending functions be 
successively isolated. In two dimensions, we consider the CPF  in (29) where all of the switches 
there are assumed to be unity; and thus, to represent the case where all boundary elements are 
specified. In effect, all of the switches are simply removed. By factoring out the second set of 
blending functions, the two dimensional CPF  assumes the form 
P(~,T/) = T(~,y) + al(~)H(0, y) + ax(~)H(1,y) 
+/~I(y){H(~,0) - a~(~)H(0,0) - a,(~)H(1,0)} 
+/~j(~){H(~, 1) - al(~)H(0,1) - ax(~)H(1,1)}. 
(36) 
The blending terms of form A, as defined for 2D in (26), can readily be identified in the separated 
elements in (36). With the associated substitutions, we get 
P(~, 7) = A(~, 7/) +/~I(y){H(~,0) - [A(~, 0) - T(~, 0)]) 
+ flj(y){H(~, 1 ) -  [A(~, 1) - T(~, 1)] }. 
(37) 
Next, we use the definition of H as P - T to obtain the desired form as 
where, in effect, the original univariate form is retrieved with the simple substitution of A for T. 
Altogether, the sequential process is readily identified. We compute T to start the process, 
then we use T in the univariate formula to get A; and finally we use A as if it were T in the 
univariate process of B to get P. This identified sequence virtually suggests a new sequential 
notation. Accordingly, the process is now stated in the form 
F0(~, 7/) = T(~, 7}) 
FI(~,~) = F0(~,~) + al(~)H0(0,~) + al(~)H0(1,~) 
F2(~,~) = FI(~,~) +/~1(~)H1(~,0) +/~j(~/)HI(~,I), 
(39) 
where 
Hk = P - Fk for k = 0,1 (40) 
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and 
P = F~. (41) 
With the sequential notation and with the same method of separation and identification ofthe 
parts, the process readily carries over to 3D and is stated in the form 
F0(~, 7, ~) -- T(~, 7/, C) 
FI(~,~,()  -- F0(~,~,~) + al(~)Ho(0,~,C) + c~x(~)H0(1,~,~) 
F~(~, 7, () - F~ (~, ~, () + f~ 01) H I(~, 0, C) + ]~J (7) H~ (~, 1, ~) 
Fs(~, 7, ~) - F2(~, r/, ~) -~ ~1(~) H~(~, r}, 0) + 7K(~) H2(~, r}, 1) (42) 
where (42) holds for k = 0, 1, 2 and the grid point locations are given by 
P = Fs. (43) 
8. SOME EXAMPLE GRIDS 
~' - -X -  • . "\~-?~. ~V .. • ~-"-, \ A \ 
Figure 1. The motion of an internal control point. 
Some example grids are considered in three-dimensions. For illustrative purposes, the initial 
grid is taken as a uniform Cartesian grid. This provides a set up that is easily recognized, and 
accordingly, a situation in which departures therefrom are readily identified. In particular, the 
local effect of the clustering and modeling actions are clearly demonstrated. In the code, the 
initial grid is obtained by the attachment process for a given grid that is inserted into the system. 
The attachment process does not generally return the same grid, but rather an approximation to
the original. In most cases the returned grid is very close to the original one. In the case of the 
Cartesian grid, the process is exact. To start the action, an internal control point is moved first. 
The new position of the control point is displayed in Figure 1 as the intersection ofthe thick lines 
that lie within the coarse control net. This motion appears within the net sheet in the figure. 
A resulting rid sheet is displayed close to the net sheet. It is clearly more fine than the net. 
Both sheets also appear within the block frame that is outlined to provide a frame of reference in 
which to identify the appropriate place for these displayed sheets. The result of the control point 
movement is witnessed by viewing the local clustering in the grid sheet. In Figure 2, further 
control points are moved. On a control net sheet, we observe an interior motion and a boundary 
motion that is protruding from a face. While the first motion causes only a clustering action, the 
other produces a new face geometry. The in-sheet clustering looks very much like the internal 
clustering already displayed in Figure 1. A motion which produces a new coordinate geometry 
is displayed in Figure 3. The result of the new control point position is seen as the little hill on 
the otherwise fiat surface. The local behavior is clear from the smooth deformation away from 
the precise Cartesian coordinate sheet. 
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Figure 2. The motion of two control points. 
Figure 3. A view of the altered coordinate geometry. 
9. CONCLUSION 
The control point form of algebraic grid generation was developed in a rigorous manner for both 
two and three dimeusionsl spplicstious which also was grsphically examined by some examples. 
It is clesrly applicable to a broad number of numerical simulstious with complex geometry and 
should prove to be s useful tool. 
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