Abstract-We introduce a Multifractal Random Walk (MRW) defined as a stochastic integral of an infinitely divisible noise with respect to a dependent fractional Brownian motion. Using the techniques of the Malliavin calculus, we study the existence of this object and its properties. We then propose a continuous time model for financial modeling that captures the main properties observed in the empirical data, including the leverage effect. We illustrate our result by numerical simulations.
model. For example, the GARCH models are unable to represent volatility asymmetry. Due to the presence of the squared observed data in the conditional variance equation, the positive and negative values of the lagged innovations have the same effect on the conditional variance. In the finance literature, it has been noticed that volatility often is affected by negative and positive shocks in different ways. Another inconvenient of the GARCH model is the fact that, to ensure positiveness of the conditional variance, non-negative constraints on the coefficients in the variance equation must be imposed. To take into account the asymmetric effects on conditional second moments and to avoid the non-negativity constraints on the coefficients in the variance equation, in [28] the so-called EGARCH model has been proposed by D. Nelson. On the other hand, many recent empirical studies, based on huge data sets available nowadays, put in light new aspects of the financial returns. For example, they suggested that the fluctuations of the asset process displays multifractal properties (see e.g. [20] or [21] ). Taking into account these multifractal character, several authors proposed models based on the on "cascade" random processes and "multifractal random walk (MRW)". We refer, among others, to [4] or [5] , [12] . Usually, the noise in these models are defined by
where X is a multifractal random measure and Y is a selfsimilar process with stationary increments, independent of X. Another construction defines the noise via a stochastic integral as (see e.g. [7] , see [1] )
where Q is a suitable fractal noise and Y is a self-similar process with stationary increments, independent of Q. A natural choice for the process Y , both in (1) and (2) , is the fractional Brownian motion (fBm) which includes the Brownian motion as a particular case.
Other works on multifractal random walks models are [17] , [18] , [24] or [30] .
While these multifractal models (1), (2) are able to capture several properties observed on the empirical data (scaling, volatility clustering or long-range dependance), they reproduce poorly the leverage effect. The leverage effect is understood as the correlation between the log-return at a fixed time t and his volatility (that may be defined as the squared or as the absolute log-return) varying around t, for example t − 100 t ≤ t ≤ t +100 t. Empirical studies (see e.g. [8] or [11] ) have shown that this quantity is close to 0 for past volatility and follow 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
an exponential law for future volatility. This stylized fact is interpreted as a panic effect, the two quantities are negatively correlated just after t and go back quickly to 0 as t increases.
II. THE NEW MODEL
Our purpose is to introduce a generalization of the model (2) , able to take into account the leverage effect and which allows a more flexibility for long-range dependence in log-return. That is, in the model (2) we will consider the processes Q to be multifractal process called "infinitely divisible cascading noise" and the process Y to be a fractional Brownian motion with Hurst parameter H > 1 2 . The same situation has been treated in [1] and [25] , but in addition, we construct a model in which the processes Q and B H are not independent anymore. This introduction of this new model brings several problems, both from the theoretical points of view and the simulation point of view. The theoretical aspects are related to the definition and the properties of the stochastic integral that appears in the expression (2) . Notice that this integral is not a Wiener integral anymore (as in the reference [1] ) and we need to use the Malliavin calculus in order to define it properly and to study its various properties (scaling, the behavior of the increments etc). From the simulation point of view, dealing with the integral in (2) is also challenging. This stochatic integral, known as the Skorohod or divergence integral in the literature, is known to be hard to be simulated. In our case, taking into account the particular form of the integrand Q, we are able to propose a simulation scheme in Section VII of our paper. Due to the presence of the elements of the Malliavin calculus in our model, our methodology to simulate the model and to forecast the parameters is different from the approaches proposed in the previous works on these topics ( [1] , [16] or [17] , [18] ).
An alternative construction has been proposed in [2] but in this reference the integral in (2) is not a true stochastic integral with respect to the fBm. In this work the authors define the multifractal random walk as t 0 Q(u)b H (u)du where Q and b H have a dependence structure and b H can be viewed somehow as the formal derivative of the fBm.
We will define the integral (2) using the techniques of the Malliavin calculus and we will study the properties of the fractional Multifractal Random Walk.
Our paper is organized as follows. Section III contains some preliminaries on multifractal process and the basic elements of the Malliavin calculus that we will need in our paper. In Section IV we analyze the stochastic integrals that are used to define the MRW while in Section V we study the existence of the fractional MRW as a limit of a family of stochastic integrals. The properties of the fractional MRW (scaling, moments etc) are discussed in Section VI. The last two sections (Sections VII and VIII) contain a numerical analysis of the data for several financial indices and we compare the simulation of our theoretical model with the real data.
III. PRELIMINARIES
We present here the basic facts related to the infinitely divisible cascading noises and we introduce the basic tools of the Malliavin calculus.
A. Infinitely Divisible Cascading Noise
Let M denote an infinitely divisible, independently scattered random measure on the set R × R + with generating infinitely divisible distribution G satisfying
for some function ρ and for every q ∈ R. We assume that M has control measure m on R × R + meaning that for every Borel set A ⊂ R × R + it holds
The fact that M is independently scattered means that the random variables
are independent whenever the Borel sets A 1 , . . . , A n ∈ R×R + are disjoint. We define the Infinitely Divisible Cascading noise (IDC) by
for every r > 0 and t ∈ R. Here C r (t) is the cone in R × R + defined by
The set C r (t) is empty when r > 1. We will use the following facts throughout our paper. We refer to [1] or [14] for the their proofs. First, let us note the scaling property of the moments of the IDC
and the expression of its covariance: for every r > 0 and
where we denoted by for u ≥ 0, r > 0.
and by
The scaling of the moment of Q can be extended to the following scaling property in distribution : for t ∈ (0, 1)
where " = (d) " means equivalence of finite dimensional distributions. Here t denotes a random variable independent by Q, which satisfies, if the measure m is given by (16) ,
Remark 1: As noticed in [1] , we have ϕ(2) < 0.
In [1] (see also [25] ) the Multifractal random walk (MRW) based on fractional Brownian motion is defined as limit when r → 0 (in some sense) of the family of stochastic integrals 
In [1] it is assumed that M and B H are independent. Therefore the stochastic integral with respect to B H in (10) behaves mainly as a Wiener integral since, because of the independence, the integrand Q r (u) can be viewed as deterministic function for the integrator B H . Another important fact in the development of this theory is that the IDC Q is a martingale with respect to the argument r . Let us recall the following result (see [14] ): Lemma 1: For every u > 0 the stochastic process (Q r (u)) r>0 is a martingale with respect to its own filtration. As a consequence, for every u, v, r, r > 0 with r < r it holds
(12) The property (12) plays an important role in the construction of the MRW process in [1] or [14] .
B. Malliavin Calculus
Let (W t ) t ∈T be a classical Wiener process on a standard Wiener space ( , F , P). By W (ϕ) we denote the Wiener integral of the function ϕ ∈ L 2 (T ) with respect to the Brownian motion W . We denote by D the Malliavin derivative operator that acts on smooth functionals of the form
The operator D can be extended to the closure D p,2 of smooth functionals with respect to the norm
where the i th Malliavin derivative D (i) is defined iteratively. The adjoint of D is denoted by δ and is called the divergence (or Skorohod) integral. Its domain (Dom(δ)) coincides with the class of stochastic processes u ∈ L 2 ( × T ) such that
for all F ∈ D 1,2 and δ(u) is the element of L 2 ( ) characterized by the duality relationship
For adapted integrands, the divergence integral coincides to the classical Itô integral. A subset of Dom(δ) is the space L 1, p of the stochastic processes such that u t is Malliavin differentiable for every t and
We will need Meyer's inequality that allows to estimate the L p moment of the Skorohod integral
For the L 2 moment of the Skorohod integral we have the explicit formula
if u ∈ L 1,2 . We also recall that the Malliavin derivative satisfies the chain rule
if f is a differentiable function and F ∈ D 1,2 .
IV. THE CONSTRUCTION OF THE FRACTIONAL MULTIFRACTAL RANDOM WALK WITH DEPENDENT NOISE
Our purpose is to give a meaning to the stochastic integral (10) in the situation when the IDC Q and the fBm B H are not independent. We will use techniques related to the Malliavin calculus. In order to apply these type of techniques we will restrict ourselves to the case when the measure M introduced in Section II is Gaussian.
A. The Gaussian Isonormal Noise
We introduce a MRW without independence between the measure M (denote by W in our settings) and the integrator B H . We will restrict to the case where M is a Gaussian measure. More precisely, we will consider (W (h), h ∈ H ) an isonormal process, that is, a centered Gaussian family with
where m is the control measure. In this work we will consider
and m vanishes if r ≥ 1. Here c is a strictly positive constant. This is called in [3] (see also [1] ) the exact invariant scaling case.
The following properties of the noise W are immediate:
• For every A ∈ B(R × R + ) it holds that
• We have
if the Borel sets A, B ⊂ R × R + are disjoint. This implies that the random variables W (A) and W (B) are independent when the sets A and B are disjoint, so the random measure W is independently scattered.
• For every q ∈ R and A ∈ B(R × R + ) we have
which means that
Let us use the following notation:
Above m 1 is the Lebesque measure on R and m 2 is a measure on R + . Clearly m = m 1 ⊗ m 2 , the product measure.
For every t ≥ 0 and A 2 ∈ B(R + ) such that
The following result is immediate. (17) is a standard Brownian motion on the same probability space as W . Proof: It is clear that W (1) is a Gaussian process. Let us compute its covariance. For every s, t ≥ 0 it holds that
and this implies that W (1) is a Wiener process with respect to its own filtration.
B. The Approximating Multifractal Random Walk With Dependent Fractional Brownian Motion
We introduce the Multifractal Random Walk based on the fractional Brownian motion by the formula
where for every r > 0, u ≥ 0 the integrands Q r (u) is defined by (3) with W instead of M and the fractional Brownian motion B H is given by
where K H is the usual kernel of the fractional Brownian motion and W (1) is the Brownian motion defined by (17 
(see [29] ) where t > s and c H =
and β(·, ·) is the Beta function. For t > s, the kernel's derivative is
In the sequel we will simply denote K H := K . The stochastic integral in (18) is a divergence (Skorohod) integral with respect to B H as defined in e.g. [29] . Actually, when H > 1 2 we can write
The last equality is due to the definition of the stochastic integral with respect to B H (see [29] , Chapter 5 for example).
We can also express Z r (t) as a Skorohod integral with respect to the measure W by the formula
where A 2 is the Borel set satisfying m 2 (A 2 ) = 1 and that appears in the definition of W (1) . 
and this is in general not zero. Let us further discuss the dependence between the integrator B H and the integrand Q in (10) . We need to distinguish two situations. It depends on the relations of the set A 2 and the unit interval (0, 1).
The disjoint case: We have A 2 ∩ (0, 1) = ∅ (this happens when A 2 = (c, ∞) with c ≥ 1 for example).
On the other hand, B H s is independent with W (C r (t)) for every s, t, r . Indeed, since C r (t) ⊂ R × (0, 1) (see (4)) we have
is a Gaussian vector, we obtain the independence.
The non-disjoint case: A 2 ∩(0, 1) = ∅ (this happens when A 2 = (c, ∞) with c < 1). In this case EB H (s)W (C r (t)) = 0 in general and so B H (s) and W (C r (t)) are dependent.
We will refer throughout this work to the two situations above as the the disjoint case and the non-disjoint case. Basically, the results in the disjoint case can be obtained by following the arguments in [1] while in the non-disjoint case the context is different because of the appearance of the Malliavin derivatives in the expression of square mean of (10) .
We will consider the following assumption, which also appears in the paper [1] . It is needed to prove the existence of the integral (18) . We assume that (recall that ϕ is given by (7))
Remark 3: Since ϕ(2) = −1, the condition (21) (21) . Then for every r > 0 the stochastic Skorohod integral in (18) is well-defined. Proof: We will use the representation of (10) of Z H r (t) as a Skorohod integral with respect to the measure W . Next we use the bound (13) with p = 2. Let us apply it to the process
(which is a two-parameter process) and to H = L 2 (R × R + , m). The variables t, r and the set A 2 with m 2 (A 2 ) = 1 are fixed. Below D is the Malliavin derivative with respect to the isonormal process W (see Section II). We will get, by (13) ,
since, by the chain rule of the Malliavin operator (15)
We need again to consider two cases. The disjoint case: We have A 2 ∩ (0, 1) = ∅ (this happens when A 2 = (c, ∞), c > 1 for example). In this case the term denoted by T 2 vanishes because
We need to show that
is finite under condition (21) and this is exactly the computation in [1] , proof of Proposition 2.1.
The non-disjoint case: Suppose A 2 ∩ (0, 1) = ∅ (this happens when A 2 = (c, ∞) with c < 1). In this case we need also to show that
and by computing the integrals dr and dβ
and this is finite under (21).
V. THE MULTIFRACTAL RANDOM WALK
The purpose of this section is to study the limit as r → 0 of the family of stochastic processes Z H r (t) with fixed t > 0. This limit will be called the the Multifractal Random Walk.
We will assume throughout this paragraph that Z H r (t) is defined by (18) with W (1) given by (17) . Moreover we will suppose
and A 2 ∩ (0, 1) = ∅. The disjoint case A 2 ∩ (0, 1) = ∅ follows from [1] .
We have the following limit theorem. Theorem 1: Assume (21) . For every t > 0 the sequence of stochastic process Z H r (t) r>0 defined by (18) 
converges in L 2 ( ) to a random variable Z H (t).
Proof: Let us fix r, r ∈ (0, 1) with r < r . We will first compute the
where t > 0 is fixed. We can write, with W (1) given by (17)
where we used the bound (13) for the L 2 norm of the divergence operator. Using the differentiation rule (22), we get
Let us first treat the term denoted by A(r, r ). Using property (12) ,
whereB H denotes a fractional Brownian motion independent by W . The convergence of this term is similar to the study in [1] we are in the case (A) in their paper (see Remark 3).
The summand B(r, r ) will be handled as follows. First, note that
where we used again (12) . By decomposing
we will have
Obviously, by bounding the indicator functions by 1,
and therefore it converges to zero as r, r → 0 by using exactly the same argument as in the case of the term A(r, r ).
Concerning B 2 (r, r ), since for 0 < r < r < 1 and y ∈ A 2
we can bound it in the following way
and by interchanging the order of integration and using
and since (2) log |a−b| = |a − b| cϕ (2) we get
we clearly obtain than B 2 (r, r ) goes to zero as r, r → 0 under condition (21 
VI. PROPERTIES OF THE MRW
We will discuss here some immediate properties of the fractional MRW from Definition 1. Basically, as mentioned before, in the disjoint case the fractional MRW Z H has the same properties as in the situation when Q and B H are independent: self-similarity, stationarity of increments and long-range dependence (see [1] ). But in the non-disjoint case, we will show that even the L 2 moment of the fractional MRW does not scale exactly. We provide an exact calculation in order to show this phenomenon. On the other hand, we can control the L p norm of the increment of the process and we find some kind of asymptotic scaling even in the non-disjoint case.
A. Scaling of the Second Moment
We first analyze the second moment of the increments of Z H .
The disjoint case: Following [1], we have
where Q 0 is understood, formally, as the limit of Q r when r goes to zero and the meaning of the quantity EQ 0 (a)Q 0 (b) is given by (5) with r = 0 and where we used the identity (23) . Then, for every h > 0
where we used the scaling property (8) . Actually, it is not difficult to see that for every p > 1 ] , the stationarity of the increments and the long-range dependence in the sense that
Moreover, we have the self-similarity (Z
with k ≥ 0 integer and τ > 0.
The non-disjoint case: The situation is different in the nondisjoint case and we will see that even the second moment of the fractional MRW does not scale. We can compute exactly the L 2 norm of Z H (t).
Consider h > 0. Then, applying the above formula to t = ht and making several changes of variables, we will get
The integral with respect to dβ and dr can be computed explicitly. For example, when A 2 = (c, ∞), c < 1, we find
and it is clear that the term J (t) does not scale exactly as I (t).
B. The Control of the Increments

Let us estimate the L p norm of the increment Z H (t) − Z H (s) of the fractional Multifractal Random
Walk introduced in Definition 1. Fix s, t ∈ [0, 1] with t > s. We will not insist on the disjoint case because the calculations in [1] still hold, so we will have
with ϕ given by (7) . The symbol ∼ means that the two sides have the same behavior when t − s is small. Let us consider the non-disjoint case. In this case Z H (t), which can formally be written as
is an anticipating (Skorohod integral). We need to use Meyer's inequalities (13) in order to estimate its L p norm.
Actually
where we denoted by
By Meyer's inequality (13)
:= A(t, s) + B(t, s).
The terms A is exactly the L p norm in the disjoint case, so
Concerning the summand denoted by B(t, s), we proceed as in the proof of Proposition 2: we use first the Malliavin
, then we bound the indicator function 1 C 0 (α, β) by 1, then we integrate dr and dβ and we obtain
because the right hand side is equal, modulo a constant, to A(t, s). Taking into account the above estimates, we conclude that
for every t, s.
VII. SIMULATION SCHEME
As mentioned in the Introduction, the multifractal random walks appears nowadays as a serious candidate to model the financial time series. In order to compare its behavior with real data, one needs to simulate it. The main difficulty consists in the fact that, in our construction, the variables Q r and B H (that appear in the stochastic integral (18)) are dependent. From the theoretical point of view, the Malskorohodliavin calculus offers convenient techniques but usually the mathematical objects (Malliavin derivatives, Skorohod integrals) related to it are difficult to be simulated. The purpose of this section is to explain how we simulated the stochastic integral that defines the fractional MRW.
Recall that the fractional MRW is defined by
this expression being formal (recall that Q 0 needs to be understood, formally, as the limit of Q r when r goes to zero). Let us assume that the underlying infinitely divisible law G is a Gaussian N (μ, σ 2 ) , which is an usual choice in the literature. Then, by (7) and and using the fact that ρ(q) is the moment generating function of a random variable drawn from G, we get
Also recall that we have chosen to work with the control measure dm(t, r ) = c r 2 dr dt for 0 < r ≤ 1 (this situation is called the exact scale invariance case). In this case, we have (see e.g. [1] )
where m r is defined by (6) . By using (5) and the above formula for m r , we can easily obtain
In order to simulate a log-normal IDC noise (Q r (t), t ≥ 0), we just have to consider (26) . Actually, we have to simulate correlated Gaussian random variables with covariance structure (26) . For a comprehensive list of simulation methods, we refer e.g. to [6] . Here, we use the circulant matrix embedding method (see [32] ). See also [14] for another approach on the synthesis of a log-normal IDC noise.
Let us now explain the idea to simulate the integral (25) . This integral is a divergence integral and in principle its simulation is difficult. But in our case, taking into account the particular form of the integrand, we can use the following approach. Let {0 = t 0 < t 1 < · · · < t n = t}, τ = t i+1 − t i , a partition of the interval [0, t]. In the independent case (meaning when W and B H are independent), (25) can be naturally approximated by the Riemann sum (we use the notation Q r (t) = e wr (t)
Since the simulation of B H is well-known (see e.g. [6] for an explicit algorithm), we can generate the above sum. In the dependent case, which is the situation treated in our paper, using the integration by parts formula δ(Fu) = Fδ(u) − DF, u , δ being the Skorohod integral with respect to B H (see [29] ), the sum that approximates the integral (18) can be expressed as
The scalar product is in the Hilbert space associated to the fBm and, since w(t i ) is Gaussian, Dw(t i ) is deterministic and it dependent on the set A 2 (more exactly on the intersection of A 2 and the interval (0,1) which is in principle very small). Thus, a possibility to simulate (25) The coefficients a i defined above in (28) represents a measure of the dependence of the IDC Q and of the integrator (the fBm B H ) in (18) . These coefficients are equal to zero in the case when Q and B H are independent (the situation treated in [1] for example). The main challenge of our simulation methology is how to estimate properly these coefficients a i . The details on the choice of these coefficients can be found in the next section (Section VIII) of our paper.
Let us summarize our simulation approach:
• we first suitably choose the lag τ and r very small.
• we simulate a Gaussian vector with covariance structure (26).
• we simulate the fractional MRW Z H approximating it by the sequence (27) with a suitable choice for the coefficients a i given by (28) and for σ and H . We present several paths of the fractional MRW in Fig. 1 .
VIII. FINANCIAL STATISTICS
Let S(t) be the price at time t of an financial asset, X (t) = ln S(t) the log price and then, log-returns at lag τ are given by
for sake of simplicity and no loss of generality, we assume that log-return are centered, E[δ τ X (t)] = 0, thus, we can interpret the volatility as the squared log-returns. The log-price will be modeled by a fractional MRW.
To judge the viability of our model, we will analyze the fluctuations of the financial data, the so-called stylized facts in finance.
The random walk that we introduce in our work allows the conditional variance and the random noise, which is a fBm with Hurst parameter H ∈ ( 1 2 , 1), to be dependent. This dependence should involve the so-called leverage effect, that is, the correlation between the log-return at time t and the squared log-return (the volatility) in the future. The presence of the coefficients a i in the formula (27) will induce the leverage effect and also a negative skewness.
The case H > 1/2 implies that the noise B H exhibits longrange dependence, whereas H < 1/2 induce a mean-reverting effect (notice that the fractional MRW Z H from Definition 1 is not defined theoretically for H < 1 2 ; but we found useful to discuss it empirically). This should involve a long-range dependence or mean-reverting effect of the fluctuations of the financial time series. These facts (leverage effect, long-range dependence and mean-reverting effect) will be checked on the data. Actually the leverage effect is mainly empirically observed on financial index such as the S&P 500 (US market), Nikkei 225 (Japan market), FTSE 100 (UK market), CAC 40 (French market), etc. But it does not appear on the Forex market and on the commodities, for example. We notice the absence of auto-correlation in log-returns if we consider low frequency financial data; but this auto-correlation clearly appears in the case of square or absolute log-returns. Nevertheless, at high frequency, we observe a dependence relation which is going to be formed (see also e.g. [23] or [31] ).
We will now regard the empirical behavior of the fractional MRW constructed by using a dependent IDC. Taking into account the definition of the MRW, that involves a stochastic integral of the divergence type, it is hard to check theoretically the multifractal character of the MRW. We only proved an upper bound in equation (24) . Nevetheless, we can check empirically the multifractal properties of the fractional MRW. We give in Fig. 2 the multifractal spectrum ζ(q) of this process, defined by the equation (see Section VI-B)
obtained empirically via the variations of the process X
In Fig. 2 , the multifractal character is empirically verified. On the other hand, it is known that, if a process X is selfsimilar, then it satisfies the so-called Castaing equation [13] .
That means that at a low frequency τ the density of the process is close to the Gaussian density while at high frequency the density presents a more pronounced kurtosis. In Fig. 3 we give the emprical density of the fractional MRW for various values of τ and we compare it with the empirical density of the S&P 500 index. The particularity due to the Castaing equations seems satisfied and more the lag τ is small, more the distribution is leptokurtic and when the lag τ is large, the distribution becomes closer to the normal distribution.
We do not present the empirical density obtained for the coefficient a i (28) varying from 10 −4 to 10 −2 (they are available on request). At the end of this section we describe how a i are estimated from the data. There is not significant difference between the densities. Nevertheless, let us mention that the skewness becomes more and more negative when the coefficients a i take a bigger value. If we consider a i to be close to 1, then the empirical density will present a strong negative skewness. Taking into account the expression (27) of the Riemann sum that approximates the fractional MRW, it is clear that the choice of a large a i will conduct to strictly decreasing trajectories and this will not correspond to the evolution of the financial assets.
Let us now discussed other stylized facts of the financial data. In particular, we will discuss the effect of the Hurst parameter H and of the coefficients a i on the auto-correlation function (ACF in the sequel)
where Cor denotes the correlation. We will make the same analysis for the ACF of the squared log-returns (denoted R 2 ) and for the leverage effect, that is, that correlation between the log-returns and the future volatility given by
These three quantities are presented in Fig. 4 . The first interesting observation is that the a i ' do not affect the ACF, they have influence only on the leverage effect. Indeed, the values of the empirical ACF of the log-returns and of the squared log-returns do not change with a i . The second interesting observation is that the leverage effect does not depend only on a i but also on the self-similarity index H of the fractional Brownian motion. When H is small, close to zero, the leverage effect is weak and when H is close to 1 this leverage effect becomes more important. Moreover, the parameter σ 2 does not affect the leverage effect. As expected, the leverage effect increases with a i since (as discussed before), the coefficients a i are the measure of the dependence of the noise B H and of the integrand Q in the definition of the fractional MRW. Finally, one observes a mean-reverting character when H < 1 2 (this observation is only empirical, recall that our MRW is not defined when H < 1 2 ), the presence of long-memory for H > 1 2 and one notice the absence of any dependence for H = Let us now explain how we choose the parameters of our model. The idea is to find the combinaison of the parameters (σ 2 , H, a) that minimize the quadratic error 
where γ represents the skewness, which is usually negative in the financial fluctuations. The parameter α allows to keep the logic of the minimization. If the empirical skewness is negative, this parameter takes the value +1, if the skewness of the simulations is also negative, then α is −1 and similarly if the skewness is positive. The spectrum ζ is calculated for 5 values of q going from 0.5 to 5. a is a vector, nonetheless, like H or σ , we assume that a i is constant for all i . Otherwise, it will force us to re-calibrate the model at each new observation. Furthermore, as on icing on the cake, empirical investigation show us a negligible variation of a i for the same asset. The quantities denoted by tilde are estimated by using 500 simulations of the MRW with the same parameters and of size 10 7 . It is of course possible to minimize (30) by testing one by one the set of the combinaisons of parameters. But in order to save time, we used a genetic algorithm. The data that we have chosen in order to check the capacity of the dependent fractional MRW to reproduce the stylized facts of the financial data are taken from the S&P 500 index at 15 seconds frequency from 2012-02-28 to 2012-06-26, 131011 points (see Fig. 5 ). Also, we fixed τ = 10 −4 , r = 10 −8 . To use our genetic algorithm, we have chosen σ 2 ∈ [0.0001, 0.1], H ∈ (1/2, 1) and a ∈ [10 −4 , 10 −2 ]. As it can be seen, during the concerned period we observe a positive auto-correlation and this allows to consider the Hurst parameter bigger than 1 2 , which considerably relax the algorithm. The coefficient a is chosen bigger than 10 −4 (this will lead to the presence of the leverage effect) and less than 10 −2 in order to not have the log-returns mostly negative. As before, we make 500 simulations of size 10 7 .
After optimization, we found σ 2 = 0.023, H = 0.59 and a = 0.002. The comparaison between the stylized facts and the data is included in Fig. 6 .
