Abstract---Motivated by the fact that determining a feedback solution for the optimal control problem under constraints is a hard task we introduce the concept of relative optimality, roughly optimality for a specific (nominal) plant initial condition. We consider a generic discrete-time finite-horizon constrained optimal control problem for linear systems, and we seek for a state feedback (possibly dynamic) controller. As a fundamental requirement, we do not admit preactions or controller-state initialization based on the plant initial state and we assume our controller to be time-invariant. In particular, we do not consider controllers simply achieved by the feedforward and tracking of the optimal trajectory. A relatively optimal control is a stabilizing controller such that, if initialized at its zero state, produces the optimal (constrained) trajectory for the nominal initial condition of the plant. We show that one of such controllers is linear, deadbeat, and its order is equal to the length of the horizon minus the plant order, thus of complexity which is known a-priori.
I. INTRODUCTION
Unless for very special cases, determining an optimal control in a feedback form, under output or input constraints is a computationally hard task. As it is known, for linear systems with convex constraints and cost, finding an open loop-optimal control sequence driving the state to zero requires the solution of a convex programming problem, that can be achieved by efficient algorithms. However, when a feedback solution is necessary, the difficulty of the problem increases considerably. There are techniques based on dynamic programming [2] [10] which are known to be effective only for systems of small dimensions. Even when an explicit representation of the optimal state feedback controller exists (see for instance [1] ), its complexity can be extremely high. Therefore, these techniques encounter some difficulties when applied to high dimensional systems. The very popular approach of recedinghorizon [6] [8] [9] requires the solution on-line of a convex optimization problem, leading to some implementation difficulties. The problems encountered in the existing approaches for feedback optimal control can be also attributed to the request of achieving optimality for all possible plant initial conditions. In this paper we basically revise and relax this requirement. We start with the following basic question: is optimality from any initial state strictly necessary? In fact there are many examples of plants (such as lifts, bascule bridges, automatic gates, floodgates, cranes .... ) which are explicitly built to operate, under normal circumstances, between fixed points, therefore it is reasonable to guarantee optimality only for the nominal operations. Furthermore, very often, in a controlled system, the initial state is determined by a perturbation (for instance an impulse) that usually has some privileged directions and then seeking optimality is more important from some initial states instead of others.
Therefore we are interested in a control which is stabilizing but is required to satisfy the constraints and to be optimal only for a given (or a set of given) initial condition(s). Of course, this problem admits a trivial solution: compute the optimal open-loop control, then compute a feedback control which stabilizes the systems "along the optimal trajectory". This solution has two major drawbacks. Firstly, the control requires a feedforward term and then it is time-varying. Therefore if the initial state is produced by a perturbation (for instance an impulse) one must be aware of the exact instant in which the perturbation occurs, which is not reasonable. Secondly, one would like some reasonable behavior of the systems for nonnominal initial states. As it will be shown, the trivial solution, previously mentioned, does not have this property. Moreover, if the system state is already in zero or close to zero, the feedforward causes an unnecessary transient.
We assume that the cost function and the constraints are convex and we consider a discrete-time finite-horizon optimal control problem with zero terminal state. Then we propose a state feedback time-invariant compensator which is stabilizing for all initial conditions, and optimal for a specific initial condition. We name this control relatively optimal. The main results of this paper can be summarized in the following points.
• The controller initialized at its zero state, produces the optimal constrained trajectory if the plant initial state is the nominal one.
• The controller does not require any feedforward and is time-invariant. • The compensator is linear dynamic, and its order is equal to the time horizon minus the order of the plant.
• The controller is stabilizing, actually dead-beat, for all initial conditions (no matter how the cost function is taken).
• We have some degrees of freedom in the synthesis of the compensator. We can use them to assign the compensator eigenvalues, thus we can solve a strong stabilization problem (i.e. stabilization by means of a stable compensator).
• The implementation of the compensator, which is given in an explicit form, is simpler than the corresponding receding-horizon control. The present paper is the conference version of [4] to which the reader is referred for more details and references.
II. PROBLEM STATEMENT
Consider the discrete-time reachable system
where 
where ~/is a convex and closed set. Then we consider the next optimization problem with assigned initial condition x(1)-2 ¢ 0 (we assume k-1 as initial time)
x(1) -~ (s)
N > 0, assigned (or flee).
Finding an open-loop solution for this system is well known to be a convex problem which can be solved by means of efficient algorithms. However it is also known that the openloop solution is unsuitable for most applications. Therefore we would like to have control involving a stabilizing state feedback which is optimal with respect to the assigned initial condition.
In principle this problem is very easy to solve by means of a feedback + feedforward control as in Fig. 1 . Denote by 2(k), and /~(k), k-1,2,...,N the state and control optimal trajectories, consider any feedback matrix K such that A + BK is stable and consider the static control
It is obvious that, if the system is initialized with initial condition x(1) -2 the corresponding trajectory is the optimal one, by definition of t~(k).
Unfortunately, this scheme presents the following (wellknown) disadvantages. Firstly, the resulting controller is timevarying. Secondly, the initial condition 2 may be just the effect of a disturbing event, for instance an impulse, whose precise instant is unknown a-priori. Therefore a solution based on feedforward is not viable. Thirdly, the controller basically tracks the optimal trajectory originating in 2, therefore if x(1)
. Pure (dynamic) feedback scheme is far from 2, then the resulting transient will be completely unsatisfactory. Fourthly, if we have magnitude constraints on u and y it is a natural request that whenever x(1) is "reduced" (for instance x(1)= 2ct, 0 < ct < 1) then the constraints remain satisfied. Scheme 1 does not assure this property. These problems concerning the feedforward solution will be evidenced in the Example in Section V. In this work we consider a feedback scheme as in Fig. 2 . The basic request for this scheme is that the system has to be stable and the transient has to be optimal if the initial condition is 2. We also require that our (possibly dynamic) compensator cannot be initialized based on the knowledge of 2 and therefore we assume zero initial condition for the compensator state. We are now in the position of formalizing the problem. Denote by z(k) the state of the compensator.
Problem 1: Find a state feedback compensator having the structure of Fig. 2 such that for x(1) = 2 and for z(1) = 0 the control and state trajectories are the optimal constrained ones and which is stabilizing 3 for all initial conditions.
III. MAIN RESULTS
In this section we show how to obtain a stabilizing (actually deadbeat) state feedback compensator which does not require feedforward or state initialization and that is optimal for the nominal initial condition. We initially introduce the following technical assumption (that will be reconsidered later). 
where the square matrix P is a N-Jordan block associated with the 0 eigenvalue 0 0 0 0
.... 0 0 1 0 which is a stable matrix since P~-0 for all k > N. In view of Assumption 1 we can state the next Lemma, whose proof can be found in [4] .
Lemma 3.1"
The matrix ){ has rank n, namely has full row rank.
The previous lemma obviously implies that N _> n. For the moment being, let us assume N > n (the simple case N-n will be briefly discussed later). Let us consider any (N-n) × N matrix 2 of the form
(note that the first column is zero) such that the next square matrix is invertible
Clearly finding Z in such a way that the matrix T is invertible is always possible because, by Lemma 3.1, iY has full row rank. The fact that we can always take 2 having the zero vector as first column is also readily seen. Since x(1)-2 is non zero, there is at least one non-zero component in the first column of iY. By means of the row of iY corresponding to this entry we can apply Gaussian elimination to Z in order to render null each entry of the first column of Z. The matrix T remains invertible after this operation (the reader is referred to [4] for a more detailed discussion). Now denote by V " 2P. Remark 3.1." Note that if Assumption 1 fails, it is sufficient to extend the optimal sequence backward in time in such a way that it spans IR n (details can be found in [4] ). Note also that the Assumption 1 can be weakened because we simply require that the matrix 2 containing the state trajectory has full row rank. This may well happen even if 2 belongs to an (A, B)-invariant subspace.
IV. EXTENSIONS

A. Optimality from a set of initial conditions
Assume that we do not desire optimality from a single initial condition but from set of linearly independent initial vectors
the matrices whose columns are the optimal state and control trajectories. Define the matrices where the p(i) are lower Jordan blocks associated with the zero eigenvalue of the same form of P in the previous case. Now, if we admit that all the initial conditions 2 (i) satisfy Assumption 1, we have that 2 has full row rank. According to the previous procedure we can complete the matrix 2 as follows
where each matrix Z (i) has the first column equal to zero
Z (i) --[ 0 :~(i)(2) :~(i)(3) ... :~(i)(Ni) ].
If we achieve a full row rank T the compensator can be obtained by means of (21). The next theorem holds. 
B. Compensator eigenvalue assignment
In the synthesis procedure we presented above we have degrees of freedom we can use in a fruitful way. Obviously a compensator must assure stability for the closed-loop system, but a desirable property is the stability of the compensator itself• Unfortunately the compensator state matrix F is a function of Z which is arbitrary, with the exception of the first zero column and the fact that the resulting matrix T in (17) has to be invertible. We can proceed in the opposite way: 
Fz(k) -z(k +
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Note that, unless for the trivial case n -1 the big matrix in eq. (29) is a "fat" matrix and therefore it admits a non-trivial kernel• Any element of the kernel provides a solution in terms of matrices Z and G. If the resulting matrix T is invertible, we can derive 17"-ZP and K and H from (21).
-0.
(29)
Now we can combine all these equations to achieve the following Consider the cart-pole system depicted in Fig. 3 , and suppose that the system "normal" operation is moving from A to B (and vice-versa). In the following we calculate a stabilizing dynamic compensator which guarantees time-optimality for such operation, we analyze its performance for a non-nominal condition and compare it with the behavior of a trajectorybased scheme. The state vector 2 for the continuous-time system is reported in Fig. 3 , while the zero-order-hold sampling of the linearized system leads to the following statespace representation (the parameters are: mass of the cart 0.3kg, mass of the pole O.lkg, length of the pole lm, gravity acceleration 9. 
with N free, the problem of finding the minimum-time optimal trajectory is casted to the form (3)-(10). The resulting optimal trajectory, steering the system from 2 to 0 in N = 7 steps is reported in Fig. 4 (a) and (b) , for the pairs (Xl ,x2) and (x3,x4) respectively. The optimal control sequence turns out to be: 
By construction, the closed loop system, initialized in [x~ 0 0 0] r, gives rise to the trajectory depicted in Fig. 4 , the same trajectory obtained by means of the trajectory-tracking controller (11) . However, starting from a non-nominal initial condition the situation is different: Fig. 5 shows the behavior of the system from 2 = [-0.65 0 0 01 r ~ XA under (black line) the proposed feedback controller and (gray line) the controller (11) (for g = [-19 .9688 -9.9844 -1.056 -6.9919], which assigns zero eigenvalues to A + BK). It is clear that the proposed compensator, producing a downscaled version of the optimal trajectory, is highly preferable to the other which causes huge steps and violates the constraints, both on the state and the control variables. Note that the true minimum- time trajectory from 2, reported in black in Fig. 6 , is one step shorter than that obtained with the proposed compensator. Finally, we show that the trajectory-based controller produces a highly undesirable trajectory with constraint violation if we saturate the control at its assigned bound lul _< 3.5 (gray line), notwithstanding the fact that the new initial condition is closer to the target.
VI. DISCUSSIONS ON THE RESULTS
In this paper we have proposed a new approach to control optimization by introducing the notion of relatively optimal control which consists on a feedback control (without trajectory feedforward) which produces the optimal trajectory for a single initial condition of "special interest". We have proved that, for linear systems, one of such controllers is linear and time-invariant and can be computed via explicit formulas. A fundamental point we think important to discuss is the comparison with other available techniques to solve problems of the form (3)-(10) such as the receding-horizon control. The receding-horizon control requires the solution of (3)-(10) on-line at each sampling time. This means that, on-line, a convex optimization routine has to be run. Convex optimization routines are efficient and are able to determine global optima but their running time is extremely sensible to the data and the constraints. Therefore the corresponding receding-horizon control may require a different computation time, for the same problem during the process, depending on the initial state x(1). Our compensator has not this problem since, being based on an explicit formula, its complexity is fixed.
As far as the problem of the impulse response optimization is concerned we remind that a solution via linear compensator can always be obtained by means of the known YoulaKucera parameterization [12] [7] . In particular one can always impose the closed-loop transfer function to be Finite Impulse Response (FIR) and solve a finite dimensional convex optimizations problem.
However, our result is quite different for the following reasons. When a FIR closed-loop transfer function is assumed, the compensator is imposed to be linear; then the optimization is carried out over all the trajectories achievable via linear compensators. Here we do not impose linearity but we prove that any open-loop optimal trajectory can be achieved by means of a linear compensator which assures stability. In few words, linearity and the compensator complexity (depending on N) are provided as results. Moreover, our approach allows to obtain optimality from several initial conditions (namely of several impulse responses) with possibly different costs and criteria.
Our approach presents some disadvantages. The first is that constraints are not satisfied for initial conditions which are not the nominal. Also our compensator is dynamic state feedback and its state-space dimensions can be very high, while, for instance, the receding-horizon compensator is static, although as already mentioned on-line optimization can be hard to implement in some cases.
We believe that this work be extended in several directions: it would be interesting to see whether it is possible to achieve relative optimality by means of a static nonlinear compensator; a further question is whether the proposed approach can be used to solve an optimization problem in the presence of assigned external signals [5] or the rejection of disturbances originating by an exosystem [11] ; also we conjecture that the proposed approach can be used to derive continuoustime (relatively) suboptimal compensator using the results in [3] , although we see several technical difficulties that render them not immediately applicable. Finally a further important problem is the output feedback: here we considered state feedback only, a limit of the work. Note that the solution of adopting an observer is not viable since it is not clear how to initialize the observer state 2.
