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Abstract. A generalized definition of average, termed the q-average, is widely
employed in the field of nonextensive statistical mechanics. Recently, it has however
been pointed out that such an average value may behave unphysical under specific
deformations of probability distributions. Here, the following three issues are discussed
and clarified. Firstly, the deformations considered are physical and may experimentally
be realized. Secondly, in view of thermostatistics, the q-average is unstable in both
finite and infinite discrete systems. Thirdly, a naive generalization of the discussion to
continuous systems misses a point, and a norm better than the L1-norm should be
employed for measuring the distance between two probability distributions.





There exist a number of thermostatistical systems in nature, which are exotic from the
traditional viewpoint of Boltzmann-Gibbs statistical mechanics. They often
possess/exhibit broken ergodicity, strong correlations between elements leading to
inseparability, nontrivial portraits of phase spaces or configuration spaces and long-
range interactions, for example. In the past decade, nonextensive statistical mechanics
[1, 2], which is a generalization of the Boltzmann-Gibbs theory, has been expected to
offer a framework for describing the properties of such systems. The prevailing
formulation of nonextensive statistical mechanics employs a generalized definition of
average termed the q-average [see equation (5) below]. In this paper, we rigorously
examine if such a generalization is possible.
Consider measurement of a physical quantity, Q Qi i W= ={ } , , ...,1 2 , of a
thermostatistical system. To obtain reliable information on the probability distribution,
the measurement has to be repeated. In reality, two probability distributions,
{ }
, , ...,
pi i W=1 2  and { ' } , , ...,p i i W=1 2 , thus obtained may slightly be different from each other.
Here, W stands for the number of accessible microstates and is a very large number,
typically being 210
23
. Such a difference can be quantified, for example, by comparing
the average values of Q with respect to those probability distributions. Since Q is
supposed to behave well, the calculated average values are expected to be close to each
other. This natural requirement is mathematically expressed by the following formal
3predicate [3]:
∀ >( )ε 0  ∃ >( )δ 0  ∀( )W  p p Q p Q p− < ⇒ − <( )' [ ] [ ' ]1 δ ε (1)
for any pair of probability distributions, { }
, , ...,
pi i W=1 2  and { ' } , , ...,p i i W=1 2 , where








is the distance between these two probability distributions defined in terms of the l 1-
norm, and Q p[ ] ( Q p[ ' ]) stands for the “average” of Q with respect to { }
, , ...,
pi i W=1 2
({ ' }
, , ...,
p i i W=1 2 ). Other kinds of norms could also be considered, but what is relevant to
discrete systems is the present l 1-norm, which is able to make p p− ' 1 independent
of W (see the later discussion). The average, Q , is said to be stable or robust, if the
condition in equation (1) is satisfied. This is somewhat analogous to Lesche’s stability
condition on entropic functionals [4]-[10] (see also [11] for a comment on [8]).
Mathematically, it is concerned with uniform continuity of a functional.
In the scheme in equation (1), it is important to note that the condition on W comes
after those on ε  and δ . This implies that the large-W limit, for example, has to be
taken at the end of calculation.
The standard definition of average, referred to as the normal average,








is clearly stable. This is simply seen as follows:
















≤ ⋅ −Q p p
max
' 1 , (4)
where Q Qi i Wmax , , ...,max≡ { } =1 2 . Thus, there, in fact, exists δ  such that
δ ε= /
max
Q . This is actually an obvious result since Q p1[ ] is a bounded linear
functional of { }
, , ...,
pi i W=1 2 .
Now, in the field of nonextensive statistical mechanics [1, 2], a possibility is open for





















( q > 0), (5)
is prevailing. This quantity is reduced to the normal average in equation (3) in the limit
q → 1. In general, it is a nonlinear functional of { }
, , ...,
pi i W=1 2 , and this fact makes the
problem of its stability nontrivial.
5The purpose of this paper is to discuss and clarify that the q-average is unstable
unless q → 1. To explicitly do so, we consider specific deformations of probability
distributions. Then, we present the following three results. Firstly, the deformations
considered here are physical and may be realized in a laboratory. Secondly, in view of
thermostatistics, stability of the q-average cannot be verified in both finite and infinite
discrete systems. Then, thirdly, a naive generalization of the l 1-norm in equation (2) to
the- L1 norm for continuous systems misses an important physical point. Thus, we
conclude that stability of the q-average cannot be established in all the cases, and
accordingly the formulation of nonextensive statistical mechanics has to be amended.
2. Specific deformations of probability distributions and their physicality
To evaluate the quantity Q p Q pq q[ ] [ ' ]− , let us examine the following specific
deformations of the probability distributions:
i) for 0 1< <q ;























1 1( )δ , p pi i i' = −  +1 2 2 1
δ δ δ . (7)
These have been considered in the context of stabilities of generalized entropies in [4, 5].
In both i) and ii), holds p p− =' 1 δ , which is in fact independent of W, making
stability analysis possible freely from the system size.
Here, we wish to mention that the deformations from pi  to p i'  in equations (6) and
(7) are indeed physical and may even be realized in quantum-mechanical experiments.
This is because as follows. Recall that the quantum q-average reads
ˆ [ ˆ ] ( ˆ ˆ ) / ( ˆ )Q Q
q
q qρ ρ ρ= Tr Tr , where ρˆ  and ˆQ are a density matrix and an observable,
respectively. The deformed density matrix, ˆ 'ρ , corresponding to p i' ’s in equations (6)
and (7) is given by the convex combination of the completely random state, ˆ /I W
(with ˆI  being the identity matrix), and the normalized pure eigenstate, u u1 1
(corresponding to the first eigenvalue Q1 of ˆQ) in W dimensions:
ˆ '
ˆ
( )ρ λ λ= + −I
W
u u1 1 1 , (8)
where 0 1≤ ≤λ . λ  is given in terms of the fidelity, F, with respect to the reference
state, u u1 1 , as λ = − −( ) / ( )1 1F W W , provided that 1 1/ W F≤ ≤ . In case i),
λ δ= −( / ) / ( )2 1W W , whereas λ δ= − −( / ) / ( )1 2 1W W  in case ii). ˆ 'ρ  in equation
7(8) is referred to as the Werner state [12] when u1  is maximally entangled. It is
known [13, 14] that such a state can be generated for a bipartite system using
spontaneous parametric down-conversion. For a large number of quanta, there is a
technical difficulty in realizing a maximally entangled state. However, u1  does not
have to be maximally entangled: any pure eigenstate is sufficient in our discussion,
avoiding the main technical difficulty. In addition, we point out the fact [15] that the
state in equation (8) is actually the thermal state







e H ( Z e H( ) ˆβ β= −Tr ) (9)
with the projector Hamiltonian, ˆH g u u= − 1 1 , where g is a positive constant having
the dimension of temperature, β −1. λ  is related to the inverse temperature β  and g as
λ β= + −W W e g/ ( )1 .
3. Discrete systems
First, let us evaluate Q p Q pq q[ ] [ ' ]−  for the deformations in equations (6) and (7).
A straightforward calculation shows that, in case i),
8Q p Q pq q[ ] [ ' ]−
= −
−( ) + −[ ]( ) −( )
− + − −






1 2 2 1
1 2 2 1
δ δ
δ δ
/ / ( )
( / ) ( / ) ( ) , (10)
and, in case ii),
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2 1 2 1
2 1 2 1
δ δ
δ δ
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( / ) ( / ) ( ) , (11)




∑( / )1 1  is the arithmetic mean of Q.
In the limit W →∞, Q p Q pq q[ ] [ ' ]−  converges to Q Q− 1  in both cases i)
and ii). Therefore, the condition in equation (1) is violated, and the q-average is unstable
in such a limit.
It is worth mentioning that the limits q → 1 and W →∞ do not commute, since the
normal average is stable as shown in equation (4).
Next, let us evaluate equations (10) and (11) with W that is finite but very large,
typically being W ~ 210
23
 in thermostatistical systems. In case i), in order for
Q p Q pq q[ ] [ ' ]−  to be small, it is necessary that ( / ) ( / )δ δ2 1 21q q qW − << −  holds.
This condition leads to
9δ << −2 10 23 (12)
for q = 1 2/ . Similarly, in case ii), should hold ( / ) ( / )δ δ2 1 2 1q q qW<< − − , which
leads to
δ << −2 10 323 / (13)
for q = 3 2/ .
These values of δ  are extremely small, and it is unlikely that realization of such
overwhelmingly high precision is physically possible in measurements of probability
distributions. Basically, it is reasonable to believe that if the result is different between
W ~ 210
23
 and W →∞, then the model itself must be pathological.
Consequently, in view of thermostatistics, the q-averages are unstable in both finite
and infinite discrete systems.
4. Continuous systems
In a recent paper [16], it has been claimed that the q-averages are stable in continuous
systems. The discussion given there is based on a naive generalization of the l 1-norm in
discrete systems to the L1-norm, with which the distance between two normalized
probability densities, f x( ) and f x' ( ) , defined in the range 0 1≤ ≤x  is given by
10




It is shown [16] that the q-average, Q f d x Q x f x d x f xq q q[ ] ( )[ ( )] / ' [ ( ' )]= ∫ ∫01 01 ,
satisfies Q f Q f cq q[ ] [ ' ]− < δ α , where δ = −f f ' 1, and c and α  are positive
constants.
However, the above discussion misses a point. The distance in equation (14) poorly
describes “closeness” between f x( ) and f x' ( ) . To see it, let us look at the following
simple deformation:
f x( ) = 1, f x
x
x
' ( ) =
− −








































The distance between them defined by the L1-norm is calculated to be f f− =' 1 δ ,
although they are actually quite distinct from each other.
In mathematics, better norms are known. One such example is [17]








Clearly, the following inequality holds:
f f f f− ≤ −' '1 , (17)
implying that the distance in equation (16) introduces, in the space of probability
distributions on the unit interval, metric topology finer than that defined by the L1-
norm. In fact, equation (16) for f x( ) and f x' ( )  in equation (15) yields
f f− = − + −' 1 1 2δ δδ , (18)
which is larger than 1 / δ  if δ < −2 1. Thus, we see that stability of the q-averages
cannot be established also in continuous systems.
5. Concluding remarks
We have discussed and clarified that stability of the q-averages cannot be established in
both discrete and continuous systems. In addition, we have also pointed out that the
specific deformations of the probability distributions considered in the discussion are
quite physical and may be realized in an optical-physics laboratory.
In a recent work [18], it has been shown that the normal-average formalism of
12
nonextensive statistical mechanics (and the references quoted therein) is consistent with
the generalized H-theorem, whereas the q-average formalism is not. There are also
discussions about a number of conceptual difficulties with the q-averages [19]. In
addition, it is suggested in [20] that based on these observations the homogeneous
entropy, instead of Tsallis’ entropy, should be used for describing asymptotically
power-law distributions. The problem of the definition of averages is one of the cruxes
in nonextensive statistical mechanics. The present results combined with those
presented in [3, 18] show that what to be employed in nonextensive statistical
mechanics is the normal averages, and not the q-averages.
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