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Таким образом, в ходе данной работы были исследованы возможности 
математического аппарата вейвлет-преобразования для задачи анализа неста-
ционарных сигналов. Оценены достоинства вейвлет-преобразования по сравне-
нию с классическими преобразованием Фурье, а также исследованы возможно-
сти быстрых алгоритм вейвлет-преобразования. В качестве сигналов предмет-
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Теория решеток и булевых алгебр [1, 2] становится перспективным 
направлением развития машинного обучения и распознавания образов, в т.ч. в 
системах защиты информации. Логические булевы матрицы, т.е. матрицы со 
значениями из алгебры 〈 (∨ ∧    )〉, где { }- множество логических 
значений, а операции сигнатуры - дизъюнкция, конъюнкций и отрицание, 
используются для представления и обработки обучающих выборок прецедентов 
в моделях анализа формальных понятий (АФП) [3, 4] или обучении на 
подтверждающих и опровергающих примерах (ДСМ-метод, в честь Джона 
Стюарта Милля) [5, 6]. 
Матрицы над булевой алгеброй логических значений естественным 
образом появляются в теории бинарных отношений в качестве удобного 
представления бинарных отношений на конечных множествах [7]. 
Напомним, что матрицей бинарного отношения ⊆ , заданного на 
паре конечных множеств { } и { }, называется 
представление индикатора графика  в виде двух индексного битового массива 
(логической матрицы) , где , , и 
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        (1) 
Над бинарными отношениями и их матрицами вводят следующие 
операции: 
{( )|( ) ∉ }- дополнение к бинарному отношению; 
{( )|( ) }- обратное к бинарному отношению; 
{( )| ( )  ∨ ( ) }- объединение бинарных 
отношений; 
{( )| ( )  ∧ ( ) }- пересечение бинарных 
отношений; 
\ {( )| ( )  ∧ ( ) ∉ }- разность бинарных 
отношений; 
∘ {( )|∃ ( )  ˄( ) }- произведение бинарных 
отношений, здесь ⊆  и ⊆ ; 
̅ - логическая инверсия (отрицание) матрицы, здесь, как обычно 
 и ; 
- транспонирование матрицы; 
⨁ ∨ - прямая логическая сумма матриц; 
∧ - прямое логическое произведение матриц; 
⊖ ∧ ̅ - прямая логическая разность матриц; 
( )⨀ ⋁ ∧ - логическое произведение матриц (по правилу 
«строка на столбец»), здесь ( ) и  - матрицы размерностей  и , 
соответственно. 
Включения бинарных отношений и матриц определяются стандартным 
образом, как: 
⊆ ⇌ ; 
≼ ⇌ . 
Включения бинарных отношений и матриц суть отношения частичного 
порядка. 
Хорошо известно, что биекция ↦ , определенная равенством (1), 
является изоморфизмом алгебраических структур 〈 ( \     ∘ ⊆)〉 и 
〈 (⨁ ⊝     ⨀ ≼)〉, где  - множество бинарных отношений на 
{ }, а  - множество логических матриц размерности . 
Пусть  и  - известные логические матрицы 
размерностей  и , соответственно, а ( ) - неизвестная 
логическая матрица размерности . 
Рассмотрим матричное уравнение 
⨀        (2) 
 
Нетрудно показать, что решение этого уравнения в общем случае не 
единственно. 
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Используя технику работ [8, 9] и изоморфизм ↦ , можно доказать, 
что справедливо 
Утверждение 1. Если в матрице  отсутствуют сплошь нулевые строки и 
столбцы, и уравнение (2) разрешимо, то матрица 
( ⨀ ) ⊖ ( ⨀ ⨀ ) ⊖ ⨀     (3) 
является его решением. Причем любое другое решение (2) удовлетворяет 
включению ≼ . 
 
Теперь рассмотрим матричное неравенство 
⨀ ≼        (4) 
 
Понятно, что всегда существует нулевое решение (4). 
По аналогии с предыдущим можно доказать, что справедливо 
Утверждение 2. В предположении утверждения 1 о матрице  матрица , 
определенная равенством (3) является решением неравенства (4). Причем 
любое другое решение (4) удовлетворяет включению ≼ . 
 
Теперь рассмотрим следующие системы матричных уравнений и 
неравенств 
⨀ ⊕⋅⋅⋅ ⨁ ⨀
⋅⋅⋅
⨀ ⨁ ⋅⋅⋅ ⨁ ⨀
        (5) 
 
⨀ ⨁ ⋅⋅⋅ ⨁ ⨀ ≼
⋅⋅⋅
⨀ ⨁ ⋅⋅⋅ ⨁ ⨀ ≼
        (6) 
 
Можно доказать, что справедливо 
Утверждение 3. Если в матрицах  отсутствуют сплошь нулевые строки 
и столбцы, то набор матриц , где ∏ ⋅⋅⋅ , и 
⨀ ⊖ ⨀ ⨀ ⊖ ⨀     (7) 
является решением системы неравенств (6). Причем этот набор будет и 
решением системы равенств (5), если таковое существует, а любые другие 
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АЛГОРИТМЫ ОЦЕНИВАНИЯ ПАРАМЕТРОВ 
В НЕЛИНЕЙНЫХ РЕККУРЕНТНЫХ МОДЕЛЯХ 
 
(ИПМ ДВО РАН, ДВФУ) 
 
Построен алгоритм оценивания параметров в рекуррентных 
последовательностях 0,1,...,=),(=1 ixfx ii  в случае нелинейной функции )(xf  
по неточным наблюдениям за этой последовательностью. Речь идет о модели 
логистического роста, модели Риккера и дискретизированной модели Лоренца. 
Рассматриваемые модели привлекают к себе повышенное внимание со стороны 
биологов, физиков и метеорологов. 
Для этих моделей и практически, и теоретически важно оценивать их 
параметры по неточным наблюдениям iy  за состоянием 0,1,...=, ixi  В работе 
рассматриваются аддитивная iii xy =  и мультипликативная ),(exp= iii xy   
0,1,...,=i  модели внесения ошибок в наблюдения. Здесь 0,1,...,=, ii  -- 
последовательность независимых и одинаково распределенных случайных 
величин, имеющих нулевое среднее, известную дисперсию ,<c  причем 
дисперсия .<2iD  
Предположим, что у последовательности 0,1,...,=, ixi  существует 
