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I. MAIN THEOREM 
Let K,,K,, . . . ,k;, be n by n real matrices, and denote b> 
G(K,, k’,, . . .&) the set of all nonsingular, n by 91, and real matrices 
iif such that 
WK,W = K, (1’ = I$,. . . ,h), (1.1) 
where W’ is transpose of W. G(K,,K,, . . , &) is a group, i.e. 
(i) W,,TV2 E G implies WIIV, E G, and 
(ii) W’ E G implies W-~E.G. 
In this paper, we shall prove the following theorem: 
THEOREM 1. Let W be in G(K,, K,, . . Ji,). Then there exists a one- 
parameter subgroup of G(K,, K,, . . . ,Kh) which contains W2. Furthermore, 
if no characteristic zlalue of W is a negative real number, such a one-parametrr 
subgroup can be chosen so that it codaills W itself. 
REMARKS: (i) Let u(t) be a one-parameter subgroup in G, and put 
rz = dfJ(t) i 
dl ‘t=l)’ 
!1.1) 
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Then 
u (t) = Pt. (1.3) 
(ii) In case when 12 = 1, K, = 0, (n by 1z zero-matrix), we have 
G(0,) = GL(n; R), (1.4) 
where GL(n;R) is the set of all nonsingular, 12 by n, and real matrices. 
(iii) In case when /z = 1, Kr = 1, (n by n unit-matrix), we have 
G(L) = O(n), (14 
where O(n) is the set of all n by ,ti orthogonal matrices. 
(iv) Put 
where J is a 2m by 2m matrix. Then in case when n = 2m, h = 1, Kl = J, 
we have 
G(J) = Sp(m; R), (1.7) 
where Sp(m; R) is the set of all 2m by 2m, real, and symplectic matrices. 
(v) Finally, in case when n = 2m, h = 2, K, = J, K, = lem, we have 
G(J, 1~~) = WW, (1.8) 
where .$,0(m) is the set of all 2m by 2m, real, symplectic, and orthogonal 
matrices.2 
II. LINEAR DYNAMICAL SYSTEMS WITH PERIODIC COEFFICIENTS 
Now let us consider a linear dynamical system 
-$ = JS(t)x, (2.1) 
where x is a 2m-dimensional vector, J is the matrix given by (l.B), and 
S(t) is a 2m by 2m real symmetric matrix. We shall assume that S(t) 
2 Since O(n) and S,O(m) are compact, results better than our theorem can be 
obtained for those groups. 
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is periodic in t of period 2-c. Let TV(t) be a 2m by dm matrix which satisfies 
the equation 
dT = Js(tjw(t) (2.21 
with the condition 
W(0) = lzm. (2.3) 
Xs is well known, the matrix W(t) is in Sp(nt; R) for all real values of t. 
Furthermore, we have 
TY(t + 27~) = W(tjWpd. (2.4) 
Put 
w, = W(2.z). 12.5) 
Remark (iv) of Theorem 1 states that there exists a one-parameter 
subgroup U(t) of S&m; R) such that 
U(1) = wOz. (2.6, 
Let c’(t) = e’n.41, and put 
P(t) =; w(t)e-“‘. (‘9 ‘i j I. 
Then P(t) E Sp(m; R) and P(t + 4n) = P(t). It should be remarked 
that a transformation 
?I = P(t)) (2.8) 
is canonical if and only if P(t) E S,( m; R). Thus we obtain the following 
theorem. 
THEOREM 2. The system (2.1) is reduced to a linear dynamical system 
with constmtt coefficients : 
by a real, linear, and ca?tonical transformatio?z (2.8) with coefficients periodic 
in t of period 45-c. 
In a similar manner. we obtain another theorem. 
THEOREM 3. If no characteristic value of IY(21c) is a negative real 
number, then the canonical transformation (2.8) can be chosen so that its 
coefficients are periodic in t of $eriod 2n. 
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REMARK: Characteristic values of W(2n) are called Floquet’s mul- 
tipliers. Theorems 2 and 3 are refinement of Floquet’s theorem for 
systems of linear ordinary differential equations with periodic coefficients.3 
Results similar to ours were given by K. A. Breus [l] and J. Moser [3] 
for special cases. 
In general, let A(t) be a matrix in Lie algebra of the group 
G(K,, K,. . . . , &) and periodic in t of period 27~. If a matrix W(t) satisfies 
the equation 
d WV) __ = A(t)W(t) 
dt 
(2.10) 
and the condition 
W(O) = L, (2.11) 
then W(t) EG(K,, . . . , Kk) for all t. Therefore Theorem 2 can be generalized 
in the following way: 
THEOREM 2’. Suppose that A(t) is a matrix in Lie algebra of the group 
G(K,, . . . , KJ and periodic i?z t of Period 23-r. Then the system 
dx 
- = A(t)x 
at 
(2.12) 
is reduced to a system with constant coefficients by a linear transformation 
x = P(t)y (2.13) 
such that P(t) is periodic in t of period 47~ and P(t) E G(K,, . . . , KJ. 
A similar generalization of Theorem 3 also can be obtained. Those 
results were suggested to the author by S. Kobayashi. 
III. A LEMMA ON NILPOTENT MATRICES 
Let us consider an m by m matrix A of the following form: 
A = 1, + F, (3.1) 
where F is a real nilpotent matrix, i.e. Fk = 0, for a nonnegative integer 
k For such a matrix A we can define log A by using the expansion 
3 For Floquet’s theorem, see, for example, Coddington, E. A. and Levinson, N. 
[2], Chap. 3, 5 5. 
of log (1 + ri in powers of a variable x. Tht%n we can write A in :I 
form 
-4 = eB. (3.2) 
Since A-l - 1, is also nilpotent, we can define log (A-l) in the same 
way, and we have 
log (A -1) = - log =1 (3.3, 
Put 
At = eBt in.4 
for all real values of t. 
(1, + WV,,, + E) = c, 
&eve 1: and E are both nilpoteut. The?z 
(1n + F)‘C(Lw + E)’ = C (3.61 
fov all yen1 rullres of f. 
PKOOF: From the condition (3.5) we derive 
Put 
c(l,H + E) = (1, + F)-1 c. 
Then 
Therefore 
E = (1, + F)-I- III. 
CE = PC. 
Hence 
C [log (1, + E)] = [- log (1, + Fj]C. 
C(1, + E)’ = (l,*, + Fi-t c‘. 
13.5) 
This is equivalent to (3.6). Thus our lemma is established. 
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IV. PROOF OF THEOREM 1 
Let A be an n by N matrix in Jordan canonical form, and write .4 in 
the following manner : 
A’= 
where 
4 0 
A‘2 
0 ASI 
(4.1) 
Aj = a& + Fj) ; (4.2) 
a . . . , AS are distinct characteristic values of A, ni, . . . , nS are their respec- 
&e multiplicities, and F,, . . . , F, are real nilpotent matrices. We shall 
assume that no Ai is zero, or a negative real number. Then we can fix 
arg Ai for all j in such a manner that 
argAj+arg&=O if Ljlk = 1, (4.3) 
and 
arg&+arg&=O if aj = Xk. (4.4) 
Now let us define q for all i and real values of t so that 
and 
ajik = 1 implies AjA”= 1 I k (4.5) 
aj = Xk implies y=c. (4.6) 
Put 
A’= 
4 0 
A‘2 
0 A,’ 
(4.7) 
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where 
A[ = Ai’&, + F$ (i = 1,a,. . .) sj. 
Let us suppose 
,4’LA = L 
where L is an n by n (complex) matrix. Then we can show 
(4.8) 
(4.9) 
(At)‘LA’ = L 
for all real values of t. To do that, put 
‘L 11 ... Lls 
L= . . . .., . . . , 
Ll . . . JL 
(4.10) 
(4.11) 
where L, is an nj by nk matrix. 
The condition (4.9) implies 
24 j’Ljk Ak = Ljk. (4.12) 
Therefore Ljk = 0 if ,%j& # 1. In fact, we can regard L, as an nink-dimen- 
sional vector I. If we arrange components of 1 in a suitable order, we 
can write (4.12) in the form 
(4.13) 
where Aj @ A, is the Kronecker-product of Aj and Ak. Since components 
of Aj and Ak which are above the main diagonals are equal to zero, we 
have 
det (A? @AR - lnjnk) = (,I& - l)“i” # 0. 
Then I= 0. 
In case when && = 1, the condition (4.12) is equivalent to 
(lty + Fj’)Ljk(lnk + Fk) = Ljk, 
Therefore, by lemma in the previous section, we have 
(lnj f Fj’)tLjk(lrtk + Fk)’ E= Ljk 
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(At)‘Ljk Akt = Ljk. (4.14) 
This implies (4.10). 
Now let IV be in G(K,,K,,. . ., Kh), and A be the Jordan canonical 
form of IV. Put 
A = T-l WT (4.15) 
and 
L,, = T’K,T. (4.16) 
Then 
A’L,A = L, (Z’ = 1,2,. . ., h). (4.17) 
Therefore, if no characteristic value of IV is a negative real number, we 
have 
(At)‘L,At = L, (2) = 1,2,. . .,/z). (4.18) 
Hence if we put 
U(t) = TA’ T-l, (4.19) 
we have 
U(t)‘K, U(t) = Ktr (v = 1,2,. . .) h). (4.20) 
Since U(t) is a one-parameter group, the second part of our theorem is 
established if U(t) is real. In order to prove that, put 
M = T-l T. (4.21) 
Then, since IV is real, we have 
AM = Mif. (4.22) 
Therefore, by a similar argument as given above, we have 
A’ M = iV@, (4.23) 
or 
u(t) = u(t). (4.24) 
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\:. PROOF OF THEOREal 1 ((‘ontinued) 
Let If; be any matrix in G(K,,R,, . . . , h’),), and .V be the number of 
negative characteristic values of TV. Then there esists a real nonsingular 
matrix T such that 
P = T-l VT = 
P, 0 I I () I’, ’ 15.1) 
where P, is an N by N matrix whose characteristic values are all real 
and negative, whereas P, is an (H - AT) by (II -- A’) matrix whose char- 
acteristic values are not real and negative. Put 
L,. = T’K,, T (i’== l,...,h). (521 
P’L,. P = L,, (I’= l....,Iz). \5.3) 
Let AI and ,I2 be characteristic values of P, and P, respectively. Then 
,?r& f 1. Therefore we have 
L,,f’) 0 
L, = i I 0 L,(2’ (IL)== l,...,h), (5.4) 
where L,“’ and L,cJ are N by N and (1~ - N) by (YZ -- N) matrices respec- 
tively. This implies that 
1 P, E G(L1(“, L&l’, . . . , L&l)), 
\P,EG(L+‘), LJ2),. . . , Lhr2,). 
i5.5) 
Since PI2 and P, do not have negative characteristic values, there eskt 
one-parameter groups C:,(t) and Irp(f) such that 
JPj” = Uj(l) (j = l,?), 
[C:j’(t)L,!j)Uj(t) = L,‘I’ (j =: I,?; 7’ = 1,. . , h). 
(5.G) 
Put 
I 
C,(t) 0 ’ 
r/‘(t) = T o 1.:,(f) *-l. I 
c!( 1) = TP”T-’ = llT2 
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u(t)‘K” U(i) = K,, (v=1,2 )...) k). 
This completes the proof of Theorem 1. 
(5.0) 
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