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Abstract
In the present article we provide several constructions of C*-dynamical systems (F ,G, β)
with a compact group G in terms of Cuntz-Pimsner algebras. These systems have a minimal
relative commutant of the fixed-point algebra A := FG in F , i.e. A′ ∩F = Z, where Z is the
center of A, which is assumed to be nontrivial. In addition, we show in our models that the
group action β : G → AutF has full spectrum, i.e. any unitary irreducible representation of
G is carried by a βG-invariant Hilbert space within F .
First, we give several constructions of minimal C*-dynamical systems in terms of a single
Cuntz-Pimsner algebra F = OH associated to a suitable Z-bimodule H. These examples are
labeled by the action of a discrete Abelian group C (which we call the chain group) on Z
and by the choice of a suitable class of finite dimensional representations of G. Second, we
present a more elaborate construction, where now the C*-algebra F is generated by a family
of Cuntz-Pimsner algebras. Here the product of the elements in different algebras is twisted
by the chain group action. We specify the various constructions of C*-dynamical systems for
the group G = SU(N), N ≥ 2.
Keywords: C*-dynamical systems, minimal relative commutant, Cuntz-Pimsner algebra, Hilbert
bimodule, duals of compact groups, tensor categories, non-simple unit
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1 Introduction
Duality of groups plays a central role in abstract harmonic analysis. Its aim is to reconstruct
a group G from its dual Ĝ, i.e. from the set (of equivalence classes) of continuous, unitary and
irreducible representations, endowed with a proper algebraic and topological structure. The most
famous duality result is Pontryagin’s duality theorem for locally compact Abelian groups. For
compact, not necessarily Abelian, groups there exist also classical results due to Tannaka and
Krein (see [18, 19]). Motivated by a long standing problem in quantum field theory, Doplicher and
Roberts came up with a new duality for compact groups (see [13] as well as Mu¨ger’s appendix in
[17]). In the proof of the existence of a compact gauge group of internal gauge symmetries using
only a natural set of axioms for the algebra of observables, they placed the duality of compact
groups in the framework of C*-algebras. In this situation, the C*-algebra of local observables
A specifies a categorical structure generalizing the representation category of a compact group.
The objects of this category are no longer finite-dimensional Hilbert spaces (as in the classical
results by Tannaka and Krein), but only a certain semigroup T of unital endomorphisms of
the C*-algebra A. In this setting, A has a trivial center, i.e. Z := Z(A) = C1. The arrows
of the category are the intertwining operators between these endomorphisms: for any pair of
endomorphisms σ, ρ ∈ T one defines1
(ρ, σ) := {X ∈ A | Xρ(A) = σ(A)X , A ∈ A}. (1)
This category is a natural example of a tensor C*-category, where the norm of the arrows is
the C*-norm in A. The tensor product of objects is defined as composition of endomorphisms
ρ, σ 7→ ρ ◦ σ and for arrows Xi ∈ (ρi, σi), i = 1, 2, one defines the tensor product by
X1 ×X2 := X1ρ1(X2) .
The unit object ι is the identity endomorphism, which is simple iff A has a trivial center (since
(ι, ι) = Z). If A has a trivial center, then the representation category of G embeds as a full
subcategory into the tensor C*-category of endomorphisms of A. The concrete group dual can
be described in terms of an essentially unique C*-dynamical system (F ,G, β), where F is a unital
C*-algebra containing the original algebra A, and the action of the compact group β : G → AutF
has full spectrum. This means that for any element in the dual D ∈ Ĝ there is a βG-invariant
Hilbert space HD in F such that βG HD ∈ D. (Recall that the scalar product of any pair of
elements ψ,ψ′ ∈ HD is defined as 〈ψ,ψ
′〉 := ψ∗ψ′ ∈ C1 and any orthonormal basis in HD is a
set of orthogonal isometries {ψi}i. The support of HD the projection given by the sum of the
1In this article we will write the set arrows Hom(ρ, σ) simply by (ρ, σ) for each pair ρ, σ of objects.
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end projections, i.e. suppHD =
∑
i ψiψ
∗
i .) Moreover, A is the fixed point algebra of the C*-
dynamical system, i.e. A = FG and one has that the relative commutant of A in F is minimal,
i.e. A′ ∩ F = C1. This clearly implies Z = C1. The C*-algebra F can also be seen as a crossed
product of A by the semigroup T of endomorphisms of A (cf. [12]): the endomorphisms ρ ∈ T
(which are inner in A) may be implemented in terms of an orthonormal basis {ψi}i ⊂ H in F .
The endomorphism is unital iff the corresponding implementing Hilbert space in F has support
1.
In a series of articles by Baumga¨rtel and the first author (cf. [3, 4, 5]) the duality of compact
groups has been generalized to the case where A has a nontrivial center, i.e. Z ) C1, and the
relative commutant of A in F remains minimal, i.e.
A′ ∩ F = Z . (2)
(We always have the inclusion Z ⊆ A′∩F .) We define a Hilbert C*-system to be a C*-dynamical
system (F ,G, β) with a group action that has full spectrum and for which the Hilbert spaces
in F carrying the irreducible representations of G have support 1 (see Section 2.1 for a precise
definition). These particular C*-dynamical systems have a rich structured and many relevant
properties hold, for instance, a Parseval like identity (cf. [5, Section 2]). Moreover, there is
an abstract characterization by means of a suitable non full inclusion of C*-categories TC ⊂ T ,
where TC is a symmetric tensor category with simple unit, conjugates, subobjects and direct sums
(cf. [5]). A similar construction appeared in by Mu¨ger in [24], using crossed products of braided
tensor *-categories with simple units w.r.t. a full symmetric subcategory.
The C*-dynamical systems (F ,G, β) in this more general context provide natural examples
of tensor C*-categories with a nonsimple unit, since (ι, ι) = Z. The analysis of these kind of
categories demands the extension of basic notions. For example, a new definition of irreducible
object is needed (cf. [4, 5]). In this case the intertwiner space (ι, ι) ) C1 is a unital Abelian
C*-algebra and an object ρ ∈ T is said to be irreducible if the following condition holds:
(ρ, ρ) = 1ρ × (ι, ι) , (3)
where 1ρ is the unit of the C*-algebra (ρ, ρ). In other words, (ρ, ρ) is generated by 1ρ as a (ι, ι)-
module. Another new property that appears in the context of non-simple units is the action of a
discrete Abelian group on (ι, ι). To any irreducible object ρ one can associate an automorphism
αρ ∈ AutZ by means of
1ρ ⊗ Z = αρ(Z)⊗ 1ρ , Z ∈ Z . (4)
Using this family of automorphisms {αρ}ρ we define an equivalence relation on Ĝ, the dual of the
compact group G, and the corresponding equivalence classes become the elements of a discrete
Abelian group C(G), which we call the chain group of G. The chain group is isomorphic to the
character group of the center of G and the map ρ 7→ αρ induces an action of the chain group on
Z,
α : C(G)→ AutZ , (5)
(see Section 2.2). The obstruction to have T symmetric is encoded in the action α: T is symmetric
if and only if α is trivial (cf. [5, Section 7]).
These structures are so involved that it is a difficult task to produce explicit examples of Hilbert
C*-systems with non-simple unit. Indeed, up to now it has been done only for Abelian groups and
in the setting of the C*-algebras of the canonical commutation resp. anticommutation relations
in [1, 2]. Some indirect examples based on the abstract characterization in terms of the inclusion
of C*-categories TC ⊂ T , can be found [5, Section 6].
The aim of the present article is to provide a large class of minimal C*-dynamical systems
and Hilbert C*-systems for compact non-Abelian groups. These examples are labeled by the
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action of the chain group on the unital Abelian C*-algebra Z given in (5). A crucial part of
our examples are the Cuntz-Pimsner algebras introduced by Pimsner in his seminal article [27].
This is a new family of C*-algebras OM that are naturally generated by a Hilbert bimodule
M over a C*-algebra A. These algebras generalize Cuntz-Krieger algebras as well as crossed-
products by the group Z. In Pimsner’s construction OM is given as a quotient of a Toeplitz
like algebra acting on a concrete Fock space associated to M. An alternative abstract approach
to Cuntz-Pimsner algebras in terms of C*-categories is given in [10, 20, 28]. In our models we
Cuntz-Pimsner algebras OH associated to a certain free Z-bimodules H = H ⊗ Z. The factor
H denotes a generating finite dimensional Hilbert space with an orthonormal basis specified by
isometries {ψi}i. The left Z-action of the bimodule is defined in terms of the chain group action
(5).
1.1 Main results
To state our first main result we need to introduce the family G0 of all finite-dimensional repre-
sentations V of the compact group G that satisfy the following two properties: first, V admits
an irreducible subrepresentation of dimension or multiplicity ≥ 2 and, second, there is a natural
number n ∈ N such that
n
⊗V contains the trivial representation ι, i.e. ι ≺
n
⊗V . Then we show:
Main Theorem 1 (Theorem 4.9) Let G be a compact group, Z a unital Abelian C*-algebra and
consider a fixed chain group action α : C(G) → Aut (Z). Then for any V ∈ G0 there exists a
Z-bimodule HV = HV ⊗ Z with left Z-action given in terms of α and a C*-dynamical system
(OHV ,G, βV ), satisfying the following properties:
(i) (OHV ,G, βV ) is minimal, i.e. A
′
V
∩ OHV = Z, where AV := O
G
HV
is the corresponding
fixed-point algebra.
(ii) The Abelian C*-algebra Z coincides with the center of the fixed-point algebra AV , i.e. A
′
V ∩
AV = Z.
Moreover, if G is a compact Lie group, then the Hilbert spectrum of (OHV ,G, βV ) is full, i.e. for
each irreducible class D ∈ Ĝ there is an invariant Hilbert space HD ⊂ OHV (in this case not
necessarily of support 1) such that βV HD specifies an irreducible representation of class D.
An important step in the proof is to show that the corresponding bimodules HV are nonsingular.
This notion was introduced in [10] and is important for analyzing the relative commutants in the
corresponding Cuntz-Pimsner algebras (see Section 3 for further details). We give a characteri-
zation of the class of nonsingular bimodules that will appear in this article (cf. Proposition 3.12).
The preceding theorem may be applied to the group SU(N) in order to define a corresponding
minimal C*-dynamical system with full spectrum (cf. Example 4.10).
To present examples of minimal C*-dynamical systems with full spectrum, where the Hilbert
spaces in F that carry the irreducible representations of the group have support 1, we need a
more elaborate construction: to begin with, we introduce a C*-algebra generated by a family of
Cuntz-Pimsner algebras that are labeled by any family G of unitary, finite-dimensional repre-
sentations of G (see Subsection 5.1 for precise presentation of this algebra). This construction
is interesting in itself and can be performed for coefficient algebras R which are not necessarily
Abelian. Concretely we show:
Main Theorem 2 (Theorem 5.6) Let G be a compact group, R a unital C*-algebra and
α : C(G) → AutR a fixed action of the chain group C(G). Then, for every set G of finite-
dimensional representations of G, there exists a universal C*-algebra R ⋊α G generated by R
and the Cuntz-Pimsner algebras {OHV }V ∈ G, where the product of the elements in the different
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algebras is twisted by the chain group action α.
The C*-algebra R ⋊α G (which we will also denote simply by F) generalizes some well-known
constructions, obtained for particular choices of the family of representations G, such as Cuntz-
Pimsner algebras, crossed products by single endomorphisms (a` la Stacey) or crossed products by
Abelian groups. Hilbert space representations of R⋊αG are labeled by covariant representations
of the C*-dynamical system (R,C(G), α).
Now, we restrict the result of the Main Theorem 2 to the case G = G0 with Abelian coefficient
algebra R = Z. The C*-algebra F = Z ⋊α G0 specifies prototypes of Hilbert C*-systems for
non-Abelian groups in the context of non-simple units satisfying all the required properties:
Main Theorem 3 (Theorem 5.14) Let G be a compact group, Z a unital Abelian C*-algebra and
α : C(G)→ AutZ a fixed chain group action. Given the set of finite-dimensional representations
G0 introduced above and the C*-algebra F := Z ⋊
α G0 of the preceding theorem, there exists a
minimal C*-dynamical system (F ,G, β), i.e. A′ ∩ F = Z, where A is the corresponding fixed
point algebra. Moreover, Z coincides with the center of A, i.e. Z = A′ ∩A, and for any V ∈ G0
the Hilbert space HV ⊂ OHV ⊂ F has support 1.
We may apply the preceding theorem to the group G :=SU(2). Here we choose as the family
of finite-dimensional representations G0 all irreducible representations of G with dimension ≥ 2.
This gives an explicit example of a Hilbert C*-system for SU(2) (cf. Example 5.15).
The structure of the article is as follows: In Section 2 we present the main definitions and results
concerning Hilbert C*-systems and the chain group. In Section 3 we recall the main features of
Cuntz-Pimsner algebras that will be needed later. In the following section we present a family
of minimal C*-dynamical systems for a compact group G and a single Cuntz-Pimsner algebra.
This family of examples is labeled by the chain group action (5) and the elements of a suitable
class G0 of finite-dimensional representations of G. In Section 5 we construct first a C*-algebra
F generated by the Cuntz-Pimsner algebras {OHV }V ∈G0 as described above. Then we show that
with F we can construct a Hilbert C*-system in a natural way. We conclude this article with
a short appendix restating some of the previous concrete results in terms of tensor categories of
Hilbert bimodules.
1.2 Outlook
Doplicher and Roberts show in the setting of the new duality of compact groups that essentially
every concrete dual of a compact group G may be realized in a natural way within a C*-algebra
F , which is the C*-tensor product of Cuntz algebras (cf. [11]). Under additional assumptions it
is shown that the corresponding fixed point algebra is simple and therefore must have a trivial
center. The results in this paper generalize this situation. In fact, one may also realize concrete
group duals within the C*-algebra F := Z⋊αG0 constructed in the Main Theorem 3, where now
the corresponding fixed point algebra has a nontrivial center Z. If Z = C1, then Z⋊αG reduces
to the tensor product of Cuntz algebras labeled by the finite dimensional representations of the
compact group contained in G.
As mentioned above our models provide natural examples of tensor C*-categories with a non-
simple unit. These structures have been studied recently in several problems in mathematics and
mathematical physics: in the general context of 2-categories (see [33] an references cited therein),
in the study of group duality and vector bundles [30, 31], and in the context of superselection
theory in the presence of quantum constraints [2]. Finally, algebras of quantum observables with
nontrivial center Z also appear in lower dimensional quantum field theories with braiding symme-
try (see e.g. [15], [23, §2]). In particular, in the latter reference the vacuum representation of the
global observable algebra is not faithful and maps central elements to scalars. In the mathemat-
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ical setting of this article, the analogue of the observable algebra is analyzed without making use
of Hilbert space representations that trivialize the center. Moreover, the representation theory
of a compact group is described by endomorphisms (i.e. the analogue of superselection sectors)
that preserve the center. It is clear that our models do not fit completely in the frame given by
lower dimensional quantum field theories, since, for example, we do not use any braiding symme-
try. Nevertheless, we hope that some pieces of the analysis considered here can also be applied.
E.g. the generalization of the notion of irreducible objects and the analysis of their restriction to
the center Z that in our context led to the definition of the chain group or the importance of
Cuntz-Pimsner algebras associated to Z-bimodules.
2 Hilbert C*-systems and the chain group
For convenience of the reader we recall the main definitions and results concerning Hilbert C*-
systems that will be used later in the construction of the examples. We will also introduce the
notion of the chain group associated to a compact group which will be crucial in the specification
of the examples. For a more detailed analysis of Hilbert C*-systems we refer to [5, Sections 2
and 3] and [6, Chapter 10]).
2.1 Hilbert C*-systems
Roughly speaking, a Hilbert C*-system is a special type of C*-dynamical system {F ,G, β} that,
in addition, contains the information of the representation category of the compact group G. F
denotes a unital C*-algebra and β : G ∋ g 7→ βg ∈ AutF is a pointwise norm-continuous mor-
phism. Moreover, the representations of G are carried by the algebraic Hilbert spaces, i.e. Hilbert
spaces H ⊂ F , where the scalar product 〈·, ·〉 of H is given by 〈A,B〉1 := A∗B for A, B ∈ H.
(Algebraic Hilbert spaces are also called in the literature Hilbert spaces in C*-algebras.) Hence-
forth, we consider only finite-dimensional algebraic Hilbert spaces. The support suppH of H is
defined by suppH :=
∑d
j=1 ψjψ
∗
j , where {ψj | j = 1, . . . , d} is any orthonormal basis of H.
To give a precise definition of a Hilbert C*-system we need to introduce the spectral projections:
for D ∈ Ĝ (the dual of G) its spectral projection ΠD ∈ L(F) is defined by
ΠD(F ) :=
∫
G
χD(g) βg(F ) dg for all F ∈ F , (6)
where χD(g) := dimD · TrUD(g), UD ∈ D ,
is the so-called modified character of the class D and dg is the normalized Haar measure of the
compact group G. For the trivial representation ι ∈ Ĝ, we put
A := ΠιF =
{
F ∈ F | g(F ) = F, g ∈ G
}
,
i.e. A = FG is the fixed-point algebra in F w.r.t. G. We denote by Z = Z(A) the center of A,
which we assume to be nontrivial.
Definition 2.1 The C*-dynamical system {F ,G, β} with compact group G is called a Hilbert
C*-system if it has full Hilbert spectrum, i.e. for each D ∈ Ĝ there is a β-stable Hilbert space
HD ⊂ ΠDF , with support 1 and the unitary representation βG HD is in the equivalence class
D ∈ Ĝ. A Hilbert C*-system is called minimal if
A′ ∩ F = Z ,
where Z is the center of the fixed-point algebra A := FG.
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Since we can identify G with βG ⊆ AutF we will often denote the Hilbert C*-system simply by
{F ,G}.
Remark 2.2 Some families of examples of minimal Hilbert C*-systems with fixed point algebra
AC ⊗Z, where AC has trivial center, were constructed indirectly in [5, Section 6]. Some explicit
examples in the context of the CAR/CCR-algebra with an Abelian group are given in [1] and [2,
Section V].
To each G-invariant algebraic Hilbert space H ⊂ F there is assigned a corresponding inner
endomorphism ρH ∈ EndF given by
ρH(F ) :=
d(H)∑
j=1
ψjFψ
∗
j ,
where {ψj
∣∣ j = 1, . . . , d(H)} is any orthonormal basis of H. It is easy to see that A is stable
under the inner endomorphism ρ. We call canonical endomorphism the restriction of ρH to
A, i.e. ρH A ∈ EndA. By abuse of notation we will also denote it simply by ρH. Let Z denote
the center of A; we say that an endomorphism ρ is irreducible if
(ρ, ρ) = ρ(Z) .
In the nontrivial center situation canonical endomorphisms do not characterize the algebraic
Hilbert spaces anymore. In fact, the natural generalization in this context is the following notion
of free Hilbert Z-bimodule: let H be a G-invariant algebraic Hilbert space in F of finite dimension
d. Then we define first the free right Z-module H by extension
H := HZ =

d∑
i=1
ψi Zi | Zi ∈ Z
 , (7)
where Ψ := {ψi}
d
i=1 is an orthonormal basis in H. In other words, the set Ψ becomes a module
basis of H and dimZH = d. For H1,H2 ∈ H put〈
H1, H2
〉
H
:= H∗1H2 ∈ Z .
Then, {H,
〈
·, ·
〉
H
} is a Hilbert right Z-module or a Hilbert Z-module, for short. Now the
canonical endomorphism can be also written as
ρH(A) :=
d∑
j=1
ϕjAϕ
∗
j , A ∈ A ,
where {ϕi}
d
i=1 is any orthonormal basis of the Z-module H. Hence we actually have ρH = ρH and
it is easy to show that
H ∈ H iff H A = ρH(A)H .
In other words ρH characterizes uniquely the Hilbert Z-module H. Moreover, since for any
canonical endomorphism ρ = ρH we have that Z ⊂ (ρ, ρ), it is easy to see that there is a
canonical left action of Z on H. Concretely, there is a natural *-homomorphism Z → L(H),
where L(H) is the set of Z-module morphisms (see [3, Sections 3 and 4] for more details). Hence
H becomes a Z-bimodule.
We conclude stating the isomorphism between the category of canonical endomorphisms and
the corresponding category of free Z-bimodules (cf. [5, Proposition 4.4] and [3, Section 4]).
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Proposition 2.3 Let {F , G} be a given minimal Hilbert C*-system, where the fixed point algebra
A has center Z. Then the category T of all canonical endomorphisms of {F , G} is isomorphic to
the subcategory MG of the category of free Hilbert Z-bimodules with objects H = HZ, where H is
a G-invariant algebraic Hilbert space with suppHσ = 1, and the arrows given by the corresponding
G-invariant module morphisms L(H1,H2;G).
The bijection of objects is given by ρH ↔ H = HZ which satisfies the conditions
ρH = (AdV ) ◦ ρ1 + (AdW ) ◦ ρ2 ←→ H = V H1 +WH2
ρ1 ◦ ρ2 ←→ H1 · H2 ,
where V,W ∈ A are isometries with V V ∗ +WW ∗ = 1 and the latter product is the inner tensor
product of the Hilbert Z-modules w.r.t. the *-homomorphism Z → L(H2). The bijection on
arrows is defined by
J : L(H1,H2;G)→ (ρ1, ρ2) with J (T ) :=
∑
j,k
ψjZj,kϕ
∗
k .
Here {ψj}j , {ϕk}k are orthonormal basis of H2,H1, respectively, and (Zj,k)j,k is the matrix of
the right Z-linear operator T from H1 to H2 which intertwines the G-actions.
The preceding proposition shows that the canonical endomorphisms uniquely determine the
corresponding Z-bimodules, but not the choice of the generating algebraic Hilbert spaces. The
assumption of the minimality condition in Definition 2.1 is crucial here. From the point of view
of the Z-bimodules it is natural to consider next the following property of Hilbert C*-systems:
the existence of a special choice of algebraic Hilbert spaces within the modules that define the
canonical endomorphisms and which is compatible with products.
Definition 2.4 A Hilbert C*-system {F , G} is called regular if there is an assignment T ∋ σ →
Hσ, where Hσ is a G-invariant algebraic Hilbert space with suppHσ = 1 and σ = ρHσ (i.e. σ is
the canonical endomorphism of the algebraic Hilbert space Hσ), which is compatible with products:
σ ◦ τ 7→ Hσ · Hτ .
Remark 2.5 In a minimal Hilbert C*-system regularity means that there is a “generating” Hilbert
space Hτ ⊂ Hτ for each τ (with Hτ = HτZ) such that the compatibility relation for products
stated in Definition 2.4 holds. If a Hilbert C*-system is minimal and Z = C1 then it is necessarily
regular.
2.2 The chain group
In the present section we recall the main motivations and definitions concerning the chain group
associated with a compact group G. For proofs and more details see [5, Section 5] (see also [25]).
One of the fundamental new aspects of superselection theory with a nontrivial center Z is the
fact that irreducible canonical endomorphisms act as (nontrivial) automorphisms on Z. In fact,
let D ∈ Ĝ (the dual of G) and denote by ρD := ρHD the corresponding irreducible canonical
endomorphism. Then, to any class D we can associate the following automorphism on Z:
Ĝ ∋ D 7→ αD := ρD Z ∈ AutZ . (8)
This observation allows one to introduce a natural equivalence relation in the dual Ĝ which,
roughly speaking, relates elements D,D′ ∈ Ĝ if there is a “chain of tensor products” of elements
in Ĝ containing D and D′ (see Theorem 2.10 and Remark 2.11 below).
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First, we need to recall the algebraic structure of Ĝ: denote by × the natural operation on sub-
sets of Ĝ associated with the decomposition of the tensor products of irreducible representations.
For any D ∈ Ĝ let UD be an irreducible representation in the class D. Then we define
D1 ×D2 := {D ∈ Ĝ | UD ≺ UD1 ⊗ UD2} .
For Γ,Γ1,Γ2 ⊂ Ĝ put
Γ1 × Γ2 = ∪{D1 ×D2 | Di ∈ Γi, i = 1, 2} and D × Γ = {D} × Γ .
Moreover if D ∈ Ĝ denotes the conjugate class to D ∈ Ĝ we put Γ = {D | D ∈ Γ}. Recall in
particular that if D ∈ D0 ×D1, D
′ ∈ D′0 ×D
′
1, then D ×D
′ ⊂ D0 ×D1 ×D
′
0 ×D
′
1 or that the
trivial representation ι is contained in Γ× Γ (cf. [19, Definition 27.35] for further details).
We can now make precise the previous idea:
Definition 2.6 The elements D,D′ ∈ Ĝ are called equivalent, D ≈ D′, if there exist D1, . . . ,Dn ∈
Ĝ such that
D,D′ ∈ D1 × · · · ×Dn .
The preceding definition is an equivalence relation in Ĝ and we denote by square brackets [·] the
corresponding chain equivalence classes. We denote the factor space by
C(G) := Ĝ/≈ .
By definition any pair D,D′ ∈ D0 ×D1 satisfies D ≈ D
′. Therefore for D0,D1 ∈ Ĝ we have that
D0 ×D1 also specifies an element of C(G) and we can simply put
[D0 ×D1] := [D] ,
where D is any element in D0 ×D1.
We will define on C(G) a product ⊠ (see Eq. (10) below) so that (C(G), ⊠) becomes an Abelian
group which for simplicity we call chain group. Moreover, the chain group can be related to
the character group of the center C of G. For this recall also the notion of conjugacy class of a
representation (cf. [16]): let D ∈ Ĝ and UD any representer in D. By Schur’s Lemma we have
UD C = ΥD · 1 , (9)
and it can be easily seen that ΥD is a character on the center C of G which only depends on D,
i.e. ΥD ∈ Ĉ.
Theorem 2.7 Let G be a compact non-Abelian group and denote its center by C.
(i) The set C(G) becomes an Abelian group w.r.t. the following multiplication: for D0,D1 ∈ Ĝ
put
[D0] ⊠ [D1] := [D0 ×D1] . (10)
(ii) The conjugacy classes ΥD (cf. Eq. (9)) depend on the chain equivalence class [D]. The
chain group and the character group of the center of G are isomorphic. The isomorphism
is given by
η : C(G)→ Ĉ with η([D]) := Υ[D] ,
where Υ[D] is the conjugacy class associated with [D] ∈ C(G).
Remark 2.8 (i) A complete proof of the preceding theorem is given in Theorem 5.5 of [5]. The
injectivity of the mapping η was proven for the first time in [25].
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(ii) The preceding theorem shows that the equivalence relation defined in Ĝ gives a direct way
to reconstruct (via Pontryagin’s duality) the center C(G) of a compact group from the
representation ring of G.
G - C(G)
Ĝ
?
factorization by ≈
- C(G)
Pontryagin
6
For further results in this direction see [25, 32].
Example 2.9 A simple example that illustrates how to construct a chain group is given by G =
SU(2). Denote by
l ∈ {0, 1
2
, 1, 3
2
, . . . } = ŜU(2)
the class specified by the usual representation V (l) of SU(2) on the space of complex polynomials
of degree ≤ 2l which has dimension 2l+1. Then the decomposition theory for the tensor products
V (l) ⊗ V (l
′) (cf. [19, Theorem 29.26]) gives
l × l′ =
{
|l − l′|, |l − l′|+ 1, . . . , l + l′
}
, l, l′ ∈ {0, 1
2
, 1, 3
2
, . . . } .
This decomposition structure implies that
l ≈ l′ iff l, l′ are both integers or both half - integers .
We can finally conclude that
C(SU(2)) =
{
[0], [1
2
]
}
∼= Z2 ∼= Ĉ(SU(2)) .
For other examples with finite and compact Lie groups see [5, Subsection 5.1].
We will now concentrate on the relation of the chain group C(G), associated with the compact
group G of a Hilbert C*-system {F , G}, with the irreducible canonical endomorphisms restricted
to Z. In particular recall the automorphisms on Z given in Eq. (8) by αD := ρD Z ∈ AutZ which
are associated with any class D ∈ Ĝ. For a complete proof of the next theorem see Theorem 5.7
of [5].
Theorem 2.10 (i) Let D,D′ ∈ Ĝ be equivalent, i.e. D ≈ D′. Then αD = αD′ and we can
associate the automorphism α[D] ∈ AutZ with the chain group element [D] ∈ C(G).
(ii) There is a natural group homomorphism from the chain group to the automorphism group
generated by the irreducible endomorphisms restricted to Z:
C(G) ∋ [D] 7→ α[D] ∈ AutZ . (11)
Remark 2.11 Note that the chain group and in particular Theorem 2.10 (i) completes the picture
of the action of the irreducible canonical endomorphisms on the center Z of the fixed-point algebra
A (recall also Eq. (8)). Indeed, we may summarize this action by means of the following diagram
Ĝ → C(G) → Aut Z
D 7→ [D] 7→ α[D]
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Theorem 2.12 Let ρ be a (reducible) canonical endomorphism. Then its action on Z can be
described by means of the following formula
ρ(Z) =
∑
[D]∈C(G)
α[D](Z) ·E[D] , Z ∈ Z ,
where ED′ ∈ A is the isotypical projection w.r.t. D
′ ∈ Ĝ and E[D] :=
∑
D′ ∈ [D]
ED′. For n ≥ 2 we
have
ρn(Z) =
∑
[D1],...,[Dn]
α[D1 × · · · ×Dn](Z) ·E[D1] · ρ(E[D2]) · . . . · ρ
n−1(E[Dn]) , Z ∈ Z .
Proof: The first equation is shown in [5, Theorem 5.9]. From this one can easily check the
expression for higher powers of ρ Z.
3 Cuntz-Pimsner algebras
In the present section, we introduce some basic properties of the Cuntz-Pimsner algebra (also
called Cuntz-Krieger-Pimsner algebra). The basic reference for this topic is [27]. In the present
paper we will also use the alternative categorical approach of [10].
3.1 Basic definitions
Let R be a C*-algebra, H a countably generated Hilbert R-bimodule. We assume that H is full as
a right Hilbert R-module. We denote by L(H,H) the C*-algebra of adjointable, right R-module
operators on H, and by K(H,H) ⊆ L(H,H) the ideal of compact operators generated by the maps
θψ,ψ′ ∈ L(H,H) , ψ, ψ
′ ∈ H , with θψ,ψ′(ϕ) := ψ
〈
ψ′, ϕ
〉
, ϕ ∈ H , (12)
where 〈·, ·〉 is the R-valued scalar product defined on H. We also denote by
α : R → L(H,H)
the left R-action on H, which we assume to be non-degenerate.
Let now R be unital, and H finitely generated as a right Hilbert R-module by a subset
Ψ := {ψl}
n
l=1. In this case, L(H,H) = K(H,H). We consider the ∗-algebra
0OH generated
by a subalgebra *-isomorphic to R and Ψ, subject to the relations2
ψ∗l ψm = 〈ψl, ψm〉 (13)
Aψl = α(A)ψl , A ∈ R∑
l
ψlψ
∗
l = 1 . (14)
Note that (13) implies ψ∗ψ′ = 〈ψ,ψ′〉 as well as ψ′ψ∗ϕ = θψ′,ψ(ϕ), ψ
′, ψ∗, ϕ ∈ H. Therefore one
has the natural identification
θψ′,ψ = ψ
′ψ∗ . (15)
The isomorphism class of 0OH does not depend on the choice of the set of generators and
it can be proven that there is a unique C*-norm on 0OH such that the action of the circle
T := {z ∈ C | |z| = 1} given by
δ : T→ Aut 0OH , δz(ψ) := zψ , z ∈ T, ψ ∈ H , (16)
2With an abuse of notation, we identify R with its image in 0OH .
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extends to an (isometric) automorphic action. The Cuntz-Pimsner algebra OH is by definition
the completion of 0OH w.r.t. this norm. In the case R = C, H = C
d, d ∈ N, we obtain the Cuntz
algebra Od. We denote by
OkH :=
{
T ∈ OH | δz(T ) = z
kT , z ∈ T
}
, k ∈ Z , (17)
the spectral subspaces w.r.t. the circle action.
Remark 3.1 For the kind of Hilbert bimodules that we consider there is an alternative way to
generate the corresponding Cuntz-Pimsner algebras that we will need in the following sections.
From [28] we have that the spectral subspaces are given as the following inductive limit, where
the natural inclusions are specified by tensoring from the right by the identity on H:
0OkH = lim−→
L(Hr,Hr+k) .
Moreover, we have the following natural Z grading
0OH = ⊕k∈Z
0OkH
and OH is the closure of
0OH in the unique C*-norm for which δ is isometric.
In order to discuss universality properties of the Cuntz-Pimsner algebra, we give the following
definition:
Definition 3.2 ([10, §2]) Let R ⊂ B be a C*-algebra inclusion. A Hilbert R-bimodule in B is
a closed vector space H ⊂ B, such that Aψ ∈ H, ψA ∈ H, ψ∗ψ′ ∈ R for every A ∈ R, ψ,ψ′ ∈ H.
We describe in explicit terms some well-known properties for the case of Hilbert bimodule in
C*-algebras. Our Hilbert bimodule H is finitely generated if there is a finite subset {ψl}
n
l=1 ⊂ H
such that ψ =
∑
l ψl(ψ
∗
l ψ), ψ ∈ H. Moreover, H is full if for every A ∈ R there are ψ,ψ
′ ∈ H
such that A = ψ∗ψ′ and H is non-degenerate if for any A ∈ R with Aψ = 0 for all ψ ∈ H, we
have that A = 0. If H is finitely generated, then it is trivial to verify that
PH :=
∑
l
ψlψ
∗
l ∈ B
is a projection, and that it does not depend on the choice of the set of generators. We call PH
the support of H in B.
Proposition 3.3 ([27, Theorem 3.12]) Let R ⊂ B be an inclusion of unital C*-algebras, H ⊂ B
a non-degenerate and full Hilbert R-bimodule in B with support 1. Then, there is a canonical
monomorphism OH →֒ B.
Corollary 3.4 Let (F ,G, β) be a Hilbert C*-system with fixed-point algebra A := FG and denote
by Z := A′ ∩A its center. Then, for every D ∈ Ĝ the Hilbert Z-bimodule HD := ZHD induces a
monomorphism OHD →֒ F .
Remark 3.5 (i) Examples of the above universality property can be found in the Cuntz-
Pimsner algebra itself. Let r = 1, 2, . . ., and Hr := H ⊗R · · · ⊗R H denote the r-fold
tensor product with coefficients in R. Then, there is a natural identification
Hr ≃ {ψ1 · . . . · ψr ∈ OH | ψk ∈ H, k = 1, . . . , r} ,
so that every Hr is a Hilbert R-bimodule in OH, and there are canonical morphisms OHr →
OH. Note that if there is an element S ∈ H
r such that 〈S, S〉 = 1, then S appears in the
Cuntz-Pimsner algebra as an isometry, i.e. S∗S = 1.
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(ii) The bimodule introduced in (7) is easily seen to be finitely generated, full and non-
degenerate.
Let now r, s ∈ N, and K(Hr,Hs) denote the set of compact, right R-module operators from Hr
into Hs. Applying Eq. (15), we may identify
K(Hr,Hs) ≃ span {ψ1 · · ·ψs · ϕ
∗
r · · ·ϕ
∗
1 | ψh, ϕk ∈ H ; h = 1, . . . , s ; k = 1, . . . , r} .
To simplify notation we introduce the following conventions: let H be finitely generated by a
set Ψ = {ψl}
n
l=1, s ∈ N, and L := {l1, . . . , ls} ∈ {1, . . . , n}
s a multi-index of length s, i.e. |L| = s.
We denote
ψL := ψl1 · · ·ψls ∈ H
s , (18)
so that by (14) we find ∑
L
ψLψ
∗
L = 1 ,
and we may also write
K(Hr ,Hs) ≃ span {ψLAψ
∗
M | |L| = s ; |M | = r ; A ∈ R} . (19)
Finally, we need to introduce the notion of a nonsingular bimodule:
Definition 3.6 A Hilbert R-bimodule H with left action α : R → L(H,H) is called nonsingular
if θψ,ψ ∈ α(R) for some ψ ∈ H implies ψ = 0.
Proposition 3.7 ([10, Proposition 3.5]) If H is nonsingular and there is an isometry S ∈ Hn∩R′
for some n ∈ N, n > 1, then C∗(S)′ ∩ OH = R (where C
∗(S) denotes the C*-algebra generated
by S in OH).
3.2 Endomorphisms in Cuntz-Pimsner algebras
It is well-known that a natural endomorphism is defined over the Cuntz algebra On, in the
following way: if {ψk}
n
k=1 is a set of orthonormal isometries generating On, then we define
ρ ∈ EndOn by
ρ(T ) :=
∑
k
ψkTψ
∗
k , T ∈ On . (20)
Given a generic Hilbert R-bimodule H, it is not possible to define in a consistent way the analogue
of (20) over OH. In fact, the multiplicativity of ρ is ensured by the fact that ψ
∗
hψk ∈ On∩O
′
n = C1,
h, k ∈ {1, . . . , n}. Given a set {ψl}l of generators for H, it is not true in general that ψ
∗
l ψm ∈
OH∩O
′
H
. Nevertheless, the above obstruction for the existence of the endomorphism ρ disappears
if we consider a Hilbert bimodule which is free as a right Hilbert R-module (cf. Subsection 2.1),
i.e.
H ≃ Cn ⊗R .
In this case H admits a (non-unique) set of generators Ψ := {ψk}
n
k=1 ⊂ H such that
〈ψh, ψk〉 = δhk1 .
We say in this case that Ψ is a set of orthonormal generators. Let HΨ ⊂ H ⊂ OH be the
vector space spanned by elements of Ψ (the latter regarded as a subset of OH). According to the
terminology of Definition 3.2 we obtain by (13) that HΨ is a Hilbert C-bimodule in OH. Such
particular cases of Hilbert bimodules in C*-algebras are called Hilbert spaces in C*-algebras in
[11]. As mentioned before we call them algebraic Hilbert spaces (cf. Section 2.1 or [5]). It is clear
that HΨ depends on the choice of Ψ. Different choices of orthonormal generating sets Ψ ⊂ H
correspond to different isomorphisms H ≃ HΨ⊗R of right Hilbert R-modules. From the previous
considerations, we obtain:
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Lemma 3.8 Let R be a unital C*-algebra, H a Hilbert R-bimodule, H a rank n algebraic Hilbert
space, n ∈ N. Given a fixed isomorphism H ≃ H ⊗ R of right Hilbert R-modules, there exists
an endomorphism ρH ∈ EndOH, defined in Eq. (20), where {ψk}
n
k=1 is a set of orthonormal
generators corresponding to a basis of H. The endomorphism ρH does not depend on the choice
of the basis of H. Moreover, there is a unital monomorphism On →֒ OH.
Remark 3.9 Note that ρH commutes with the circle action, so that the spectral subspaces intro-
duced in (17) are preserved, i.e. ρH(O
k
H) ⊂ O
k
H, k ∈ Z.
3.3 Amplimorphisms and their associated Cuntz-Pimsner algebras
Let R be a unital C*-algebra with identity 1. The C*-category bimod(R) having as objects the
Hilbert R-bimodules which are finitely generated and projective as right Hilbert R-modules can
be described by means of amplimorphisms, i.e. C*-algebra morphisms of the form
α : R → Mn ⊗R ,
where Mn denotes the C*-algebra of n× n-matrices. The Hilbert R-bimodule associated with α
is defined by
Hα := {ψ ∈ C
n ⊗R | α(1)ψ = ψ}
with left and right R-actions defined as follows: if ψ := {Al}
n
l=1, ψ
′ := {A′m}
n
m=1 ∈ Hα, we have
ψA := {AlA}l ∈ H , Aψ := α(A)ψ ∈ H ,
〈
ψ,ψ′
〉
:=
∑
l
A∗lA
′
l ∈ R .
The following notion of diagonal bimodule will play an important role in the construction of
examples presented in the following two sections.
Definition 3.10 A Hilbert R-bimodule H = Hα, α ∈ ampl(R), is called diagonal of rank n
if α(A) := diag(α1(A), . . . , αn(A)), A ∈ R, where α1, . . . , αn ∈ AutR, and diag(·) denotes the
diagonal matrix in Mn ⊗R.
It is clear that a diagonal bimodule H is free as a right Hilbert Z-module. In this case the
Cuntz-Pimsner algebra OH is specified by the orthonormal basis {ψk}
n
k=1 ⊂ H that satisfies the
following simple relations:
ψ∗hψk = δhk1 , Zψk = ψkαk(Z) ,
∑
k
ψkψ
∗
k = 1 , (21)
h, k = 1, . . . , n. Note that ρH(Z)ψk = ψkZ = α
−1
k (Z)ψk, k = 1, . . . , n. Let us consider the
projections Ek := ψkψ
∗
k ∈ K(H). Then
ρH(Z) =
∑
k
α−1k (Z)Ek (22)
It will be useful for the construction of the class of examples to give a characterization of
diagonal nonsingular bimodules in the sense of Definition 3.6 in order to apply Proposition 3.7.
For this purpose we will apply Gelfand’s theorem and identify the unital abelian C*-algebra
Z with continuous functions on the compact Hausdorff space Ω := specZ. Moreover, to any
automorphism αk ∈ AutZ there corresponds a homeomorphism fk of Ω such that for any Z ∈ Z
we have the relation (
α−1k Z
)
(ω) = Z(fk(ω)) , ω ∈ Ω , k = 1, . . . , n .
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Lemma 3.11 Let Z be an Abelian, unital C*-algebra and H = Hα a diagonal free Z-bimodule of
rank n. If {ψk}
n
k=1 is an orthonormal set of generators for H and ϕ :=
∑
h ψhZh ∈ H, then the
equation θϕ,ϕ = α(Z) for some Z ∈ Z is equivalent to the equations
ZhZ
∗
k = 0 , h 6= k , h, k = 1, . . . , n , (23)
ZkZ
∗
k = αk(Z) , k = 1, . . . , n . (24)
Proof: Evaluating the equation θϕ,ϕ = α(Z) on the basis elements we obtain∑
h
ψhZhZ
∗
k = ψkαk(Z) , k = 1, . . . , n ,
which implies the statement.
Proposition 3.12 Let Z be an Abelian, unital C*-algebra and H = Hα a diagonal free Z-bimodule
of rank n. Then, H is nonsingular iff there is a pair of indices h, k ∈ {1, . . . , n}, h 6= k, such that
αh = αk ∈ AutZ.
Proof: 1. Using Gelfand’s theorem recall that to any automorphism αi there corresponds a
homeomorphism fi on Ω := specZ. Assume that there exist a pair of indices h, k ∈ {1, . . . , n},
h 6= k, such that fh(ω) = fk(ω), ω ∈ Ω. Suppose that there are Z,Z1, . . . , Zn ∈ Z as above with
Z 6= 0 and such that the equation θϕ,ϕ = α(Z) holds, i.e.
Zh(ω)Zk(ω) = 0 , ω ∈ Ω , h 6= k (25)
|Zk|
2 (fk(ω)) = Z(ω) , h, k = 1, . . . , n . (26)
Then for ω ∈ Ω with Z(ω) 6= 0 we get from Eq. (26) that
Zk(fk(ω)) 6= 0 6= Zh(fh(ω))
which contradicts Eq. (25). Thus Z = 0, hence Zk = 0, k = 1, . . . n, which implies that ϕ = 0.
This shows that the bimodule is nonsingular.
2. For the reverse implication we show that if there is a point ω ∈ Ω such that for all pairs of
indices (h, k), h 6= k, we have fh(ω) 6= fk(ω), then H is singular (i.e. there exist Z1, . . . , Zn ∈ Z
(not all equal to 0) and a Z ∈ Z such that Eqs. (25) and (26) hold; note that in this case it
follows that Z 6= 0).
We will show next that since Ω is a compact Hausdorff space and the rank of the bimodule is
finite there is a neighborhood W of ω such that fk(W )∩ fh(W ) = ∅ for all (h, k), h 6= k. Indeed,
for any pair (h, k), h 6= k since fh(ω) 6= fk(ω) there exist open neighborhoods Whk resp. Wkh of
fh(ω) resp. fk(ω) with Whk ∩Wkh = ∅. Therefore we can define the open neighborhood of ω by
W :=
⋂
h 6=k
(
f−1h (Whk) ∩ f
−1
k (Wkh)
)
,
which satisfies the required properties.
Let ω andW be as in the preceding paragraph and define Z(·) as a positive continuous function
with support contained in W . Putting
Zk(ω) :=
√
Z
(
f−1k (ω)
)
we obtain continuous functions Z,Z1, . . . , Zn ∈ Z satisfying Eqs. (25) and (26). Hence H is
singular and the proof is concluded.
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Remark 3.13 (i) We note that if H is a diagonal bimodule, then the left R-module action on
H is injective (i.e. α(A) = 0⇒ A = 0, A ∈ R) and non-degenerate (α(1) = 1n, where 1n is
the identity of Mn ⊗R).
(ii) The Cuntz-Pimsner algebras OH considered in this paper are nuclear. For a proof of this
fact in the context of a more general class of Cuntz-Pimsner algebras see [22].
4 Examples of minimal C*-dynamical systems
Let G be a compact group. We denote by Ĝ its dual object and by C(G) its chain group (cf. Sub-
section 2.2). Given a unital (not necessarily Abelian) C*-algebra R, we consider a fixed chain
group action
C(G) ∋ [D] 7→ α[D] ∈ AutR .
Later on we will restrict to the case where R = Z is Abelian.
Let V be a unitary representation of G on a finite-dimensional Hilbert space H. In general, V
may be reducible, hence we can decompose it as a direct sum
V =
∑
Di
EDi V
∼= ⊕imi VDi on H =
∑
Di
EDi H
∼= ⊕imiHDi ,
where mi is the multiplicity of the irreducible representation VDi in V and EDi ∈ (V, V ) is
the isotypical projection corresponding to Di ∈ Ĝ. A useful orthonormal basis adapted to the
previous decomposition is given by
Ψ :=
{
ψD, l, i | D ∈ Ĝ ; i = 1, . . . , d = dimD ; l = 1, . . . ,mD
}
. (27)
Next we consider the free right R-module H generated R and Ψ as in Eq. (7). Moreover, H
becomes a bimodule if we define the left action of R as
B ψD, l, i := ψD, l, i α
−1
[D](B) , (28)
where [D] ∈ C(G) is the chain equivalence class corresponding to D ∈ Ĝ (cf. Subsection 2.2). By
construction H is a diagonal bimodule in the sense of Definition 3.10.
Let OH be the Cuntz-Pimsner algebra generated by Ψ and R (cf. Section 3). Then, H is an
algebraic Hilbert space in OH with support 1. With respect to the basis (27), the isotypical
projections may be written as
ED =
∑
l,i
ψD, l, iψ
∗
D, l, i (29)
and since the support of H is 1 we also have the relation∑
D,l,i
ψD, l, iψ
∗
D, l, i
= 1 .
From Eq. (29), we have that EDB = BED as well as E[D]B = BE[D] (recall from Theorem 2.12
that E[D] :=
∑
D′ ∈ [D]
ED′).
Remark 4.1 If the representation V is irreducible (e.g., in the case of the defining representation
of SU(N)), then for any T ∈ K(H) we have simply
T (Bψ) = B T (ψ) , B ∈ R , ψ ∈ H . (30)
In fact, if V ∈ D ∈ Ĝ, then we have for the generators
T (Bψi) = T (ψiα
−1
[D](B)) = T (ψi)α
−1
[D](B) = BT (ψi) .
Note that Eq. (30) is no longer true in the reducible case.
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To define an action of G on OH it is enough to specify it by means of the representation V on
the generating module H:
g(ψB) := (V (g)ψ)B , ψ ∈ H , B ∈ R , g ∈ G . (31)
Note that this immediately implies that g(Bψ) = Bg(ψ), ψ ∈ H, B ∈ B, in fact
g(BψD, l, i) = g(ψD, l, iα
−1
[D](B)) = (V (g)ψD, l, i)α
−1
[D](B)) = Bg(ψD, l, i) . (32)
Then g extends to an automorphism g ∈ AutOH and (OH,G) becomes a C*-dynamical system.
We denote its fixed-point algebra by
A := (OH)
G = {A ∈ OH | g(A) = A , g ∈ G} .
Let now ρH ∈ EndOH be the endomorphism induced by an orthonormal basis {ψi}
d
i ⊂ H,
according to Lemma 3.8. As we mentioned in Subsection 2.1 we call canonical endomorphism
the restriction of ρH to A, i.e.
ρ := ρH A ∈ EndA .
Lemma 4.2 Let A be the fixed-point algebra of the C*-dynamical system (OH,G) and ρ be the
endomorphism introduced before. Then
(i) ρn(R) := {ρn(B) | B ∈ R} ⊆ A, n ∈ N.
(ii) ρ(B)B′ = B′ρ(B), B,B′ ∈ R.
Proof: By the definition of the action of G on the Cuntz-Pimsner algebra specified in Eq. (31), it
follows that R ⊆ A. Since ρ is an endomorphism of A it follows that ρn(R) ⊆ A. The proof of
part (ii) follows immediately from the definition of ρ and Eq. (28).
Lemma 4.3 Let V be a representation of the compact group G acting on the algebraic Hilbert space
H. Then, the trivial representation ι is contained in the decomposition of
n
⊗V , i.e. ι ≺
n
⊗V , iff
there exists an isometry S ∈ Hn such that g(S) = S, g ∈ G, (i.e. S ∈ Hn ∩ A ).
Proof: The unitary representation
n
⊗V contains the trivial representation if and only if there
exists a (normalized) vector S ∈ Hn, invariant under
n
⊗V . Now, by Remark 3.5 (i), S appears
as an isometry in OH. Moreover, by the definition of the G-action we have g(S) = S, thus
S ∈ A ∩ Hn. Conversely, if S ∈ Hn is a G-invariant isometry, then Hι := CS ⊂ H
n carries the
trivial representation, hence ι ≺
n
⊗V .
Lemma 4.4 Let X ∈ Hn. Then, the equation XB = ρn(B)X holds for all B ∈ R.
Proof: Consider X = ϕ1 · . . . · ϕn ∈ H
n, ϕk ∈ H, k = 1, . . . , n. Each ϕk can be decomposed
in terms of the chain group components, i.e. ϕk =
∑
[Dik
]
ϕ[Dik ], where ϕ[Dik ] := E[Dik ]ϕk and
E[D] :=
∑
D′ ∈ [D]
ED′ (cf. Theorem 2.12). Therefore we have
X =
∑
[Di1 ], . . . , [Din ]
ϕ[Di1 ] · . . . · ϕ[Din ] .
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From the definition of the left action in Eq. (28) we have for any B ∈ R
XB =
∑
[Di1 ], . . . , [Din ]
ϕ[Di1 ] · . . . · ϕ[Din ] · B
=
∑
[Di1 ], . . . , [Din ]
α[Di1 × · · · ×Din ](B)ϕ[Di1 ] · . . . · ϕ[Din ]
=
(
α[Di1 × · · · ×Din ](B) ·E[D1] · ρ(E[D2]) · . . . · ρ
n−1(E[Dn])
)
ϕ1 · . . . · ϕn
= ρn(B)X ,
where for the last equation we have used Theorem 2.12.
Proposition 4.5 Let X ∈ Hn. If X is G-invariant, i.e. X ∈ A ∩Hn, then XB = BX, B ∈ R.
Proof: Let X = ϕ1 · . . . · ϕn ∈ H
n, ϕi ∈ H, i = 1, . . . , n. First note that, as in the proof of
Lemma 4.4, we have
XB =
∑
[Di1 ], . . . , [Din ]
α[Di1 × · · · ×Din ](B)ϕ[Di1 ] · . . . · ϕ[Din ] , B ∈ R. (33)
Moreover, from the definition of the isotypical projections in Eq. (29) it is clear that g(EDk) =
EDk , k = 1, . . . , n. Therefore, denoting ϕDik := EDikϕk we have that
g(X) = X , g ∈ G, iff g
(
ϕDi1 · . . . · ϕDin
)
= ϕDi1 · . . . · ϕDin , g ∈ G , (34)
for all Dik appearing in the decomposition of V . (Note that the preceding equation implies in
particular the invariance of the corresponding chain group components, i.e. g(ϕ[Di1 ] ·. . . ·ϕ[Din ]) =
ϕ[Di1 ] · . . . · ϕ[Din ].) Now, decomposing the tensor product HDi1 · . . . · HDin in terms of irreducible
components it is clear that Eq. (34) implies that there is a G-invariant isometry carrying the
trivial representation, i.e. ι ∈ Di1 × · · · × Din (cf. Lemma 4.3). By the definition of the chain
group (cf. Definition 2.6) this shows that
α[Di1 × · · · ×Din ](B) = α[ι](B) = B.
Therefore Eq. (33) reads XB = BX, B ∈ R.
For the rest of the present section, we assume that the coefficient algebra R is Abelian and will
write Z instead of R.
Proposition 4.6 Let T ∈ L(Hs,Hn), s, n ∈ N. If T is G-invariant, i.e. T ∈ A∩ L(Hs,Hn), then
TZ = ZT , Z ∈ Z. Moreover, Z ⊆ A′ ∩A.
Proof: We divide the proof in two steps. First, we consider an elementary tensor of the form
X = ϕ1 · . . . · ϕn · ϕ˜
∗
1 · . . . · ϕ˜
∗
s ∈ H
n(H∗)s ⊂ L(Hs,Hn)
where ϕi, ϕ˜k ∈ H, i,= 1 . . . n, k = 1, . . . , s. Recall that H
n(H∗)s carries a unitary representation
of G equivalent to V ⊗
n
⊗V
⊗s
. Decomposing again each ϕi in terms of the chain group components
as in the proof of Lemma 4.4 we get
X =
∑
[Di1 ], . . . , [Din ]
[Dk1 ], . . . , [Dks ]
ϕ[Di1 ] · . . . · ϕ[Din ] · ϕ[Dk1 ] · . . . · ϕ[Dks ] ,
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where ϕ[Dik ] := E[Dik ]ϕk. Therefore
XZ =
∑
[Di1 ], . . . , [Din ]
[Dk1 ], . . . , [Dks ]
α[Di1 × · · · ×Din ×Dk1 × · · · ×Dks ](Z)ϕ[Di1 ] · . . . · ϕ[Dks ] .
Suppose now that g(X) = X, g ∈ G. As in the proof of Proposition 4.5 this implies that the
product of chain group components are also G-invariant (cf. Eq. (34)). Therefore, Lemma 4.3
implies that ι ∈ Di1 × · · · ×Din ×Dk1 × · · · ×Dks , hence
α[Di1 × · · · ×Din × Dk1 × · · · ×Dks ](Z) = Z .
This shows that XZ = ZX, Z ∈ Z.
Second, we consider an element of the full intertwiner space T ∈ L(Hs,Hn). Using the identifi-
cation in (19), we can write T in terms of an orthonormal basis {ψi} ⊂ H as follows
T =
∑
I,J
ψI TIJ ψ
∗
J ,
where, to simplify notation, we put ψI := ψi1 · . . . · ψin ∈ H
n, ψJ := ψj1 · . . . · ψjs ∈ H
s, and
TIJ = ψ
∗
I T ψJ ∈ Z .
Thus, by Lemmas 4.4 and 4.2 (i) we have
T =
∑
I,J
ψI ψ
∗
J ρ
s(TIJ) with ρ
s(TIJ) ∈ Z .
Suppose now that g(T ) = T , g ∈ G. Using the group mean given by
mG(H) :=
∫
G
g(H) dg , H ∈ OH , (35)
where dg is the normalized Haar measure, we obtain
T = mG(T ) =
∑
I,J
XIJρ
s(TIJ ) ,
where XIJ :=
∫
G g(ψIψ
∗
J) dg ∈ H
n(H∗)s. By definition the XIJ are G-invariant, hence the first
part of the proof gives XIJZ = ZXIJ , Z ∈ Z. Applying Lemma 4.2 (ii) we obtain finally
ZT =
∑
I,J
ZXIJρ
s(TIJ) =
∑
I,J
XIJρ
s(TIJ)Z = TZ , Z ∈ Z .
To show the inclusion Z ⊆ A′∩A recall that from the definition of the group action in Eq. (31)
we already have Z ⊆ A. Next we show that {L(Hs,Hn) ∩A}s,n∈N is dense in A: first note that
since the circle action given in Eq. (16) commutes with the group action, we may decompose A
in the corresponding spectral subspaces (cf. (17)),
A = ⊕k∈ZAk .
The density follows from the existence of a sequence of norm one projections Er from Ak onto
L(Hr,Hr+k)∩A pointwise convergent to the identity (cf. the proof of Proposition 3.4 (b) in [10]).
Therefore, by the first part of this theorem any Z ∈ Z will commute with any T ∈ L(Hs,Hn)∩A,
s, n ∈ N, hence with any A ∈ A. This shows that Z ⊆ A′ ∩A.
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In this section we have shown that given a chain group action α : C(G) → Aut (Z) we can
construct for any finite-dimensional representation V of the compact group G a diagonal Hilbert
bimodule H and a C*-dynamical system (OH,G) with the corresponding Cuntz-Pimsner algebra.
To show the minimality of (OH,G), i.e. A
′ ∩ OH = Z, where A = O
G
H
is the corresponding fixed
point algebra, we need to make some further assumptions on the representation V . Essential
facts in the proof of the minimality property are that H is nonsingular and that there exists a
G-invariant isometry (recall Definition 3.6 and Proposition 3.7). These facts will be guaranteed if
we consider finite-dimensional representations in the following class (see also Proposition 3.12):
Definition 4.7 Let G be a compact group. We denote by G0 the set of all finite-dimensional
representations V of G satisfying the following properties:
(i) V has an irreducible subrepresentation of dimension or multiplicity ≥ 2.
(ii) There exists an n ∈ N such that ι ≺
n
⊗V .
Remark 4.8 If G is non-Abelian we can use as representation V any irreducible representation
of dimension ≥ 2. If G is Abelian we consider a representation containing some character with
multiplicity ≥ 2.
Part (ii) in the preceding definition is satisfied if the representation V on the Hilbert space H
satisfies detV = 1. In this case there exists an isometry S ∈ Hd, d = dimH, with g(S) = S,
g ∈ G. We may pick S as a normalized vector generating the totally antisymmetric tensor power
∧dH ⊆ Hd. If V does not have determinant 1 we can always consider V ⊕ detV .
Theorem 4.9 Let G be a compact group, Z a unital Abelian C*-algebra and consider a fixed chain
group action α : C(G)→ Aut (Z). For any V ∈ G0 there exists a nonsingular diagonal bimodule
HV with left Z-action given in terms of α as in Eq. (28) and a C*-dynamical system (OHV ,G)
satisfying the following properties:
(i) (OHV ,G) is minimal, i.e. A
′
V ∩OHV = Z, where AV := O
G
HV
is the corresponding fixed-point
algebra.
(ii) The Abelian C*-algebra Z coincides with the center of the fixed-point algebra AV , i.e. A
′
V ∩
AV = Z.
Moreover, if G is a compact Lie group, then the Hilbert spectrum of (OHV ,G) is full, i.e. for each
D ∈ Ĝ there is an invariant algebraic Hilbert space HD ⊂ OHV (in this case not necessarily of
support 1) such that G HD ∈ D.
Proof: Consider a representation V ∈ G0 and let α : C(G) → Aut (Z) be a fixed chain group
action. We construct the diagonal Hilbert Z-bimodule HV with a left action as specified in
Eq. (28).
First we show that HV is nonsingular. By part (i) in Definition 4.7 there are indices i 6= j
such that for the corresponding orthonormal basis elements adapted to the decomposition of V
(cf. Eq. (27)) satisfy ψD, l, i 6= ψD, l, j as well as
ZψD, l, i = ψD, l, iα
−1
[D](Z) and ZψD, l, j = ψD, l, jα
−1
[D](Z) , Z ∈ Z .
From Proposition 3.12 we conclude that HV is nonsingular.
We define the C*-dynamical system (OHV ,G) as in (31). Next we show that (OHV ,G) is minimal
(cf. Definition 2.1). By part (ii) in Definition 4.7 and Proposition 3.7 we conclude that C∗(S)′ ∩
OHV = Z. But C
∗(S) ⊂ AV , thusA
′
V
∩OHV ⊆ Z. The reverse inclusion follows from Z ⊆ A
′
V
∩AV
(cf. Proposition 4.6). This proves that A′V ∩ OHV = Z, i.e. (OHV ,G) is minimal. Note that the
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preceding equation also shows that A′
V
∩ AV = Z, since A
′
V
∩ AV ⊆ A
′
V
∩ OHV = Z (the reverse
inclusion Z ⊆ A′
V
∩AV is proved in Proposition 4.6).
If G is a compact Lie group, then there is a faithful representation V such that every irreducible
is contained in some tensor power ⊗nV , n ∈ N (see [8, Theorem III.4.4]). Therefore (OHV ,G)
has full Hilbert spectrum.
Example 4.10 (Minimal C*-dynamical systems for SU(N))
Theorem 4.9 can be applied to the group G = SU(N). One can use the defining representation
V of dimension N ≥ 2, since it is easy to see that V ∈ G0. In fact, in this case we have
ι ≺
N
⊗V
(see also Example 2.9). Therefore the preceding theorem gives a minimal C*-dynamical system
(OHV ,SU(N)) with full spectrum.
5 Construction of Hilbert C*-systems
In the present section we will construct Hilbert C*-systems (F ,G) for compact (non-Abelian)
groups G. This means that the C*-dynamical system must encode the categorical structure of
the dual of G (cf. Definition 2.1). The important new feature now is that in F all irreducible
representations must be realized on algebraic Hilbert spaces with support 1. As a first step
towards this goal we will construct a C*-algebra F suitably generated by the Cuntz-Pimsner
algebras OHV , where V ∈ G and G is a family of finite-dimensional unitary representations of G.
5.1 The C*-algebra of a chain group action
Let G be a compact group with chain group C(G). We consider a (non necessarily Abelian)
C*-algebra R with identity 1 and carrying an action of the chain group
α : C(G)→ AutR .
With these ingredients, and a family G of finite-dimensional unitary representations of G, we will
construct a C*-dynamical system generalizing both Cuntz-Pimsner algebras of the type given in
Section 3.3 and crossed-products by Abelian groups (cf. [27]).
The following variation in the notation of the basis elements in this section is convenient for
the presentation of the algebra F given below. Let V ∈ G and consider the decomposition of V
into irreducible components. Then, we construct an orthonormal basis for HV , denoted by
ΨV := {ψV ,i , i = 1, . . . ,dimHV } ,
and such that each ψV ,i transforms according an irreducible subrepresentation of V with class D
(see also Section 4):
V (g)ψV ,i = VD(g)ψV ,i , g ∈ G .
When ψV ,i satisfies the preceding condition, we write
ψV ,i;(D) := ψV ,i .
We emphasize that in this case we are counting the basis elements in a different way as in Eq. (27).
In fact, now the element D of the dual, which is written in brackets, does not play the role of
an index. This label is used simply to recall the transformation character of the basis element
under the action of G.
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We define a *-algebra 0F = 0F(α,G), generated by R and {ΨV }V ∈ G , and satisfying the
relations ∑
i
ψV ,i;(D) ψ
∗
V ,i;(D) = 1 (36)
ψ∗
V ,i;(D) ψV ,j;(D′) = δij1 (37)
ψV ,i;(D)B = α[D](B) ψV ,i;(D) , [D] ∈ C(G) , B ∈ R (38)[
ψV ,i;(D) , ψW ,j;(D′)
]
=
[
ψ∗
V ,i;(D) , ψW ,j;(D′)
]
= 0 , V 6=W , V,W ∈ G . (39)
Remark 5.1 For every V ∈ G put d(V ) := dimHV ∈ N and denote by Od(V ) the Cuntz algebra
generated by HV , and by
0Od(V ) the dense *-subalgebra of Od(V ) algebraically generated by HV
(cf. Section 3). By universality of the Cuntz relations, we find that for every V ∈ G there is a
unital *-monomorphism 0Od(V ) →֒
0F . Moreover, (39) implies that the algebraic tensor product
0OG := ⊙V
0Od(V ) is embedded in
0F . We denote by
OG :=
⊗
V ∈ G
Od(V ) (40)
the C*-tensor product of the corresponding Cuntz algebras (which are nuclear). From Eq. (38)
we have that every Hilbert R-bimodule HV defined in Section 4 is also embedded in
0F . Recall
from Remark 3.1 that 0OHV is the dense *-subalgebra of OHV algebraically generated by HV .
Then, again by universality, we have that 0OHV is embedded in
0F . Note, nevertheless, that in
general the *-algebras 0OHV1 ,
0OHV2 , V1, V2 ∈ G, do not appear in
0F as a tensor product due
to the twist introduced by the chain group action in Eq. (38). In fact, it is easy to check using
the previous relations, that if the chain group action described by α is nontrivial, then
ψ2(Bψ1) = α(B)ψ1ψ2 6= (Bψ1)ψ2 , ψi ∈ OHVi , i = 1, 2; B ∈ R .
In the following we will show that 0F admits a nontrivial C*-norm. Let
T∞ := ×V ∈ GT , Z
∞ := ×V ∈ GZ
be the product of circles T (resp. Z) and denote its elements as maps z : G → T (resp. k : G → Z).
On 0F we have the following natural actions by *-automorphisms
β : G → Aut 0F , βg(ψV ,i;(D)) := V (g)ψV ,i;(D) = VD(g)ψV ,i;(D) and βg(B) := B (41)
δ : T∞ → Aut 0F , δz(ψV ,i;(D)) := z(V ) · ψV ,i;(D) and δz(B) := B , B ∈ R . (42)
Moreover, we consider the sets
Z∞0 := {k ∈ Z
∞ | supp (k) <∞}
N∞0 := {r ∈ Z
∞
0 | r(V ) ≥ 0 , V ∈ G} .
For every k ∈ Z∞0 , we define the spectral subspaces w.r.t. the action δ as follows:
0Fk :=
T ∈ 0F | δz(T ) = ∏
V ∈ supp(k)
z(V )k(V ) T , z ∈ T∞
 .
Note that these subspaces are a natural generalization of the standard spectral subspace con-
sidered for a single Cuntz-Pimsner algebra in (17). If k1 6= k2, then the corresponding spectral
subspaces have a trivial intersection. Moreover, if 0 ∈ Z∞0 denotes the zero section, then
0F0 is the
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fixed-point algebra w.r.t. the T∞-action. It is natural to introduce the notation 0Ok := 0F
k
∩ 0O,
k ∈ Z∞0 , where
0O is the algebraic tensor product of the algebraic part of the Cuntz algebras de-
fined in Remark 5.1. We have 0F = span {0Fk | k ∈ Z∞0 } as well as
0OG = span {
0Ok | k ∈ Z∞0 }.
Note that for every V ∈ G, it turns out that 0Od(V )∩
0Fk coincides with the spectral subspace
0Ok(V )d(V ) w.r.t. the standard canonical circle action on
0Od(V ). We introduce the projection
m0 :
0F → 0F0 , m0
 fin∑
k ∈ Z∞
0
Tk
 := T0 , (43)
where Tk is in the corresponding spectral subspace
0Fk, and the symbol
∑
fin indicates a sum
over a finite set of indexes. If V is a finite subset of G and T ∈ 0Fk with k(V ) 6= 0 for some
V ∈ V, then m0(T ) = 0.
For any r ∈ N∞0 put V := supp(r) which is a finite subset of G. Then H
r
V
denotes the linear
span of elements of the form
∏
V ∈ V
ϕV , with ϕV ∈ H
r(V )
V . It is clear that we may identify H
r
V
with
the tensor product ⊗V ∈ VH
r(V )
V (recall that H
r(V )
V is identified with the tensor product ⊗
r(V )HV ).
We denote by L(Hr
V
,Hs
V
) the space of linear maps from Hr
V
into Hs
V
: it coincides with the linear
span of elements of the form ϕ′ϕ∗, where ϕ′ ∈ Hs
V
, ϕ ∈ Hr
V
, where r, s ∈ N∞0 have support V.
Remark 5.2 For every finite V ⊂ G, k ∈ Z∞0 , we consider the vector space
HkV := span
∏
V ∈V
H
k(V )
V
(for k(V ) < 0, V ∈ V, we define as usual H
k(V )
V :=
(
H
−k(V )
V
)∗
which can be interpreted as the
dual bimodule of bounded, right R-module maps from H
−k(V )
V into R; for k(V ) = 0, recall that
by definition H0V = R). Now, we may identify H
k
V with the R-bimodule inner tensor product⊗
V ∈ V
H
k(V )
V
In the following lemma we give several useful characterizations of the spectral subspaces 0Fk.
These will play a fundamental role in the rest of this section.
Lemma 5.3 For every k ∈ Z∞0 , we have
0Fk =
{
fin∑
V
BVTV | BV ∈ R , TV ∈ L(H
r
V
,Hr+k
V
) , r ∈ N∞0 , V ⊆ G0 finite
}
(44)
=
{
fin∑
V
RV | RV ∈ L(H
r
V
,Hr+k
V
) , r ∈ N∞0 , V ⊆ G0 finite
}
. (45)
In particular, with the conventions of Remark 5.2 we have HkV ⊂
0Fk. Moreover recalling Re-
mark 3.1 we can also write
0Fk = span
 ∏
V ∈ supp(k)
0O
k(V )
HV
 .
Proof: From the structure of the spectral subspaces of the single Cuntz-Pimsner algebras (cf. Re-
mark 3.1) it is clear that every element of 0Fk is the sum of terms of the form
T = B0TV1B1 · · ·Bn−1TVnBn ,
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where V1, . . . , Vn ∈ G, TVi ∈ L(H
r(Vi)
Vi
,Hs(Vi)Vi ), s(Vi) = r(Vi) + k(Vi), and Bi ∈ R. By using
Eq. (39), we may change the order of terms TVi , TVj , if i 6= j, and put together the terms arising
from the same representation. Thus, without loss of generality, we may assume that Vi 6= Vj if
i 6= j. Moreover, every TVi can be written as a sum of terms of the form ψViϕ
∗
Vi
, where ψVi ∈ H
s(Vi)
Vi
,
ϕVi ∈ H
r(Vi)
Vi
. Therefore applying Eq. (38) successively we can write all elements from R to the
left, i.e. for some B ∈ R we have
T = BT ′ with T ′ := TV1 · · ·TVn .
Finally, (39) implies that T ′ can be rewritten as
ψV1ψV2 · · ·ψVn · ϕ
∗
V1
ϕ∗
V2
· · ·ϕ∗
Vn
.
Hence T ′ ∈ L(Hr
V
,Hr+kV ), where V := {V1, . . . , Vn}.
The second characterization of the spectral subspace 0Fk follows from the fact that
BTV ∈ L(H
r
V
,Hr+k
V
)
for every B ∈ R, T ∈ L(Hr
V
,Hr+kV ).
The last statements in the lemma follow immediately from the structure of the spectral sub-
spaces of the single Cuntz-Pimsner algebras (cf. Remark 3.1).
Definition 5.4 For every T ∈ 0Fk, k ∈ Z∞0 , we denote by supp(T ) the finite subset in G given
by the union of all V ⊂ G that appear in the decomposition (44) or (45).
5.1.1 Crossed products
In the following we will study Hilbert space representations of the *-algebra 0F . We begin intro-
ducing the notion of covariant representation associated to a family of unitary finite-dimensional
representations of the compact group G and a fixed chain group action on a C*-algebra.
Definition 5.5 Let G = G(G) be a family of finite-dimensional unitary representations of G and
denote by OG the tensor product of the corresponding Cuntz algebras (cf. (40)). Consider a unital
C*-algebra R and a fixed chain group action α : C(G) → AutR. A covariant representation
of (R,G,C(G), α) is a triple (h, π, η) where π : R → L(h) and η : OG → L(h) are non-degenerate
Hilbert space representations satisfying
η(ψV ,i;(D)) · π(B) = π ◦ α[D](B) · η(ψV ,i;(D)) , B ∈ R , [D] ∈ C(G) , ψV ,i;(D) ∈ HV ⊂ OG .
Here we identify ψV ,i;(D) with the corresponding image in OG according to the natural inclusions
HV →֒ Od(V ) →֒ OG. Now, since OG is a tensor product labeled by the different elements in G
and since η is non-degenerate (i.e. unital), we find that the operators η(ψV ,i;(D)) satisfy the
relations (36), (37) and (39). Moreover from Definition 5.5 it is also clear that the operators
π(B), η(ψV ,i;(D)) satisfy the relation (38). Therefore, defining
π ⋊ η : 0F → L(h) , π ⋊ η(BψV ,i;(D)) := π(B) · η(ψV ,i;(D)) , (46)
we obtain a representation of 0F on the Hilbert space h. Let us define the C*-algebra F as the
closure of 0F w.r.t. the C*-norm
‖F‖ := sup
(pi,η)
‖(π ⋊ η)(F )‖op , F ∈
0F . (47)
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Thus by construction we have that for every covariant representation (π, η), there exists a
representation Π of F extending the former pair, i.e.
Π: F → L(h) with Π(T ) = η(T ) , Π(B) = π(B) , T ∈ 0OG ⊂
0F , B ∈ R . (48)
The proof of the following theorem uses the notion of twisted tensor product introduced by
Cuntz in [9, §1].
Theorem 5.6 Let G be a compact group, R a unital C*-algebra and α : C(G) → AutR a fixed
chain group action. Then, for every set G of finite-dimensional representations of G, there exists
a universal C*-algebra
R⋊α G
generated by R and {ψV ,i;(D)}V ∈ G and satisfying the relations (36)-(39) and such that (41),(42)
extend to automorphic actions on F .
Proof: We will divide the proof into several steps:
1. Consider first a covariant representation (h, π0, U) of the C*-dynamical system (R,C(G), α)
in the usual sense of crossed products by group actions, i.e. π0 : R → L(h) is a non-degenerate
representation and U : C(G)→ U(h) is a unitary representation of the chain group satisfying
U[D] · π0(B) = π0 ◦ α[D](B) · U[D] , B ∈ R , [D] ∈ C(G) .
It is well-known that ‖B‖ = sup
pi0
‖π0(B)‖ (see [26]). Moreover, consider a Hilbert space repre-
sentation η0 : OG → L(h0). By simplicity of the Cuntz algebras, we have that OG is also simple,
hence η0 is faithful.
2. In terms of η0 and the previous covariant representation π0 we will introduce next a covariant
representation of (R,G,C(G), α) in the sense of Definition 5.5. We define
π : R → L(h⊗ h0) , π(B) := π0(B)⊗ 1 ,
η : OG → L(h⊗ h0) , η(ψV ,i;(D)) := U[D] ⊗ η0(ψV ,i;(D)) .
Note that with this definition we have
η(ψV ,i;(D)) · π(B) =
(
U[D] ⊗ η0(ψV ,i;(D))
)
·
(
π0(B)⊗ 1
)
=
(
U[D] · π0(B)
)
⊗ η0(ψV ,i;(D))
=
(
π0 ◦ α[D](B) · U[D]
)
⊗ η0(ψV ,i;(D))
=
(
π0 ◦ α[D](B)⊗ 1
)
·
(
U[D] ⊗ η0(ψV ,i;(D))
)
=
(
π ◦ α[D]
)
(B) · η(ψV ,i;(D)) ,
This shows that (π, η) specifies a representation of the relation (38). Furthermore we verify that
η is also a representation of the remaining relations:∑
i
η(ψV ,i;(D))η(ψV ,i;(D))
∗ =
∑
i
(
U[D]U
∗
[D]
)
⊗ η0(ψV ,i;(D)ψ
∗
V ,i;(D)) = 1⊗ 1 ,
η(ψV ,i;(D))
∗η(ψV ,j;(D′)) =
(
U∗[D]U[D′]
)
⊗ η0(ψ
∗
V ,i;(D)ψV ,j;(D′)) = δij (1⊗ 1) ,
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and
η(ψV ,i;(D))η(ψW ,j;(D′)) =
(
U[D] ⊗ η0(ψV ,i;(D))
)
·
(
U[D′] ⊗ η0(ψW ,j;(D′))
)
=
(
U[D]U[D′]
)
⊗ η0(ψV ,i;(D)ψW ,j;(D′))
=
(
U[D′]U[D]
)
⊗ η0(ψW ,j;(D′)ψV ,i;(D))
= η(ψW ,j;(D′))η(ψV ,i;(D)) ,
where we used (39) and the fact that C(G) is Abelian. In the same way, one can verify the
relations
η(ψW ,j;(D′))
∗η(ψV ,i;(D)) = η(ψV ,i;(D))η(ψW ,j;(D′))
∗ .
3. In the preceding step we have shown that for any covariant representation (h, π0, U) and any
representation η0 : OG → L(h0) as in step 1 we have constructed a covariant representation (π, η)
of (R,G,C(G), α) over the Hilbert space h⊗ h0. In particular, (π, η) defines also a representation
π ⋊ η of 0F on h⊗ h0. Therefore, we can introduce the C*-norm as in Eq. (47)
‖F‖ := sup
(pi,η)
‖(π ⋊ η)(F )‖op , F ∈
0F ,
and complete 0F w.r.t. this norm:
R⋊α G := clo‖·‖
(
0F
)
.
(We will sometimes denote R⋊α G simply by F .)
Note that the preceding C*-norm extends the C*-norm on R, since recall that we have
‖B‖ = sup
pi0
‖π0(B)‖op = sup
pi
‖π(B)‖
op
= sup
(pi,η)
‖(π ⋊ η)(B)‖op .
To show the universal property, let F ′ be a C*-algebra with generators satisfying the relations
(36)-(39), and Π′ : F ′ → L(h) a faithful, non-degenerate representation. Then, R and OG are
C*-subalgebras of F ′ and (π′ := Π′ R , η
′ := Π′ OG ) specifies a covariant representation. Since
‖(π′ ⋊ η′)(F )‖op ≤ ‖F‖ , F ∈
0F
it is clear that there is a monomorphism F →֒ F ′ .
4. Finally we address the question of the automorphic extensions. Let g ∈ G and βg defined
as in (41) in terms of unitary representations. Note that if (π, η) is a covariant representation,
then (π, η ◦ βg) is again a covariant representation. From this and the universality of the Cuntz
algebra it is clear that β extends to an automorphic action of the compact group G. A similar
argument shows that (42) extends to an automorphic action of T∞.
Remark 5.7 (i) The C*-algebra R⋊αG generalizes several well-known constructions. If G has
a unique element V , then R⋊αG coincides with the Cuntz-Pimsner algebra OHV studied in
Section 4. In particular, if V = D is an irreducible representation, then R⋊αG is isomorphic
to the Stacey crossed product R ⋊
d(D)
α N (see [29]). If G is Abelian and G = C(G), then
R ⋊α G is isomorphic to the usual crossed-product R ⋊α C(G) by the C(G)-action on R.
Finally, if the action of the chain group on R is trivial, then R⋊α G reduces to the tensor
product R⊗OG (recall that OG is nuclear, thus we do not have to specify the norm of the
tensor product).
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(ii) Note also that the C*-algebra R⋊αG is generated as a C*-algebra by the family of Cuntz-
Pimsner algebras
{OHV }V ∈ G ,
where the product of the elements in different algebras is twisted by the chain group action.
The present construction has also some elements of Cuntz notion of twisted tensor product
given in [9]. Finally, note also that the C*-norm restricted to a single Cuntz-Pimsner
algebra is unique.
To simplify notation we write F := R⋊αG. We denote by Fk, k ∈ Z∞0 , the spectral subspaces
of F w.r.t. the δ-action. It is clear that each 0Fk is a dense subspace of Fk. Moreover, the
projection onto the zero spectral subspace in (43) extends in a natural way to m0 : F → F
0.
By construction, for every V ∈ G there corresponds an algebraic Hilbert space HV with support
1 contained in F (see Eq. (36)). Moreover, from (41) we have that βg(ψ) = V (g)ψ, g ∈ G, ψ ∈ HV ,
and for every V ∈ G, there is an endomorphism σV ∈ EndF induced as usual by
σV (T ) :=
∑
i
ψV ,i;(D)Tψ
∗
V ,i;(D) , T ∈ F ,
where
{
ψV ,i;(D)
}
i
is an adapted orthonormal basis of the algebraic Hilbert space HV . Each σV
coincides with the canonical endomorphism on the Cuntz algebra Od(V ) ⊂ F . Let A ⊂ F denote
the fixed-point algebra w.r.t. the action β. Since the construction of σV does not depend on the
choice of the basis ψV , we obtain σV ◦ βg = βg ◦ σV , g ∈ G, as in Section 4. This implies that
every σV restricts to a canonical endomorphism ρV ∈ EndA.
5.2 Minimal and regular C*-dynamical systems
We now assume that R is Abelian and denote it by Z as in the first part of the paper. Let
us consider the class G0 of finite-dimensional representations introduced in Definition 4.7. For
the choice G := G0 we obtain from the construction in the preceding subsection a C*-dynamical
system (F ,G, β), F := Z⋊αG0, with T
∞-action given by δ (cf. Eq. (42)) and fixed-point algebra
A. Recall also that F contains all Cuntz-Pimsner algebras OHV , V ∈ G0. Moreover, by definition
of the group action given in Eq. (41) it is clear that β restricts to each single Cuntz-Pimsner
algebra, so that the large C*-dynamical system (F ,G, β) contains all single C*-dynamical systems
(OHV ,G) with corresponding fixed-point algebra AV considered in Theorem 4.9. Note also that
we have the following relation between the fixed-point algebras of the single systems and the
fixed-point algebra A of the large C*-dynamical system:
AV ⊂ A , V ∈ G0 .
In the present subsection the relative commutant A′ ∩ F will analyzed in detail. We begin
stating the following stability result:
Lemma 5.8 The relative commutant C := A′ ∩ F of the C*-dynamical system (F ,G, β) with
fixed-point algebra A is stable under the T∞-action given by δ. Therefore C is generated as a
C*-algebra by the spectral subspaces
Ck := Fk ∩ C , k ∈ Z∞0 .
Proof: Let z ∈ T∞ and C ∈ C. Since A is generated by the corresponding spectral subspaces, it
is enough to show that
δz(C)A = Aδz(C) for any A ∈ A
k , k ∈ Z∞0 .
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But this follows from
δz(C)
∏
V
z(V )n(V )A = δz(CA) = δz(AC) =
∏
V
z(V )n(V )Aδz(C) .
This shows the stability of C and the fact that it is generated by the spectral subspaces Ck.
In the next proposition, we show that any finite-dimensional representation of G is realized on
an algebraic Hilbert space in C*-algebra F .
Proposition 5.9 Let V be a finite-dimensional representation of G (not necessarily belonging to
G0) on HV . Then, HV can be identified with an algebraic Hilbert space in F with support EV .
Moreover, βg(ψ) = V (g)ψ, g ∈ G, ψ ∈ HV .
Proof: Let VD be an irreducible subrepresentation of V of class D. Define L := V ⊕ VD and
consider the representation W := L⊕ detL. By construction W ∈ G0 and the algebraic Hilbert
space HW is contained in F with support 1. (Note that W ∈ G0 also in the case where V is an
irreducible representation of an Abelian group.) There is a reducing projection EV associated
with the decomposition HW = HV ⊕ HVD ⊕ detL. Thus, HV has support EV in F . Moreover,
βg(ψ) = (V (g) ⊕ VD(g) ⊕ detL(g))(EVψ) = V (g)ψ, g ∈ G, ψ ∈ HV .
From Definition 4.7 for every V ∈ G0 there exists n(V ) ∈ N and a G-invariant isometry SV
of Hn(V )V . In the following lemma we will summarize some useful properties of these invariant
vectors (see also Lemma 4.3).
Lemma 5.10 For every V ∈ G0, there exists SV ∈ H
n(V )
V ⊂ F such that
(i) S∗VSV = 1, βg(SV ) = SV and SVZ = ZSV , Z ∈ Z , g ∈ G.
Moreover,
(ii) if V,W ∈ G0, V 6=W , then SV T = TSV , T ∈ OHW ⊂ F .
(iii) if δ is the T∞-action on F (cf. Eq.(42)) and C ∈ C := A′ ∩ F , then δz(C)SV = SV δz(C),
z ∈ T∞.
Proof: The existence of the elements SV and first two equations in (i) follow from Definition 4.7 (ii)
and Lemma 4.3. Therefore SV ∈ AV ⊂ A, where AV is the fixed-point algebra of the C*-
dynamical system (OHV ,G). The last equation in (i) follows from the equation Z = A
′
V
∩ AV
(cf. Theorem 4.9 (ii)). Recall that the Cuntz-Pimsner algebra OHW is generated by Z and HW .
Therefore the equation in (ii) follows from SV ∈ Z
′ ∩A (cf. part (i)) and relation (39). Part (iii)
is an immediate consequence of Lemma 5.8 and the fact that SV ∈ A.
For every finite set W ⊆ G0, we define the isometry
SW :=
∏
W ∈ W
SW (49)
and for every T ∈ F , p ∈ N, we put
T˜W ,p := (S
p
W)
∗ T SpW ∈ F . (50)
Lemma 5.11 Let R ∈ 0Fk, k ∈ Z∞0 , and set V := supp(R) (see Definition 5.4). Then, for every
finite set W ⊆ G0 such that V ⊆ W, and for every p ∈ N, we have
(SpW)
∗ R SpW = (S
p
V)
∗ R SpV .
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Proof: Using Lemma 5.3 and linearity it is enough to consider expressions of the form
R = ZR1 · · ·Rn , Z ∈ Z , Ri ∈ L(H
r(Vi)
Vi
,H
r(Vi)+k(Vi)
Vi
) ,
with {V1, . . . , Vn} ⊆ supp(R). Now, by Lemma 5.10 (ii) it follows that S
∗
WRiSW = Ri for every
W 6= Vi.
Next we give an approximation result for elements of the form as given in Eq. (50) with T ∈ Fk
in terms of series of elements in the tensor product of suitable Hilbert bimodules (cf. Remark 5.2).
Lemma 5.12 Let T ∈ Fk, k ∈ Z∞0 . Then, for every ε > 0 there exist n(ε), p(ε) ∈ N, finite
sets V1, . . . ,Vn(ε) ⊆ G0, and Φl ∈ H
k
Vl
satisfying the following property: defining the finite subset
W :=
n(ε)⋃
l=1
Vl ⊂ G0 we have
∥∥∥∥∥∥ T˜W ,p −
n(ε)∑
l=1
Φl
∥∥∥∥∥∥ < ε , for all p > p(ε) .
Proof: Recall that by Lemma 5.3 every element T ∈ Fk, k ∈ Z∞0 , can be written as
T =
∞∑
l=1
Rl ,
where Rl ∈ L(H
r
Vl
,Hr+kVl ), r ∈ N
∞
0 , and Vl ⊆ G0 is a finite set. Take n(ε) such that∥∥∥∥∥∥T −
n(ε)∑
l=1
Rl
∥∥∥∥∥∥ < ε .
For W :=
n(ε)⋃
l
Vl ⊂ G0, p ∈ N, we have
T˜W ,p =
∞∑
l=1
(SpW)
∗ Rl S
p
W =
∞∑
l=1
(SpVl)
∗ Rl S
p
Vl
,
where for the last equation we have used Lemma 5.11. Since
Rl =
fin∑
j
∏
V ∈Vl
RV,j ,
with RV,j ∈ L(H
r(V )
V ,H
r(V ) + k(V )
V ) we can concentrate our analysis on the single factors appearing
in the preceding product. From the proof of Proposition 3.5 in [10] we have that for every V ∈ Vl,
l = 1, . . . , n(ε), there exist p(l) ∈ N such that, for all p > p(l),
(SpV )
∗ RV,j S
p
V = ϕV,j , for some ϕV,j ∈ H
k(V )
V .
This implies that for every p > p(ε) := max {p(l)}
n(ε)
l=1 ,
(SpW)
∗ Rl S
p
W = (S
p
Vl
)∗ Rl S
p
Vl
= Φl :=
fin∑
j
∏
V ∈Vl
ϕV,j ,
29
where the r.h.s. of the preceding equality belongs to Hk
Vl
. Finally,∥∥∥∥∥∥T˜W ,p −
n(ε)∑
l=1
Φl
∥∥∥∥∥∥ =
∥∥∥∥∥∥(SpW)∗
T − n(ε)∑
l=1
Rl
SpW
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥T −
n(ε)∑
l=1
Rl
∥∥∥∥∥∥ < ε
and the proof is concluded.
Proposition 5.13 The C*-dynamical system (F ,G, β) with fixed-point algebra A constructed in
this section is minimal, i.e.
A′ ∩ F = Z .
Moreover, Z coincides with the center of A, i.e. Z = A′ ∩ A.
Proof: Our proof will be divided in two steps. We will apply techniques from [10, Propositions 3.4
and 3.5].
i) The inclusions Z ⊆ A′ ∩A ⊆ A′ ∩F: Since A is stable w.r.t. the T∞-action given by δ, it
suffices to verify that Z ∈ Z commutes with the elements of the spectral subspaces Ak := Fk∩A.
If T ∈ Ak, then there is a sequence {Tl}l of elements of
0Fk approximating T . By Lemma 5.3
we can write Tl =
∑
fin
V
Z l
V
T l
V
, with T l
V
∈ L(Hl
V
,Hl+kV ). Applying the mean mG over the group
action (cf. Eq. (35)), we conclude that T is approximated by the sequence
mG(Tl) =
fin∑
V
Z l
V
mG(T
l
V
) .
Note that each mG(T
l
V
) is a G-invariant element of L(Hl
V
,Hl+kV ). This implies that the set
0Ak :=
0Fk ∩ A is dense in Ak. Therefore it is enough to show commutativity w.r.t. 0Ak. Let T =∑
fin
V ZVTV be a generic element of
0Ak. If Z ∈ Z, then the same argument as in Proposition 4.6
implies TVZ = ZTV , so that
TZ =
fin∑
V
ZVTVZ =
fin∑
V
ZVZTV = ZT .
The preceding equation and the definition of the group action in Eq. (41) proves the inclusion
Z ⊆ A′ ∩ A ⊆ A′ ∩ F .
ii) The inclusion A′ ∩ F ⊆ Z: From Lemma 5.8 we can reduce our analysis to the spectral
subspaces of the relative commutant C := A′ ∩F . Let C ∈ Ck := Fk ∩C, k ∈ Z∞0 . For each finite
W ⊆ G0, we consider the isometry SW defined as in Eq. (49). By Lemma 5.10 (i), SW belongs to
A, thus for every p ∈ N we have
C˜W ,p := (S
p
W)
∗ C SpW = C .
From the approximation result in Lemma 5.12 we conclude that
C =
∞∑
l=1
Φl , where Φl ∈ H
k
l := H
k
Vl
.
If k(V ) = 0 for every V ∈ G0, then every Φl belongs to Z, and we conclude that C
0 ⊆ Z. Finally
we show that Ck = 0 for all k 6= 0. For this purpose, take C ∈ Ck, with k(V ) 6= 0 for some
V ∈ G0 and consider the following equivalence relation for the indices:
l ∼ m :⇔ k|Vl = k|Vm .
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Note that l ∼ m if and only if ΦlΦ
∗
m ∈ H
k
l (H
k
m)
∗ ⊂ F0. Let us consider
CC∗ =
∞∑
l,m=1
ΦlΦ
∗
m ;
since CC∗ ∈ C0, by applying the projection onto the zero spectral component (cf. Eq. (43)) we
obtain
CC∗ = m0(CC
∗) =
∑
l,m
m0(ΦlΦ
∗
m) =
∑
l∼m
ΦlΦ
∗
m . (51)
We now apply to the sum (51) the argument used for generic elements of C0, and conclude that
ΦlΦ
∗
m ∈ Z for every l ∼ m. In particular, we obtain ΦlΦ
∗
l ∈ Z for every l ∈ N. Now, since every
HV is a nonsingular bimodule (see Definition 3.6 and Theorem 4.9), the same is true for H
k
l (see
[10, p. 273]). This implies that Φl = 0 for every l ∈ N. We conclude that if C ∈ C
k, k 6= 0, then
C = 0 and therefore C = C0 = Z.
Theorem 5.14 Let G be a compact group, Z a unital Abelian C*-algebra and α : C(G) → AutZ
a fixed chain group action. Given the set of finite-dimensional representations G0 as in Defini-
tion 4.7, the C*-dynamical system (F ,G, β) with fixed-point algebra A constructed in this section
is minimal (i.e. A′ ∩ F = Z) and regular. Moreover, Z coincides with the center of A, i.e.
Z = A′ ∩ A, and every algebraic Hilbert space HV , V ∈ G0 (cf. Definition 4.7), is contained in
F with support 1.
Proof: In Subsection 5.1 and 5.2 we have specified the construction of a C*-dynamical system
(F ,G, β) where every algebraic Hilbert space HV , V ∈ G0, is contained in F with support 1
(recall the relations (36)-(39)). The minimality property has been shown in Proposition 5.13.
To show that (F ,G, β) is regular recall Proposition 2.3 and Definition 2.4. By construction, the
free G-invariant bimodules HV are generated by the corresponding G-invariant algebraic Hilbert
spaces HV . From relation (38) it is clear that the assignment HV 7→ HV is compatible with
products, hence (F ,G, β) is regular.
Example 5.15 (Hilbert C*-systems for SU(2))
We will apply here the preceding theorem to the group G = SU(2) and a given Abelian C*-
algebra Z. Note that the all nontrivial irreducible representations of G satisfy the properties
(i) and (ii) in Definition 4.7. Indeed, any irreducible representation V (l), l ∈ {1
2
, 1, 3
2
, . . . }, has
dimension 2l + 1 ≥ 2 and the decomposition of the tensor product V (l) ⊗ V (l) always contains
the trivial representation ι as a subrepresentation (cf. Example 2.9). Therefore we can use Ĝ to
construct the C*-algebra F as in Subsection 5.1. Note that since the chain group of SU (2) is
isomorphic to Z2, there are only two choices of chain group homomorphism α : Z2 → Z.
Applying Theorem 5.14 we obtain a minimal Hilbert C*-system (F ,SU (2)) (i.e. a minimal and
regular C*-dynamical system where all irreducible representations of the group are realized on
algebraic Hilbert spaces with support 1). Note finally that the trivial representation is realized
on the space C1 ⊂ Z.
6 Appendix: Tensor categories of Hilbert bimodules
Let R be a C*-algebra, H a Hilbert R-bimodule. We consider the category with objects the
internal tensor powers Hr, r ∈ N0, and arrows the spaces L(H
r,Hs). It is well-known that such a
category is not a tensor category: in fact, in general it is not possible to define in a consistent way
the tensor product of right R-module operators T ∈ L(Hr,Hs), T ′ ∈ L(Hr
′
,Hs
′
) (see [7, VI.13.5]).
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Nevertheless, the tensor product T ⊗ T ′ ∈ L(Hr+r
′
,Hs+s
′
) makes sense if T , T ′ are R-bimodule
operators, i.e. if they commute with the left action: TAψ = ATψ, A ∈ R, ψ ∈ Hr. Thus,
the above-mentioned problem of tensoring right R-module operators vanishes, if we consider an
R-bimodule H such that Aψ = ψA, ψ ∈ H, A ∈ R. Such a bimodule is called symmetric. In
the context of diagonal bimodules considered in this paper symmetry is guaranteed if we have a
trivial chain group action (cf. Eq. (38)).
Let G be a compact group such that H is a G-Hilbert R-bimodule (in the sense of [7, VIII.20.1],
[21, §2]). Suppose that every g ∈ G acts on H as an R-bimodule operator. Then, for every r ∈ N0
it makes sense to consider the unitary gr := g ⊗ . . . ⊗ g ∈ L(H
r,Hr), so that there is an action
G ∋ g → gr ∈ L(H
r,Hr), and Hr is a G-Hilbert R-bimodule. We denote by L(Hr,Hs;G) the
spaces of G-equivariant operators T ∈ L(Hr,Hs) such that Tgrψ = gsTψ, g ∈ G, ψ ∈ H
r. We
denote by tens(G,H) the C*-category with objects Hr, r ∈ N0, and arrows L(H
r,Hs;G). For
r = 0, we define H0 := R, so that
L(R,R) = L(R,R;G) = R . (52)
Note that Z ∈ L(R,R) is an R-bimodule operator if and only if Z belongs to the center of R.
It is an interesting question to ask whether there exist non-symmetric, G-Hilbert R-bimodules H
such that tens(G,H) is a tensor C*-category (if H is symmetric, it is clear that the above question
is trivial). From the above considerations, it follows that in order to get a tensor structure on
tens(G,H), the following two conditions are needed:
1. if T ∈ L(Hr,Hs;G), then T must be an R-bimodule operator. In fact, in such a case it
makes sense to consider the tensor product T ⊗ T ′, for every T ′ ∈ L(Hr
′
,Hs
′
;G);
2. as a consequence of the preceding point, from (52) and subsequent remarks we conclude
that R has to be Abelian.
A G-action satisfying the above properties is called tensor action, in the terminology of [30,
Definition 5.3]. The next result is just a reformulation of Theorem 4.9, and shows that the class
of Hilbert bimodules admitting a tensor action is quite rich.
Proposition 6.1 Let G be a compact group, Z 6= C1 a nontrivial unital Abelian C*-algebra with
a fixed (nontrivial) action α : C(G) → Aut (Z). Then, there exists at least a (nonsymmetric)
Hilbert Z-bimodule H carrying a tensor G-action by unitary Z-bimodule operators.
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