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Computed tomography (CT) plays a major role in patient care for diagnostic and screening purposes, including 
therapeutic procedures. Over the last twenty years, the frequency of CT examinations has continuously 
increased, leading to an increase in the annual effective dose per inhabitant. This is why over the last ten years 
Public Health Authorities have applied strong pressure to decrease the dose levels of CT examinations. To 
manage this trend, two radiation principles should be carefully applied: the justification of imaging 
examinations, and the optimisation of radiological procedures. The principle of justification requires that “any 
decision that alters the radiation exposure situation should do more good than harm”. The optimisation process 
should ensure that the radiation exposure is kept as low as reasonably achievable to enable a correct diagnosis. 
In response, manufacturers have proposed various technologies to reduce patient exposure and improve CT 
performances. In parallel, new generations of CTs, called dual-energy CT (DECT) and spectral CT, are 
currently focused on developing quantitative imaging to discriminate between different materials of interest 
based on their effective atomic number and density. In such a context, it is necessary to ensure that radiation 
exposure is related to the content of useful diagnostic information. Hence, to optimise CT clinical protocols or 
develop new applications for quantitative imaging, the characterisation of image quality in terms of diagnostic 
performances is essential. For this purpose, task-based image quality assessment is an interesting framework 
to ensure that an image fulfils its diagnostic objective. The goal of this PhD thesis was to apply task-based 
image quality methodologies adapted for pertinent clinical tasks to the various generations of CT (conventional 
CT and multi-energy CT).  
This work focused on two clinical indications: abdominal and musculoskeletal CT imaging. To ensure the 
choice of pertinent clinical tasks for the two indications, a close collaboration with radiologists was a 
prerequisite. The work began by assessing a high and low-contrast detection task with mathematical observers. 
This work confirmed that their use was a good choice to assess a detection task and overcome the difficulties 
for the image quality assessment with iterative algorithms. This thesis also dealt with DECT devices installed 
in various radiology departments and a prototype of spectral CT for the discrimination and the quantification 
of various materials involved in arthropathies. From the current knowledge of task-based image quality 
assessment for detection tasks with iterative reconstruction techniques, adaptive task-based tools were applied 
to evaluate these quantitative imaging devices. For DECT, the reliability of announced quantification 
performances was verified and for spectral CT, the discrimination performances of this new imaging technique 
were assessed. 
The project confirmed that the use of adapted task-based image quality methodologies is essential for assessing 
the diagnostic performances of the different CT generations. The pertinence of the proposed approaches was 
analysed to correctly characterise and optimise clinical protocols. Finally, this work demonstrates that the use 
of a task-based approach makes it possible to establish a bridge between medical physicists and radiologists 
when dealing with the optimisation of clinical protocols. The challenge that remains is to define the content of 
the required diagnostic information in image patients for the different clinical tasks. 
Keywords : Computed tomography, diagnostic performances, image quality, model observers, detection, 




La tomodensitométrie (TDM) est une technique d’imagerie médicale qui joue un rôle majeur dans la prise en 
charge du patient, tant pour le diagnostic et le dépistage que pour réaliser des procédures thérapeutiques. La 
fréquence de ces examens augmente depuis 20 ans ; ce qui engendre une augmentation de la dose efficace 
annuelle moyenne par habitant. Les deux principes de radioprotection, la justification de chaque examen 
d’imagerie et l’optimisation des protocoles cliniques doivent donc être soigneusement appliqués pour juguler 
cette tendance. En particulier, l’optimisation des examens cliniques doit permettre d’obtenir une exposition 
des patients minimale tout en assurant un diagnostic fiable. Les différents constructeurs ont de ce fait proposé 
des évolutions technologiques majeures pour réduire les doses et améliorer les performances des scanners. En 
parallèle, ils se concentrent actuellement sur le développement de l’imagerie quantitative, avec l’apparition 
des scanners à double énergie, ou encore des scanners spectraux. Ces nouvelles techniques permettent 
d’identifier, de différentier et de quantifier différents matériaux d’intérêts en se basant sur leur numéro 
atomique effectif et leur densité. Dans ce contexte, il est nécessaire de s’assurer que l’exposition du patient 
permet toujours d’obtenir une information diagnostique pertinente. Ainsi, que ce soit pour optimiser un 
protocole clinique ou pour développer de nouvelles applications, la caractérisation de la qualité d’image est 
essentielle. L’évaluation de la qualité d’image basée sur la tâche clinique est un concept intéressant car il 
permet d’assurer qu’une image répond à une question clinique précise. Le but de ce travail de thèse est 
d’appliquer des méthodes d’analyse de la qualité d’image basées sur des tâches cliniques pertinentes pour les 
différentes générations de scanners existantes ou en développement. 
Ce travail concerne deux indications cliniques majeures : l’imagerie abdominale et l’imagerie musculo-
squelettique. Afin de choisir des tâches cliniques pertinentes pour chaque application, une collaboration étroite 
avec les radiologues est prérequis. Dans un premier temps, nous avons évalué la détection de lésions à haut et 
bas contraste pour différents scanners à l’aide d’observateurs mathématiques. Ce travail a confirmé que leur 
utilisation était pertinente pour évaluer ce type de tâche clinique. Dans un second temps, nous avons étudié des 
scanners à double énergie installés dans différents services de radiologie, ainsi qu’un prototype de scanner 
spectral pour la quantification et la discrimination de différents matériaux. A partir des connaissances actuelles 
sur l’évaluation d’une tâche de détection, des méthodes d’analyse de la qualité d’image spécifiques aux tâches 
de quantification et de discrimination ont été développées. Pour les scanners à double énergie, il s’agissait de 
vérifier les performances diagnostiques annoncés pour la quantification tandis que pour le scanner spectral, il 
s’agissait d’évaluer pour la première fois les performances diagnostiques de différenciation de matériaux 
impliqués dans les arthrites microcristallines. 
Ce travail confirme que les méthodes d’analyse de la qualité d’image basées sur des tâches cliniques sont 
essentielles pour évaluer les performances diagnostiques des scanners. La pertinence des approches proposées 
a été analysé pour permettre une caractérisation et une optimisation des protocoles cliniques. Finalement, ce 
travail démontre que l’approche proposée permet de créer un lien entre les physiciens médicaux et les 
radiologues lors de l’optimisation des protocoles cliniques. Le défi est maintenant de déterminer les prérequis 




Caractérisation de la qualité d’image en tomodensitométrie afin d’obtenir des examens d’imagerie à 
visée diagnostique. 
Le scanner, aussi appelé tomodensitométrie est une technique d’imagerie médicale utilisant des rayons X qui 
permet d’obtenir une imagerie tridimensionnelle des structures anatomiques d’un patient. Il joue un rôle majeur 
dans sa prise en charge, pour le diagnostic, le dépistage ou pour guider certaines procédures chirurgicales et 
thérapeutiques. Le nombre d’équipements et la fréquence des examens augmentent continuellement depuis 20 
ans, ceci contribue à augmenter l’exposition de la population aux rayons X. De plus, comme leur utilisation 
peut comporter certains risques pour le patient, il est nécessaire d’appliquer soigneusement deux principes de 
radioprotection. Dans un premier temps, la justification de chaque examen permet de s’assurer que le bénéfice 
pour le patient reste toujours supérieur aux risques engendrés. Dans un second temps, l’optimisation des 
examens d’imagerie doit permettre de déterminer l’exposition minimale des patients tout en assurant un 
diagnostic fiable. Pour ce faire, il est essentiel de caractériser la qualité d’image des examens pour différentes 
tâches diagnostiques, semblable à celles réalisées par le radiologue dans sa pratique quotidienne (détecter, 
caractériser une lésion, différentier des tissus…). Le but de ce travail de thèse est de déterminer les tâches 
diagnostiques les plus pertinentes, puis de développer et d’appliquer des méthodes d’analyse de la qualité 
d’image adaptées aux tâches définies. Ainsi, les performances diagnostiques des scanners actuels et futurs ont 
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1.1 Framework of patient exposure with medical imaging examinations  
Over the last twenty years, the number of medical imaging examinations has considerably increased for 
diagnostic and therapeutic procedures. In particular, more than 50 000 Computed Tomography (CT) devices 
were recorded over the world, and the expansion of CT concerns all western countries 1. In Switzerland, these 
numbers have doubled over the last twenty years; in 2017, there were 326 CT units for about 8.5 million 
inhabitants. The extensive use of CT is due to its major role in patient care, whether for diagnostic (alone or 
coupled with nuclear medicine devices SPECT-CT, PET-CT), for screening (only in a few countries), for its 
role in minimally invasive procedures (percutaneous abscess drainage, percutaneous biopsy …) or for its role 
in therapeutic procedures (radiotherapy).  
Among all the medical imaging techniques, examinations including X-rays need to be carefully 
monitored because of their impact on the collective radiation effective dose. From the data collected for the 
“Medical Radiation Exposure of the European Population” report, pie charts of the European median frequency 
of X-ray examinations and contribution to the collective effective radiation dose were plotted for the four main 
categories (plain radiography including dental procedures and mammography, CT, fluoroscopy and 
interventional radiology) (Figure 1)2. The highest contribution to the collective radiation dose was from CT 
examinations (61%), despite its relative low frequency (7.8 %) compared to other X-ray imaging modalities. 
This is because of the substantially higher radiation exposure for CT in comparison with plain radiography 
(typically 0.8 mSv for an adult abdominal radiography and 10 mSv for an adult abdominal CT). In Switzerland, 
the contribution of CT examinations to the collective radiation dose was equal to 70% for a frequency of 9.6 
% in 2013, thus placing Switzerland in the third quartile of the distribution of European countries in terms of 
frequency of CT procedures. Moreover, the frequency of CT examinations have continuously increased from 
2008 to 2013, leading to a 17% increase in the average annual effective dose per inhabitant.3 
   
Figure 1 : Pie charts of the European median frequency of X-ray examinations (left) and the collective radiation exposure 
(right) were plotted for the four main categories (plain radiography including dental procedures and mammography, CT, 
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To manage this trend, two radiation protection principles should be re-enforced: the justification and the 
optimisation of radiological procedures. In Europe, due to the high contribution on the overall collective dose, 
the Public Health Authorities (PHA) carefully monitor CT devices. The justification and optimisation process 
are the main principles of radiation protection. They are the core of ICRP publications 103 and 105, as well as 
the last European directive (2013/59/Euratom) 4–7. These two principles are equally important and need to be 
applied together to avoid unjustified patient exposure. 
The justification process should ensure that each prescribed examination is able to answer a clinical 
question, which help the diagnosis, taking into account the radiation exposure risk. Indeed, the major risk 
associated with the use of X-ray in CT is the risk of inducing cancers. Even if the benefits of CT examinations 
may outweigh radiation risks, it is unnecessary to use ionising radiations if other imaging techniques could 
provide an accurate diagnosis (ultrasound, magnetic resonance imaging, MRI). Various studies have reported 
a number of unjustified examinations ranging from 7 to 20% depending on the country and clinical situation 
8–11. In this context, referring medical practitioners and radiologists should be involved to ensure the 
justification process, building on referral guidelines developed to assist them in decision-making for 
appropriate healthcare 12,13. Financial incentives may also be considered when analysing the situation.  
The optimisation process should ensure that the radiation exposure is kept as low as reasonably 
achievable (ALARA) while allowing a correct diagnosis. So far, PHA have focussed their actions on dose 
reductions without taking into account the image information content. In response, manufacturers have 
proposed various technologies to reduce patient exposure, optimising the fluence of photons on the detectors 
(with automatic tube current modulation, ATCM), or extracting as much image information as possible (with 
iterative image reconstruction (IR) algorithms). Another aspect that has to be considered when dealing with 
the optimisation process is the variation of the practice even for a well-defined indication. To handle this 
problem, the diagnostic reference levels (DRL) were proposed by the ICRP (International Commission on 
Radiological Protection) in 1996 as a tool to reduce the range of radiation exposure applied in a country for a 
given examination14. Defined as the third quartile of the distribution of median values of a given dose indicator 
(CTDIvol or DLP for CT) across numerous centres for an anatomical region, the DRL should initiate actions 
when the dose local indicator is systematically higher than the national DRL value proposed. However, DRL 
have two major limitations: (1) they are not related to precise clinical indications, (2) nor with any image 
quality criterion. This last point is particularly critical since the necessary content of information required to 
allow a correct diagnosis is strongly related to image quality. Even if some countries have begun to propose 
updated DRL values linked to general clinical indications 15, an effort should be made to standardise the 
examination nomenclature and find a consensus on the number of phases for each examination (since DRL are 
often given for one acquisition phase). Having improved the situation concerning these medical aspects, 
adapted image quality metrics still need to be developed and applied to link radiation exposure with the 
necessary diagnostic information contained in images.  
With Filtered Back Projection techniques (FBP), the simple observation of images (checking for the 
high content of image noise or presence of starving artefacts) could alert radiologists about a limited image 
quality level related to a risk of missing subtle lesions. With IR algorithms, the situation has changed, and the 
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detection of low image quality level is not obvious anymore. Indeed, these algorithms produce images that 
have very low image noise levels and where common artefacts are significantly reduced. Hence, the images 
“look” acceptable but might not contain the necessary information to provide a correct diagnosis. Thus, the 
risk of missing a pathological lesion increases when decreasing the dose levels without the presence of alerting 
signs. In such a context, a new paradigm needs to be found to ensure that radiation exposure is related to the 
content of useful diagnostic information.  
Figure 2 proposes a block diagram to explain the ideal different steps of the justification and the 
optimisation for medical imaging examinations using X-rays, and in particular, CT examinations. It is 
important to note that the task-based image quality assessment is not yet a routine methodology in the current 
optimization process. Hence, this proposed chain of the different steps imposes a strong collaboration between 
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Figure 2 : Schematic representation of justification and optimisation process for medical imaging examinations. In blue, the 




In the last Euratom directive, roles and responsibilities of medical physicists working in the field of medical 
imaging are more explicit 4. They should, in particular: 
- Ensure that each CT device conforms to the local legislation (quality assurance process). 
- Verify the reliability of the marketing claims concerning any technological developments. 
- Ensure that image quality makes it possible to answer the clinical question with a radiation exposure 
as low as reasonably achievable (optimisation process).  
However, the application of the directive in many European countries remains difficult and medical physicists 
are still mainly involved in CT quality assurance and have a minor role in the optimisation of clinical processes. 
In this context, the knowledge of medical physicists is required to adapt and apply clinically relevant image 
quality metrics. 
1.2 Major advances in conventional CT 
From the first application of the third generation of CT in the 1990’s (a combined rotation of X-ray tube 
and detector), CT have known different axes of development to improve image quality and decrease patient 
exposure. The first axis of development was focused on detectors to increase signal-to-noise ratio, spatial 
resolution, z coverage and examination speed. The second axis of development was dedicated to the 
development of efficient tools to reduce radiation exposure, while trying to keep a constant “image quality 
level” (ATCM and IR algorithms).  
1.2.1 Automatic Tube Current Modulation 
ATCM have been proposed since 1994 to reduce radiation exposure. This idea is based on the principle 
that the amount of X-ray output could be adjusted as a function of patient’s size and diagnostic requirements. 
ATCM systems can use the localizer radiograph acquired before the actual CT scan to determine patient 
attenuation in the three directions (x, y, z) and adjust the tube current as a function of patient attenuation. 
Hence, it is possible to modulate the current in the z-axis (useful for thoraco-abdominal scans for example) 
and in the x-y direction (useful to take into account the ellipsoidal shape of a patient’s trunk). To automate 
tube current, manufacturers propose various strategies. The first strategy chosen by GE and Canon maintains 
a selected image noise level for different patient sizes. The second strategy, chosen by Philips and Siemens, 
maintains an overall image quality level for different patient sizes, allowing a higher noise level (lower tube 
current in comparison to the first strategy) for larger patients to avoid over-exposure 16. The two strategies are 
summarized in Figure 3. It is interesting to notice that the “image quality level” mentioned in this context is 
either a simple image quality metric (noise standard deviation) or the use of a reference image that looks 
adequate, which is difficult to link with any clinical criteria. 
Several authors showed a potential of dose reduction from 15 to 53% with ATCM in comparison with 
constant tube current 17–19. However, none of the strategies controls whether a minimal amount of diagnostic 
information is included in images for each patient size. This lack of gold standard leads to the necessity of 
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optimising clinical protocols that take into account the diagnostic requirements for different patient’s body 
habitus. 
  
Figure 3 : Adaptation of the tube current for different patient sizes for the two strategies used in routine. The figure 
represents only the tendency for the two strategies and is not based on actual measurements. 
 
1.2.2 Iterative reconstruction algorithms 
Historically, CT images were reconstructed using Filtered Back Projection, a simple and fast 
algorithm, which required many pre-processing operations to correct for cone beam geometry, scatter process, 
and detector’s responses. For each projection, data are back-projected and filtered in one single step. However, 
for heavy patients or low-dose protocols, images contain many artefacts and large image noise levels that might 
hide important image features. Hence, the concept of IR algorithms were initially introduced in 1970’s to 
generate images with lower noise levels and artefacts 20. However, this technique was not introduced in the 
clinical world due to the lack of computational power.  
In 2008, manufacturers developed hybrid IR algorithms, so-called Statistical IR, working iteratively 
in raw-data space and/or image space to reduce noise level. Statistical noise model is included in the 
reconstruction process. Avoiding multiple projection/back-projection operations between raw-data space and 
image space, the speed of image reconstruction is preserved. In 2012, a second generation of iterative 
algorithms, so-called model-based iterative reconstruction (MBIR) was developed. MBIR can operate few 
projection/back-projection operations and include supplemental models in the calculation process in 
comparison with statistical IR. The complexity of models integrated in commercially algorithms influences 
the reconstruction image speed. Thus, manufacturers propose fast versions or more time-consuming versions. 
In particular, GE proposed a fully iterative reconstruction algorithm, VEO, which takes into account the data 
statistics, the geometry, X-ray interaction physics and the optic characteristics of the CT in the reconstruction 
process 21. Then, in each iteration, VEO works in raw-data space and image space using successive back-


















Relative attenuation (logarithmic scale)
Constant image noise
("GE/Canon approach")
constant overall image quality
("Siemens/Philips approach")
Reference patient 75 kg
16 
 
hybrid IR or partial version of MBIR (about 30 minutes for each series of 100 images). Therefore, VEO 
reconstruction can be difficult to manage in a clinical workflow. 
In Figure 4, a schematic outlines the basic process of the different generations of IR algorithms. Since 
each manufacturer proposed a different version, its exact calculation is always proprietary and limited 
information is available in the scientific literature. However, based on the collected data from various articles, 
a classification between the three categories (hybrid IR, model-based IR and full IR) are proposed for each 
commercially IR in Table 1  22–25.  
Various scientific articles have shown that IR algorithms can achieve major noise reduction while 
maintaining spatial resolution and also reduce artefacts (beam hardening, metal artefacts …) 26,27. In particular, 
model-based IR can offer a higher noise reduction in comparison to statistical IR. A potential limitation of IR 
algorithms is that the noise texture is modified in comparison to FBP algorithm, with a shift toward the low 
frequencies of the Noise Power Spectrum (NPS) peak. 
Considering only the noise reduction, manufacturers have claimed a dose reduction ranging from 20% 
to 80% for the different commercially available IR algorithms 28. However, even if IR algorithms can improve 
quantitative image quality metrics (such as the noise, the contrast-to-noise ratio, or the spatial resolution) in 
comparison with FBP, it is important to note that no gold standard exists in terms of diagnostic performances 
for different body habitus and anatomical locations. Moreover, as opposed to standard FBP algorithms, IR 
algorithms are no longer linear and cannot be considered stationary anymore. Thus, common image quality 
metrics used by medical physicists have been updated (modulation transfer function, noise power spectrum) 
or abandoned (contrast-to-noise ratio). 26. 
Nowadays, the general use of ATCM and IR algorithms reinforces the need for a good collaboration 
between medical physicists and radiologists to establish links between standardised image quality metrics and 
relevant diagnostic information. 
 
CT 
Hybrid IR Model-Based IR 
Image space 
Image / Raw-data 
space 
Partial MBIR Full IR 
GE - ASiR (2008) ASiR-V (2014) VEO (2011) 
Phillips - iDose (2011) IMR (2013) - 
Siemens IRIS (2010) SAFIRE (2011) ADMIRE (2014) - 
Toshiba / 
Canon 
QDS AIDR (2012) FIRST (2016) - 
Table 1 : Classification of the different commercial IR algorithms. The year of release of each algorithm was 





1.3 Major advances in the field of quantitative CT imaging 
In parallel with the development of conventional CT (detector improvement and dose reduction 
techniques), another axis of development was dedicated to material discrimination in CT. In fact, a remaining 
issue in conventional CT is that two materials (with different elemental compositions) can produce a similar 
pixel value (similar linear attenuation coefficient). For example, the classification between contrast medium 
and bone can be very challenging in CT (see Figure 5). Indeed, the linear attenuation coefficient for a given 
material depends on its effective atomic number (Zeff) number (i.e its elemental composition) and its density 
at a given photon energy 29. The concept of spectral imaging or multi-energy imaging was first introduced in 
1976 by Godfrey Hounsfield 30,31. Its principle is based on two physical properties, illustrated in Figure 6: 
 
Figure 4 : Basic process of the different generations of IR algorithms: (A) hybrid IR working in image space, (B) hybrid 
IR working in raw-data and image space, (C) partial model-based IR, (D) Full IR. 
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- X-ray attenuation of low Zeff materials (water, soft tissues) is strongly related to Compton 
interactions, and is independent of photon energy (in the usual limited CT energy range used). 
- X-ray attenuation of high Zeff materials (bone, contrast agent …) is strongly related to photoelectric 
interactions and is strongly dependent on photon energy. 
Hence, being able to image at various photon energies potentially allow material discrimination based on their 
Zeff number and/or concentration. So far, the clinical applications of dual-energy CT (DECT) are based on 
these properties (use of the Compton/photoelectric interactions). Nowadays, multi-energy CT are under 
development aiming at replacing energy integrating detectors (EID) by photon-counting detectors (PCD). 
  
Figure 5 : Linear attenuation coefficients as a function of photon energy for hydroxyapatite (present in cortical bone, 
assuming a density of 1.8 g/cm3), for water (assuming a density of 1 g/cm3), and for an iodine solution (a 10% dilution in 




Figure 6 : Mass attenuation coefficient as a function of energy range for three materials: water, iodine and calcium. 
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1.3.1 Dual-energy CT 
An ideal DECT should use two monochromatic beams with an identical number of photons and acquire 
the data at the same time. If new X-ray sources (such as synchrotron facilities) can provide high intensity 
beams with narrow energy bandwidths, their implementation in the clinical world is not possible. Therefore, 
DECT systems are still based on the use of polychromatic X-ray sources; sources that are prone to beam 
hardening (change in effective energy, which is material dependent) and beam energy separation. 
Manufacturers have proposed various strategies to take advantage of the potential benefit of DECT. They all 
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An X-ray tube with a 
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Projection data paired 
 
Not possible to optimise 
tube voltage to increase 
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Table 2: Advantages and limitations for the different DECT techniques used in clinic 
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An important parameter for DECT systems to consider is the separation between the two spectra. Indeed, the 
larger the spectral separation is, the higher the signal-to-noise ratio will be, leading to a better material 
discrimination.  
Combining the information obtained at 80 and 140 kVp (effective energy of approximately 40 and 70 keV), 
one can obtain a high-contrast between two materials based on their Zeff   and density. In order to illustrate this 
property, it is common to use a 2D graph to represent CT numbers for various materials at low and high energy 
(Figure 7) 32. For low Zeff materials (water, fat, muscle …), CT numbers are constant at 80 kVp and 140 kVp, 
and points are aligned on the bisecting line of the aforementioned graph. For high Zeff materials, due to the 
contribution of photoelectric effect, CT numbers at 80 kVp are higher than CT numbers at 140 kVp, points are 
positioned above the bisecting line. The higher the effective Z, the higher the angle is between the bisecting 
line and the point corresponding to the material.  
 
Figure 7 : CT numbers at 80 and 140 kVp for different materials, measured on patient images scanned with a DECT 
protocol 
In the simplest image formation model, the attenuation A for a specific material depends on the energy and can 
be expressed using equation 1: 
𝐴 = ∫ 𝑤(𝐸)𝑒− ∫ 𝜇(𝐸,𝑙)𝑑𝑙𝑙 𝑑𝐸𝐸    [Eq 1] 
Where w(E) is an energy-dependent factor specific to the system configuration (X-ray tube and detector) and 
µ, the energy-dependent attenuation coefficient for the material. 𝑑𝑙 denotes the “line integral” function along 
the line l described by the incident ray. µ can be expressed as a linear combination with Compton scattering 



































𝜇(𝐸, 𝑙) =  𝜇𝑃𝐻(𝑙, 𝐸) + 𝜇𝑆𝐶(𝑙, 𝐸)   [Eq 2] 
We can express the previous expression as a combination between energy-dependent factors (𝑓𝑃𝐻 and 𝑓𝑆𝐶) 
material-dependent factors (𝑎𝑃𝐻 and 𝑎𝑆𝐶) for Compton scattering and the photoelectric effect (equation 3).  
𝜇(𝐸, 𝑙)~𝑓𝑃𝐻(𝐸)𝑎𝑃𝐻(𝑙) + 𝑓𝑆𝐶(𝐸)𝑎𝑆𝐶(𝑙) [Eq 3] 
As energy-dependent factors 𝑓𝑃𝐻 and 𝑓𝑆𝐶  are known, it is necessary to perform the measurements at two energy 
levels to solve the equation and determine 𝑎𝑃𝐻 and 𝑎𝑆𝐶 for various materials (means energies produced at 80 
kVp and 140 kVp). Hence, it is possible to reconstruct two maps, one for the contribution of the photoelectric 
effect and one for the contribution of the Compton scattering effect. This is the first step before reconstructing 
the various decomposition maps required for the clinical applications. The post-processing operations can be 
classified into two categories: material-specific maps (virtual non contrast images, iodine map, material 
differentiation images) based on a material decomposition algorithm and non-material-specific map (Zeff map, 
virtual mono-energetic images, electron density map) 33. Post-processing is an important part for DECT 
techniques and includes many possibilities to qualitatively visualize and quantitatively analyse images. If it is 
well described, it is still time-consuming to reconstruct images and interpret them (due to the large amount of 
information available in comparison to the standard single-energy CT).  
Initially used between 2006 and 2009 to characterise non-calcified atherosclerotic plaques in CT 
angiography, today DECT offers various clinical applications. In abdominal imaging, monochromatic images 
and/or virtual unenhanced images are used to better visualize and characterise liver lesions, pancreatic 
adenocarcinomas and renal masses. DECT can also be useful for diagnosing urinary calculi, and is able to 
discriminate between uric acid and non-uric acid calculi 34. In lung imaging, the DECT ability to quantify the 
specific tissue content with contrast medium is very useful for the diagnosis of acute or chronic pulmonary 
embolism 35,36. In musculoskeletal imaging, DECT applications are based on the characterisation and 
quantification of various materials, such as calcium, iodine, mono-sodium urate or iron. For example, virtual 
non-calcium CT can help for the detection of bone marrow lesions. The characterisation of mono-sodium urate 
in DECT is very useful to confirm the diagnosis of crystal-induced arthropathies, such as gout. Moreover, the 
quantification of mono-sodium urate could also serve as a tool to monitor the disease. Another major 
application of DECT is the ability to reduce metal artefacts using high mono-energetic images 37. 
For the various clinical applications, different post-processing algorithms are essential to ensure a 
diagnosis (material decomposition, virtual unenhanced images, monochromatic images …). As for 
conventional CT, it is necessary to verify the reliability of post-processing algorithms in performing a 
diagnosis. 
1.3.2 Multi-energy spectral CT 
DECT techniques can provide tissue specific images and various clinical applications have been 
proposed. However, the different DECT techniques (see Table 2) have two main disadvantages: (1) The 
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separation between the two spectra is limited, (2) material decomposition algorithms are limited to two basis 
material 38. In order to discriminate more than two materials (for example, soft tissues and two contrast media), 
it is necessary to expand the number of basis functions (to take into account the k-edge discontinuities). In that 
case, the number of independent measurements must be strictly superior to two 39. Hence, PCD have been 
recently developed for medical X-ray applications. PCD improve the major limitations of EID usually installed 
on CT devices and offer this possibility of discriminating between more than two materials. Indeed, by 
integrating the energy response, EID logically lose photon energy information and add electronic noise (see 
Figure 8). PCD can count the number of photons and the pulse height can be relied to the energy of each photon 
by comparing them with given energy thresholds 40.  
Figure 8 : Schematic response of an EID and PCD. For EID, the number of photons is indirectly estimated from the area 
under the blue curve. For PCD, the detector counts the number of photons and pulse height is compared to the given 
threshold to discriminate the photons’ energy. By applying a threshold sufficiently high above the noise the detector 
records only the events originating from ionising radiation interacting with the sensor.  
 
Figure 9: Simplified 2-dimensional view of the architecture of a photon counting hybrid pixel detector.  
PCD consists of semi-conductor sensors combined in a 2D pixel matrix. Each pixel in the pixelated 
anode has a corresponding pixel on the application specific integrated circuits (ASIC) readout chip via micro 





















choose the semi-conducting material depending on the application. Cadmium-telluride, cadmium-zinc-
telluride and silicon could be used for medical imaging applications. The signal received from the sensor is 
amplified and filtered with a pulse shaper to improve the signal-to-noise ratio. Then, the pulse height of the 
output signal is compared to implementing adjustable thresholds with a multi-level comparator. Each 
comparator is followed with a counter. At the output of the readout chip, the energy and the number of photons 
are stored. 
PCD are promising and could offer various clinical applications in medical X-ray imaging with their 
ability to directly count each incoming photon and classify them according to their energy. For multi-energy 
CT, detectors should be able to handle high count rates with a high efficiency. X-ray beam shaping filters, 
composed with a classical bowtie filter and a dynamical part should be used to decrease the count rate and 
optimise the intensity and energy spectrum. Multiple stack layers have also been proposed to decrease the 
count rates that each layer need to handle and use the depth interaction to obtain energy information 42. 
However, PCD has different limitations that can slow its introduction in clinical routine. Firstly, the charge 
sharing effect occurs when a photon is counted by two adjacent pixels due to the diffusion of the secondary 
charge in the semiconductor. Hence, there is a loss of energy information and a distortion of the energy 
spectrum. This phenomenon can be avoided by using larger pixel sizes (decreasing spatial resolution) or by 
implementing a charge summing between adjacent pixels (square of 2x2 pixels) to detect coincidence and 
attribute the charge to a single pixel. Secondly, the pile-up effect occurs when two consecutive photons are 
counted at the same time, yielding to a loss of counts and an incorrect energy registration. This effect is always 
present and depends on the count rates and dead time of the detector. This phenomenon can be limited by 
decreasing the pixel size or by shortening the peaking time (the time for an amplified pulse to reach its 
maximum). Thirdly, with K-escape X-ray and Compton scattering, X-ray fluorescence or any secondary 
photons can be registered by the same pixel as two separate events or an adjacent pixel, yielding to an incorrect 
record of the energy value. The effect can be limited by extending the peaking time to collect all the charges 
produced by a given photon. Hence, pile up effect, charge sharing, K-escape X-ray and Compton scattering 
effects could lead to conflicting detector configurations (pixel size, peaking time) 43. Despite this, in order to 
correct the energy spectrum distortion, a correction model should be included in the reconstruction process 
44,45 . It is interesting to note that energy distortion and the pile up effect have also been present for a long time 
in nuclear medicine; these both skew the imaging process. 
Currently, at least four prototypes of multi-energy spectral CT with a photon-counting detector have 
been reported in the literature: First, a GE CT system, equipping a LightSpeed model with a first generation 
PCD showed its first clinical images in 2009 46 . However, so far, no other publications were found regarding 
this prototype. The number of energy thresholds of this PCD is limited to two. Second, a Siemens CT system, 
equipping a dual source CT SOMATOM Definition Flash with an EID and PCD was proposed. The PCD is 
composed of a cadmium-telluride semiconductor, and the number of energy thresholds is effectively up to 
four. It is the only prototype able to directly compare an EID and PCD performances during the same 
acquisition 47. Third, Philips proposed a small field of view SPCCT system (spectral photon counting CT) 
equipped with a cadmium-zinc-telluride semiconductor and allowing up to six different energy thresholds 48. 
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Finally, the MARS CT collaboration (New Zealand) proposed a small-animal SPCCT equipped with a 
Medipix3RX chip developed by CERN and enabling a discrimination between eight energy bins 49–51. The two 
last SPCCT systems have announced the availability of a large bore SPCCT, suitable for human imaging in a 
near future 52. 
 The capacity to identify various materials makes spectral CT very promising. So far, the major 
application is the development of K-edge imaging. Indeed, the use of various materials having a K-edge 
discontinuity in a relevant energy range (that could be used in spectral imaging for medical applications) can 
enlarge the application of spectral CT possibilities for diagnostic or therapeutic purpose 53. Indeed, due to the 
absorption of lower energy photons, the use of iodine (K edge 33 keV) for K-edge imaging is challenging. 
Other contrast media or nano-particles could be employed such as barium (K-edge 37.4 keV), gadolinium (K-
edge 50 keV), gold (K-edge 80.6 keV) or bismuth (K-edge 90.5keV). However, toxicity issues need to be 
considered. The range of clinical applications using high Z-materials being wide 54–57, it could play a role for 
atherosclerotic plaque imaging 58, monitoring biomarkers for cancer 59, or assessing the treatment response for 
various inflammatory diseases. Spectral imaging can also improve soft tissue contrast (lipid, water …) 60 and 
material discrimination for musculoskeletal imaging 61. As for DECT, post-processing algorithms are essential 
to display a final image. Various possibilities exist: synthetic CT numbers, energy bin images, energy weighted 
images, material decomposition images, or synthetic mono-energetic images. The choice of the display method 
depends on the imaging goal, for example: enhancing a specific material; quantifying a concentration or 
maximizing the contrast for a known or unknown target. As for DECT, it is necessary to link image quality 
parameters of the different reconstruction approaches to diagnostic performances in order to correctly assess 
spectral imaging possibilities. 
1.4 Characterisation of image quality in CT: a challenging task  
With the latest technological developments of CT (for dose reduction or quantitative imaging), the 
characterisation of image quality is essential to ensure several outcomes: conformity to the legislation, 
reliability of the latest technological developments in terms of diagnostic performances, and optimisation of 
clinical practice. However, assessing image quality in medical imaging remains a challenging task. In 1991, 
Fryback and Thornbury proposed a six-level scale, ranging from the technical to the societal efficacy in order 
to assess the societal cost and benefits of a diagnostic imaging technique 62. Image quality metrics based on 
the technical efficacy (spatial resolution, image noise, contrast to noise ratio) are used to ensure that each CT 
device conforms to manufacturer’s claims and legal requirements. In Switzerland, even if conformity to 
legislation is verified directly by the manufacturers, a validation by the medical physicist is still important to 
ensure a high safety level of the medical device (and to eliminate the risk of being both "judge and judged”). 
However, it is important to note that legal requirements for CT are only given for conventional CT. For dual-
energy specificities, adapted metrics for quality assurance need to be proposed and introduced in 
recommendations and national legislations 63.  
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In order to optimise the clinical protocols, the use of basic image quality metrics are of limited interest 
because they are not related to any clinical requirement in term of image quality. Historically, an improvement 
of these metrics was associated to better diagnostic performances. For example, contrast-to-noise ratio could 
be used, keeping the reconstruction kernel constant, to infer the low-contrast detectability in a white noise 
background, using the Rose Model64. In the past, when iterative reconstruction techniques (IR) were 
introduced, methods to assess the diagnostic accuracy were not sufficiently developed. This led to an 
overestimation of the potential dose reduction because the estimation was only based on the improvement of 
the contrast-to-noise ratio 65. However, the modification of noise level and texture with IR algorithms implies 
a significant increase of the contrast-to-noise ratio without necessarily improving the detection of low-contrast 
structures66. The standard image quality metrics being not adequate anymore, it is necessary to try to go a step 
further on the six-level scale and assess the diagnostic accuracy, initially defined as the measure of the 
specificity and sensitivity. 
Barrett and Myers proposed a framework to quantify if “the images fulfil their diagnostic purpose”, 
called task-based image quality assessment 67. This methodology can extract the desired information from an 
image for clinically relevant goals. To apply the methodology, a strong collaboration between the radiologist 
and the medical physicist should ensure that for a given CT examination, the clinical indication can be 
associated to a clinical task. In medical imaging, two types of tasks can be distinguished: a classification task 
or an estimation task 67,68. The classification task is a distinction between several categories (for example a 
distinction between normal and abnormal case). Signal detection, pattern recognition, or material 
discrimination are examples of classification tasks that could be performed in medical imaging. An estimation 
task is a quantification of a parameter in an image (size, density, shape...). For a particular diagnostic case, it 
can happen that classification task and estimation task are combined. In the framework of task-based image 
quality assessment, four key elements should be defined: 
- A task associated with the clinical indication: a classification or/and an estimation task. 
-  The statistical properties of signal and backgrounds. 
- The observer: human observers or algorithms can perform the specified task. 
- A figure of merit to quantify how the observer can perform the specified task. 
The gold standard for assessing diagnostic accuracy are the clinical trials studies. These studies involve several 
radiologists reading a statistically sufficient number of real cases where ground truth (normal or abnormal 
case) is known. However, such studies have several limitations: first, the ground truth is generally difficult to 
obtain (biopsy and anatomic pathology analysis). Second, such studies are time-consuming, non-objective, 
non-reproducible and involve high financial costs due to the number of cases and readers necessary to obtain 
statistically significant results. The complexity of new CT devices, which always involve a higher number of 
parameters, make these studies even more complicated to conduct. To overcome these limitations, alternative 
studies, which replace one or several elements of the task-based image quality framework by a surrogate, could 
be performed. For example, using phantom-based cases where the ground truth is known or using mathematical 
observers instead of human observers could be a solution to easily and speedily assess diagnostic accuracy. 
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Mathematical observers are computer algorithms useful for task-based image quality assessment. Several 
investigators have started to use task-based image quality metrics to evaluate a detection task, when willing to 
optimise their clinical protocols using IR algorithms 69–73. The Food and Drug Administration (FDA) in the 
United States even promotes the use of model observers to check the veracity of the dose reduction claims74, 
whilst a standardised phantom has been proposed by the National Electrical Manufacturers Association 
(NEMA) to assess image quality.  
Even if many efforts are currently focused toward dose optimisation with IR algorithms, the emergence 
of dual-energy and spectral techniques imposes the adaptation of image quality methodologies. The multi-
energy CT diagnostic performances can be easily associated to two clinical tasks: a classification task to 
discriminate between various materials (iodine, calcium, uric acid …) and an estimation task with the 
quantification of the concentration and Zeff for various components in the human body. From the current state 
of knowledge of task-based image quality assessment for detection tasks with IR techniques, it is necessary to 
develop adaptive task-based tools to evaluate quantitative imaging CT devices (DECT and SPCCT). For 
DECT, task-based image quality assessment could verify the reliability of diagnostic performances announced 
and adapt the post-processing for a specific clinical indication (for example, choice of the “best” virtual mono-
energetic images). For SPCCT, we need to anticipate the user’s needs in terms of objective characterisation of 




2. Goal of the PhD thesis  
The goal of this PhD thesis was to develop tools and metrics to characterise image quality in CT linked 
to various clinical questions in order to assess the relevant diagnostic information. The first part will be devoted 
to applying mathematical observers and analysing the pertinence of the approach to characterise and optimise 
clinical protocols.  
Two situations will be analysed, a high and low-contrast detectability for conventional abdominal CT 
imaging. With the introduction of quantitative imaging with Dual-Energy CT and Multi-energy spectral CT, 
new clinical questions are emerging and adaptive tools to assess diagnostic image quality need to be developed. 
Hence, the second part will be devoted to assessing the quantification of various materials in Dual-Energy CT 
and the third part will focus on assessing a discrimination task between various crystals involved in 
arthropathies with a multi-energy spectral CT prototype.  
Finally, this work proposes to build a bridge between the medical physicists who are responsible for 
assessing image quality in CT and the radiologists who are responsible for ensuring the CT diagnostic 
performances for various clinical questions.  
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Figure 10: Schematic representation of the three thesis milestones 
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3. Methodologies for image quality assessment in CT 
This section will detail the methodologies applied in the thesis for image quality assessment. The first 
part will be devoted to describing the physical metrics used to assess the technical efficacy of a CT system 
(first level on the six-level scale). The second part will describe task-based image quality methodologies, 
developed to assess the diagnostic accuracy of a clinical protocol (second level on the six-level scale). The 
various methodologies will be applied for the three CT modalities (single-energy CT, dual-energy CT and 
multi-energy spectral CT).  
In medical imaging, image quality can be assessed in the image domain or in its corresponding spatial 
frequency domain. Working in the image domain is the most intuitive manner because this is the classic 
representation of medical images. In the frequency domain, the representation is more complex, but only one 
analysis is necessary to determine the input/output relationship through the CT system for different object 
sizes. 
3.1 Image quality metric for technology efficacy assessment 
3.1.1 Physical metrics in image space 
In CT, three image quality parameters can affect the detection of specific structures: noise, contrast 
and spatial resolution (image blur). While the detection of large structures roughly depends on the contrast-to-
noise ratio, spatial resolution is the critical parameter for the detection of small structures. 
Noise: Noise is caused by random variations of Hounsfield Units (HU) voxel from another. This phenomenon 
has various sources: quantum noise (statistical fluctuation of photon generation and detection), fixed pattern 
noise (including anatomical noise), and electronic noise (added by detector electronics). Noise can be estimated 
by computing the standard deviation 𝜎 of pixel values in a homogeneous region of interest (ROI) in an image 




∑ (𝑥𝑖 − ?̅?)
2𝑛
𝑖=1   [Eq4] 
The principal limitation of standard deviation to estimate noise is that two images could have equal variances 
but different textures. This phenomenon can appear when comparing various IR algorithms or different 
kernels. Figure 11 shows two noise images with equal variances. Noise texture is generally assessed in the 
frequency space using the Noise Power Spectrum (NPS) or more rarely in the image space with the auto-
covariance of pixel values. 
 
Figure 11: Two simulated noise images with equal variances but different textures. 
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Contrast: Contrast is defined as the absolute difference between the mean pixel values in a ROI positioned in 
the object and the mean pixel values in another ROI in the image background (Equation 5). From noise and 
contrast, it is possible to calculate the contrast-to-noise ratio (CNR) (Equation 4). 
𝐶 = |𝑥𝑅𝑂𝐼1̅̅ ̅̅ ̅̅ ̅ − 𝑥𝑅𝑂𝐼2̅̅ ̅̅ ̅̅ ̅| [Eq 5]   𝐶𝑁𝑅 =





 [Eq 6] 
Historically, an improvement of the CNR was associated with a better low-contrast detectability. However, 
this figure of merit is not task-oriented. Figure 12 shows various signals in homogenous backgrounds with 
equal CNR. The same CNR can result in different low-contrast detectability levels. The difference between 
the three images is the spatial frequency content of the noise. Thus, appropriate task-based image quality 
metrics should be used to assess lesion detectability. 
 
 
Figure 12: Three simulated images with equal CNR but different detectability levels. 
Spatial resolution: Spatial resolution is related to the sharpness of the image. Indeed, increasing blur reduces 
the detectability of small objects. In CT, focal spot size, detector aperture, motion, voxel size (depending on 
the reconstructed field of view and matrix size), and the filtering type all impact spatial resolution. CT system 
responses to various input functions are generally described in image space: 
- CT response to input Dirac stimuli described the Point Spread Function (PSF) 
- CT response to line stimuli described the Line Spread Function (LSF)  
- CT response to edge stimuli described the Edge Spread Function (ESF). 
 The first derivative of the ESF is the LSF. The full width at half maximum (FWMH) of the PSF can be used 
as a figure of merit to estimate spatial resolution in image space. 
3.1.2 Physical metrics in Fourier Space 
Working in the Fourier space requires the linearity and stationarity of the CT system. While these two 
conditions are approximately satisfied with the FBP reconstruction algorithm, it is not necessarily the case 
with IR algorithms. In these conditions, some precautions should be taken to assess image noise (NPS, Noise 
Power Spectrum) and spatial resolution (MTF, Modulation Transfer Function). 
Noise: In Fourier space, noise power is expressed in terms of the NPS. It measures the autocorrelation of pixel 
values in the spatial frequency domain, providing its amplitude over the entire frequency range. NPS is 








∑ |𝐹𝑇2𝐷{𝑅𝑂𝐼𝑖(𝑥, 𝑦) − 𝑅𝑂𝐼𝑖̅̅ ̅̅ ̅̅ }|
2𝑁𝑅𝑂𝐼
𝑖=1        [Eq 7] 
 
Where ∆x, ∆y are the pixel sizes in millimetres in the x and y direction while Lx and Ly are the lengths in 
number of pixels of the ROI. NROI is the number of ROIs used to calculate NPS and 𝑅𝑂𝐼𝑖̅̅ ̅̅ ̅̅  is the mean pixel 
values of the ith ROI. Since the NPS is a decomposition of noise power (variance) in the spatial frequency 
range, the integral of the NPS in the two spatial frequency directions, fx and fy, is equal to the variance. To 
simplify the representation, a mean radial 1D NPS can be plotted as a function of the radial frequency fr, 
expressed from the spatial frequency in x and y direction fx and fy using the equation 𝑓𝑟 = √𝑓𝑥
2 + 𝑓𝑦
2. Figure 
13 shows three NPS for a CT acquisition of a homogeneous test object reconstructed with three different 
algorithms. The reduction of noise level with IR algorithms (ASIR and VEO) in comparison with FBP 
reconstruction results in a decrease of the NPS amplitude over most of the frequency range. The change in 
noise texture with IR algorithms results in a shift of the NPS peak toward lower frequencies.  
 
Figure 13: NPS for three different algorithms: FBP (blue), ASIR (a hybrid IR in orange), VEO (a full IR in green) obtained 
at the same dose level. Corresponding ROIs were displayed using the same window level. The curves was published in a 
SPIE proceeding in 2017, more details about CT acquisition and could be found in the paper 75. 
 
Spatial resolution: The MTF provides an assessment of the contrast transfer as a function of spatial frequency. 
It is assessed in Fourier space. The MTF describes the capability of a system to transfer the spatial frequency 
of a signal, from the object to the image. The MTF is the Fourier transform of the LSF and is normalized by 
its zero-frequency value (Equation 8). 
 
 𝑀𝑇𝐹2𝐷(𝑓𝑥, 𝑓𝑦) =  
|𝐹𝑇2𝐷{𝐿𝑆𝐹(𝑥,𝑦)}|
|𝐹𝑇2𝐷{𝐿𝑆𝐹(0,0)}|


























The LSF is obtained from the first derivative of the ESF, the CT response to a high-contrasted edge. When 
using iterative reconstruction techniques, the imaging system is no longer linear and introduces a non-linear 
relationship between contrast, noise, and spatial resolution. Therefore, the Target Transfer Function (TTF) was 
proposed to characterise the spatial resolution specific to a given contrast level. A dedicated custom-made 
phantom containing cylindrical rods of three materials (Teflon, Polyethylene (PE), and polymethyl 
methacrylate (PMMA) in a water environment can be used to assess the TTF, as described by Ott 26. CT images 
of the test object are shown in Figure 14. As the test object used to calculate the ESF is circular (to avoid 
artefacts), a mean radial TTF is plotted. Figure 15 shows that the TTF does not depend on contrast (materials) 
for FBP reconstructions, while it is for IR algorithms. 
 
 
Figure 14 : CT images of the dedicated custom-made phantom for TTF calculation: (A) Sagittal view, dashed lines 
represents the slices corresponding to the three axial views presented in B, C and D, (B) axial view with the Teflon 




Figure 15 : TTF for three contrast materials Teflon, PMMA and Polyethylene. Images were acquired with a standard 
kernel used for abdominal explorations and reconstructed with standard FBP and ASIR 50% at the same dose level  
 
Physical metrics in image or Fourier spaces are usually used for quality assurance control (acceptance test or 
annual test) with standardised phantoms. Spatial resolution is assessed in image space with a high-resolution 
test gauge or in Fourier space with a small spherical Tungsten insert. This is not suitable anymore for IR 
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As noise texture and spatial resolution can impact the detectability and become specific to a clinical task 
(contrast) with IR algorithms, it is necessary to go a step further and use task-based image quality assessment 
to assess diagnostic performances. 
3.2 Task-based image quality methodologies for diagnostic accuracy assessment 
3.2.1 Receiver operating characteristics analysis 
The second level of the image quality hierarchical classification is the assessment of diagnostic 
accuracy. It will measure the performances of an imaging system in a clinical workflow to make a diagnosis. 
To assess diagnostic accuracy, it is necessary to compare radiologist diagnosis based on medical images with 
ground truth, the actual states of diseases (normal or abnormal). For many years, diagnostic accuracy was 
assessed by determining the percentage correct (the number of correct decisions divided by the number of 
cases). However, this measure does not take disease prevalence into account nor the number of false negative 









These two limitations can be overcome by determining the sensitivity (fraction of patients having an abnormal 
lesion and correctly diagnosed) and the specificity (fraction of patients having a normal lesion and correctly 





                         𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁
𝐹𝑃+𝑇𝑁
  [Eq 9] 
 
However, reporting a single value for sensitivity and specificity is not enough to compare two imaging systems 
(for example, two reconstruction algorithms) because it represents only a single decision threshold to make a 
diagnosis. Hence, the Receiver Operating Characteristic (ROC) analysis was introduced to describe the 
combinations between sensitivity and specificity values that radiologists can obtain using different decision 
thresholds (see Figure 16A). All the different combinations are usually represented by plotting the sensitivity 
as a function of 1- specificity (see Figure 16B). This curve is called a ROC curve. The higher the separation 
between the “normal” and “abnormal” distribution, the better the performances of the CT system. From the 
characteristics TP, FP, TN, FN, it is possible to compute various performance indexes (Equation 10): 
- Accuracy (ratio between the number of correctly diagnosed cases, positively or negatively, and the 
total number of cases). 




Positive False Positive (FP) True Positive (TP) 
Negative True Negative (TN) False negative (FN) 
Table 3: Four classifications for a diagnostic test 
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- Negative predictive value (NPV, ratio between the number of negatively correct diagnosed cases and 
the number of negative calls). 
- Positive predictive value (PPV, ratio between the number of positively correct diagnosed cases and 
the number of positive calls). 
 
Figure 16: (A) Probability density functions for abnormal (blue) and normal cases (orange). For the decision threshold 
t2, the following characteristics: True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) 
were represented in colour (light orange, dark orange, light blue, dark blue, respectively). This decision threshold 
produces a combination of sensitivity and specificity that is represented in graph B by the point labelled t2. Similarly, the 
decision thresholds t1 and t3 have a corresponding point in graph B. (B) Graph representing the sensitivity as a function 





          𝑁𝑃𝑉 =
𝑇𝑁
𝑇𝑁+𝐹𝑁
   𝑃𝑃𝑉 =
𝑇𝑃
𝑇𝑃+𝐹𝑃
  [Eq 10] 
 
From a ROC analysis, two figures of merit are generally computed: the area under the roc curve (AUC) 
(equation 11) and the signal-to-noise ratio (equation 12). Assuming normal distributions, SNR can be linked 
with AUC using equation 13. The relation was plotted in Figure 17. 
𝐴𝑈𝐶 = ∫ 𝑑𝐹𝑃𝐹 𝑇𝑃𝐹(𝐹𝑃𝐹)
1
0
 [Eq 11] 
Where FPF is the False negative fraction (defined as 1- TNF) and TPF is the True positive fraction. As TPF 
and TNF can vary from 0.5 to 1, the AUC varies from 0.5 to 1. (where 0.5 is similar to a hazard decision and 
1 to a perfect decision). 
𝑆𝑁𝑅 =






  [Eq 12] 
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Where 𝜆𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙 is the confidence for a negative case and 𝜆𝑛𝑜𝑟𝑚𝑎𝑙 is the confidence for a positive case. With 
an assumption of equal variance for normal and abnormal cases, SNR is specifically called detectability index. 










) [Eq 13] 







Figure 17: Relation between SNR and AUC. 
3.2.2 Ideal mathematical observers (2 class problem) 
Mathematical observers are algorithms useful for task-based image quality assessment in medical 
imaging. As discussed in the introduction, it is an efficient way to overcome the limitations of clinical studies: 
time, financial costs, and the large intra- and inter-variability among human observers. Initially introduced by 
Barrett and Myers for medical imaging tasks, mathematical observers are based on statistical decision theory 
67,76. They are defined for specific tasks (the common task applied is a lesion detection in a noisy background) 
and conditions (Signal Known Exactly, SKE or Signal Known Statistically SKS).  
Let us define g, a vector containing all the pixel values of an image. When a radiologist looks at an image g, 
he has to make a decision Di (D1 the disease is absent or D2 the disease is present) based on prior knowledge 
and the cost relative to each decision. An ideal observer will make its decision by minimizing the overall 
average cost 𝐶̅ of making a decision (equation 14): 
𝐶̅ = 𝐶22 Pr(𝐷2|𝐻2) Pr (𝐻2) + 𝐶12 Pr(𝐷1|𝐻2) Pr (𝐻2) + 𝐶21 Pr(𝐷2|𝐻1) Pr(𝐻1) + 𝐶11Pr (𝐷1|𝐻1)Pr (𝐻1) [Eq 14] 
With Pr(𝐷𝑖|𝐻𝑗) being the probability of making a decision 𝐷𝑖 when the hypothesis 𝐻𝑗 is true, Pr(𝐻𝑗) the prior 
probability under hypothesis 𝐻𝑗 (the prevalence of the disease) and 𝐶𝑖𝑗 the cost associated with making a 
decision 𝐷𝑖 when the hypothesis 𝐻𝑗 is true. Assuming that the decision is deterministic, this probability can be 
also defined as: 



















p(𝑔|𝐻𝑗) is the conditional density function on the data g under hypothesis 𝐻𝑗 and Γ𝑖 a subspace containing 
images g conducting to make a decision 𝐷𝑖.  
Assuming that the observer is forced to make a decision, we can write: 
∫ 𝑑𝑀𝑔 p (𝑔|𝐻2)
 
Γ2
+ ∫ 𝑑𝑀𝑔 p (𝑔|𝐻2)
 
Γ1
= 1  [Eq 16] 
 
Using equation 15, the overall average cost (equation 14) can be written: 




+ 𝐶12 Pr(𝐻2) ∫ 𝑑












Using equation 16, we can write 𝐶̅ as a function of Γ1 only: 




+ 𝐶21 Pr(𝐻1) ∫ 𝑑












𝐶̅ = ∫ 𝑑𝑀𝑔 Pr(𝐻1) (𝐶21 − 𝐶11)p(𝑔|𝐻1)
 
Γ2
− ∫ 𝑑𝑀𝑔 Pr(𝐻2) (𝐶12 − 𝐶22)p(𝑔|𝐻2)
 
Γ2
+ 𝐶12 Pr(𝐻2)+𝐶11 Pr(𝐻1)  [Eq 18] 
Minimizing 𝐶̅ equals choosing Γ2 in order to minimize the two integral terms (since the non-integral terms are 
constants). Assuming that the cost of making a wrong decision 𝐶12 or 𝐶21 is superior to the cost of making a 
right decision 𝐶22 or 𝐶11 and probability density functions are positive, Γ2 is a region for which: 
 
Pr(𝐻0) (𝐶12 − 𝐶22)p(𝑔|𝐻2) + Pr(𝐻1) (𝐶21 − 𝐶11)p(𝑔|𝐻1) < 0 [Eq 19] 
 
The decision rule is to make a decision comparing the quantity p
(𝑔|𝐻2)
p(𝑔|𝐻1)











   [Eq 20] 
This inequality can be read “choose 𝐻2 true if the likelihood ratio is higher than 
Pr(𝐻1)(𝐶21−𝐶11)
Pr(𝐻2)(𝐶12−𝐶22)
, choose 𝐻1  




Particular case: Signal-known-exactly / Background known-exactly (or Gaussian correlated noise) 
We can define two hypotheses: 
𝐻1: 𝑔 = 𝑠1 + 𝑛  𝐻2: 𝑔 = 𝑠2 + 𝑛 
For a correlated Gaussian noise with 𝑲𝒏
  the noise covariance matrix, the associated probability density follows 












  [Eq 21] 























  [Eq 22] 
The likelihood ratio Λg (left part of the inequality) can be simplified: 












    














  ] [Eq 23] 









Λc  [Eq 24] 
In this case, the ideal observer is linear. We can note that multiplying an image by 𝑲𝒏
−1/2destroys the 







𝑔   
The ideal observer destroys the correlation of Δ𝑠 and images g before computing the likelihood ratio 𝜆′𝑔. 
3.2.3 Linear observers 
We have seen that to compute the ideal observer, it is necessary to compute the likelihood ratio or its 
log and compare it with numerous criteria. For Gaussian data, the ideal observer is linear. However, usually 
for non-Gaussian data, or in case there are other sources of variability (random signal, random background), 
the ideal observer is no longer linear, and computing it can be difficult. To overcome this limitation, one could 
use a suboptimal linear observer, which takes the general form: 
𝜆𝑘
(𝑖) = 𝑤𝑇𝑔𝑘
(𝑖)  [Eq 25] 
𝜆𝑘
(𝑖) is the scalar response of a vector image 𝑔𝑘
(𝑖) from class k  through w (in a 2 class problem, k=0 or 1). 
We can define 𝜆𝑘̅̅ ̅ as the mean scalar responses of vector images from class k and 𝜎𝑘 as the standard deviation 
of the scalar responses for vector images from class k:  
𝜆𝑘̅̅ ̅ = 𝑤
𝑇𝑔𝑘̅̅ ̅ , with 𝑔𝑘̅̅ ̅ the mean vector images for class k. 
𝜎𝑘
2 = ∑ (𝑤𝑇𝑔𝑘
(𝑖) − 𝑤𝑇𝑔𝑘̅̅ ̅)
2
 𝑖 = ∑ 𝑤
𝑇(𝑔𝑘
(𝑖) − 𝑔𝑘̅̅ ̅)(𝑔𝑘
(𝑖) − 𝑔𝑘̅̅ ̅)
𝑇
 
𝑤 𝑖 = 𝑤
𝑇𝑲𝒌𝑤, with 𝑲𝒌 the covariance 
matrix of class k. 
Then try to find the optimal direction of w to maximize the signal to noise ratio defined in equation 12 (the 










  [Eq 26] 
where Δ𝑔 is the difference between the mean images in class 1 and class 0, respectively. As we shall 
demonstrate in Annex 1 using the Fisher linear discriminant analysis, the optimal direction of w that maximizes 
SNR is given by equation 27: 
37 
 
𝑤𝑂𝑝𝑡 = (𝑲𝟎 + 𝑲𝟏)
−𝟏Δ𝑔 [Eq 27] 
This optimal linear observer is also called the Hotelling observer (equation 28) for a detection task (detection 





 (𝑲𝟎 + 𝑲𝟏)
−𝟏] 𝑔  [Eq 28] 
Particular case: Signal-known-exactly  
For a detection task when the signal is known-exactly, the only image fluctuation comes from the noise and 
usually both image classes have the same covariance matrix (K0=K1=Kn) and Δ𝑔, the difference between the 
mean image in class 1 and class 0, is usually the searched signal s. In this case, the Hotelling observer is the 
Prewhitening observer (PW) and takes the form:  
𝜆𝑃𝑊 = 𝑠
𝑇 𝑲𝒏
−𝟏𝑔  [Eq 29] 
The SNR quantifies the performance of this observer, and takes the form: 
𝑆𝑁𝑅𝑃𝑊 = √𝑠𝑇 𝑲𝒏
−𝟏s  [Eq 30] 
When the noise is a correlated Gaussian noise (equation 24), the PW observer is ideal.  
Particular case: Signal-known-exactly / non-correlated noise 
For a detection task when the signal is known-exactly and the noise is non-correlated (white noise), the 
Hotelling observer is the Non-Prewhitening observer (NPW) and takes the form: 
𝜆𝑁𝑃𝑊 = 𝑠
𝑇 𝑔  [Eq 31] 





  [Eq 32] 
Sometimes, NPW could be used in correlated noise. In this case, the NPW is suboptimal in comparison with 
PW observer. The NPW model is successful to predict human observer performance in white noise but not in 
a real anatomical background77. 
3.2.4 Channelized Hotelling Observer 
To compute the Hotelling observer, the mean image for each class and the covariance matrix is 
required. If it is possible to easily estimate the mean images using a subset of images belonging to each class, 
estimating the covariance matrix is more complicated. Indeed, to be invertible and non-singular, the number 
of sample images used to estimate the covariance matrix should be at least equal to the number of pixels in an 
image. Thus, in medical imaging the Hotelling observer is rarely computed. To overcome this limitation, an 
alternative is the Channelized Hotelling Observer (CHO) 78,79. This observer reduces the dimensionality of data 
using a set of channels and keeps only the frequencies included in images. The ith channelized vector image 
𝑣𝑘





(𝑖) [Eq 33] 
With 𝑔𝑘
(𝑖) the ith vector image from class k containing N components, U is a N x P matrix where columns are 
the channel profiles (P channels) and v the resulting channelized image vector with P components.  
The CHO works directly with channelized images and is expressed using equation 34: 
𝜆𝑘
(𝑖) = Δ𝑣𝑇 [
1
2
 (𝑲𝒗𝒐 + 𝑲𝒗𝟏)
−𝟏] 𝑣𝑘
(𝑖)  [Eq 34] 
With 𝑲𝒗𝒌, the covariance matrix of channelized images from class k and Δ𝑣 the difference between the mean 
channelized image from class 0 and 1. When both image classes have the same covariance matrix 
(𝑲𝒗𝟎=𝑲𝒗𝟏=𝑲𝒗𝒏), the SNR takes the form: 
𝑆𝑁𝑅 = √Δ𝑣
𝑇 𝑲𝒗𝒏
−𝟏Δ𝑣  [Eq 35] 
As for the HO, the mean channelized image for each class and the covariance matrix of channelized images is 
required to compute the CHO. The covariance matrix is a P x P matrix, with P being the number of channels. 
Hence, at least P2 sample images should be used to estimate the covariance matrix.  
The channels could be designed to be efficient (giving the best discrimination between two classes), or more 
anthropomorphic (reproducing the spatial frequency selectivity of the human visual system). 
Efficient channels 
The Laguerre Gauss (LG) channels have been proposed by Gallas and Barrett as the most efficient channels 
to detect a radially symmetric signal with a known location in a background with a correlation structure that 
has no preferred orientation 79. The LG channels are the product between Laguerre polynomials and Gaussian 










)  [Eq 36] 
Where 𝑎𝑢 is the width of the Gaussian function, chosen relative to the signal size, and Lp is the p
th Laguerre 
polynomial (see equation 37). The total number of channels depends of the complexity of the background. The 
CHO with LG channels is called the “ideal channelized linear observer”. 






  [Eq 37] 
 
 Figure 18 : 50x50 Laguerre Gauss channels with a parameter au=10 : (A) channel with p=0, (B) channel with p=4, (C) 




Among anthropomorphic observers, dense difference of Gaussian (DDoG) channels and Gabor channels are 
the most computed channels in the literature to assess a detection task. The DDoG channels are particularly 
interesting for a radially symmetric signal. Moreover, they use only a small number of channels in comparison 
with Gabor channels. Hence, the covariance matrix could also be estimated with a smaller number of sample 
images.  
The DDoG channels are commonly expressed in the spatial frequency domain using equation 38. The radial 
profile for the pth channel is: 
 
















]  [Eq 38] 
 
Where 𝜌 is the spatial frequency, p the channel number, Q the bandwidth of the channel, and 𝜎𝑝 the standard 
deviation for channel p, defined as: 𝜎𝑝 = 𝜎𝑂𝛼
𝑝−1. The following parameters are generally used: 𝜎𝑂 = 0.005, 
𝛼 = 1.4, 𝑄 = 1.67.77 These channel profiles were plotted in Figure 19 
Figure 19: 10 DDoG channels with the following parameters 𝜎𝑂 = 0.005, 𝛼 = 1.4 and 𝑄 = 1.67 
 
Contrary to the DDoG channels, Gabor channels are particularly interesting for a non-radially symmetric signal 
in an oriented noise. The Gabor channels were expressed in the image domain for different spatial frequencies, 
orientations, and phases using equation 39: 
𝑉(𝑥, 𝑦) = 𝑒𝑥𝑝 [−4ln (2) (
𝑥2+𝑦2
𝑤𝑠2





























Where 𝑤𝑠 is the channel width, f the spatial frequency, Θ the orientation, and β the phase. 
 
3.2.5 Model observer in Fourier space 
SNR of mathematical observers (PW or NPW observers) can be computed in the image domain (see 
equation 30) or in the frequency domain (see equation 39) when the covariance matrix and the background 
mean are stationary. By analogy, the covariance matrix in the image domain is equivalent to the NPS in the 
frequency domain. The searched signal s in the image domain is equivalent to the Fourier transform of the 
theoretical signal multiplied with the TTF and the signal contrast. For a radially symmetric signal, SNR can 









   [Eq 40] 







   [Eq 41] 
 
Where Δ𝐻𝑈 is the contrast difference between the signal and the background, 𝑓𝑛𝑦 the Nyquist frequency, and 
S(f) is the Fourier transform of the theoretical signal. For an input signal defined with a cylinder of radius R 
(equation 42), S(f) is expressed using equation 43. 
𝑓(𝑥, 𝑦) = {
1, √𝑥2 + 𝑦2 ≤ 𝑅
 0, √𝑥2 + 𝑦2 > 𝑅




𝐽1(2𝜋𝑅𝑓)   [Eq 43] 
Where 𝐽1(x) is a Bessel function of the first kind and 𝑓 = √𝑢2 + 𝑣2, with u and v the spatial frequency in x 
and y direction. 
The choice between model observers in the image or frequency domain depends on the goal of the study and 
the experimental conditions. Model observers in the image domain should be used to directly compare human 
and model observer performances with the same set of images. However, this requires the use of an appropriate 
phantom with inserted lesions. Then, the high number of images necessary to compute the HO or CHO implies 
scanning the phantom many times (especially if there is only one lesion with a given contrast, shape and size). 
Model observers in the frequency domain could be used when experimental conditions are not fulfilled 




4. Achieved results 
The principal results that compose the core of the thesis were developed around three milestones: 
- A task-based image quality assessment applied for a detection task with conventional CT. This 
part is associated with two published peer-reviewed papers.  
- A task-based image quality assessment applied for a quantification task in DECT. This part is not 
associated with a peer-reviewed paper. 
- A task-based image quality assessment applied for a discrimination task in SPCCT. This part is 
associated with two under submission peer-reviewed papers. The first paper demonstrates the 
performance of an SPCCT system for a discrimination task in in-vitro conditions; the second paper 
proposes to validate the results for ex-vivo conditions. 
The following section will summarize each milestone with its associated articles, my contribution, the clinical 
context of the article, the applied task-based image quality methodology, and the main outcomes. The articles 
will be included in the subsequent section. 
4.1 Task-based image quality assessment for the detection of low and high-contrast lesions with 
conventional CT 
4.1.1 Comparison of multiple CT scanners for the detection of low and high-contrast lesions  
Contribution 
The study deals with an objective comparison of multiple CT scanners for two tasks: the detection of high and 
low-contrast structures. The study and the writing of the manuscript was performed in collaboration with 
Damien Racine during his PhD. We equally contributed to the paper, Damien Racine was in charge of the part 
concerning the detection of low-contrast structures and I was in charge of the part concerning the detection of 
high-contrast structures. 
Clinical context 
The quality of a CT examination depends on a wide range of parameters such as acquisition time, temporal 
resolution, spatial resolution, and energy resolution when dealing with kV optimisation. Thus, the actual 
determination of the clinical performance of a CT device is quite complex, and the clinical question needs to 
be clarified in order to set a standard for image quality level. In this context, we proposed a comparison of 
eight CT devices (an older and a newer one, from four manufacturers) for two abdominal protocols; one used 
to detect urinary stones and the other used to detect focal liver lesions. We could translate these indications 
into two simple tasks: the detection of a high-contrast structure and the detection of a low-contrast structure. 
A task-based methodology was applied to assess the two tasks. 
Task-based image quality assessment 
We studied 8 CT devices from the four major manufacturers. In order to benchmark the different CT devices, 
we chose to use an ideal linear observer, which will maximize observer performances. For the two tasks, the 




Table 4: Summary of task-based image quality assessment used in the study for the two principal tasks: the detection 
of high and low-contrast lesions. 
For the detection of high-contrast lesions, no standardised phantom with specific high-contrast structure exists. 
In this case, a PW model observer in the frequency domain was used (see equation 40). NPS and TTF were 
assessed with the homemade phantom presented in Figure 13 and the model observer was computed for 
different simulated high-contrast rods. For the TTF calculation, the Teflon insert was chosen since the contrast 
is close to the contrast of renal stones calculi. For the detection of low-contrast lesions, we used a specific 
abdominal phantom containing four low-contrast spheres with a given contrast and size (see Figure 20B). 
To reduce the number of images required, the CHO was used instead of the HO observer in the image space. 
LG channels were used in order to compute an ideal CHO (see equation 36).  
  A              B 
Figure 20: (A) Photo of the abdominal phantom, (B) axial view of the phantom where the 20 HU spheres are located 
Main outcomes 
The results were anonymised, the capital letters A, B, C and D refer to the four manufacturers, the lower-case 
letter “n” refers to a newer CT generation, and “o” to an older CT generation. Figure 21 shows the detectability 
(SNR) of high-contrast rods with different diameters for an abdominal protocol used for the detection of 
urinary renal stones. The SNR increased with the lesion size. For each manufacturer, we observed that the 
newer CT device improved the SNR compared to the older one. Particularly, the largest improvement was 
 High contrast detection task Low contrast detection task 
Type of task Classification task Classification task 
Properties 
Signal: high-contrast rods of different 
diameters (1 to 10mm) and contrasts 
(1000HU, 120HU, -80HU) 
Noise: homogeneous background 
Phantom: no existing phantom for this 
task. 
Signal: low-contrast spheres of 
different diameters (5, 6, 8 mm) and a 
contrast of 20HU 
Noise: homogeneous background 
Phantom: Abdominal phantom with 
inserted lesions 
Observer PW observer in Fourier Space CHO with LG channels (image space) 
Figure of merit SNR 
AUCw (linear combination between 
AUC results for each size). 
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observed for manufacturer C (80% for lesions from 3 to 5 mm) whereas moderate improvements were found 
for manufacturers A, B and D (26%, 22% and 40%, respectively).  
 
Figure 21: The detectability (SNR) of high-contrast rods with different diameters (for a nominal contrast of 1000 HU) 
for an abdominal protocol. 
Figure 22 shows the detectability of low-contrast spheres for an abdominal protocol (detection of focal liver 
lesions) with different dose levels. The highest dose level 15 mGy corresponds to the DRL used in Switzerland 
for abdominal protocols (data published in 2008 by the Federal Office of Public Health). For this dose level, 
there was no major difference among the various scanners; the detectability is trivial with AUCw values of 
nearly 1. Reducing the dose level to 10 mGy slightly decreased the detectability for all scanners, except scanner 
“Do” where a larger reduction can be observed. For the lowest dose level of 5 mGy, we observed that newer 
scanners improved the detectability compared to older ones for manufacturer A, C and D. The largest 
improvement was noted for manufacturer D (11%) whereas moderate improvements were found for 
manufacturers B and C (3 and 7 %, respectively). Surprisingly, for manufacturer B the detectability was higher 
for the older CT compared to the newer CT. 
 
Finally, these results show that technological improvements between older and newer versions of CT devices 
have an impact on the high-contrast and low-contrast detectability. We also noticed that the variability of image 
quality can be important between the various CT systems especially for a low dose level. That is why, it is 
necessary to independently optimise each CT for the different clinical protocols with adapted clinical tasks. 























Figure 22: Low contrast detectability as a function of dose levels for an abdominal protocol 
 
4.1.2 Characterisation of five iterative reconstruction techniques for the detection of low-contrast 
lesions with an abdominal protocol 
Contribution 
The measurements were conducted with Christoph Aberle from Basel University Hospital. Christophe Aberle 
and I independently computed the task-based assessment analysis and finally compared the results.  
Clinical context  
The optimisation process is an important step, and it could be particularly critical when dealing with the 
detection of low-contrast lesions in the abdominal region. Indeed, the risks of misdiagnosis could be high if 
the dose level is drastically decreased for abdominal protocols with IR techniques. In this context, we first 
proposed characterising the impact of five IR algorithms on low-contrast detectability for various patient body 
habitus using a clinical abdominal protocol on four scanners. 
Materials 
Four CT units were studied: Revolution, and Discovery CT750HD (GE HealthCare), as well as SOMATOM 
Definition Flash and SOMATOM Definition Edge (Siemens HealthCare). We scanned the abdominal 
phantom, containing hypo-dense lesions of 5, 6 and 8 mm, with two supplemental annuli in order to mimic 
different body habitus. The clinical abdominal protocol chosen on each CT machine was the porto-venous 
acquisition phase. The ATCM settings were those used in clinical protocols. Other acquisition parameters were 
kept as comparable as possible between each manufacturer. Images were reconstructed using FBP and the IR 
algorithms available on each CT.  
Task-based image quality assessment 
In order to characterise and optimise a clinical abdominal protocol in terms of low-contrast detectability, we 













we used a CHO instead of a HO. We chose 10 DDoG channels (anthropomorphic channels) since the lesions 
present in the phantom have a spherical symmetry. AUC was used as a figure of merit to assess the low-
contrast detectability. It is important to note that, even if the studied task was the same as the previous study, 
material and methods should be adapted. Indeed, the characterisation and optimisation of clinical protocols 
with only one phantom size is insufficient and requires the use of various phantom size. 
Main outcomes 
Figure 23 shows the impact of the IR algorithms for the detection of a 5mm sphere as a function of the 
displayed CTDIvol for each scanner and phantom size. For the small phantom size, all scanners performed very 
well (AUC nearly 1), and IR algorithms did not improve the low-contrast detectability. For the medium 
phantom size, AUC values for each CT decreased and only the full IR (VEO) improved the low-contrast 
detectability compared to FBP (5.8%). For the large phantom size, a similar behaviour for the full IR was 
noticed (improvement of 8.5% compared to FBP). Hence, the different generations of IR algorithms (hybrid 
IR, partial MBIR) did not significantly improve the low-contrast detectability, except the full IR for the larger 
phantom sizes.  
Finally, the potential of dose optimisation with the different IR algorithms should be limited when dealing 
with the detection of low-contrast lesions in abdominal region. As expected, the image quality decreased with 
phantom size, which requires to conduct optimization studies for different patient body habitus. 
 
Figure 23: Impact of the image reconstruction algorithms on low-contrast detectability as a function of the 
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4.2 Image quality assessment applied for a quantification task in dual-energy CT 
4.2.1 Effective Z map accuracy in material characterisation in DECT 
Contribution 
The measurement and the analysis were performed with the help of Remy Petkantchin (master student). The 
methodology and the results were fully described in this part because the work is not associated with a peer-
reviewed article. 
Context 
Even if efforts are currently focused on reducing dose level for conventional CT with IR techniques, DECT 
devices are emerging and the number of clinical applications is increasing. In particular, DECT offers the 
possibility of discriminating between different materials based on their Zeff and density. Zeff map can be 
reconstructed in DECT, which is clinically useful for various applications: the correct identification of renal 
stones with the differentiation between uric acid and non-uric acid calculi 80,81, the composition of carotid 
plaques to identify vulnerable and stable plaques82, or the differentiation between uric acid and calcium 
pyrophosphate crystals in the diagnosis of gout 32. Hence, the main goal of this study was to assess the accuracy 
and the precision of the GE HD750 Discovery CT scanner for measuring Zeff, and to compare with Zeff 
reference values, for various materials with an abdominal protocol, in order to ensure the capacity of diagnosis 
with DECT images..  
Methodology 
We scanned the CIRS Electron Density Reference Phantom model 062 with the GE HD750 Discovery DECT 
scanner (see Figure 24). A routine DECT abdominal protocol was reviewed. The relevant parameters are listed 
in Table 5. The materials selected for the study were Adipose (fat), Muscle, Trabecular Bone, and Dense Bone 
because they are both typically present in abdominal region. In addition to those, we also added a 50 mL 
syringe filled with distilled water. 
Acquisition parameters Abdominal protocol 
Voltage GSI (80-140kVp) 
Dose 13.33 mGy 
Slice thickness/increment 2.5/1.25 mm 
Scan Type Helical  
Rotation Time 0.5 s 
Pitch 1.375 
Reconstruction parameters  
DFOV 35 cm 
Kernel Standard 
Algorithm ASiR 50% 
Table 5 : Acquisition and reconstruction parameters for the abdominal protocol. 
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A      B 
Figure 24: (A) Photo of the CIRS phantom with selected inserts. A syringe filled with distilled water was inserted in the 
central hole for acquisitions. (B) Effective Z map of the CIRS phantom. 
Since, the manufacturer of the CIRS phantom provides the element composition of the various inserts, it was 
necessary to estimate reference 𝑍𝑒𝑓𝑓 values for each material. There are many ways to estimate 𝑍𝑒𝑓𝑓 
83, the 
more common is the simplistic power law approach 84(equation 44): 











, the fractional number of electrons of the ith element, 𝑍𝑖 the atomic number of the i
th element 
and m, an exponent which could vary as a function of the energy beam considered. For low-energy beams, 
m=3.1 is generally used. Hence, the following reference values were calculated for the selected materials (see 
Table 6). 
 
CIRS materials Reference Zeff (from equation 42) 
Adipose 6.37 
Distilled water 7.45 
Muscle 7.4 
Trabecular bone 10.06 
Dense bone 12.57 
 
Table 6: Reference Zeff values for CIRS materials of interest  
For each insert, 20 ROIs of 1.5 cm2 were extracted along the volume of the insert. The mean and standard 
deviation of pixel values were calculated for each ROI and insert. To evaluate the accuracy of the Zeff 








Figure 25: Deviation from reference Zeff values for the various materials of interest. Error bars represent the 95% 
confidence interval of the mean deviation 
 
The deviation of Zeff measurements from reference Zeff values are represented in Figure 25. The measured 
mean values were close to the tabulated reference values, with a maximum deviation of -3.8% for the trabecular 
bone. The most accurate measurement was obtained for the distilled water, with a deviation of -1.2 % from the 
reference value. The uncertainties are higher for low Zeff materials (adipose, muscle, water) than high Zeff 
materials (dense bone).  
This basic study should be performed for annual quality control of DECT systems for different dose levels, 
kernel, and reconstruction algorithms in order to ensure the accuracy of the quantitative Zeff measurements. 
To go a step further, specific materials involved in the different pathologies should be used to assess Zeff 
accuracy for clinical protocols (iodine, iron, calcium, uric acid …). An adapted anthropomorphic phantom 
should be used to mimic patient attenuation. 
 
4.2.2 Iodine quantification in DECT 
 
Contribution 
I was the sole contributor for the measurements and the analysis. A CT radiographer prepared the four diluted 
solutions of iodine. The methodology and the results are fully described in this part because the work is not 
associated with a peer-reviewed article. 
Context 
As shown in the previous section, DECT makes it possible to discriminate different materials based on their 
Zeff values. Often, the material decomposition algorithm is applied to provide iodine-specific maps. In this 



































imaging is very useful for furnishing information on the microvascular environment of the tissue. It can help 
to characterise and quantify lesion vascularity. For example, the detection of iodine in a tissue can characterise 
malignant renal masses and discriminate from hyper-attenuating renal cysts. Setting an iodine density threshold 
of 0.5 mg/mL to determine whether contrast enhancement is present in a renal mass 85 will necessitate an 
accurate and precise calibration of the DECT systems. Hence, the goal of this study was to determine the 
accuracy of iodine density quantification in an anthropomorphic abdominal phantom for two different DECT 
systems (DLCT and FSCT). 
Methodology 
Four diluted solutions of iodine at the following concentrations: 0.5, 1, 2, and 4 mg/mL were prepared by 
diluting a commercial contrast media solution (Iomeron 400 mg/mL, Bracco) with a NaCl solution at 0.9%. 
Four 20 mL syringes were filled with the various diluted iodine solutions. A supplemental syringe was filled 
with a solution of NaCl, and another was filled with distilled water (H2O) to serve as a reference without 
contrast media. The concentration values were set based on iodine concentration values measured on DECT 
patients’ abdominal images. The concentration uncertainty for the various diluted iodine solutions were 
estimated at 0.15 mg/mL from the estimated volume uncertainty drawn into a 1mL syringe.  The concentration 
uncertainty of the commercial contrast media solution was neglected.  
The anthropomorphic abdominal QRM phantom (25 cm in diameter), containing the six syringes (see Figure 
26), was scanned on an IQon DLCT (Philips) and a Discovery HD750 FSCT (GE HealthCare) with the venous 
phase of a routine multi-phase abdominal protocol. The display FOV were set to 35 cm for the two CT to 
obtain equivalent pixel sizes. For the DLCT system, two scans were successively acquired: the first one using 
a fixed dose level of 10 mGy, the second one using the ATCM. For the FSCT, only one acquisition at 10.76 
mGy was performed. Indeed, FSCT systems don’t offer the possibility to modulate the tube current. Parameters 
of the abdominal protocol are resumed in Table 7. 
   
Figure 26: DLCT acquisition of the abdominal phantom. The concentration of the syringes was indicated. 
An iodine-specific map was post-processed and transferred to a specific workstation, Spectral Diagnostic Suite 
(Philips) and AdvantageSim (GE Healthcare). For each iodine syringe, the mean and standard deviation values 
of 15 ROIs along the volume of the syringe were measured. Then, the overall mean and standard deviation 
was calculated for each syringe. The correlation between the known and the measured concentration values 
were analysed using a Pearson correlation. The Pearson coefficient was calculated using equation 45, where 
𝑐𝑚𝑒𝑠
𝑖  represents the various measured concentrations, 𝑐𝑘𝑛𝑜𝑤𝑚
𝑖  the various prepared iodine concentrations (0, 
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  [46] 
The uncertainty for the RMSE was estimated by randomly varying the known concentrations and the measured 
concentration values in the range of their standard deviations, considering a Gaussian distribution. 
Results 
Figure 27 shows the correlation between the known and measured concentration values for the different 
syringes. All measured concentrations showed a very strong agreement with iodine prepared concentrations. 
(r2=0.996 for the 10 mGy DLCT acquisition, r2=0.996 for the 4.6 mGy DLCT acquisition, r2=0.999 for the 
FSCT acquisition). The various DECT systems can reveal actual changes in iodine concentration. For 
concentration values higher than 1 mg/mL, the measured concentration values were systematically lower than 
the known concentrations.  
The RMSE showed a relatively good agreement for the iodine quantification for the three acquisitions (Figure 
28). No significant difference for overall iodine quantification was noted between the DLCT and FSCT 
systems at the same dose level (one-tailed t-test, p=0.59). For the DLCT system, even if there is no significant 
difference between the two dose levels (one-tailed t-test, p=0.57), the lower the dose level, the higher the 
uncertainties on iodine quantification accuracy. Hence, a fixed iodine density threshold should not be set to 
determine whether contrast enhancement is present and characteristic of a malignant lesion. The uncertainty 
for iodine quantification with DECT should be taken into account.  
 
 
Table 7: Acquisition and reconstruction parameters of the abdominal protocol 
Acquisition parameters Protocol DLCT Protocol FSCT 
Voltage 120 kVp 140 kV/80 kV (GSI) 
Dose 
10 mGy (fixed tube current) 
4.6 mGy (ATCM) 
10.76 mGy  
( fixed tube current ) 
Slice thickness/increment 2/1 mm 2.5/1.25 mm 
Rotation Time 0.33s 0.7s 
Pitch 1.17 1.375 
Reconstruction parameters   
DFOV 35 cm 35 cm 
Kernel YB Standard 





Figure 27: Correlation between known and measured iodine concentration values 
 
Figure 28: Overall accuracy for iodine quantification for the 3 DECT acquisitions 
 
4.3 Task-based image quality assessment applied for a discrimination task in multi-energy spectral 
photon-counting CT  
4.3.1 In-vitro diagnostic performances for crystal-related arthropathies 
Contribution 
The study was completed with the research team of Otago University in New Zealand (MARS collaboration), 
where a prototype of a small animal SPCCT was designed using a Medipix3RX chip developed by CERN. I 
did an internship there for one month to learn the functions of this device and carry out the measurements. I 
was the sole contributor for the analysis, which was developed based on the previous works for single energy 
CT. 
Clinical context  
Crystal-related arthropathies are joint disorders characterised by an accumulation of crystals in joints. Different 
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HA and octacalcium phosphate, OCP) and calcium pyrophosphate (CPP). It is important to identify the crystals 
for diagnosis and management of the disease (by assessing the treatment response)86,87. In order to diagnose 
patients, a biopsy following by a polarizing microscopy are generally prescribed. Among imaging techniques, 
DECT have shown promising results in distinguishing MSU from other calcium crystals for patients with 
tophaceous gout (MSU deposition) 88. However, DECT is still limited for use in early stages of gout 89 and no 
imaging technique is capable to non-invasively discriminate between calcium crystal types. Hence, the goal of 
this study was to assess SPCCT performances for the discrimination (1) between MSU and calcium crystals 
and (2) between HA, OCP and CPP calcium crystals. A secondary goal was to study the influence of the 
sample’s concentration for the HA / CPP pair. 
Materials 
A homemade phantom composed of various concentrations of crystal samples was scanned with a SPCCT 
protocol for bone imaging. Crystal samples were made by blending crystal powder in agar. The concentrations 
were selected based on those found on clinical Dual-Energy CT images of patients affected by the various 
crystal-related arthropathies. Images were reconstructed using four different energy bins: 20-30 keV, 30-40 
keV, 40-50 keV and 50-80 keV, taking advantage of the potential better discrimination between the various 
crystals for lower energy photons due to the higher contribution of the photoelectric effect (see Figure 29). 
Energy-resolving MARS CT of the phantom are displayed in Figure 29. 
 
Figure 29: Theoretical mass attenuation coefficients for the four crystals as a function of photon energy. The dashed 
lines indicate the separation between the different energy bins. Data computed from the National Institute of Standards 
database 
Task-based image quality assessment 
The task associated to this study is a discrimination between different materials. As opposed to the previous 
studies where the detection task was performed on images, the discrimination assessment was performed 
directly on pixel values. 
Firstly, a roc analysis was computed to assess the discrimination between two materials for each energy bin. 









































the discrimination. Accuracy, sensitivity, and specificity were computed to assess diagnostic performances for 




Figure 30: MARS CT images of the phantom. The quantitative contrast scale corresponds to linear attenuation 
coefficients. On the top left image, the name and concentration of each crystal suspension in mg/mL were 
indicated.  
 
Secondly, a linear discriminant analysis (LDA) was performed to find a linear combination between energy 
bins which maximize the discrimination between the four materials. This method is generally used in statistics 
for machine learning or pattern recognition. It is interesting to notice that the Hotelling observer is based on 
this methodology. In this case, the methodology is applied to a multi-class problem, each class corresponds to 
a material. This analysis was not included in the Radiology article.  
 The original data can be combined in a matrix 𝑋 = [𝑥𝑘
1 … . 𝑥𝑘
𝑁𝑘] where 𝑥𝑘
𝑖  is a vector containing the four 
energy bins information for the ith pixel from class k. X is a matrix 4xN where N is the sum of the number of 
pixels in each class (𝑁𝑘). In a 4-class problem, we can find a matrix W which projects the data into a lower 
dimensional space 3xN and improve the class separability. The LDA can be summarized in 3 steps: 
- Calculate the separability between the different classes (distance between the mean of each class), 
defined with the between class scatter matrix SB. 
 𝑆𝐵 = ∑ 𝑁𝑘(𝜇𝑘 − 𝜇)(𝜇𝑘 − 𝜇)
𝑇4





𝑖=0   the pixels mean for class k and  𝜇 =
1
𝑁




- Calculate the scatter of pixel values for each class, defined with the within class scatter matrix: 
𝑆𝑊 = ∑ (
4
𝑘=1 𝑁𝑘 − 1)𝐾𝐾 with  𝐾𝐾  the covariance matrix for class k 
- Calculate the optimal projection matrix W. We can find w (the column vectors of W) solving the 
following generalized eigenvalue equation: 𝑺𝑾
−1𝑺𝑩𝑤 =  𝜆𝑤. The solutions are the eigenvectors 
corresponding to the 3 non-zero eigenvalues. This step is demonstrated in Annex 2 and 3.  
Principal outcomes 
Figure 31 shows the different ROC curves obtained for the discrimination between MSU and all calcium 
crystals for the four energy bins. The lower the energy range, the better the discrimination. For the two first 
energy bins, MSU and calcium crystals can be discriminated with an accuracy higher than 95%. 
 
 
Figure 31: ROC curves showing the discrimination between MSU and the mix of calcium crystals for the four energy 
bins. 
Comparing the different calcium crystals, the discrimination was moderate for the HA/CPP pair and for the 
HA/OCP pair for the first energy bin with an AUC equal to 0.80 and 0.78, respectively (see Figure 32 ). The 
accuracy reached 72.2% and 71%, respectively. Then, the discrimination performances decreased when 
increasing the energy range. For the OCP/CPP pair, the discrimination was poor, with an accuracy near to 55% 
whatever the energy bin considered.  
Finally, Table 8 shows the influence of the sample’s concentration for the HA and CPP pair. For an identical 
concentration between HA and CPP samples, the higher the concentration, the easier the discrimination. For 
the highest concentration, 150 mg/mL, HA was differentiated from CPP with an accuracy of 76.5%, whereas 
for the lowest concentration, 50 mg/mL, the discrimination between HA and CPP was more difficult with an 























Figure 32 : ROC curves showing the discrimination between HA and CPP, HA and OCP, OCP and CPP for the 




Accuracy (%) CPP 50 mg/mL CPP 100 mg/mL CPP 150 mg/mL 
HA 50 mg/mL 62.9 [62.6-63.2] 96.3 [96.0-96.4] 99.1[99.0-99.2] 
HA 100 mg/mL 79.9 [79.4-80.3] 72.20 [71.7-72.6] 91.9 [91.7-92.1] 
HA 150 mg/mL 95.7 [95.4 - 95.8] 59.8 [59.4-60.1] 76.5 [76.1-76.9] 
Table 8: Accuracy values for the discrimination between CPP and HA for three concentrations: 50, 100 and 150 mg/mL. 95% 
confidence intervals were detailed in brackets. 
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Figure 33:(A) Scatter plot of the pixel values of the different crystals for the two first energy bins. (B) Scatter plot of 
the projected pixel values above the new feature subspace, (C) Histogram of pixel values for the first energy bin, (D) 
Histogram of pixel values for LD1. 
LDA methodology was computed to find the best linear combination between energy bins to maximize the 
discrimination between the four materials. Figure 33A shows a scatter plot of pixel values for the four materials 
and the two first energy bins, and Figure 33B shows a scatter plot of projected pixel values for the four 
materials above the new feature subspace, obtained by applying the LDA methodology. 
LD1 is the first linear discriminant and corresponds to the projection of the data onto the eigenvector 
corresponding to the highest eigenvalue. LD2 is the second linear discriminant and corresponds to the 
projection of the data onto the eigenvector corresponding to the second highest eigenvalue. Note that the 





Hence, it is possible to compute the AUC values between the different pairs of crystals along LD1, and compare 
to the AUC values obtained using only the first or the second energy bin (see Table 9) . As expected, a better 











Finally, the in-vitro results suggest that MSU can be accurately discriminated from calcium crystals with 
SPCCT and could become a promising technique to efficiently diagnose patients with tophaceous gout. The 
moderate discrimination between calcium crystals, especially between HA and CPP is also promising. SPCCT 
could be the first imaging technique able to diagnose patients with CPP deposits (pseudo gout). Results should 
now be confirmed ex-vivo on anatomical pieces and later in vivo. 
 
4.3.2 Ex-vivo diagnostic performances for crystal-related arthropathies 
 
Contribution 
This article gathers initial ex-vivo results on two anatomical pieces (an excised meniscus and a gouty finger) 
to determine the discrimination between MSU, HA and CPP. The study was conducted with the research team 
of Otago University. I was in charge of the preparation, acquisitions, and post-treatment of the excised 
meniscus and calibration phantoms. 
Clinical context  
Gout, the most common inflammatory arthritis, is caused by the presence of MSU crystals within the joint. 
Frequently, clinically indistinguishable with gout, pseudo-gout is characterised by a deposition of CPP 
crystals. The long-term management of these diseases requires the distinction between the different crystals 
involved. Diagnosing arthritis requires a biopsy and a visualization of the crystals via polarized microscopy. 
However, this technique remains operator-dependent and shows moderate sensitivity and specificity for 
crystals other than MSU 90. Among imaging techniques, DECT have shown promising results to diagnose gout, 
by correctly identifying MSU crystals from soft tissues and calcium crystals. However, the performance is still 
 Energy bin 1 Energy bin 2 LD1 
MSU / HA 0.99 [0.98-1.0] 0.98 [0.98-0.99] 1.0 [0.99-1.0] 
MSU / CPP 1.0 [0.99-1.0] 1.0 [0.99-1.0] 1.0 [0.99-1.0] 
MSU / OCP 1.0 [0.99-1.0] 0.99 [0.99-1.0] 1.0 [0.99-1.0] 
HA / OCP 0.78 [0.77-0.78] 0.70 [0.69-0.70] 0.88 [0.87-0.89] 
HA / CPP 0.80 [0.79-0.82] 0.73 [0.72-0.74] 0.84 [0.83-0.85] 
OCP / CPP 0.52 [0.50-0.54] 0.57 [0.56-0.58] 0.57 [0.56-0.59] 
 
Table 9: AUC results between the different pairs of crystals using the information from the first energy bin, the second, 
and the first linear discriminant LD1. 95% confidence intervals were detailed in brackets 
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limited in the early stages of gout. Concerning pseudo-gout, no imaging technique is currently capable of 
correctly identifying CPP crystals from HA crystals. The goal of this study is to discriminate MSU, HA and 
CPP crystals in excised human specimens using the Mars SPCCT system. 
Methodology 
Calibration phantoms, containing known concentrations of MSU, CPP, HA, water, and lipid were scanned 
with the MARS SPCCT system using the bone imaging protocol. Concentrations of the various samples were 
indicated in Table 10. Different ROIs were extracted for each insert to measure the mean and standard deviation 
of the linear attenuation coefficient values. In order to compute the material decomposition algorithm, the 
calibration curves for each crystal were plotted (linear attenuation coefficient as a function of concentration 
for the different energy bins). Figure 34 shows a good linearity between the SPCCT response and the 







Figure 34: Calibration curves for the material decomposition algorithm 
Then, two excised specimens, a finger with a gouty tophus and a meniscus, excised at the time of joint 
replacement surgery were scanned with the MARS SPCCT system using the same bone imaging protocol. 
Images of specimens were reconstructed with the material decomposition algorithm, previously calibrated with 
the calibration phantoms. To validate SPCCT results, crystals were scrapped from the two ex-vivo samples 
 CPP HA MSU 
Concentration 1 50 mg/mL 50 mg/mL 74.5 mg/mL 
Concentration 2 75 mg/mL 75 mg/mL 137 mg/mL 
Concentration 3 100 mg/mL 100 mg/mL 160 mg/mL 
Concentration 4 150 mg/mL 150 mg/mL 240 mg/mL 
Table 10: Concentrations of the various samples included in the calibration phantom for the material decomposition algorithm 
 


























Energy bin 20-30 keV
Energy bin 30-40 keV
Energy bin 40-50 keV
Energy bin 50-80 keV





and examined with polarized light microscopy and X-ray diffraction. The gouty finger was also scanned with 
a DECT. 
Principal outcomes 
Figure 35 shows the results obtained for the gouty finger. Plain X-ray radiography indicated the edge and soft 
tissue changes that could be consistent with tophus material. DECT and SPCCT identified MSU crystal 
deposits. The better spatial resolution of SPCCT compared to DECT enabled a visualisation of finer details. 
Polarized light microscopy confirmed the presence of MSU crystals in the finger.  
Figure 35: (A) Photo of the finger with a gouty tophus, (B) Plain X-ray image, (C) DECT image, (D) SPCCT image. 
Figure 36 shows the results obtained for the excised meniscus obtained after total knee replacement surgery. 
Plain X-ray images revealed a chondrocalcinosis (pseudo-gout). SPCCT images show a predominance of 
CPP crystals in the calcified region of the meniscus. Polarized light microscopy and X-ray diffraction 
confirmed the presence of CPP in the meniscus.  
 
 
Figure 36: (A) Photo of the excised meniscus, (B) Plain X-ray of the knee before surgery, (C) Plain X-ray of the meniscus, 
(D) SPCCT image, (E) SPCCT image showing only CPP deposits, (F) SPCCT image showing only HA deposits. 
Finally, our results confirmed the results obtained in-vitro. SPCCT could be an interesting imaging technique 
to diagnose crystal-related arthropathies. The results need to be completed with a larger number of human 
samples before to start the first human clinical trial when the large bore MARS CT will be developed. 
A B C D 
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5. Scientific articles 
5.1 Objective comparison of high-contrast spatial resolution and low-contrast detectability for 
various clinical protocols on multiple CT scanners. 



























5.2 Effects of various generations of iterative CT reconstruction algorithms on low-contrast 
detectability as a function of the effective abdominal diameter: A quantitative task-based phantom 
study. 




















5.3 In vitro diagnostic performances of a multi-energy spectral photon-counting CT for crystal-
related arthropathies  
To be submitted in Radiology 
 
 
TITLE: In vitro diagnostic performances of a multi-energy spectral photon-counting CT for crystal-related 
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SUMMARY STATEMENT: Multi-energy spectral photon counting CT can accurately differentiate MSU from 
calcium crystals and moderately differentiate hydroxyapatite from calcium pyrophosphate using a lower energy 
range 20-30 keV. 
IMPLICATION FOR PATIENT CARE: N/A 
ABBREVIATIONS LIST: 
AUC: Area under ROC curve 
BCP: Basic calcium phosphate 
CPP: Calcium pyrophosphate 
DECT: Dual energy CT 
HA: Hydroxyapatite 
MSU: Monosodium urate 
OCP: Octacalcium phosphate 
ROC: Receiver operating characteristic 





Purpose: To determine the in-vitro diagnostic performance of multi-energy spectral photon-counting CT (SPCCT) in 
crystal-related arthropathies. 
Methods: Four crystals (monosodium urate, MSU; calcium pyrophosphate, CPP; calcium hydroxyapatite, HA; 
octacalcium phosphate, OCP) were synthesized and blended with agar at the following concentrations: 240, 100, 100, 
and 100mg/mL, respectively. Two crystal suspensions of HA and CPP were prepared each at 50 and 150 mg/mL. 
Crystal suspensions were scanned on a pre-clinical SPCCT system at 80 kVp using four energy thresholds: 20, 30, 40, 
and 50 keV. Linear attenuation coefficients of crystals were compared using the receiver operating characteristic (ROC) 
curve statistics. Area under the ROC curves (AUCs), sensitivities, specificities, positive and negative predictive values 
(PPV and NPV) were calculated. 
Results: For each pairwise crystal comparison, AUCs, sensitivities, specificities, PPV and NPV were all significantly 
higher in the lower energy range. MSU was very accurately differentiated from CPP (sensitivity, 98.1%; specificity, 
99.5%; AUC), OCP (sensitivity, 97.4%; specificity, 99.4%; AUC, 0.98) and HA (sensitivity, 91.1%; specificity, 93.4%; 
AUC). HA was fairly differentiated from CPP (sensitivity, 70.8%; specificity, 73.6%; AUC, 0.80) and OCP (sensitivity, 
68.9%; specificity, 73.1%; AUC, 0.99). CPP failed to be differentiated from OCP. Comparing different concentrations, 
HA at 150 mg/mL was fairly differentiated from CPP at 150 mg/mL (sensitivity, 67.8%; specificity, 79.6%; AUC, 
0.83), and HA at 50 mg/mL was poorly differentiated from CPP at 50 mg/mL (sensitivity, 59.3%; specificity, 66.0%; 
AUC, 0.68). 
Conclusions: Multi-energy SPCCT can differentiate MSU from calcium crystals with excellent diagnostic performance, 
and HA from CPP and OCP with moderate accuracy. However, distinguishing CPP from OCP is not feasible. 
 







Crystal-related arthropathies are characterized by the accumulation and deposition of crystals in or around joints. Gout, 
characterized by the deposition of monosodium urate (MSU) crystals, is the most common form of crystal arthropathies 
and the most common inflammatory arthritis (1), with a rising prevalence ranging from 0.1 to 10%  (2). Calcium 
pyrophosphate deposition (CPPD) disease, formerly known as pseudo-gout is the second most common crystal 
arthropathy and characterized by the accumulation of calcium pyrophosphate (CPP) crystals (3). The clinical picture of 
acute CPP crystal arthritis is often indistinguishable from acute gout flares. Even though the short-term treatment of 
these two acute arthritis is similar with non-steroidal anti-inflammatory drugs, the long-term management requires the 
correct identification of the various crystals involved. Another calcium crystals type involved in arthritis are basic 
calcium phosphate (BCP) crystals, which include calcium hydroxyapatite (HA) and octacalcium phosphate (OCP). BCP 
crystals can be involved in various arthritic and periarthritic conditions, such as Milwaukee shoulder syndrome, and 
may also play a role in the development of osteoarthritis (4). 
The gold standard for crystal identification currently remains synovial fluid aspiration followed visualization with 
polarized light microscopy (5). However, synovial fluid or tophus aspiration may fail in approximately 25% of the 
cases, is an invasive procedure and may further rarely be complicated by infection. Furthermore, a recent study reported 
a moderate accuracy of 81% for the diagnosis of gout and only 68% for CPPD, showing that this technique could be 
suboptimal for the diagnosis of crystal-related arthropathies, especially for CPPD (6). Moreover, the identification of 
BCP crystals (HA and OCP) with polarized light microscopy is very challenging and non-reliable. 
Among imaging techniques, dual-energy CT (DECT) has shown promising results for the identification of MSU crystal 
deposits in gout (7). However, its performance remains limited in the early stages of the disease (8). Concerning the 
identification of CPP crystals, a recent ex-vivo study showed a moderate sensitivity (78 %) with a high specificity 
(94%) (9). However, no imaging technique is capable of discriminating between calcium crystals (CPP, HA and OCP). 
Multi-energy spectral photon counting CT (SPCCT) is a novel CT imaging technique capable of discriminating various 
materials using an energy-resolving photon-counting detector (10). The detector can count the number of photons and 
discriminate them as a function of their energy. Based on the predominance of photoelectric effect for calcium crystals 
with low-energy photons, we hypothesized that SPCCT with adapted energy bins could easily discriminate MSU from 
calcium crystals, but also discriminate between the various calcium crystal types (11,12).  
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Hence, we aimed to determine the in-vitro diagnostic performance of multi-energy spectral photon-counting CT 
(SPCCT) in crystal-related arthropathies. Our secondary goal was to study the influence of the sample’s concentration 
on the discrimination performance. 
MATERIALS AND METHODS 
Experimental design 
Four suspensions of HA at 100 mg/mL, OCP at 100 mg/mL, CPP at 100 mg/mL, and MSU at 240 mg/mL were 
prepared by blending synthetic crystal powders with agar. These concentrations were selected based on those 
encountered on clinical DECT images of patients affected by the various crystal-related arthropathies. A liquid agar 
solution at 1.5% was prepared by diluting the agar powder in water at 100°C. For each suspension, the exact amount of 
crystal was poured and blended into Eppendorf vials containing 200 L of liquid agar. Agar was chosen as the 
suspension medium because of the quick solidification of agar can ensure that crystal suspensions are evenly dispersed 
in the volume of the vial. We assumed that the crystal suspension in Agar could be a realistic model of the precipitation 
of crystals in or around the joint in patients. In addition, the linear attenuation coefficient of agar is close to soft tissue 
and will thus not interfere with calcium attenuation. To study the influence of the concentration, two supplemental 
suspensions of HA and CPP, each at 50 mg/mL and 150 mg/mL were also prepared. Supplemental Table 1 reports the 
effective Z numbers, density, chemical formula and concentration of each crystal suspension in agar. Eppendorf vials 
containing MSU and the different calcium crystal suspensions were inserted into a customized 25-mm-diameter 
cylindrical polymethylmethacrylate (PMMA) phantom. Two vials containing only agar were added to serve as a 
reference. 
 Zeff Density Chemical Formula Concentration in agar 
Monosodium urate (MSU) 9.5 2.12 g/cm3 C5H3N4O3Na 240 mg/mL  
Calcium pyrophosphate (CPP) 14.6 2.56 g/cm3 Ca2P2O7,2H2O 50 mg/mL 
100 mg/mL 
150 mg/mL 
Octacalcium phosphate (OCP) 15.1 2.67 g/cm3 Ca8H2 (PO4 )6,5H2O 100 mg/mL 
Calcium hydroxyapatite (HA) 15.9 3.16 g/cm3 Ca10(PO4 )6(OH)2 50 mg/mL 
100 mg/mL 
150 mg/mL 




CT parameters and image reconstruction 
 
The phantom was scanned on a pre-clinical multi-energy SPCCT system (MARS Bioimaging Ltd, Christchurch, New 
Zealand). The scanner is equipped with a polychromatic X-ray tube and a 14x14 mm CZT sensor bump bonded at 110 
µm to a Medipix3RX readout chip. The detector chip is an energy-resolving single photon-counting detector that 
enables spectral x-ray imaging by counting and measuring the energy of individual photons transmitted through an 
object and assigning them to user-defined energy bins (13). Based on prior experience, tube voltage was set to 80 kVp 
with a 2 mm additional aluminium filtration (11). Tube current and exposure time were fixed to 27 µA and 220 ms, 
respectively, to give detector count rates of less than 5 per millisecond and limit the risk of pulse pile-up effect and 
saturation of the detector. Source-to-object and source-to-image-receptor distances were set to 200 and 250mm, 
respectively. Four energy thresholds of 20, 30, 40, and 50 keV were used to take advantage of the potential higher 
discrimination between calcium crystals and MSU for lower energy photons (supplemental Fig. 1). Image acquisition 
was performed using 720 circular projections over 360°. The slice thickness and field of view were equal to 0.1 mm and 
48 x 48mm with 480 pixels, yielding cubic voxels of 0.1 x 0.1 x 0.1 mm3. Images were reconstructed for each energy 
range using proprietary MARS Simultaneous Algebraic Reconstruction Technique (Figure 1) (14).  
 
 
Supplemental Figure 1: Mass attenuation coefficients (μ/ρ, in cm2.g-1) for various crystals involved in crystal-related 
arthropathies as a function of photon energy (in keV), generated from the National Institute of Standards and 
Technology database. Vertical dashed lines represent the four user-defined energy thresholds (20, 30, 40 and 50 keV). 
Data Analysis 
CT images in which pixels are expressed in linear attenuation coefficients were directly analyzed to assess the potential 
discrimination between the various crystal combinations. The first step was to subtract the mean linear attenuation value 
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of the two agar-only vials to linear attenuation values of the various crystal suspensions, for each energy bin. Then, for 
each vial, fifty consecutive circular regions of interest of 8 mm2 were sampled along the volume, yielding to 50000 
pixels data extracted. Histograms of linear attenuation coefficients were then plotted for each energy bin and for each 
crystal suspension. 
 
Figure 1: Energy-resolving MARS CT images of the phantom. The quantitative contrast scale corresponds to linear 
attenuation coefficients. On the top left image, the name and concentration of each crystal suspension were indicated.  
Statistical Analysis 
Statistical analysis was performed with Python 2.7. To assess the discrimination between pixel values for a pair of 
samples, a receiver operating characteristic curve (ROC) curve was plotted. The estimated empirical area under the 
ROC curve (AUC) and 95% confidence interval was calculated using the nonparametric asymptotic method proposed 
by DeLong (15,16), which made no assumption of data distribution. AUC was used as the figure of merit to assess the 
differentiation between two crystals considering that the higher the AUC value, the easier would be the discrimination 
task. To discriminate the AUC values between two energy bins, a z-test taking into account the correlation between the 
data were used (17). The effect size measure Cohen’s d was computed to interpret the statistical significance of the 
results (18,19).  The cut-off that maximized the sum between sensitivity and specificity on the ROC curve was 
determined in order to calculate best parameter performances: sensitivity and specificity. 95% confidence interval for 




Figure 2 shows the histograms of linear attenuation coefficients for various crystals: MSU at 240 mg/mL, OCP at 100 
mg/mL, CPP at 100 mg/mL and HA at 100 mg/mL for each of the four energy bins. Mean linear attenuation values 
decreased for the higher energy ranges and the overlap of various histograms increased 
 
 
Figure 2: Histograms of linear attenuation coefficients of HA, OCP, CPP and MSU crystals for the four energy bins: 
(A) 20-30 keV, (B) 30-40 keV, (C) 40-50 keV, (D) 50-80 keV. The curves were fitted using a Gaussian function. 
Discrimination between MSU and calcium crystals 
In figure 3a, ROC curves show that the discrimination between MSU and the mix of the calcium crystals was easier 
with decreasing the energy range. In Table 1, AUC and the various ROC parameters values showed that MSU can be 
accurately differentiated from calcium crystals with an AUC upper to 0.99 for the two first energy bins. For the two 
higher energy bins, the discrimination is more difficult with an AUC of 0.92.  
Comparing MSU and each calcium crystal type for the different energy bins, a similar behavior was observed for the 
discrimination between (Figure 3b, 3c, 3d). A statistical z test showed that AUC values for the first energy bin was 
statistically higher than AUC values for the second energy bin (p<0.0001) with a z score equal to 71.9, 44 and 34.5 for 
the combinations MSU vs HA, MSU vs OCP and MSU vs CPP, respectively. The effect size measure, Cohen’s d was 





indicating that the superiority of the first energy bin to discriminate MSU from calcium crystals was not practically 
relevant. The best discrimination performances were found between MSU and CPP, and between MSU and OCP 
yielding an AUC of 0.99. The discrimination between MSU and HA yielded an AUC of 0.98. 
 
Figure 3: ROC curves for the three combinations between MSU and the various calcium crystals with the four energy 
bins: (A) MSU and calcium crystals, (B) MSU and HA, (C) MSU and OCP, (D) MSU and CPP.  
Discrimination between calcium crystals  
In figure 4a, ROC curves show a moderate discrimination between HA and CPP, HA and OCP with an AUC equal to 
0.80 and 0.77 respectively. Then, AUC results decreased with increasing the energy range. However, the discrimination 
between OCP and CPP was poor with an AUC equal to 0.52 for the first energy bin. For this combination, AUC values 






Figure 4: ROC curves for the three combinations between calcium crystals HA and CPP, HA and OCP, OCP and CPP 
for the four energy bins: (A) 20-30 keV, (B) 30-40 keV, (C) 40-50 keV, (D) 50-80 keV 
 
 AUC Sensitivity Specificity 
MSU vs Calcium crystals Bin 20-30 keV 0.995      
[0.995-0.996] 
0.965    
[0.957-0.968] 
0.971       
[0.968-0.979] 
 Bin 30-40 keV 0.99            
[0.99-0.991] 
0.942    
[0.935-0.95] 
0.961       
[0.953-0.966] 
 Bin 40-50 keV 0.921      
[0.919-0.923] 
0.814     
[0.792-0.839] 
0.869       
[0.842-0.888] 




0.735    
[0.712-0.774] 
MSU 240 mg/mL vs HA 
100 mg/mL 
Bin 20-30 keV 0.988      
[0.987-0.989] 
0.911        
[0.9-0.924] 
0.969      
[0.962-0.975] 
 Bin 30-40 keV 0.981     
[0.98-0.982] 
0.931    
[0.92-0.94] 






 Bin 40-50 keV 0.861      
[0.858-0.863] 
0.778         
[0.746-0.792] 
0.778     
[0.763-0.808] 
 Bin 50-80 keV 0.607     
[0.604-0.611] 
0.536    
[0.491-0.558] 
0.615    
[0.592-0.661] 
MSU 240 mg/mL vs OCP 
100 mg/mL 
Bin 20-30 keV 0.998     
[0.998-0.999] 
0.974   
[0.969-0.977] 
0.994   
[0.992-0.995] 
 Bin 30-40 keV 0.994      
[0.994-0.994] 
0.960    
[0.954-0.97] 
0.968   
[0.957-0.973] 




0.884   
[0.866-0.904] 
 Bin 50-80 keV 0.696    
[0.693-0.7] 
0.573     
[0.51-0.654] 
0.709        
[0.631-0.769] 
MSU 240 mg/mL vs CPP 
100 mg/mL 
Bin 20-30 keV 0.999       
[0.999-0.999] 
0.981     
[0.975-0.985] 
0.995        
[0.993-0.996] 
 Bin 30-40 keV 0.996      
[0.996-0.997] 
0.971      
[0.967-0.979] 
0.975      
[0.967-0.978] 
 Bin 40-50 keV 0.953   
[0.952-0.955] 
0.878      
[0.862-0.891] 
0.886    
[0.873-0.902] 
 Bin 50-80 keV 0.757   
[0.754-0.76] 
0.649     
[0.63-0.664] 
0.727    
[0.709-0.747] 
Table 1: Mean values for AUC and best parameter performances for combinations between MSU and calcium 
crystals, MSU and HA, MSU and OCP, MSU and CPP. 95% confidence intervals were detailed in brackets. 
Concentration of each crystal suspension was indicated in the first column in mg/mL. 
Impact of the concentration 
Figure 6 shows the histograms of HA and CPP for three concentrations: 50 mg/mL, 100 mg/mL and 150 mg/mL and for 
the different energy bins. As expected mean linear attenuation value decreased for the lowest concentration and for the 
higher energy bin. The overlap of various histograms increased for the higher energy ranges. Comparing the pair 
HA/CPP for identical concentration and for each energy bin, we found that the overlap of histograms increased when 
decreasing the concentration. For the highest concentration 150 mg/mL, HA can be differentiated from CPP with an 
AUC of 0.83, yielding a sensitivity of 71% and a specificity of 83%.  For the lowest concentration 50 mg/mL, the 
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discrimination between HA and CPP was more difficult with an AUC of 0.68, yielding a sensitivity of 60% and a 
specificity of 68% (see supplemental table 2).  
 
Figure 6: Histograms of linear attenuation coefficients of HA and CPP at 50 mg/mL, 100 mg/mL and 150 mg/mL the 
four energy bins: (A) 20-30 keV, (B) 30-40 keV, (C) 40-50 keV, (D) 50-80 keV. 
 
AUC Sensitivity Specificity 
CPP 150 vs 
HA 150 
0.833      
[0.831-0.836] 
0.705       
[0.678-0.736] 
0.826         
[0.796-0.846] 
CPP 150 vs 
HA 100 
0.974       
[0.973-0.975] 
0.89         
[0.882-0.902] 
0.948       
[0.939-0.953] 
CPP 150 vs 
HA 50 1 [1-1] 
0.989       
[0.987-0.992] 
0.993       
[0.991-0.995] 
CPP 100 vs 
HA 150 
0.642       
[0.638-0.645] 
0.521       
[0.462-0.59] 
0.675       
[0.605-0.73] 
CPP 100 vs 
HA 100 
0.795      
[0.792-0.797] 
0.709       
[0.665-0.728] 
0.735       
[0.718-0.774] 
CPP 100 vs 
HA 50 
0.993       
[0.993-0.994] 
0.956       
[0.946-0.963] 




CPP 50 vs 
HA 150 
0.993      
[0.993-0.993] 
0.943       
[0.933-0.95] 
0.97         
[0.965-0.976] 
CPP 50 vs 
HA 100 
0.885      
[0.883-0.887] 
0.748       
[0.713-0.766] 
0.85         
[0.836-0.875] 
CPP 50 vs 
HA 50 
0.681       
[0.677-0.684] 
0.593       
[0.564-0.659] 
0.666       
[0.601-0.694] 
 
Supplemental Table 2: Mean values for AUC and best parameter performances for the combinations between CPP and 
CHA at 50, 100 and 150 mg/mL for the first energy range only (20-30 keV). Concentration of each crystal suspension 
was indicated in the first column in mg/mL. 
DISCUSSION 
The in-vitro study shows that the multi-energy SPCCT can accurately discriminate MSU and calcium crystals (HA, 
CPP, OCP). The results are in line with previous findings using a DECT imaging technique (8). Concerning the 
discrimination between calcium crystals, only the pair HA and CPP can be moderately discriminate. This result is very 
promising because so far no other imaging technique have shown similar performances.  
Concerning the SPCCT performances, the discrimination was better using the lower energy ranges than the higher 
energy ranges. The results comes directly from the predominant photoelectric effect for low energy photons. The 
imaging protocol was currently optimized to avoid the risk of pile-up and saturation of the detector that limit spectral 
imaging performances. A better tuning of the energy thresholds could achieve a better discrimination between two 
crystals. The methodology proposed to assess the discrimination between two materials is promising for spectral 
imaging data. However, it must be applied for each energy bin. A manual selection of the best one to discriminate two 
crystals is then required. The major limitation of this work dealt with the preparation of crystals suspension samples in 
agar. Firstly, the samples stability is not guaranteed over a long period. Secondly, even if results showed a good linear 
relationship between linear attenuation coefficients and concentration of the various materials, the uncertainty on the 
concentration value is unknown. 
The major strength of the work is the in-vitro demonstration of the capability of a new multi-energy SPCCT prototype 
to discriminate the various crystals involved in crystal-related arthropathies. If the results translate to ex-vivo human 
samples and latterly to clinical practice, the diagnosis of crystal-related arthropathies could be achieved using a multi-
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6. Discussion and perspectives 
The thesis deals with the characterisation of image quality in CT to assess the relevant diagnostic 
information. Task-based image quality methodologies were applied to characterise various clinical tasks for 
conventional CT (single-energy CT) systems, DECT systems installed in medical imaging departments, and a 
new prototype of SPCCT under development. The main goal was to characterise diagnostic performances for 
the various generations of CT. 
A full characterisation of diagnostic performances for conventional CT systems would require the 
assessment of a large number of parameters and clinical tasks for various clinical protocols. Among the major 
clinical CT indications, lesion detection is the most common task that could be performed. It is also the most 
critical task when dealing with patient dose reduction. Which is why we chose to investigate a detection of 
high and low-contrast structures for different clinical protocols.  
The detection of high-contrast structures in a uniform background was the task applied to characterise 
older and newer versions of CT devices using an abdominal protocol for the detection of renal stones. The 
SNR values, systematically very high, indicated that the detection task was trivial for the various CT devices. 
Indeed, uniform backgrounds do not take into account the influence of the complexity of the surrounding tissue 
when detecting lesions. To enhance discrimination between CT, one could assess a detection task in anatomical 
background or add complexity to the task with a characterisation of lesion shape, size, or density. Indeed, the 
defined clinical tasks must be adapted to the imaging protocol. For example, a discrimination task with DECT 
between uric acid and calcium calculi could be more clinically pertinent than the simple detection of calculi 
for abdominal protocols. Concerning the proposed methodology, the ideal model observer was suitable for the 
benchmark between different scanners. However, the task-based methodology in the frequency domain applied 
in this study had some limitations. The PW observer’s performance is dependent on the reconstruction kernel. 
In particular, the observer’s performance is always higher with soft kernels than sharp kernels. Hence, this 
observer should not be used to compare CT devices from different manufacturers because the choice of the 
reconstruction kernel could not be the same for all manufacturers 94. An interesting perspective of this study 
could be the optimisation of the various clinical protocols for each scanner. In this case, it would be preferable 
to use anthropomorphic observers instead of ideal observers with appropriate anthropomorphic phantoms.  
The detection of low-contrast structures was studied in two articles, for the characterisation of older and 
newer CT versions, and the impact of various IR algorithms compared to FBP, in both cases for an abdominal 
protocol. The detection task in a uniform background was pertinent to assess abdominal protocols (especially 
for the detection of focal liver lesions) even if it is a very simple task compared to clinical reality. To go a step 
further, we could work with anatomical backgrounds. Indeed, assessment of detectability of low contrast lesion 
in anatomical background should be an essential step for task-based image quality assessment.95, 96 
The first low-contrast study dealt with a benchmark between different CTs. The ideal model observer was 
suitable for this purpose. Results showed that no major differences were observed between CTs at a high dose 
level for an abdominal protocol. However, differences were detected at a lower dose. However, a larger 
phantom size should be used to achieve a better discrimination at 15mGy because the small abdominal 
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phantom size cannot mimic the body habitus of a “standard patient” (around 75 Kg) used to establish DRL 
values. This study showed the limitation of the DRL concept to optimise clinical protocols. Indeed, different 
generations of CTs cannot achieve a similar dose level without impairing the low-contrast detectability. To 
overcome this limitation, a new concept could link a DRL value to an “image quality reference level” for 
different clinical indications. This methodology would ensure that each CT could correctly perform a diagnosis 
while keeping the dose level as low as achievable with respect to the technology and software solutions 
implemented in the respective devices.  
The second low-contrast study dealt with a comparison between different IR algorithms. As abdominal 
protocols generally use ATCM to reduce patient exposure, the assessment of low-contrast detectability 
required the use of different phantom sizes. It appeared that low-contrast detectability decreased when 
increasing the phantom size, although the dose level also increased. This means that in an optimisation process 
it would be necessary to study image quality for different body habitus using clinical ATCM settings. 
Concerning the impact of IR algorithms, the results showed that the different generations of IR algorithms did 
not significantly improve the low-contrast detectability, except the full IR for the larger phantom size. Hence, 
in order to ensure a constant low-contrast detectability the possibility of dose reduction remains limited when 
switching from FBP to IR algorithms in abdominal protocols. An interesting perspective for this study will be 
to plot an optimisation curve (low-contrast detectability as a function of the dose level) for each CT and 
phantom size. By setting diagnostic requirements for different patients’ body habitus, it would be possible to 
define ATCM settings for this task and obtain an optimal dose level. However, the phantom also presents some 
limitations that should be taken into account when dealing with an optimisation process. Firstly, the additional 
rings are soft-tissue equivalent that could not mimic large patients with fat around their organs. Secondly, the 
contrast of the various lesions was created using plastic materials of low Zeff number. These materials cannot 
simulate the contrast of the lesion with an injected protocol. Therefore, this abdominal phantom cannot be used 
to assess the automatic tube voltage setting proposed by some manufacturers. A selection of tube voltage could 
change the task-based results obtained in this study with ATCM and IR algorithms 97. Concerning the task-
based methodology, the anthropomorphic model observers in the image domain was suitable for this study and 
adapted to the abdominal phantom. Moreover, results were successfully compared to another study using 
model observers in the frequency domain69.  
As shown in the previous studies, model observers are useful for assessing diagnostic accuracy for 
detection tasks in CT and thus replace the CNR which is limited when pixel size, signal size, or texture noise 
change. Although model observers show a high performance, their use in a clinical routine can be complex. 
Indeed, many technical parameters must be chosen which requires a phantom, human resources, and 
acquisition time. As already mentioned, different model observers (ideal or anthropomorphic) exist and they 
can be computed in the image or frequency domain. The computation in the image domain enables a direct 
comparison with human observers but requires a high number of images to train the model and test it (100 
acquisitions for the CHO with 10 channels if the phantom contains only one lesion with a given size and 
contrast). The choice of the number of images for the two steps influences the results and a correct estimation 
of uncertainties is difficult. In this context, an effort should be made to make uniform the practice of model 
observers and provide reference results for a given data set of CT images98.  
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Even if efforts are currently focused on reducing dose levels for conventional CT with IR techniques, 
DECT devices are emerging and the number of clinical applications increasing. DECT can offer new 
diagnostic information to identify, quantify, and discriminate between materials using different post-
processing algorithms. As for conventional CT, the assessment of image quality linked to diagnostic 
performances for DECT systems is essential. The first task is to ensure the accuracy of the quantitative results 
obtained with various post-processing algorithms. Indeed, it is essential to ensure a good quantification in 
DECT since quantitative results directly help the diagnosis and could change the management of diseases.  
The first quantification study dealt with the accuracy of Zeff map. Results showed a good mean accuracy 
for the various materials studied: adipose, muscle, water, trabecular bone, and dense bone. The relative error 
was large for low Zeff materials (adipose, water and muscle) and so some precautions should be taken in order 
to discriminate materials using their Zeff values. These simple measurements should be performed for annual 
quality control of DECT systems at different dose levels, for various kernels and reconstruction algorithms in 
order to ensure the accuracy of the quantitative Zeff measurements for various protocols. To go a step further, 
specific materials involved in the different pathologies should be used to assess clinical protocols (iron, iodine, 
calcium crystals, uric acid …). In this case, commercial phantom inserts do not exist, and calibration samples 
have to be prepared manually with a high accuracy. Collaborating with chemists is therefore often necessary. 
The second quantification study dealt with iodine quantification for specific iodine maps. Results showed 
a relative good concordance between known iodine concentration values and measured concentrations. 
However, uncertainties on iodine quantification was large, especially for low dose protocols due to the higher 
noise level. Therefore, radiologists should take into account this point when using this information. A fixed 
iodine density threshold should not be set to determine whether contrast enhancement is present and 
characteristic of a malignant lesion. This practice could lead to misdiagnosis situations, especially for low-
dose protocols. Instead, two thresholds should be set to define a zone of uncertainty where it is not possible to 
make a correct diagnosis without other information. The choice of the two thresholds should take into account 
the uncertainty of the iodine quantification assessed from phantom studies. An interesting perspective of the 
study could reproduce the experiment with various phantom sizes in order to mimic iodine quantification for 
different patient sizes. Indeed, faced with increasing X-ray scattering for larger phantom sizes, the accurate 
quantification of iodine could be more difficult. The optimisation of DECT protocols should thus be based on 
an appropriate quantification task (for example the iodine quantification for abdominal protocols) and should 
take various patient morphologies into account. 
In parallel to the emerging applications of DECT systems, the development of spectral CT also requires 
the assessment of image quality to determine new diagnostic performances. For the various clinical 
applications, pertinent clinical tasks should be defined with radiologists and referring practitioners. Among the 
new applications under development, the common tasks are the discrimination and the quantification of 
different materials. Therefore, task-based image quality metrics should be applied for these specific tasks. 
Methodologies are based on previous works that deal with classification and estimation tasks in CT. The 
potential of SPCCT devices should be firstly assessed in-vitro, based on phantom measurements. For this 
specific purpose, it is necessary to develop calibration samples for different material of interests. As SPCCT 
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are still under development, commercial solutions are not always proposed. In this case, a collaboration with 
chemists is primordial in order to prepare calibration samples with a high accuracy. The second step is to ex-
vivo validate the primary results with human samples and later, in-vivo with human clinical trials.  
In the thesis, a discrimination task between different crystals was proposed to assess the SPCCT 
performances for the diagnosis of crystal-related arthropathies. The study was firstly conducted in vitro, 
preparing crystal suspension samples, and later ex-vivo, by scanning human specimens. Firstly, in-vitro results 
showed that MSU can be accurately differentiated from HA and CPP. These results were in line with previous 
findings of patient studies using a DECT technique 89. In-vitro results also revealed that CPP could be 
moderately discriminated from HA with an accuracy equal to 70%. Currently, no existing X-ray imaging 
technique could reproduce this potential. If this result is clinically validated with patient studies, it could open 
up the diagnosis and management of different crystal-related arthropathies, not only tophaceous gout.  
It is important to note that SPCCT devices are continuously under development: improving the number 
of detectors, their configuration, the speed of image reconstruction, and the post-processing algorithms. It 
means that protocols have to be regularly adapted in order to take into account the different technological 
developments and the various limitations of PCD (pile up effect, charge sharing, K-escape X-ray and Compton 
scattering). This is a major difference compared to commercial CT devices installed in medical imaging 
departments, where clinical protocols are well-defined for different indications. With SPCCT devices, the 
selection of energy thresholds is particularly important because it directly influences the discrimination 
performances. Contrary to the majority of the current focus of development in SPCCT, in this study the choice 
of energy threshold is not based on the K-edge because the K-edge of calcium is too low (4 keV). Indeed, the 
energy selection comes directly from the X-ray attenuation law through various materials, the predominance 
of photoelectric effect improves the differentiation between the various crystals for low energy photons. This 
means that the lower the energy range, the better the discrimination. For this study, the choice of the energy 
thresholds was determined in order to avoid the risk of pulse pile up and saturation of the detector. A better 
tuning of the number of energy thresholds and the size of energy ranges could thus improve the diagnostic 
performances. The choice should be focused on low energy ranges while maintaining a sufficient number of 
photons to avoid too noisy images, which could decrease discrimination performances. Moreover, the filtration 
should also be optimised to eliminate too low energy photons that will not contribute to the image but only to 
the patient exposure. Therefore, a radiation exposure study should also be conducted for human clinical trials 
when optimising clinical protocols. For this purpose, it is essential to find an objective methodology to quantify 
the discrimination task with a multi-energy SPCCT. The ROC paradigm was proposed to directly assess the 
discrimination between pixels for different materials. The major limitation of this methodology was that the 
discrimination performance was assessed for each energy bin. Therefore, a manual selection of the energy bin 
that maximize the discrimination is required. To overcome this limitation, the LDA methodology was proposed 
to find the best linear combination between energy bins to maximize the discrimination. Developed in the 
thesis to discriminate between four materials, the methodology could be easily adapted for discriminating 
between two materials. An interesting perspective of this study will be to apply the LDA methodology to 
optimise the clinical protocol, selecting the optimal tube voltage or selecting energy thresholds to maximize 
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the discrimination between crystals99. Based on a previous study, optimising the energy thresholds has a higher 
impact on the discrimination between calcium crystals than optimising the tube potential 61.  
The major limitation of the in-vitro study dealt with the preparation of crystal suspension samples with 
agar. Firstly, sample stability is not guaranteed over a long period. Secondly, even if results showed a good 
linear relationship between linear attenuation coefficients and concentration of the various materials, the 
uncertainty on the concentration value was unknown. In this context, it is necessary to validate the in-vitro 
diagnostic performances with new calibration samples prepared by a phantom manufacturer that could ensure 
and furnish the accuracy and the precision of the concentration value.  
The ex-vivo study determines whether these promising preliminary results can be translated to excised 
human specimens. The SPCCT acquisition of the finger with a gouty tophus revealed the presence of MSU 
deposition and correctly discriminated MSU with HA crystals presents in bone and cartilage. The acquisition 
of the excised meniscus revealed a majority of CPP crystals in the calcified regions, which was confirmed by 
polarized light microscopy and X-ray diffraction. To go a step further and confirm the ex-vivo results, other 
excised samples should be scanned. For example, an acquisition of the tibial plateau could confirm the good 
discrimination between HA and CPP since it should contain a majority of HA crystals. Following this 
preliminary study with only one excised human specimen, various calcified medial meniscus excised at the 
time of joint replacement surgeries will be scanned with an optimised SPCCT protocol. In this way, ex-vivo 
results of sensitivity and specificity for the discrimination between calcium crystals could be obtained.  
These two studies showed that the development of SPCCT devices imposes a multi-disciplinary 
collaboration between radiologists, referring practitioners, surgeons, physicist, medical physicists, chemists, 
and phantom manufacturers. Today, even if the introduction of SPCCT devices in the clinical routine is slowed 
down by technical challenges, these initial in-vitro and ex-vivo studies have shown promising results for the 




7. Conclusion  
The various studies developed in this thesis have shown the importance of characterising image quality 
to assess diagnostic performances for the various CT generations (conventional CT, DECT, and SPCCT). A 
first step should involve radiologists and medical physicists to identify pertinent clinical tasks. Then, a task-
based image quality assessment should be conducted to fully characterise the task and quantify the 
performances.  
Currently, the optimisation of clinical protocols is still mainly focused on reducing radiation exposure. 
However, the amount of diagnostic information required should be considered at the first place in the 
optimisation process instead of just the dose aspects. The remaining challenge is to define the diagnostic 
requirements for specific tasks and clinical protocols. Moreover, optimising CT protocols also involves 
optimising many clinical parameters that can change the patient’s course in a radiology department (acquisition 
time, reconstruction time, quantity of contrast media injection, number of phases …). Hence, the process 
should involve a multi-disciplinary team in the hospital (referring practitioners, radiologists, medical 
physicists, and radiographers), while maintaining an effective collaboration with CT manufacturers. The 
different roles and responsibilities should be carefully defined to provide image quality and diagnostic 
reliability with minimal exposure to patients. The collaboration between each member of the profession is 
summarized in Figure 37.  
This thesis focused on characterising image quality for the different CT systems installed in hospitals or 
under development. However, it is important to note that equivalent research could be performed for other 
imaging modalities. This could lead to optimising injected activities in nuclear medicine, patient and personal 
radiation exposure in interventional radiology or acquisition and reconstruction time in MRI using adapted 
task-based methodologies to assess the diagnostic performances. The role of the medical physicist thus evolves 
from checking the conformity of medical units, to being closely involved with the medical team. This ensures 
that the necessary diagnostic information is contained in the image. 
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Annex 1: Development of the optimal linear observer for a 2-class problem 
(Hotelling observer) 
A linear observer takes the general form: 
𝜆𝑘
(𝑖) = 𝑤𝑇𝑔𝑘
(𝑖)   
𝜆𝑘
(𝑖) is the scalar response of a vector image 𝑔𝑘
(𝑖) from class k  through w (in a 2-class problem, k=0 or 1). 
We can define 𝜆𝑘̅̅ ̅ as the mean scalar responses of vector images from class k and 𝜎𝑘 as the standard deviation 
of the scalar responses for vector images from class k:  
𝜆𝑘̅̅ ̅ = 𝑤
𝑇𝑔𝑘̅̅ ̅ , with 𝑔𝑘̅̅ ̅ the mean vector images for class k. 
𝜎𝑘
2 = ∑ (𝑤𝑇𝑔𝑘
(𝑖) − 𝑤𝑇𝑔𝑘̅̅ ̅)
2
 𝑖 = ∑ 𝑤
𝑇(𝑔𝑘
(𝑖) − 𝑔𝑘̅̅ ̅)(𝑔𝑘
(𝑖) − 𝑔𝑘̅̅ ̅)
𝑇
 
𝑤 𝑖 = 𝑤
𝑇𝑲𝒌𝑤, with 𝑲𝒌 being the 
covariance matrix of class k, N the number of images in class k. 
Then try to find the optimal direction of w to maximize the signal to noise ratio: 
𝑆𝑁𝑅2(𝑤) =
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The optimal direction of w is: 
 





Annex 2: Development of the linear discriminant analysis for a 2-class problem 
 
A linear discriminant takes the general form: 
𝑦𝑘
(𝑖) = 𝑤𝑇𝑥𝑘
(𝑖)   
𝑦𝑘
(𝑖) is the scalar response of data 𝑥𝑘
(𝑖) from class k  through w (in a 2-class problem, k=0 or 1). We can define 
𝑦𝑘̅̅ ̅ as the mean scalar responses of data from class k and 𝜎𝑘 as the standard deviation of the scalar responses 
for vector images from class k:  
𝑦𝑘̅̅ ̅ = 𝑤
𝑇𝑥𝑘̅̅ ̅ , with 𝑔𝑘̅̅ ̅ being the mean vector images for class k. 
(𝑦1̅̅ ̅ − 𝑦0̅̅ ̅)
2 = [𝑤𝑇(𝑥1̅̅ ̅ − 𝑥0̅̅ ̅)]
2 = 𝑤𝑇(𝑥1̅̅ ̅ − 𝑥0̅̅ ̅)
𝑇(𝑥1̅̅ ̅ − 𝑥0̅̅ ̅)𝑤 = 𝑤
𝑇𝑺𝑩𝑤 with 𝑺𝑩 being the between-class matrix 
𝜎𝑘
2 = ∑ (𝑤𝑇𝑥𝑘
(𝑖) − 𝑤𝑇𝑥𝑘̅̅ ̅)
2
 𝑖 = ∑ 𝑤
𝑇(𝑥𝑘
(𝑖) − 𝑥𝑘̅̅ ̅)(𝑥𝑘
(𝑖) − 𝑥𝑘̅̅ ̅)
𝑇
 
𝑤 𝑖 = 𝑤
𝑇𝑺𝒘,𝒌𝑤 with 𝑺𝒘,𝒌 being the within 
class matrix for the class k, N the number of data from class k 
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+ 𝑺𝐰,𝟏)w = 0 
 
⇒ 𝑺𝑩𝑤 −  J ∗ (𝑺𝐰,𝟎 + 𝑺𝐰,𝟏)w = 0 
 





−𝟏𝑺𝑩 𝑤 =  J ∗ w 
 
For a two-class problem, 𝑺𝑩w is in the same direction than 𝑥1̅̅ ̅ − 𝑥0̅̅ ̅, so the eigenvalue problem can be directly 
solved with: 
 
𝑤 = (𝑺𝐰,𝟎 + 𝑺𝐰,𝟏)




Annex 3: Development of the linear discriminant analysis for an L-class problem 
Reminder 
The data are combined in a matrix X, composed with the data for the different features and the L different 
classes. The matrix size is NxM, where N is the sum of the number of data in each class and M is the number 
of features. The LDA will find L-1 projections yi of the data X by means of L-1 projection vectors w, 
arranged by columns in a projection matrix W. 
𝑦𝑖 = 𝑤
𝑇𝑋 and 𝑌 = 𝑊𝑇𝑋 
 
We can define the following matrix from the data X: SB the between class scatter matrix and SW the within 
class scatter matrix. 
Development 
Now, we need to find W, that maximizes de Fisher criterion J(W). The Fisher criterion represents a measure 
of the separability between the different classes after projection into the new subspace, taking into account the 
distance between the mean of each classes (SB) and the scatter of pixel values for each class (SW). In a 2-class 






After derivation with respect to W (see Annex 1). We can find w (the column vectors of W) solving the 
following generalized eigenvalue equation:  
𝑺𝑾
−1𝑺𝑩𝑤 =  𝜆𝑤 
The equation above admits, at most, L-1 solutions (𝑘 ⊂ [1 , 𝐿 − 1]). The solutions are the eigenvectors 
corresponding to the L-1 non-zero eigenvalues. The size of the resulting matrix Y is N x k. The LDA 
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