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Abstract. We study non-equilibrium stationary states of a cavity system consisting
of many atoms interacting with a quantized cavity field mode, under a driving field
in a dissipative environment. We derive a quantum master equation which is suitable
for treating systems with a strong driving field and a strong atom-photon interaction.
We do this by making use of the fact that the mean-field dynamics are exact in the
thermodynamic limit thanks to a uniform coupling between atoms and photons. We
find ordered states with symmetry-broken components of the photon field and atomic
excitation driven by the external field. The mechanism by which these ordered states
arise is discussed from the viewpoint of the quantum interference effect.
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1. Introduction
The effects of interaction between photons and atoms have been studied for a long time.
A cavity is introduced to enhance the interaction by confining photons in a finite region
with mirrors. Such a system is described by a two-level atom coupled with a single-mode
photon field which represents the photons in the cavity. This system is described by the
Jaynes-Cummings model with the rotating-wave approximation (RWA) [1, 2]. When
many atoms are included, the model is extended to the Tavis-Cummings model [3]. The
coupling effects have been experimentally observed as cavity ringing phenomena [4, 5]
and vacuum Rabi field splitting [6]. Recently, this coupling has attracted much attention
as a possible method to control quantum information [7, 8, 9, 10, 11, 12, 13].
There have also been many studies on cooperative phenomena since Dicke noted
the importance of the uniform coupling between many atoms and photons [14]. In the
strong coupling (SC) region where the coupling strength is as strong as the dissipation
constants, but still much smaller than the energy scale of the two-level atoms and
photons, an optical bistability appears under a driving external field [15, 16]. In this
transition, the stationary state changes discontinuously as a function of the strength
and the frequency of the external field, which has been observed in experiments [17, 18].
When the atom-photon coupling becomes much stronger and the coupling strength
is comparable with the energy of two-level atoms and photons, we call such a
region the ‘ultra-strong coupling (USC) region’. In this region, the so-called Dicke
transition [19, 20, 21] occurs at a critical value of the atom-photon coupling strength.
In the ordered phase, the photon number of the ground state is not zero and the dipole
moment of atoms is spontaneously polarized. This phase is called the ‘superradiant
phase’ [19]. With recent experimental developments in studies on many-body systems,
it becomes possible to realize the USC region. For instance, a phase transition
corresponding to the Dicke transition has been studied in a cold atom system in an
optical cavity [22], and phenomena induced by parametric resonance were proposed
theoretically in this system [23, 24]. Furthermore, the USC region is also realized in other
systems, e.g. semiconductor cavities [25, 26, 27, 28] and circuit QED systems [29, 30].
Circuit QED systems with multiple qubits have not yet been realized experimentally,
but the number of qubits is expected to increase in the coming years [31].
In the present paper, we study the long-time asymptotic states of the Dicke model
in the USC region under a strong driving external field. For this, we need to extend
the master equation conventionally used in studies of optical bistability. In [32, 33],
the dissipation effect for a single two-level atom coupled with a cavity photon field
was studied, and the importance of incorporating the effects of the interaction between
photons and atoms into the dissipation effect was pointed out. However, for cooperative
phenomena, this effect has not yet been investigated. Thus, the types of cooperative
phenomena existing in this region are not known. Our study provides an indication
as to the phenomena, and this is to be realized in experiments. By using the master
equation derived in this paper, under a strong driving field we find a novel kind of
Novel symmetry-broken phase in a driven cavity system in the thermodynamic limit 3
symmetry-breaking phenomenon which is different from the Dicke transition. In order
to make clear what is essential for the appearance of this symmetry-broken state, we also
study the Tavis-Cummings model for comparison. It is known that the Tavis-Cummings
model is not adequate as a model of the cavity system when the interaction is strong,
but optical bistability and a Dicke transition occur even if we adopt the RWA. Thus, it
is important to check the effect of the RWA in the USC region under a strong driving
field. We find that the two models exhibit qualitatively different stationary states; that
is, the novel symmetry breaking does not appear in the case of the Tavis-Cummings
model. This observation shows that the RWA has a significant effect in this region.
We give a physical interpretation for the novel symmetry breaking in the Dicke
model as a synergistic phenomenon of a quantum interference effect induced by a strong
driving external field and the strong interaction effect. We also give an explanation of
why the two models show qualitatively different properties in this region.
The paper consists of the following sections: In section 2, the driven Dicke model
is explained. In section 3, we derive a new master equation for the USC region under a
strong driving external field in the thermodynamic limit. In section 4, we present the
novel symmetry-breaking phenomenon induced by a strong driving external field, and
give an physical interpretation of this phenomenon. In section 5, we summarize the
paper.
2. The model of the cavity system
We study cooperative phenomena in the cavity system described by the Dicke model [14],
i.e. a group of two-level atoms coupled with the single-mode photon field whose
Hamiltonian is given by
HS(t) = ωpa
†a +
N∑
j=1
ωaS
z
j +
N∑
j=1
2g√
N
Sxj (a+ a
†) + 2
√
Nξ cos(ωet)(a+ a
†). (1)
The first term describes the single-mode photon field whose energy is proportional
to the frequency ωp. Throughout the paper, we set ~ = 1. The annihilation and
creation operators of the photon mode are denoted by a and a†, respectively. They
satisfy the commutation relation of bosonic operators, [a, a†] = 1. The second term
denotes an ensemble of the two-level atoms whose energy gaps are proportional to
the atomic frequency ωa. They are described by spin operators Sj = (S
x
j , S
y
j , S
z
j ) =
(σx/2, σy/2, σz/2) where {σα}α={x,y,z} are the Pauli matrices. The third term gives the
interaction between photons and two-level atoms, and g is the coupling strength. The
last term describes the driving external field with amplitude ξ and frequency ωe. In
the present work, we consider the thermodynamic limit, N → ∞. In this limit, the
expectation values of a†a and
∑N
j=1Sj are of O(N), and therefore, in equation (1), we
adopt the rescaled parameters for the atom-photon coupling and the amplitude of the
driving external field.
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The Tavis-Cummings model [3] is obtained by applying the RWA to the Dicke
model,
N∑
j=1
2g√
N
Sxj (a+ a
†)→
N∑
j=1
g√
N
(S+j a+ S
−
j a
†). (2)
It is known that the two models exhibit a Dicke transition when g is larger than a critical
value. In the Dicke model the critical value is given by gDicke =
√
ωaωp/2 [21], while in
the Tavis-Cummings model the critical value is given by gTC =
√
ωaωp [19, 20] at zero
temperature.
It should be noted that the symmetries of the two models are different; The Dicke
model has a Z(2) symmetry, while the Tavis-Cummings model has a U(1) symmetry.
This difference causes significant effects on the stationary states in the USC region under
a strong driving field, as we will see later.
3. The dressed Lindblad equation
In this section, we derive a master equation to study properties in the region where the
interaction and the driving field are strong. Here, the derivation is given only for the
Dicke model, but the formalism of the master equation is also straightforward for the
Tavis-Cummings model.
3.1. Thermal bath
The master equation describes the time evolution of the system (S) in a dissipative
environment. In order to take the dissipation effect into account, we prepare a thermal
bath (B) in contact with the system. For simplicity, in this study we assume that the
temperature of the thermal bath is zero. The Hamiltonian of the total system is given
by
HT(t) = HS(t) +HB + λHI, (3)
where HS(t) and HB are the Hamiltonians of the system and the thermal bath,
respectively, and HI is the interaction between them. Here, we assume that both the
photons and atoms in the cavity system interact independently with different thermal
baths; HB = H
P
B +H
A
B,Local+H
A
B,Global and HI = H
P
I +H
A
I,Local+H
A
I,Global. For the cavity
photons, we adopt a free boson bath given by
HPB =
∑
α
ωαA
†
p,αAp,α, (4)
where {Ap,α} and {A†p,α} are the annihilation and the creation bosonic operators,
respectively. The bath is in contact with the cavity photons in a bilinear form:
HPI =
∑
α
(kαAp,α + k
∗
αA
†
p,α)(a+ a
†). (5)
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For the atoms in the cavity, it should be noted that we need to consider two types of
interactions [34]; one of them describes the interaction between each atom and its own
thermal bath (local coupling bath),
HAB,Local + λH
A
I,Local =
N∑
j=1
∑
α
ωj,αA
†
Lj,αALj,α
+λ
N∑
j=1
∑
α
(kj,αALj,α + k
∗
j,αA
†
Lj,α)(S
+
j + S
−
j ), (6)
where {ALj,α}j={1,...,N} and {A†Lj,α}j={1,...,N} are the annihilation and the creation bosonic
operators, respectively. In the other type of interaction, all the atoms couple with a
single thermal bath (global coupling bath),
HAB,Global + λH
A
I,Global =
∑
α
ωG,αA
†
G,αAG,α
+
λ√
N
∑
α
(kG,αAG,α + k
∗
G,αA
†
G,α)
N∑
j=1
(S+j + S
−
j ), (7)
where {AG,α} and {A†G,α} are the annihilation and the creation bosonic operators for
this type of thermal bath, respectively. The global coupling bath describes the case in
which the modes of the bath, e.g. radiation fields, couple with atoms homogeneously.
In this case, the total spin, (
∑N
j=1Sj)
2 = (
∑N
j=1 S
x
j )
2 + (
∑N
j=1 S
y
j )
2 + (
∑N
j=1 S
z
j )
2, is
conserved.
In a real system, the total spin relaxes, and hence we need the local coupling bath.
The dependences of the stationary states on the types of bath coupling will be studied
later (section 4.5).
3.2. Master equation
The density matrix of the total system ρT(t) obeys the Liouville-von Neumann equation,
dρT(t)
dt
= −i[HT, ρT(t)]. (8)
In order to derive the reduced dynamics of the system, we introduce a reduced density
matrix,
ρS(t) = TrBathρT(t). (9)
The dynamics of the reduced density matrix are given by a quantum master equation
which is obtained by projecting out the bath degrees of freedom in equation (8) [35, 36,
37, 38]. In order to derive the master equation for the region of strong interaction g
and strong driving external field ξ, it is necessary to take the effects of the interaction
and driving field into account. For this, we need all the eigenvalues and eigenstates
of the system. Such a treatment can be done for systems with small degrees of
freedom [32, 33, 39, 40] and also for a harmonic chain [41]. However, it is difficult in the
present case because the system consists of many degrees of freedom. To overcome this
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difficulty, we focus on the fact that for the cavity system, many atoms are uniformly
coupled with the single-mode photon field. With this property, we can approach the
many-body problem by using a mean-field (MF) strategy, which gives the correct result
in the thermodynamic limit [42]. In the MF treatment, the density matrix of the system
is given by the product of the density matrix of the photons and atoms,
ρS(t) = ρp(t)⊗ ρa(t)⊗ · · · ⊗ ρa(t)︸ ︷︷ ︸
N
= ρp(t)⊗ ρa(t)⊗N , (10)
where ρp(t) is the density matrix of the photons and ρa(t) is the density matrix of
each atom, respectively. Here, we assume that all the atoms are described by the same
density matrix. The MF Hamiltonian for the photons is given by
HMFp (t) = TratomsHS(t)ρa(t)
⊗N
= ωpa
†a + 2
√
N [g〈Sx〉+ ξ cos(ωet)] (a+ a†) + const.
= ωpa˜
†a˜ + const., (11)
where 〈S〉 = TrSρa(t), and
a˜ = a +
2
√
N
ωp
[g 〈Sx〉+ ξ cos(ωet)] , (12)
which is a bosonic operator for a dressed photon which incorporates the MF of the
atoms. In a similar way, the MF Hamiltonian for one of the atoms is given by
HMFa (t) = Trphoton, other atomsHS(t)ρp(t)⊗ 1ˆ⊗ ρa(t)⊗ · · · ⊗ ρa(t)︸ ︷︷ ︸
N−1
= ωaS
z +
2g√
N
(〈a〉+ 〈a†〉)Sx + const., (13)
where 〈a〉 = Traρp(t). Its diagonalized Hamiltonian is
HMFa (t) = 2σ(t)S˜
z + const., (14)
where ±σ(t) are the eigenvalues of the Hamiltonian for the atom given by
σ(t) =
[(ωa
2
)2
+
g2
N
(〈a〉+ 〈a†〉)2
] 1
2
, (15)
and S˜ describes the dressed atom which incorporates the MF of the cavity photon field.
For the study of the USC region under a driving field, we use ‘the dressed Lindblad
equation’ with a Lindblad form [38, 43] in terms of the dressed quantities, a˜ and S˜.

dρp(t)
dt
= −i[Hp(t), ρp(t)] + κ(2a˜ρp(t)a˜† − {a˜†a˜, ρp(t)}), (16)
dρa(t)
dt
= −i[Ha(t), ρa(t)] + γL(t)(2S˜−ρa(t)S˜+ − {S˜+S˜−, ρa(t)})
+γG(t)(〈S˜−〉[ρa(t), S˜+] + 〈S˜+〉[S˜−, ρa(t)]), (17)
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where
κ = piλ2
∑
α
|kα|2δωα,ωp, (18)
γL(t) = 4piλ
2| 〈−˜|Sx |+˜〉 |2
∑
α
|kj,α|2δωj,α,σ = 4| 〈−˜|Sx |+˜〉 |2γL, (19)
γG(t) = 4piλ
2| 〈−˜|Sx |+˜〉 |2
∑
α
|kG,α|2δωG,α,σ = 4| 〈−˜|Sx |+˜〉 |2γG. (20)
Here, {|−˜〉} and {|+˜〉} are eigenenergy states of the dressed atom,
S˜z |±˜〉 = ±1
2
|±˜〉 . (21)
In this dressed Lindblad equation, the effects of the interaction and the driving external
field are incorporated into the dressed quantities a˜ and S˜. In this case, the system indeed
relaxes into the true ground state of the Hamiltonian at zero external field (ξ = 0).
Thus, the present formalism of dissipation terms satisfies the minimal condition for the
study of the USC region under a strong driving external field. The dressed Lindblad
equation becomes the ‘bare Lindblad equation’ with a Lindblad form in terms of the
bare operators a and S for (g, ξ)≪ (ωp, ωa). In appendix A, we discuss the applicability
of this bare Lindblad equation in which the effects of the atom-photon interaction and
the driving field are not incorporated into the dissipation terms. Because the optical
bistability in this system occurs when the interaction strength is of the order of the
dissipation constants, (γL, γG, κ) ≈ (g, ξ) ≪ (ωa, ωp) [16], the bare Lindblad equation
can be used. However, the study of the properties of the region where the interaction
and the driving field are strong requires the use of the dressed Lindblad equation.
4. The novel symmetry-broken phase induced by the driving external field
4.1. Simulation
In the present work, we study stationary states for the case ωa = ωp = ωe = 1 by using
the dressed Lindblad equations (16) and (17). The time evolution of the photon field,
α(t) = lim
N→∞
〈a(t)〉√
N
, (22)
and the atoms,
m(t) = lim
N→∞
1
N
N∑
j=1
〈Sj(t)〉, (23)
is investigated. We solve the equations of motion by means of the Runge-Kutta method.
We regard the state after a sufficiently long time as the stationary state. In practice,
we study the quantities at large t (∼ 10000pi) which we believe to be large enough to
study the stationary state.
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4.2. Classification of the stationary states and order parameter
In order to study properties of the stationary states, we classify the stationary states into
three phases; i.e., (i) regular oscillating phase, (ii) ordered phase, and (iii) non-periodic
phase. Here, we focus on two kinds of symmetry of the system Hamiltonian HS(t).
One is the discrete time-translation symmetry. Since the period of the external field is
Te = 2pi/ωe, the system Hamiltonian is invariant under the transformation t → t + Te.
The other symmetry is related to the unitary operator given by
U = exp
{
ipi
(
a†a+
N∑
j=1
Szj
)}
, (24)
which changes the sign of the operators Y ∈ { a/√N , a†/√N , {Sxj }, {Syj } },
i.e., U †Y U = −Y . The system Hamiltonian is then invariant under the unitary
transformation with the extra time translation t→ t+ Te/2,
HS(t) = U
†HS
(
t+
Te
2
)
U. (25)
The nature of time evolution in stationary states is qualitatively different depending
on whether the two kinds of symmetry are broken or not. If both symmetries hold, the
following relation,
〈Y (t)〉 = −〈Y (t + Te/2)〉, (26)
should be satisfied. In this case, 〈Y (t)〉 oscillates around the origin with the period Te,
and we call such a case the ‘regular oscillating phase’. If the discrete time-translation
symmetry holds while the symmetry (25) is broken, the relation (26) is not satisfied. In
this case, 〈Y (t)〉 oscillates around a non-zero value with the period Te. We call this case
the ‘ordered phase’. When the discrete time-translation symmetry is broken, the period
of 〈Y (t)〉 is different from Te, and such a state is said to be in the ‘non-periodic phase’.
In this non-periodic phase, the system shows a long-period oscillation or even chaotic
behaviour, in the sense that 〈Y (t)〉 does not show periodic behaviour at all. The nature
of the non-periodic phase is not studied in detail in the present work.
In order to distinguish the three phases, we consider {αj}j=0,1,2,···, which is a
sequence of the time average of α(t) over one period (jTe ≤ t ≤ (j + 1)Te). We define
the mean value of αj as
αorder = lim
n→∞
1
n
n−1∑
j=0
αj = lim
T→∞
1
T
∫ T
0
α(τ)dτ, (27)
and the fluctuation of αj as
σα = lim
n→∞
√√√√ 1
n
n−1∑
j=0
(αj − αorder)2. (28)
With these quantities, we characterize the three phases as follows:
(i) regular oscillating phase: the system oscillates with the period Te, and α(t)
oscillates around zero; αorder = 0 and σα = 0;
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(ii) ordered phase: the system oscillates with the period Te, and α(t) shows a symmetry
breaking; αorder 6= 0 and σα = 0;
(iii) non-periodic phase: α(t) does not show a simple oscillation. In this case, σα 6= 0.
4.3. Symmetry-broken phase
In the present work, we adopt the stationary state of the system without the external
field (ξ = 0) for the given parameter set as the initial state for all the simulations. The
external field is then applied (ξ > 0), and the system evolves in time. After a sufficiently
long time, the system reaches a stationary state, and we calculate α(t), from which we
obtain the order parameters, αorder and σα.
(a) (b)
Figure 1. Phase diagrams parameterized by the interaction strength g and the
amplitude of the external field ξ of the Dicke model (a) and the Tavis-Cummings
model (b) for the case κ = 0.1 and γL = 0.1 and γG = 0. In figure 1 (a), the positions
of CDT are plotted by using blue curves, where J0(4gξ/κωe) = 0. The periodicity of
CDT agrees with that of the ordered phase, which will be discussed in section 4.4.
In figure 1, we present the phase diagram parameterized by g and ξ for the Dicke
model and the Tavis-Cummings model. There, we classify the parameter space (g, ξ)
into the following three phases; blank for the regular oscillating phase, bullets for the
ordered phase, and crosses for the non-periodic phase.
In both phase diagrams, the ordered phase at ξ = 0 originating from the Dicke
transition appears when the interaction strength exceeds the critical value (gDicke = 0.5
and gTC = 1.0). When the external field is applied (ξ 6= 0), the order parameter
decreases, and disappears at a certain value of ξ. Therefore we observe that the order
of the Dicke transition is destroyed by the driving field.
In the Dicke model (figure 1(a)), however, besides this ordered phase of the Dicke
transition, a novel type of ordered phase appears at strong driving fields. In figure 2, we
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Figure 2. Dependence of the photon order parameter αorder (top) and σα (bottom)
in the stationary states where the interaction is strong (g = 0.35) and the driving
field is also strong (0.36 ≤ ξ ≤ 1) for the Dicke model. The ordered phase appears
repeatedly as a function of ξ. The dotted vertical line shows that the system is in the
non-periodic phase. The coupling constants are set to be (κ, γL, γG) = (0.1, 0.1, 0).
show the calculated values of αorder and σα as a function of ξ for g = 0.35. The regions of
the ordered phase form a characteristic structure. For example, they appear repeatedly
and form a belt-like structure which extends along a curve given by gξ = constant, as
seen in figure 1(a). Since this new phase appears at values of g less than the critical
value of the Dicke transition (gDicke = 0.5), the symmetry-breaking state in this region is
not simply originating from the Dicke transition. The photons and atoms driven by the
external field exhibit a spontaneous symmetry-breaking phenomenon. This phenomenon
should be due to the synergistic effects of the interaction and the driving external field.
We do not know of such a phenomenon, and the present observation indicates the
existence of a novel type of symmetry-broken state. Since this phenomenon appears at
relatively small values of g, we expect that this phase can be realized in experiments.
In contrast, in the Tavis-Cummings model, this type of ordered phase does not
appear at all. Instead, we find a non-periodic phase in the region where a driving field
is strong, which exists along a line g/ξ = constant.
This observation indicates that the RWA causes qualitatively different phenomena
in the region of strong interaction and strong driving field. The difference is considered
to originate from the difference in the symmetry of both models; that is, the Z(2)
symmetry of the Dicke model and the U(1) symmetry of the Tavis-Cummings model.
Significant consequences of the difference between the Dicke model and Tavis-Cummings
model have been pointed out for phenomena in the superradiant phase [44, 45]. The
present observation of the novel type ordered phase reaffirms the important effects of
the symmetry.
Novel symmetry-broken phase in a driven cavity system in the thermodynamic limit 11
4.4. Physical interpretation of the novel symmetry-broken states
In this subsection, we give a qualitative interpretation of the non-equilibrium phase
transition observed in the Dicke model, and explain why the qualitative differences
appear between the Dicke model and the Tavis-Cummings model. We focus on the
effects of the cavity photons on atoms in the region of a strong driving field. The time
evolution of the photons α(t) obtained by the dressed Lindblad equation (16) is given
by

d
dt
α(t) = (−iωp − κ)
[
α(t) +
2
ωp
(gmx(t) + ξ cos(ωet))
]
(Dicke), (29)
d
dt
α(t) = (−iωp − κ)
[
α(t) +
1
ωp
(g(mx(t)− imy(t)) + 2ξ cos(ωet))
]
(T-C). (30)
Under the strong driving field, we can treat the interaction term, which is of the order
of g, as a perturbation term. We derive an effective spin model which consists of only
the freedom of atoms by using a perturbation method. As we will see later, the leading-
order term describes the quantum interference effect of atoms under a classical photon
field, which is the key ingredient of the present non-equilibrium phase transition. The
next-to-leading-order term describes the long-range interaction between atoms, which
leads to the transition as a cooperative phenomenon.
In the zeroth order of g, the long-time asymptotic solution of α(t) is given by
α0(t) = −i ξ
κ
e−iωet, (31)
where we use the fact that ωp = ωe, and ωp ≫ κ. Substituting this solution into the
MF Hamiltonian for an atom (13), we obtain the effective spin model for this order:

H′spin(D) =
N∑
j=1
ωaS
z
j −
N∑
j=1
4gξ
κ
sin(ωet)S
x
j (Dicke), (32)
H′spin(TC) =
N∑
j=1
ωaS
z
j −
N∑
j=1
2gξ
κ
[
sin(ωet)S
x
j − cos(ωet)Syj
]
(T-C). (33)
As is clearly observed, the difference of the symmetry in both models appears in the
different forms of the driving field. That is, the driving field is polarized linearly in the
x-direction for the Dicke model, while it gives a rotational field for the Tavis-Cummings
model. In order to understand the properties of the cavity system in the region of a
strong driving field, we first consider the Hamilton dynamics for the models (32) and
(33) without a dissipation effect.
In the case of the Dicke model (32), it is known that this model shows a coherent
destruction of tunneling (CDT) [46, 47, 48, 49, 50] under a periodic driving field. When
CDT occurs, the state after one period of the external field does not change due to a
quantum interference effect, and thus the atomic state is localized in the same state.
The condition for CDT is given by the zeros of the zero-order Bessel function [51, 52],
J0
(
4gξ
κωe
)
= 0. (34)
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This relation shows that CDT repeatedly appear as a function of ξ. In the phase
diagram depicted in figure 1(a), we plot these points by using blue curves. We find a
good agreement between the periodicity of the ordered phase and that of the curves for
CDT, and thus we believe that CDT is the key ingredient for this symmetry-breaking
phenomenon.
In contrast, the effective model for the Tavis-Cummings model (33) shows Rabi
oscillations where the xy-component of the spin rotates with the frequency ωe, and thus
there is no localization of the atomic state. In this situation, the symmetry breaking in
the xy-plane is not expected.
Thus, it is strongly suggested that the essence of the non-equilibrium phase
transition is related to the CDT phenomenon. However, if we take the dissipation effect
into account in the model (32), the quantum dynamical motion originating from CDT is
destroyed and the stationary state is simply in the regular oscillating phase. Thus, the
leading-order term is not sufficient to understand the mechanism of the present phase
transition.
The interaction among atoms comes from the next-to-leading-order term (see
appendix B), and the effective spin model is given by
Hspin(D) =
N∑
j=1
ωaS
z
j −
N∑
j=1
4gξ
κ
sin(ωet)S
x
j −
N∑
j,k
4g2
Nωp
Sxj S
x
k . (35)
Here, the term of O(g2) describes the long-range interaction among atoms through
the processes involving virtual emission and absorption of a photon. This interaction
effect, in cooperation with the CDT effect, should be crucial for the symmetry-breaking
phenomenon found in the phase diagram of the Dicke model. That is, we believe that the
microscopic effect of quantum interference (CDT) is enhanced by the strong interaction
among atoms, and appears to be a macroscopic cooperative phenomenon.
4.5. Stationary-state dependence on the dissipation constants
In the above simulations, we adopted only the local coupling bath γL = 0.1. Here, we
discuss the dependence of αorder and σα on the various types of thermal baths.
First, we study the effect of a global-coupling bath γG on the stationary states. In
figure 3 (a), we show the dependence for various sets of γL and γG. We plot circles for
γL = 0.1 and γG = 0 (shown in figure 2), squares for γL = 0.1 and γG = 0.2, and inverted
triangles for γL = 0 and γG = 0.1. When the dissipative environment consists of only
the global coupling bath (inverted triangles), the total spin (
∑N
j=1Sj)
2 is conserved,
and we find a qualitatively different behaviour from other cases with non-zero γL. As
long as the total spin is not conserved (γL 6= 0), the stationary state does not depend
considerably on γG. We also checked that the effect of the global coupling bath (γG)
does not cause a qualitative change in other parameter regions.
Furthermore, we study the dependence of the stationary states on the strength of
the dissipation constant γL. In figure 3(b), we show the data for γL = 0.1 and γG = 0
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Figure 3. (a) Dependences of the photon order parameter αorder (top) and σα
(bottom) on the dissipation constant γG for the Dicke model. Almost the same
dependence is observed as long as γL 6= 0. For the case γL = 0 (inverted triangles), a
qualitatively different dependence is observed because the total spin is conserved. The
dissipation constant κ is set to be 0.1. (b) Dependence of the photon order parameter
αorder (top) and σα (bottom) on the dissipation constant γL for the Dicke model. The
local coupling bath (γL) stabilizes the ordered state. The dissipation constants κ and
γG are set to be 0.1 and 0, respectively.
(circles) and for γL = 0.05 and γG = 0 (triangles). When γL becomes small, in some
values in which the system is in the ordered states for γL = 0.1, the states change to
the non-periodic states. This observation shows that γL stabilizes the ordered states.
We also checked the effect of the dissipation constant κ by changing the value
of κ and ξ, and found that the properties of the stationary states remain almost
unchanged when the scaled parameter ξ/κ is held constant (not shown). Recalling
that the conditions under which CDT occurs depend on the dimensionless parameter
gξ/κωe (34), this observation is consistent with the physical interpretation that the
dynamical effect of CDT is important for this non-equilibrium phase transition.
5. Summary
In the present paper, we studied the cooperative phenomena of photons and atoms in a
cavity under a driving external field. In order to study the region where the interaction
and the driving external field are strong, we derived the dressed Lindblad equations
(16) and (17), which incorporate the atom-photon coupling and the driving external
field into the dissipation terms. In this derivation, we made use of the fact that a mean-
field treatment is exact, thanks to the uniform coupling between photons and many
atoms.
Applying the derived dressed Lindblad equation, we found a novel symmetry-broken
state appearing repeatedly in the phase diagram for the Dicke model (figure 1(a)).
In this state, the components of photon field and atomic excitation driven by the
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external field exhibit a symmetry-breaking phenomenon. For a physical interpretation
of this phenomenon, we discussed an effective spin model, and we concluded that
the phenomenon originates from the microscopic quantum interference effect (CDT)
enhanced by the interaction among atoms induced by the uniformly coupled cavity
photons.
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Appendix A. Dicke transition in the bare Lindblad equation
In this appendix, we demonstrate that the bare Lindblad equations,

dρp(t)
dt
= −i[Hp(t), ρp(t)] + κ(2aρp(t)a† − {a†a, ρp(t)}), (A.1)
dρa(t)
dt
= −i[Ha(t), ρa(t)] + γL(2S−ρa(t)S+ − {S+S−, ρa(t)})
+γG(〈S−〉[ρa(t), S+] + 〈S+〉[S−, ρa(t)]), (A.2)
do not give the correct ground state for the Dicke transition at ξ = 0. Since the
dissipation terms in (A.1) and (A.2) do not take the effect of the interaction into account,
the applicability of this master equation is expected to be limited to the region where the
atom-photon interaction is weak. In figure A1, we plot the dependence of the ordered
component of the photon field |α| = limN→∞ | 〈a〉 /
√
N | in the stationary states for the
Dicke model. In the figure, we show the stationary states obtained by the bare Lindblad
equations for κ = γL = 0.1 (diamonds), κ = γL = 0.01 (squares), and κ = γL = 0.001
(triangles). The bare Lindblad equations (A.1) and (A.2) give a phase transition, but
fail to give the exact values of the order parameter. This deviation is not due to the
finite dissipation constants, κ and γL, but due to the form of the master equation where
the effect of the interaction is not incorporated. Indeed, as κ and γL decrease, the data
converge to limiting values which are deviated from the correct values. For the Tavis-
Cummings model, the bare Lindblad equations do not reproduce the Dicke transition
at all (not shown). This indicates that the bare Lindblad equations are inadequate for
studying the USC region. On the other hand, the dressed Lindblad equations (16) and
(17) reproduce the exact values (red line) for the Dicke model (bullets) and also for the
Tavis-Cummings model (not shown).
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Figure A1. Ordered component of the photon field |α| =
∣∣∣〈a〉 /√N ∣∣∣ for stationary
states in the Dicke model as a function of the interaction strength g. Diamonds,
squares, and triangles give the data obtained by the bare Lindblad equations (A.1)
and (A.2) with κ = γL = 0.1, 0.01 and 0.001, respectively. They converge to a limiting
value as κ and γL decrease, but this value is not correct. Bullets show results obtained
by the dressed Lindblad equations (16) and (17), which agree with the exact results
given by the red curve |α| = 1
2
[4g2/ω2p − ω2a/(4g2)]1/2 [21]. The dissipation constant
γG is set to be zero.
Appendix B. Long-range interaction among atoms in the effective spin
model
In this appendix, we derive the next-to-leading-order term of the effective spin
model which describes the long-range interaction. In the equation of motion of the
photons (29), α1(t) which is the order of g obeys
d
dt
α1(t) = (−iωp − κ)
(
α1(t) +
2g
ωp
mx(t)
)
. (B.1)
The long-time asymptotic solution of α1(t) is given by
α1(t) = (−iωp − κ)2g
ωp
∫ ∞
0
mx(t− t′)e(−iωp−κ)t′dt′. (B.2)
The dominant contribution of mx(t − t′) to the integral comes from the component
oscillating around the frequency ωp within the time window 0 < t
′ < 1/κ. Therefore, we
focus on two time scales the short time scale O(1/ωp) and the long time scale O(1/κ).
In the present simulation, the relation κ ≫ (γL(t), γG(t)) holds because the eigenstate
of the dressed atom is almost the same as that of Sx for most of the time under a strong
driving field, and therefore we find, from the definition of γL(t) (19) and γG(t) (20), that
the dissipation strength is strongly suppressed. Therefore, the atomic motion within
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this time window 0 < t′ < 1/κ is described by the Hamilton dynamics:

d
dt
mx(t) = −ωamy(t), (B.3)
d
dt
my(t) = ωam
x(t)− 2g(α(t) + α∗(t))mz(t) ≃ ωamx(t) + 4gξ
κ
sin(ωet)m
z(t), (B.4)
d
dt
mz(t) = 2g(α(t) + α∗(t))my(t) ≃ −4gξ
κ
sin(ωet)m
y(t), (B.5)
where we substitute α0(t) into α(t). In the short time scale O(1/ωp), since m
y(t)
oscillates many times in the time interval of 1/ωp under a strong driving field
(ξ ≫ κωp/g), the RHS of equation (B.3) is regarded as being zero for this time
scale. On the other hand, in the long time scale O(1/κ), mx(t) oscillates with
frequency ωaJ0(4gξ/κωe) [52]. Hence, when the driving field is sufficiently strong, i.e.,
ωaJ0(4gξ/κωe) ≪ κ, we regard mx(t − t′) as a constant also for the long time scale.
Thus, under the strong driving field, we evaluate
mx(t− t′) = mx(t) for 0 < t′ < 1/κ, (B.6)
and therefore from equation (B.2), we have
α1(t) = −2g
ωp
mx(t). (B.7)
Substituting the long-time asymptotic solution of the photons up to the first order of g,
equations (31) and (B.7), into (13), we obtain the following effective spin model,
Hspin(D) =
N∑
j=1
ωaS
z
j −
N∑
j=1
4gξ
κ
sin(ωet)S
x
j −
N∑
j,k
4g2
Nωp
Sxj S
x
k . (B.8)
The term of the second order in g describes the long-range interaction among atoms.
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