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Summary
TRIZ (the Russian acronym for Theory of Inventive Problem Solving) is a systematic
approach to creativity. In contrast to traditional inventors, the inventors using TRIZ
are not only interested in searching for inventions in related areas (or prior art) to
identify the similarity and dissimilarity of their invention, but also for analogous
inventions in other fields that have solved the same technical Contradiction by using
the same method(s) (namely, TRIZ Principles). By referring to how analogous patents
have applied the TRIZ Principles to solve the same Contradiction, the inventors could
be directly oriented towards the most effective solutions, thus saving time and effort.
To facilitate the searching for patents for TRIZ users, patents are required to be
classified according to the methodologies (or Principles) used in the patents and the
Contradictions involved in the patents.
Manual TRIZ-based patent classification has been done for commercial purposes,
which is a time-consuming process. With the rapid increase of patents worldwide,
there is an urgent need to develop an automatic system. In this thesis, we proposed the
topic, automatic TRIZ-based patent classification, which fills a gap in the related area
of automatic patent classification. For the first time, this study combines two
seemingly unrelated areas of TRIZ and automatic text classification. More specifically,
this project aims to automatically classify patent documents according to TRIZ
viii
Principles used in patents to facilitate TRIZ innovative process.
To carry out automatic classification, a dataset consisting of 674 patent documents
was built and the TRIZ Principles used in these patents were manually labeled.
Furthermore, we analyzed the distinction of the 40 TRIZ Principles as well as the
similarity among them. To facilitate automatic classification, we combined the similar
Principles in the same group to form a new class and then classify the patents with the
newly-formed classes rather than with the original Principles. In the end, the original
40 Principles were grouped into 22 new classes. And the classification task is to
classify the patent documents into the 22 new classes, with two issues addressed:
multi-label and class imbalance.
In addition to class imbalance, we also analyzed other factors which may have an
effect on the classification performance in an imbalanced dataset. Furthermore, we
uncovered the intrinsic and external sources of all these factors and discovered how
these factors are related to our case.
Also, we proposed an innovative approach, pattern-oriented rule-based categorization,
to construct our automatic system. Derived from association rule based text
categorization, the new approach did not only discover the semantic relationship
among features in a document by their co-occurrence, but also captured the syntactic
information in the document by manually generalized patterns. Our experiments
ix
showed that the new rule-based approach performs well with a comparison of three
currently popular classifiers (SVM, NB and C4.5). More importantly, this newly
proposed approach has its own merits, which makes it different from other classifiers.
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1Chapter 1 Introduction
1.1 Project Background
TRIZ is the Russian acronym for Theory of Inventive Problem Solving developed by
Genrich Altshuller in Russia in 1965 (Terninko et al 1998). Unlike traditional
innovation approach which is mainly based on brainstorming, TRIZ is a systematic
approach to creativity. Based on analysis of 40,000 patents, Altshuller recognized that
most problems in all technological areas could be generalized to some fundamental
problems which were called “Contradictions”in TRIZ. And he also found that the
same fundamental solutions had been used over and over again. Based upon 40,000
patents collected, Altshuller summarized 1201 standard engineering problems, which
were later called Contradictions (Appendix I), and 40 fundamental solutions to these
problems, which were called the 40 TRIZ Principles (Appendix II).
In contrast to traditional inventors, inventors using TRIZ are not only interested in
searching for inventions in related areas (or prior art), but also for analogous
inventions in other fields that have solved the same technical Contradiction by using
the same method(s) (namely, TRIZ Principles). By referring to how analogous patents
have applied the TRIZ Principles summarized by Altshuller to solve the same
2Contradiction, the inventors could be directly oriented towards the most effective
solutions, thus saving time and effort. To facilitate the searching of patents for TRIZ
users, patents are required to be classified according to the methodologies (or
Principles) used in the patents and the Contradictions involved in the patents. Such a
classification system is termed “TRIZ-based patent classification”in this thesis.
More particularly, this thesis studies the innovative topic: automatic TRIZ-based
patent classification, which has never been addressed by any other researchers before.
In the next section, we will explain why we carry out this study.
1.2 Motivations
1.2.1 To facilitate TRIZ innovative process
One task of patent classification is to assign classification codes provided in
classification schemes to patent documents. Two of the currently popular
classification schemes are International Patent Classification (IPC)
((http://www.wipo.int/classifications/ipc/en/about_ipc.html) and U.S. Patent
Classification (USPC) ((http://www.uspto.gov/go/classification/help.htm#5). Since
traditional patent classification is to facilitate the searching of patents in related fields
(or prior art), currently popular patent classification schemes including IPC and USPC
3are mostly based on the application fields such as “Physics”and “Chemistry”(two of
the main sections in IPC) addressed by the patents. However, previous patent
classification systems based on these field-dependent classification schemes like IPC
are inadequate for TRIZ users since TRIZ users are not only interested in searching
for prior art, but also for analogous inventions that have previously solved the same
Contradiction(s) using the same TRIZ Principle(s). By referring to how previous
analogous patents have applied the TRIZ Principles to solve the same
Contradiction(s), the inventors could be directly oriented towards the most effective
solutions, thus saving time and effort. Furthermore, the inventors may find effective
solutions by referring to analogous invention(s) from a totally different field since the
patents which are classified under one Principle or Contradiction are not limited to
any one technological field. For example, an inventor who is handling an engineering
problem may find effective solution(s) from agriculture patents with the help of
TRIZ-based patent classification.
TRIZ-based patent classification therefore facilitates the TRIZ innovative process not
only by saving the inventors’time and effort in searching for effective solutions, but
also by giving the inventors a wider picture by providing patents from different
technology fields.
1.2.2 Lack of open patent database with sufficient examples
4TRIZ-based patent classification has been manually performed by some TRIZ
software companies such as CREAX
(http://www.creax.com/trialVersion/evaluation.html) and GOLDFIRE
(https://gfi.goldfire.com/).Their software provide TRIZ Principle-related patent
examples to inventors. However, the number of examples provided is limited. For
example, GOLDFIRE provides about 101 examples on average for each of 40
Principle; CREAX provides only 17 examples on average for each Principle.
Furthermore, they classify the patents only according to the TRIZ Principles, without
taking into consideration the Contradictions the patents solved.
In 2003, Darrell and Simon (Mann, Dewulf, 2003) presented a new software
framework named “Matrix Explorer”, which contains a patent database where patent
documents were manually classified according to 40 TRIZ Principles related to
different Contradictions. But the tool “is not available in the public domain due to the
sensitivity that some companies may have if they see their intellectual property
analyzed for everyone in the world to see”(from personal correspondence with Dr.
Darrell).
So far, there is no open patent database with sufficient examples classified according
to the TRIZ Principles used and Contradictions involved in patents partly due to the
high cost of manual classification.
1 The information about number of patent documents is based on the latest software version available in Sep 2005.
51.2.3 Huge requirement of manpower for manual
classification.
It is time-consuming and labor-intensive to manually classify patent documents. For
example, the classified patent database in Matrix Explorer mentioned above is the
results of years of work of 25 full-time patent analysts. Those analysts came from
various specialty fields and were trained with TRIZ concepts. An important part of
their job is to manually label 150,000 US patents with the Contradictions solved by
the inventors and the Inventive Principles used to solve the problem (Mann, Dewulf,
2003).
1.2.4 Rapid increase of patents worldwide
In addition to the huge requirement of manpower and time, the rapid increase of the
number of patent applications worldwide makes it very inefficient to classify patents
manually.
Considering the factors mentioned above, we propose automatic TRIZ based patent
classification in this thesis. As I have mentioned earlier, TRIZ based patent
classification differs from traditional field-dependant patent classification in terms of
the classification purpose and classification schemes as summarized in Table 1.1.
Also, we can see from Table 1.1 that in traditional patent classification both manual
6and automatic field-dependant patent classification has been studied before. For
TRIZ-based patent classification, however, only the manual process has been
performed. To the best of our knowledge, no research effort has been expended to
design an automatic TRIZ-based patent classification system. This study will fill in
the gap in this important research area.
Table 1.1 Differences between traditional patent classification (PC) and TRIZ-based
PC
Traditional PC TRIZ-based PC
Classification purpose To facilitate the
searching of prior arts.
To facilitate TRIZ inventive
process by providing inventors
analogous problems that have
previously solved the same





addressed and TRIZ Principles




Manual Performed by domain
experts in patent
offices
Some TRIZ software such as
GOLDFIRE
Automatic Some researchers (Fall





This study aims to automate TRIZ-based patent classification using the techniques of
machine learning. More particularly, this project focuses on automatically classifying
patent documents according to 40 TRIZ Principles. The work will first explore
7whether automatic Principle-based patent classification is possible by performing
experiments on a manually built dataset. Then we will analyze the TRIZ Principles by
the text information used to describe them and study how the classification
performance differs among different Principles. In addition, we will explore the
unique characteristics and challenges involved in this new classification task and
propose an innovative approach to construct the automatic TRIZ-based patent
classification.
1.4 Thesis structure
The rest of the thesis is organized as follows. Chapter 2 presents a literature review on
the areas of TRIZ and automatic text classification, which is the necessary
background for this study. In Chapter 3, we will first introduce previous studies on
automatic patent classification and explain why they are inadequate for TRIZ users. It
then details how we manually built a classified patent dataset to carry out experiments
of automatic classification. Chapter 4 gives the analysis of 40 TRIZ Principles in
terms of their distinction and similarity, which is to facilitate automatic TRIZ-based
patent classification. Thereafter, in Chapter 5, we will present our experiments of
automatic TRIZ-based patent classification based on the manually built dataset and
analyze the effect of the special vocabulary used in patent documents on automatic
TRIZ based patent classification. Chapter 6 discusses the class imbalance issue
8addressed in our dataset and explores other factors which exert a combined effect on
our classification task together with class imbalance. In Chapter 7, we will present an
innovative approach, pattern-oriented rule-based classification, to construct our
automatic TRIZ-based classification system. And the last Chapter concludes our study
and recommends several possible directions for future research.
9Chapter 2 Literature Review
This part covers the basic concepts about TRIZ and several issues in automatic text
classification, both of which are necessary background for this thesis. In the TRIZ
part, we will present its definition, explain the difference between TRIZ and
traditional innovative approaches, introduce the basic tools of TRIZ and then illustrate
the application steps of TRIZ. In the second part of this chapter, we will provide an
overview of five basic issues addressed in automatic text classification: document
preprocessing, document representation, feature reduction, learning task,
classification algorithms and evaluation matrix.
2.1 TRIZ
TRIZ was developed by Genrich Alshuller in Russia in 1965. After initially reviewing
over 200,000 patents, Altshuller focused on 40,000 of them as representative of
inventive problems, based on which many findings of TRIZ were published. With the
increasing exposure in introducing TRIZ, more and more people have been impressed
by the power of this systematic innovative approach to creativity. Now it is known to
be a powerful methodology for technical problem solving that leads to enhancement
of existing technique and strong acceleration of progress (Savrancky, 2000). And it
has been used by many famous companies such as Ford, Motorola, Siemens, Phillips
10
etc (http://triz-journal.com/whatistriz_orig.htm).
2.1.1 Definition of TRIZ
In 2000, Savrancky proposed a definition: “TRIZ is a human-oriented knowledge-
based systematic methodology of inventive problem solving.”His explanation to the
definition is like this:
Human-oriented--- It is a human being instead of a machine to orient heuristics since
the TRIZ practice depends on the problem itself and socioeconomic circumstances
which is arbitrary and cannot be performed by a computer.
Knowledge-based---The knowledge about the generic problem-solving heuristics is
extracted from thousands of patents worldwide in different engineering fields. TRIZ
uses knowledge of effects in the natural and engineering sciences and knowledge
about the domain where the problem occurs.
Systematic---It provides effective application of known solutions to new problems,
the procedures to creativity are systematically structured.
Inventive problems solving— TRIZ aims to solve inventive problems, which are the
ones containing a contradiction.
11
2.1.2 Inventive problems
While they are often misunderstood as to be the same as engineering, technological
and design problems, inventive problems are the ones containing contradictions.
Inventors are always seeking for solutions to eliminating contradictions. The skills of
engineers, technologists and designers will be applied after the inventive solutions are
found. (Terninko et al 1998)
Based on analysis of thousands of patents, Altshuller found that not all inventions are
equal in inventive value. He classified the innovations he had analyzed into five levels
according to different degrees of inventiveness, which is listed as following:
 Level 1 (32%), apparent or conventional solution which is well known within
specialty.
 Level 2 (45%), small invention inside paradigm, which is an improvement of an
existing system, usually with some compromise.
 Level 3 (18%), substantial invention inside technology, which is an essential
improvement of existing system.
 Level 4 (4%), invention outside technology, which is a new generation of design
using science and not technology.
 Level 5 (1%), discovery, which is a major discovery and a new science.
Since the solutions in Level 1 need not to be innovative and the ones in Level 5
12
require the discovery of a new natural phenomenon, Altshuller focused his study on
the solutions to the inventions in Level 2, 3 and 4 (Terninko et al 1998). Therefore, the
classical TRIZ research was founded on the information of patents from these three
levels and the practical utilization of TRIZ could help inventors to develop the
innovativeness of their solutions to these levels.
2.1.3 Psychological inertia
According to Altshuller, inventions involving Level 1 to 3 are usually transferable
from one technical field to another. That is to say, 95% of the inventive problems
faced by engineers in one field have been solved in some other fields before.
However, inventors or even an interdisciplinary team of inventors are unlikely to have
the knowledge from all of the disciplines. Furthermore, inventors have their favorite
direction for investigation which is always within or near their specialties. They
usually move in the same direction as they have successfully solved some problems in
the past. It is called psychological inertia. (Terninko et al 1998)
Psychological inertia restricts the process of innovation for inventors using traditional
approaches. The traditional innovation approaches mainly rely on brainstorming,
which radiates from the favorite direction of inventors and is limited by the
technology background of inventors. For example, a traditional approach to produce
artificial diamonds is to split the crystals at the fracture to produce usable diamonds,
13
which usually results in new undesirable fractures. Engineers, who are working to
improve the process, are usually limited to their engineering background and would
not turn to patents in other fields. Actually a similar problem has been solved in
agricultural applications again and again decades ago. For example, to separate the
seeds and stalk from the pod of sweet pepper, the sweet pepper was placed in an
airtight container. The pressure inside the container was gradually increased and then
quickly reduced, which causes the pod to burst at its weakest point and the top pops
out with the seeds. A similar process was used to shell cedar nuts, shell sunflower
seeds and break sugar crystals into powers. This approach by suddenly reducing
pressure in an airtight container to split something was eventually found by engineers
and proved to be able to more effectively split the diamond crystals without resulting
in undesirable fractures. However, it will save a lot of time and efforts if the
engineers, from the beginning, could be systematically directed to the analogous
problems and their solutions from all fields. (Terninko et al 1998)
Driven by the belief that the “creative potential of the inventor is increased”when
more knowledge becomes available, Altshuller focused on extracting, compiling and
generalizing knowledge to enable it to be easily accessed by inventors in any
disciplines. As a result, he summarized the fundamental solutions to technological
contradictions to 40 Inventive Principles (IP) to increase the knowledge available to
inventors. In the next sections, we will introduce what the 40 IPs are and how they
help to systematically direct the inventors to effective solutions. (Terninko et al 1998)
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2.1.4 40 TRIZ Principles & Contradiction Table
During his study, Altshuller recognized that the same fundamental problems in one
area had been addressed by other inventions in other areas of technology. He also
found that the same fundamental solutions had been used over and over again and that
the majority of inventions could be summarized into a limited number of principles.
Based on the analysis of 40,000 patents he had collected, Altshuller summarized 1201
standard engineering problems (Contradictions) into 39 standard engineering
parameters (Appendix I) and 40 fundamental solutions to these problems (40 TRIZ
Principles in Appendix II). The 40 TRIZ Invention Principles and the Contradiction
Table are important tools in TRIZ. With the help of these tools, knowledge about
inventions are “extracted, compiled and generalized to enable easy access by an
inventor in any area, and the inventors are directed to convert their inventive process
to a normal engineering process by taking a given problem to a higher level of
abstraction (Terninko et al 1998).”
In recent years, with the extending research of TRIZ to more applications, 40 IPs have
been found to effectively address not only the technical problems but also non-
technical ones. Many researchers have summarized the application of 40 IPs in
different non-technical fields such as business (Mann & Domb, 1999), quality
management (Retseptor, 2003) and service operation management (Zhang et al 2003).
In this project, we limit our focus to technology fields. With more and more attention
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to the basic tool to TRIZ, the original 40 IPs have been re-analyzed and grouped
(Mann 2002; Williams & Domb 1998). In Chapter 4, we will analyze the 40 IPs by
the text information used in patent examples to describe them, which will facilitate the
automatic classification of patent documents according to the 40 IPs.
2.1.5 TRIZ steps to solve problems
Compared to the traditional approach, TRIZ is systematic innovation methodology.
Figure 2.1 (http://www.mazur.net/triz/) shows the difference between the traditional
approach and TRIZ approach to creativity.
Figure 2.1 Traditional approach (a) and TRIZ approach (b) to creativity
As we can see, the traditional approach directly jumps from “my problem”to “my












engineers’ local knowledge. The TRIZ approach, however, helps inventors to
generalize their problems and then suggests the most useful solutions (or Principles)
to solve analogous problems, which may come from different fields and provide a
wider picture to inventors.
To illustrate TRIZ approach to creativity, an example about “designing of beverage
cans" is shown as follows (http://www.massey.ac.nz/~odiegel/trizworks/TRIZ.doc).
Step 1 Identify a problem:
The primary useful function of a can is to contain beverage. To reduce the cost of
materials in producing the can and to minimize waste of storage space, the walls of
cans are expected to be as thin as possible. However, the cans whose walls are too
thin cannot support a large stacking load. The ideal result is to solve this contradiction
without trade-off between the thickness of the walls and the strength of cans.
Step 2 Formulate this problem using “TRIZ
language”
At this step the inventors should find, from
the 39 standard engineering parameters
summarized by Altshuller, the parameter
that needs to be changed and the one that
contributes to an undesirable effect.
Figure 2.2 Cross section of
corrugated can wall (improved design
using Principle 1)
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In this example, the parameter that needs to be changed to make the wall thinner is
“Parameter # 4, length of a stationary object2”. And the “undesirable effect”in this
example is “Parameter 11, stress”.
Therefore, the specific problem of designing a can could be generalized to an abstract
engineering problem: to solve the Contradiction between “length of a stationary
object”and “stress”.
Step 3 Search for previously analogous solutions and adapt to “my solution”
From the Contradiction Table, Principles 1, 14 and 35 are suggested for solving the
Contradiction between “length” and “stress”. Using, in this example, Principle 1
(Segment), the wall of the can could be corrugated or wavy with a lot of “little walls”
as illustrated in Figure 2.2 instead of a smooth continuous wall. With this corrugated
wall, the edge strength of the wall could be increased yet allowing a thinner material
to be used.
In Step 3, some Principles are suggested from the Contradiction Table to solve the
Contradiction concerned. Although hints to possible solutions (or Principles) are
given from Contradiction Table, it is more helpful to provide specific examples about
how previous inventors have used the suggested Principles to solve similar
2 The parameter, “length”, refers to any linear dimension including diameter, width etc.
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Contradictions. By doing so, inventors could find inspiration more directly. That’s
why TRIZ software like GOLDFIRE includes classified patent examples according to
TRIZ Principles.
2.2 Automatic text classification
Text classification, an important component in information retrieval, is to assign free
text documents to one or more predefined classes based on their content. A manual
process is very time-consuming and costly. With the rapid increase of text information
available, there is an interest in developing technologies for automatic text
classification.
Text classification, which dates back to the early 60’s, has not become a major
component in the information system discipline until the 90’s due to the limitation of
hardware. Until late 80’s, knowledge engineering manually generates classification
rules based on expert knowledge. This approach has been less popular since the 90’s
due to the machine learning paradigm. Machine learning saves much more manpower
and time with a comparable accuracy to the manual job.
This section provides an overview of issues addressed in automatic classification,
which is a necessary background for this project.
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2.2.1 Document preprocessing
Usually two procedures for text filtering are used to preprocessing documents: stop
words removal and stemming. Stop words (e.g. “a”and “of”) are the ones that occur
too frequently to be discriminating for any particular class. They are identified either
by a threshold on the number of documents the word occurs or by referring to a
stopword list. Stemming is the merging of various word forms into one distinct term
(Forman, 2003). E.g. the words “section”, “sections”, “sectional”and “sectioning”
can all be stemmed to “section”.
2.2.2 Document representation
Vector space model is the most basic mechanism in automated information retrieval
(Berry et al, 1999). In this model, each document is represented by a vector, each
component of which reflects a term or particular concept associated with the given
document. The importance of the term in representing the semantics of the document
is reflected by the value assigned to that component. Typically, the value is a function
of term frequency (the frequency with which the term occurs in the document) or
document frequency (the frequency with which the term occurs in the document
collection).
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Using this model, a database could be represented as a term-by-document matrix of
size m*n as below, where m represents the total number of features used to represent
the documents, n is the number of documents and Aij denotes the weight of the ith term
in the jth document.
D1 … … Dj … … Dn
T1 A11 … … A1j … … A1n
… … … … … … … …
Ti Ai1 … … Aij … … Ain
… … … … … … … …
Tm Am1 … … Amj … … Amn
2.2.3 Feature reduction
A major difficulty of text classification is the high dimensionality of the feature space,
which is prohibitively high for many learning algorithms (Yang & Pedersen, 1997).
Feature reduction methods are used to reduce the feature space without sacrificing
categorization accuracy. Many feature reduction metrics have been developed:
document frequency (DF)(Yang & Pedersen, 1997), information gain (IG)(Quinlan,
1986), mutual information (MI) (Church, 1989), a chi-square statistic (CHI)(Dunning,
1993), term strength (TS)(Wilbur & Sirotkin, 1992) and Latent Semantic Indexing
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(LSI)(Deerwester, 1990). Here we only introduce two of them due to the limitation of
space.
(1) Document frequency (DF) is the number of documents in which a term occurs
in a set of documents. After computing the document frequency for each term in the
training set, those terms whose document frequency is less than some predetermined
threshold are removed (Yang & Pedersen, 1997)
(2) The information gain (IG) of a term (Yang & Pedersen, 1997), G(t), is defined
as the number of bits of information obtained for class prediction by knowing the
presence or absence of the term in a document:
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where:   1
m
i ic  represents the set of classes in the target space
( )iP c is the probability of the class ic in the target space
( )P t is the probability of presence of the term t in the target space
( )P t is the probability of absence of the term t in the target space
( | )iP c t is the conditional probability of ic given the presence of t
( | )iP c t is the conditional probability of ic given the absence of t
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Using the formula above, the information gain of each term in a given corpus is
calculated. The terms whose information gain is less than a predetermined threshold
are removed.
2.2.4 Training Task
Text classification assigns a Boolean value to each pair ,j id c D C   , where D
represents the domain of document and C= {c1, c2… … ,cm} denotes a set of predefined
classes. The document dj is given the value ci if a value of T (True) is assigned to
<dj , ci>, while dj is not under ci if a value of F (False) is assigned to <dj , ci>. Based on
different combinations of dj under ci, various kinds of settings are used.
a) Binary Setting
As the simplest formulation of the learning task, binary setting only addresses two
classes. i.e. the class label ci only have two possible values. Say these two possible
values are 0 and 1, then C = {0, 1}. The binary setting is very general and could be
used in the settings introduced below: multi-class and multi-label settings.
b) Multi-class Settings
Many classification tasks address more than two classes: C = {c1, c2,… ck} where k>2.
Each document is assigned to one of the k classes. In this case, a multi-class setting is
needed. There are two common approaches to deal with multi-class issue: handle it
directly or split it into many binary class setting problems.
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c) Multi-label Settings
In multi-label setting, one document is not associated with exactly one class. Instead,
one document can be in multiple, exactly one or no category at all.
2.2.5 Classification methods
An increasing number of automatic classification methods are currently available
(Yang, Liu, 1999): nearest neighbor classification (Masand, Linoff & Waltz, 1992;
Yang, 1994), Bayesian probabilistic approaches (Tzeras & Hartman, 1993; Lewis &
Ringuette, 1994; Moulinier, 1997), decision trees (Lewis & Ringuette, 1994; Fuhr,
1991), neural networks (Wjener, 1995; NG, 1997), support vector machines
(Joachims, 1998). The following subsections detail three of the classification
algorithms used in this thesis: a) Decision Tree C4.5; b) Naïve Bayes; c) Support
Vector Machine.
a) Decision Tree C4.5
Decision trees are generated by systematically choosing an attribute to split the tree.
In the trees, the leaves indicate classes and the nodes specify the test to be carried out
on a singular attribute value. (Quinlan, 1993)
The trees are traditionally drawn from the root at the top to the leaves at the bottom. A
document enters the tree at the root node where a test is applied to determine which
child node the document should encounter next. This process is repeated until the
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document arrives at the leaf node where the classes of this document are predicted.
The path from the root to each leaf, which is unique in the tree, is an expression of the
classification rules. (Berry &Linoff, 1997)
There are different approaches to rank the attributes and decide which attribute is used
to split the nodes. C4.5, “the most recent available snapshot of the decision tree
algorithm”evolved and refined by Quinlan (Quinlan, 1993), ranks attributes by the
information gain of each attribute and chooses the attribute of the highest gain value
to split the tree each time. We will detail the Gain criteria used by C4.5 in the
following paragraphs.
In a given document set D, we use entropy to measure the expected information









where D is a given document set
C is the total number of classes
j represents the j-th class
p(D,j) is the proportion of documents in D belonging to the j-th class















,where T refers to an attribute (or feature in the document) of interest
k refers to the total possible values of attribute T
|D| is the total number of documents in D
|Di| is the number of documents in D that has the i-th value for the attribute
The information gain of a feature reflects its relevance to a class. For features that are
distinguishing to one specific class and exclusive to other classes, the information
gain is high. Conversely, if a feature is almost equally used in all of the classes and
poorly identifies any of the classes, its information gain is very low.
C4.5 ranks all of the selected features by their information gain and builds decision
trees where at each node is located the features with greatest gain among the ones not
yet considered in the path from the root. Hence, at each stage of decision tree, the
attribute with the highest gain ratio criterion is chosen to further split the node. The
tree building process does not stop until all possible tests on a sub-dataset have zero
gain or the classification error within each leaf node is minimized. This approach to
build tree might be an attempt to fit the training data as accurately as possible, but it
might perform poorly in unseen data, thus losing the generalisability. This
phenomenon is called overfitting.
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To tackle this problem, pruning tree is performed to reduce the complexity of the
generated tree. Two common ways to prune decision trees are used: replace some
subtrees if the error rate is reduced by replacing the subtrees by a leaf node; raise a
decision node one level up the hierarchy of the tree to reduce the error rate.
An alternative approach to Gain criteria is Gain_Ratio criteria which use the gain ratio

















b) Naïve Bayes (NB) uses the joint probabilities of words and classes to calculate the
probabilities of classes given a document. It is naively assumed that the conditional
probability of a word given a class is independent from the conditional probabilities
of other words given that class:
( | ) ( | ) ( ) / ( )P C d P d C P C P d =
1
( | )n ii P X C ( ) / ( )P C P d (2.5)
(Say C is a class, 1( ,...., )nd X X is a feature vector for a new document d)
c) Support Vector Machine (SVM)
As a relatively new approach introduced by Vapnik in 1995, SVM was initially used
to solve two-class problem based on the Structural Risk Minimization principle. It is
to find a decision surface that could optimally separate the data in two classes. In a
linearly separable space, the decision surface is a hyperplane. As shown in Figures 2.3
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and 2.4, two possible decision hyperplanes (represented by the solid line) could
correctly separates the data points in two classes. SVM aims to find the optimal
decision hyperplane: the one which maximizes the margin (the distance between each
set of two parallel dashed lines) between two classes in the training set. (Yang, 1999)
In linearly separable space, the decision hyperplane could be written as
0 bxw  (2.6)
Where the vector w and the constant b are learned from the training set, x is a data
point to be classified. Say the training set is denoted as )},{( ii xyD

 , where iy is the
classification:
iy +1 if ix
 is a positive example;
iy -1 if ix
 is a negative example
SVM is to find w and b which satisfies the three constraints:
1) 1 bxw  for iy +1
2) 1 bxw  for iy -1
3) The vector 2-norm of w is minimized
Figure 2.3 A decision hyperplane (represented by the solid line) with a smaller margin
(represented by the distance between two parallel dashed lines (Yang, 1999)
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Figure 2.4 A decision hyperplane with the maximal margin. The data on two dash
lines are Support Vectors (Yang, 1999)








and map the original
data into a higher dimensional space in which the new features contain interaction
terms of the original features and the new space becomes linearly separable. In the
new space, SVM finds the optimal hyperplane which separates the training data with
the maximal margin.
The unique character of SVM, which is different from other learning algorithms such
as naïve bayes, is that it only uses the data points which have exactly the distance
w
1
from the decision hyperplane. As shown in Figure 2.4, these points are called the
Support Vectors. The Support Vectors are the only effective components from the
training set, i.e, the learning process by SVM is the same if all other points are
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removed. The unique point of SVM makes it work quite well for text categorization
and it often outperforms other classification algorithms (Yang, 1999).
2.2.6 Training Set, Test Set and Validation Set
The classifiers are usually built by “observing” the characteristics of a set of
documents that have previously been classified manually and then evaluated by
another set of data. To perform a scientific evaluation, the data used for evaluation
should not participate in the set of data used for classifier building (Sebastiani, 2002).
Two common approaches are used to construct such kind of sets.
a) Train-and-test approach
An initial corpus is split into two sets, not necessarily of equal size. One of them is
used to build classification models for different classifiers and is called the
training set. Another, which is exclusive to the training set, is used to test the
effectiveness of the classifiers and called the test set.
b) K-fold cross-validation
K-fold cross validation is an extension to train-and-test approach. Instead of being
split into two set, the initial corpus is divided into k (usually k>2) subsets by this
approach. Classifiers building and evaluation is performed k times. Each time, the
documents in one of the k subset are classified using the classification model built
upon the other k-1 subsets. i.e. each one of the k subset is used as the test set with
the other k-1 subsets as the training set in turn. Then the measures across all k
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trials are averaged as the overall evaluation for the classifiers.
This approach makes use of the whole corpus to evaluate: each document is used
in the test set exactly once and in the training set k-1 times. The disadvantage of
this approach is that the high cost it takes to run the experiment k times. However,
in a small dataset, this approach is quite helpful since it does not waste any data
for evaluation.
2.2.7 Evaluation Matrix
Evaluation of document classifiers is conducted experimentally, usually measured by
accuracy, recall, precision and F-value (Sebastiani, 2002):
Accuracy estimated as TP TN
TP TN FP FN

  
(please refer to Table 2.1 and Table 2.2
for term definition)
Precision defined as the probability that if a random document xd is classified




Recall defined as the probability that if a random document xd ought to be classified















both precision and recall are high, F-value is high. It can be adjusted by changing the
value of  which corresponds to relative importance of precision vs. recall and is
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usually set to 1.






Not Retrieved FNi TNi
Table 2.2 The Global Contingency Table
Class set






































Where: TPi = the number of documents that are retrieved and relevant to the class ic
FPi = the number of documents that are retrieved but irrelevant to the class ic
FNi = the number of documents that are not retrieved but relevant to ic
TNi = the number of documents that are not retrieved and irrelevant to ic
1 | |{ ,..., }cC c c represents a class set in the target space
TP denotes the sum of TPi (similar to FN, TN and FP)
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2.3 Summary
This chapter provided a necessary background for this thesis. Two areas were
addressed: TRIZ and automatic text classification. In TRIZ part, the definition of
TRIZ was presented; the inventive problems and how they are different from design
problems were explained; the psychological inertia and its negative affects during the
traditional innovative process were introduced; 40 IPs and Contradiction Table were
presented; the TRIZ application steps were illustrated. In the second part of this
chapter, some basic issues and techniques in automatic text categorization were
introduced: document preprocessing, document representation, feature reduction,
training task, classification algorithms and evaluation matrix.
The two technical areas of TRIZ and automatic text classification seem unrelated. In
the next chapter, we will address patent searching for TRIZ users and propose the
innovative topic of automatic TRIZ-based patent classification, which, for the first
time, combines these seemingly unrelated technical areas.
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Chapter 3 Automatic TRIZ based patent
classification
Prior accurate patent classification facilitates the searching of previous inventions. To
manually classify the patents into complex taxonomies takes patent offices a huge
amount of manpower and time. In addition, the rapidly rising number of patent
applications worldwide also creates the need for an automated classification system
using text mining techniques (Fall et al, 2003). The research efforts for this purpose
have been reported by many researchers. However, current patent classification is
based on field-dependent classification schemes. Automatic patent classification
based on these schemes is only helpful to search for previous inventions in related
field but inadequate for TRIZ users. This chapter first introduces the currently popular
patent classification schemes and previous research on automatic classification based
on these field-dependent schemes. Then we will explain what is required by TRIZ
users and why the previous research is limited.
3.1 Patent Classification
A patent is a contract between an inventor and the government: the inventors publicly
disclose their inventions and the government grants the inventors the right to exclude
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others from making, using and selling the invention for a limited time. (Lai & Wu,
2005). An invention could not be accepted as a patent unless it contains creative ideas
that have not been addressed in the field before. Before the inventors submit their
inventions to be patented, they need to search past patents in the field (or prior art) to
review the similarities and dissimilarities between their inventions and the previous
ones. When an invention is being evaluated in a patent issuing authority, the patent
examiners have to search and review a huge number of previous patents to determine
the patentability of the invention. In addition to these potential inventors and patent-
issuing authorities, patent searching is also crucial for other institutes such as research
and development units and others concerned with the application or development of
technology (Fall et al, 2004).
Patent searching is usually carried out on a patent database of a huge size. For
example, to evaluate one invention, an examiner in United States Patent Office needs
to review 2000 patents on average, searching from a corpus containing approximately
18 million documents (Gerson, 1972).. Currently, the US Patent office processes
100,000 patent applications each year by around 1000 examiners. The evaluation
process is quite slow without an effective patent searching system.
To facilitate patent searching, a prior reliable classification is needed. A patent
classification is a code which provides a method for classifying the invention
(http://www.uspto.gov/go/classification/help.htm#5). With classification, the
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information of documents can be marked. Therefore, patent offices assign a class code
to each patent document before it is sent to their databases. The class codes (or
classification schemes) used in different patent offices might be different. In the next
section, we will introduce two popular schemes
3.1.1 Currently popular patent classification schemes
Most currently available patent classification schemes are field-dependent, which
means that they classify patents according to the technological fields involved in the
inventions. The most popular schemes are IPC and USPC:
International Patent Classification (IPC): IPC
(http://www.wipo.int/classifications/ipc/en/about_ipc.html) is a standard taxonomy
developed and administered for classifying patents and patent applications by the
World Intellectual Property Organization (WIPO), an international organization
dedicated to promoting the use and protection of works of the human spirit. Used by
intellectual property offices of more than 90 countries, it covers all technology areas.
(Fall et al, 2004). The latest edition of the IPC consists of 8 sections, about 120
classes, about 630 subclasses, and approximately 69,000 groups
(http://www.wipo.int/ibis/datasets/wipo-alpha-readme.html). The 8 sections are
designated by one of the letters A to H, according to (Fall et al, 2003):
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A “Human necessities”




F “Mechanical engineering, lighting, heating, weapons, blasting”
G “Physics”
H “Electricity”
Each section above is subdivided into classes, symbolized by the section symbol
followed by a two-digit number, such as G05. Then each class is divided into
subclasses, which are represented by the class symbol followed by a capital letter, e.g.
G05D. In turn, the subclasses of IPC is divided into main groups, and then into a
hierarchy of subgroups. Table 3.1 illustrates the structure of IPC using the portions of
Section G (Fall et al, 2003).
Table 3.1 Sample portion of the IPC taxonomy at the start of Section G
Category Symbol Title
Section G PHYSICS
Class G05 CONTROLLING; REGULATING
Subclass G05D





1/00 Control of dimensions of material
US Patent Classes (USPC): In the United States Patent and Trademark Office
(USPTO), U.S. patents are manually classified according to the USPC scheme. USPC
contains about 450 Classes of invention and about 150,000 subclasses of invention
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(http://www.uspto.gov/go/classification/help.htm#5). With subclasses of subclasses of
subclasses etc, a hierarchy is formed. The tree goes as deep as 15 levels, with the
depths varying for different parts of the tree.
Table 3.2 shows a small portion of the list of patent classes (Larkey, 1999) in USPC.
Table 3.3 illustrates some subclasses of the class 395 in USPC.
Table 3.2 A sample of patent classes in USPC
Class Description
2 Apparel
4 Baths, Closets, Sinks, and Spittoons
5 Beds




251 Valves and valve actuation
252 Compositions
… …
395 Information Processing System Organization
396 Photography
399 Electrophotography
Table 3.3 Some subclasses of class 395 (Larkey, 1999)
2.090 SPEECH SIGNAL PROCESSING




2.42 Detect speech in noise
2.43 Normalizing
2.44 Speech to image



























In addition to the aforementioned two classification schemes, there are some other
schemes such as the European Classification (ECLA) and Japanese F-term patent
symbols used in Japan Patent Office. In patent offices, each patent document is
assigned to a class code before it is stored in the patent database, which is to make
patent searching easier and provide focused searches (Fall et al, 2003). The
classification is manually performed by domain experts in the patent offices,
which leads to several limitations:
1) It takes a long time to train the domain experts with the intimate
knowledge of the standard taxonomy with a complex structure used in the
patent offices.
2) It is hard to achieve a consistent classification from different experts.
3) A huge amount of manpower and effort are needed to manually classify the
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patent documents.
4) In some small and medium-sized patent offices,, the manual classification
task is even harder due to the limited resources such as manpower.
5) With a rapid increase of patent application worldwide, the process is even
harder.
All these limitations of manual classification create the need for an automatic
classification system with an accuracy comparable to manual job. The next section
will introduce some previous research on automatic patent classification.
3.2 Automatic patent classification
To replace or help streamline time-consuming and labor-intensive manual
categorization, a number of researchers and some patent offices have studied on
automatic classification of patent documents using the techniques of text mining. In
this section, we will introduce two well-known automatic patent classification
systems developed in patent offices followed by some research efforts reported by
researchers.
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3.2.1 Classification Automated Information System
(CLAIMS)
Initiated in WIPO, the CLAIMS project is purposed to provide information
technology support for the IPC revision process and the IPC reform. Currently, it is
developing a computer-assisted patent classification system and a natural-language-
processing system to retrieve patents based on keyword searches. Based on IPC, the
systems developed by CLAIMS should facilitate the attribution of IPC symbols to
patent application. Particularly, CLAIMS supports some small and medium-sized
patent offices in assigning IPC symbols to patents and effort is also expended to
support patent applications other than English language.
In 2003, members of this project team reported on the CLAIMS system (Fall et al,
2003). They elaborated on the process to collect documents for training classifiers and
evaluate the automatic classification performance, detailed the methodology to setup
experiments and presented the system performance using three different evaluation
measures. In addition, they displayed the user interface of automatic assignment of
patent class, where their users are provided with an upload functionality to input their




“OWAKE” in Japanese means “rough classification”. The OWAKE system is
developed by the Industrial Property Cooperation Center (IPCC), an affiliated
organization of the Japan Patent Office (JPO). It is to assign Japanese F-term patent
symbols and IPC to the patent applications and to conduct prior art searches on the
cases forwarded by the JPO (Masakazu, 2003). The OWAKE system provides
automatic preclassification assignment by automatically analyzing technical terms in
the patent application. It selects the most important terms and their comparison with
preselected terms from the Patent Gazette database and the IPC database, by
calculating the resemblance ratio.
(http://www.ompi.int/edocs/mdocs/classifications/en/ipc_ce_29/ipc_ce_29_11.html)
When preclassifying Japanese patents into 38 different technical groups, the system
achieves a precision as high as 90%.
3.2.3 Other research efforts
In addition to the two well-known systems introduced above, a number of researchers
have also reported their work on automatic classification of patent documents in
recent years: Larkey (1998,1999) created a system to automatically classify US
patents into US Patent Codes and measured the accuracy achieved by k-nearest-
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neighbor and Bayesian independence classifiers on a small set of patent documents;
Krier and Zacca (2002) reported their research on “automatic categorization
applications at the European patent office” and described a comprehensive set of
patent categorization tests. Grey et al (2001) created a web-based solution for
attributing patents codes in the US and IPC taxonomies; Kohonen et al (2000) created
a two-dimensional map of patent documents to classify patents into 21 classes and
achieved 60% precision. Chakrabarti et al (1998) developed a hierarchical patent
classification system using 12 subclasses organized in three levels. They found, in the
small-scale tests, that the effectiveness of classification could be improved by
accounting for the already known classification of cited patents; Teichert and
Mittermayer (2002) achieved a precision of 74-78% when classifying patent
documents into five technology categories by k-nearest neighbor and centroid-based
algorithms.
3.3 TRIZ-based patent classification
3.3.1 Patent classification required by inventors using TRIZ
As mentioned earlier, the current patent classification schemes classify patents
according to the technology fields involved in the patent applications. For example,
the U.S. patent 20060173589, “Control system for a linear propulsor array” is
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classified into G05D1/00 in IPC, which is in the field of physics (Table 3.1 shows the
details). Patent classification based on these field-dependent classification schemes is
purposed to facilitate searching for the patents in the field (prior art). The previous
research efforts on automatic patent classification, as presented in the last section, are
all based upon these field-dependent schemes (IPC, USPC, ECLA or Japanese F-
term). Their jobs are quite valuable for patent offices to automatically assign class
codes to patent applications by helping or replacing the manual process, which further
facilitates searching of prior arts when the potential inventors are analyzing the
similarity or dissimilarity with previous patents. However, these jobs are inadequate
for inventors using TRIZ.
With the more and more popular application of TRIZ, inventors nowadays have been
aware and impressed by this systematic innovation approaches. The inventors using
TRIZ do not only search for prior art in order to evaluate the patentability of their
invention, but also systematically seek for inventive ideas by referring to analogous
patents that have solved the same Contradiction by using the same Principle(s). Take
the problem of designing a beverage can mentioned in Section 2.1.5 as an example.
By TRIZ, the problem is first generalized to a Contradiction: reducing of the thickness
sacrifices the stress of the object, which is responding to the Contradiction between
length and stress in the Contradiction Table where three Principles (#1, #14 and #35)
are suggested to solve the standard Contradiction. The Contradiction Table points out
a clear and useful direction to solve the problem, which effectively narrows the
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searching scope of solutions in contrast to brainstorming. However, the Principles
themselves are abstract and there are numerous ways to apply these Principles.
Therefore, the inventors have to find the best way to apply the suggested Principles to
their specific problems although they have been provided with a clear direction to
solve their problem. It is helpful for the inventors in this invention stage to be
provided with previous patents that have solved the same Contradiction and how they
apply these Principles. For this purpose, the patents are required to be classified
according to the Contradictions they are involved and the IPs they used. The patents
clustered together according to the Contradiction and IPs might come from different
technology fields. A patent database consisting of patents classified in this manner
provides a broader view to inventors by helping them find possible inspiration from a
field that may be totally different from their own.
3.3.2 Current work on TRIZ-based patent classification
TRIZ-based patent classification has been manually performed by some TRIZ
software companies. For example, the software, CREAX INNOVATION SUITE
(http://www.creax.com/trialVersion/evaluation.html) provides some classified
examples to explain each Principle. GOLDFIRE (https://gfi.goldfire.com/) also
provides TRIZ Principle-related patent examples together with the patent numbers of
each example and the links to the full-text patent documents. However, the number of
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examples they provided is limited. For example, CREAX provides only 17 examples
on average for each Principle. In GOLDFIRE, no more than 400 patent documents are
provided in total. And the examples are not updated regularly. The users who have
used the software for a long time have to always view the same examples stored in the
small patent database. They have little access to more and lastest application instances
of the Principles.
In addition to the limited number of examples provided, the current software usually
classifies patents only according to the TRIZ Principles, without taking into
consideration the Contradictions addressed by the patents. The patents using the same
Principle are grouped together no matter which Contradiction they have solved.
However, each Principle is usually associated with many Contradictions. E.g.
Principle 1, segment, could be used to solve the Contradiction between length and
stress, between weight and length and many other Contradictions as shown in the
Contradiction Table. If the patent examples presented could be further classified
according to the Contradictions they solved, the inventors would be provided a clearer
view. With classification of such kind, the inventors could access previous patents that
have addressed the same Contradiction and refer to their application approaches to
different IPs, which further narrows the search scope.
In 2003, Mann and Dewulf (2003) presented a new software framework named
“Matrix Explorer”, which contains a patent database where patent documents were
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manually classified according to the 40 TRIZ Principles combined with different
Contradictions. From the structure shown in their paper, the users could easily find the
details of patent examples that have solved a Contradiction, and the Principles used
are also identified. But currently, the tool “is not available in the public domain due to
the sensitivity that some companies may have if they see their intellectual property
analyzed for everyone in the world to see”(from personal correspondence with Dr.
Darrell).
3.3.3 Automatic TRIZ-based patent classification
So far, there is no open patent database with sufficient examples classified according
to the IPs used and Contradictions involved, which is partly due to the high cost of
manual classification. Similar to manual field-dependent patent classification, manual
TRIZ based patent classification is time-consuming and labor-intensive. For example,
the classified patent database in Matrix Explorer mentioned above is the results of
years of work of 25 full-time patent analysts. Those analysts were from various
specialty fields and were trained with TRIZ concepts. Their job is to manually label
150,000 U.S. patents with the Contradictions solved by the inventors and the
Inventive Principles used to solve the problem (Mann & Dewulf, 2003).
To the best of our knowledge, no previous research effort has been done on automatic
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TRIZ-based patent classification. To facilitate the invention process of TRIZ users,
this study is carried out to fill this research gap. Due to the limitation of time, our
project only focuses on automatic Principle-related patent classification, leaving
automatic Contradiction-related classification to future work. In this project, we aim
to answer three main questions:
1). Is it possible to automatically classify patent documents according to TRIZ
Principles? If yes, how is the performance?
2). How is the classification performance for different Principles?
3). What are the special issues involved in automatic TRIZ-based patent
classification?
3.4 Data collection
For the purpose of studying the performance of automatic patent classification, we
have to access to a dataset of manually classified patent documents where the
classification algorithms will be trained and tested (Fall et al, 2003). To perform
automatic patent classification based on currently popular schemes like IPC, it is easy
to get a large collection of manually classified patent documents since a number of
domain experts hired by patent offices have done this job before the patent
applications are stored in their patent database. Some huge data collections with
manual classified patents have been made available from internet. For example, to
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“encourage research into the automated categorization of patent documents”, WIPO
distributed two collections of XML documents that have been manually classified in
IPC: the “WIPO automated categorization datasets”
(http://www.wipo.int/ibis/datasets/):
1. WIPO-alpha: containing over 75,000 patent documents in English.
2. WIPO-de: containing over 110,000 patent documents in German.
With helpful sources like WIPO datasets available, the research of automatic field-
dependant patent classification is well facilitated. However, for the newly proposed
TRIZ-based patent classification, it is much harder to access to a patent database
anywhere near the size of the WIPO datasets. To perform automatic TRIZ-based
patent classification in this study, we have to first manually build a dataset by
ourselves.
3.4.1 How to collect and check data?
From the limited sources publicly available at present, we combine multiple sources
to build our dataset. The three main sources are:
 GOLDFIRE Innovator
This software “brings a structured process to inventive problem-solving, arming
users with easy-to-use problem-identification, problem-solving and solution-
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generating capabilities, enabling them to systematically tackle engineering
problems”. It contains a small database, where the 40 Principles are listed along
with patents examples under each Principle. (http://www.invention-
machine.com/prodserv/GFIN.cfm)
 CREAX software
CREAX is a systematic innovation tool using TRIZ concept. It guides the users
through the full process from start to finish. There are 10 key features in this
software. One of the features is “Principle of Invention”, where some examples




In addition, we also obtained some Principle-related examples from
(http://www.oxfordcreativity.co.uk/; Tate & Domb, 1997b; Mann, 2004; ) With the
patent numbers or brief description of examples provided from the resources above,
we searched the full-text documents which are mostly from USPTO (United States
Patent and Trademark Office) Patent Full-Text and Image Database
(http://www.uspto.gov/go/classification/help.htm#5). The sources above provide
Principle-related patents but only point out one Principle used in the patents or the
examples. After getting the full-text documents, we need to find other Principles used
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in these patents.
Each patent document comprises several parts. Some parts provide numerical
information such as patent number, date of numerical information such as patent
number, date of application and figure number. Some parts contain specific pieces of
text information such as names of authors and patent examiners. Other parts are
narrative text providing information regarding the patent. Take the patents from
USPTO, which covers the main part of our dataset, as an example. The parts with






During our manual classification, we only use the title and abstract parts and label the
Principles mentioned in these two parts for the following reasons:
1) In patent documents, the human generated abstracts are very precise and are always
regarded as the most important part. The abstracts are posed by some researchers to be
equivalent to the documents (Chen et al, 2003).
2) Too much information sometimes decreases the performance of automatic
classification by introduction of noise (Loh, He, & Shen, 2006).
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To build the dataset, four students with engineering background were involved in this
job independently and then final decisions of assigning class codes were made by
combining their conclusions in a group decision.
3.4.2 Is the data set biased?
Upon a manually built data set in a small scale, some questions naturally come into
light: How good is the data set for the use of automatic classification? Is this dataset
set biased towards of the use of automatic classification? Actually the resources,
which we referred to generate our dataset, are only purposed to provide examples to
illustrate the application of Principles. They have not addressed the purpose to
provide a dataset for automatic classification. The examples from these sources,
therefore, could be regarded as unbiased upon the experiments of automatic
classification.
In addition, the examples from the sources are initially grouped under one Principle.
After obtaining the patent documents, we find out all other Principles used. In the
finally built dataset, therefore, the patents associated with one Principle, say Principle
1, come from two parts: 1) the ones initially provided by the sources to illustrate
Principle 1; 2) the ones that are initially provided by the sources to illustrate other
Principles but have used Principle 1. We have explained why the first part of patents
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is unbiased in the last paragraph. It is much easier to understand that instances from
the second part are actually more random compared with the instances from the first
part.
3.4.3 Statistics of the data set
In the end, we built a manually classified dataset of 674 patent documents. One patent
might be associated with multiple Principles. Table 3.4 below lists the number of
patent documents under each Principle, which is also shown in Figure 3.1. Similar to
what Altshuller has concluded (Teichert & Mittermayer, 2002), the usage frequency of
Principles is different. In our dataset, Principle 35 is the most frequently used one.
Table 3.4 The number of patent documents under each Principle
Principle number

































































Figure 3.1 The statistics of the dataset
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3.5 Summary
This chapter proposed the innovative topic of automatic TRIZ-based patent
classification and explained why it is meaningful. The facilitation of patent
classification for patent searching was explained. The currently popular patent
classification schemes were described. The limitations of manual classification were
presented. Previous research on automatic field-dependant patent classification were
summarized, with the analysis of why these previous studies are inadequate for TRIZ
users. The manual process to build a dataset for automatic TRIZ-based patent
classification carried out in this thesis was also presented together with the statistics
of generated dataset.
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Chapter 4 Analysis of TRIZ Principles
As a basic tool of TRIZ, the 40 IPs were always introduced as the first concept to the
new comers to TRIZ. With the increasingly popular application of TRIZ during recent
decades, experts from various technical and non-technical fields have found and
validated the wide application of IPs in their fields, with numerous application
examples summarized and published (Dourson, 2004; Hipple, 2005; Mann, &
Cathain, 2001; Retseptor, 2003). However, some criticisms have also been levied
upon the original list of IPs summarized by Altshuller: they are too abstract and
sometimes overlapped with each other (Mann, 2002). In recent research, the
relationship among IPs has been analyzed. In 1998, Williams analyzed the symmetry
and asymmetry of IPs and summarized several groups of Principles that are opposite
to each other (Williams, & Domb, 1998). In 2002, Mann proposed a 5×3 matrix to
group most Principles into five different strategies by the space-time-interface entities
(Mann, 2002). However, their analysis and combination of the IPs simply make the
IPs easier to remember but do not help our purpose of facilitating automatic patent
classification.
In this chapter, we analyze all 40 IPs according to the text information used to identify
them, dividing them into Obscure IPs and Distinct IPs. Then the similarity among
Distinct IPs is analyzed. According to the similarity and some other relationships
among them, the original 40 IPs were grouped into 22 new classes. Automatic patent
classification according to the new classes is then performed and evaluated.
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4.1 Obscure Principles vs. Distinct Principles
As mentioned earlier, analysis of Principles in this thesis is based on the text
information used in the descriptions of inventions. During our research, we found that
33 out of 40 IPs were identified by obvious descriptive information which is
frequently used in and shared by their patent descriptions. These IPs are defined as
“Distinct Principles”in our project. For instance, if an invention uses Principle 25,
“self-service”, its patent description usually mentions text information such as the
prefix “self-”. The remaining seven IPs, however, had no such typical text information
to identify them by. Furthermore, inventions using such Principles share few similar
or common words. These Principles are defined as “Obscure Principles”in this thesis.
Table 4.1 shows the seven Obscure Principles, with the reasons provided.






If #42, extraction, is used, usually the descriptions only describe the extracted
objects or systems, without specifying the relationship of extraction by obvious
text information. e.g.
 Use the sound of a barking dog as a burglar alarm (The sound of the
dog is extracted from a physical dog, thus we could get the benefit of
the alarm without the difficulty of feeding, exercising, training, etc. But
there is no clear text that describes this) s
3
Local Quality
The general idea of #3 is to enable local parts of a system to perform locally
different or optimized functions. However, little distinct text information for
this is contained in the instance descriptions. e.g.
 Freezer compartment in refrigerator
12
Equipotentiality
This Principle emphasizes on changing the conditions to achieve a certain
effect. However the example description usually describes the condition after




The general idea of #13 is to turn an object or action upside down. However,
the example descriptions seldom specify the “upside down” relationship
between two objects or actions. They instead directly describe the object or
3 Please refer to (Terninko, Zusman, & Zlotin, 1998; 40 invention Principles with examples) for detailed
descriptions of each Principle.
4 “#”represents the Principle number.
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action after being changed. E.g.




It is hard to cluster the examples using #17. To understand #17 needs
sophisticated semantic analysis. And it is nearly impossible to see from the
examples text description itself that this Principle is being applied. E.g.
 Five-axis cutting tool
 Infrared computer mouse
 Cassette with 6 CD
24
Mediator
Documents involving #24 usually do not specify that an object is used as an
intermediary. They instead describe the usage or functions of the object. (no
obvious text information)
Furthermore, the intermediaries used in different inventions are not the same or
similar. (no common or similar text information shared)
e.g.
 Play a guitar with a plectrum;
 Joining papers with a clip.
33
Homogeneity
Make objects interact with a primary object of the same material, or a material
similar in behavior. When #33 is used, usually it only specifies the result of
using the same material while text information like “same”or “identical”does
not appear.
e.g.
 Full-strength rod design (making the heads of pipes the same material
as the wire rope to improve durability)
4.2 Similarity among the IPs
The original IPs by Altshuller have been criticized by recent researchers for their
overlaps. To facilitate automatic patent classification according to IPs, we analyze the
similarity among IPs by text information used in the patent documents and by the
overlaps among them. As a result, two kinds of similarity are defined in this chapter:
text similarity and meaning similarity.
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4.2.1 Text similarity
When manually classifying patent documents according to IPs, we found that the
descriptions of inventions share superficially similar text information which is
distinctive to identify a group of Principles but is hard for automatic classification
system to differentiate among the IPs in the same group. For example, “pre-shrunk
jeans”uses Principle 9 (prior counteraction); “pre-deposited blade in a surgery cast
facilitates removal” uses Principle 10 (prior action). The descriptions of both
examples, like many typical examples using these two Principles, share similar text
information like the prefix “pre”, a typical descriptive text information for both
Principle 9 and 10. To differentiate between Principle 9 and 10, however, deeper
understanding is needed. Groups of Principles like this are defined as “Principles with
Text Similarity”. Other groups of Principles with text similarity are listed in Table 4.2.
In total, 20 different Principles are combined into 7 groups.





1, 5, 6, 15b #1, “segmentation”(Terninko, Zusman, & Zlotin, 1998);
#5, “combining (integration)” (Terninko, Zusman, & Zlotin,
1998);
#6, “universality”(Terninko, Zusman, & Zlotin, 1998);
#15b, “Divide an object into elements able to change position
relative to each other”(Terninko, Zusman, & Zlotin, 1998)
#1 and #15b are about “segmentation”; #5 and #6 are to
“combine” in space, time or functions. The words like
“multiple” are contained in many patents using the four
Principles. e.g.





5 The words listed here are only part of the similar text information. The words listed represent different word
forms. E.g. “section”, “sections”and “sectional”are all represented as “section”. In our automatic classification
experiment mentioned later, no phases are considered. Therefore, we only list the words here.
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6,139,373);
#5, Multi-color multi-point recorder (US Patent
Number 4,343,007);
#6, Multi-purpose knife (US Patent Number 6,006,433)
#15b, Chair armrest is divided into segments so that
different segment could move relative to another.
7, 31 #7, “make one part pass through a cavity in the other” (40
invention Principles with examples);
#31, “make an object porous”, “if an object is already porous,
add something useful into the pores”(40 invention Principles
with examples)
It is highly possible that the typical words like “hole” are
contained in the description of both Principles
“hole”
“cavity”
9, 10, 11 #9, “prior counteraction”(Terninko, Zusman, & Zlotin, 1998);
#10, “prior action”(Terninko, Zusman, & Zlotin, 1998);
#11, “cushion in advance”(Terninko, Zusman, & Zlotin, 1998)
All the three IPs above are about implementing some actions in
advance. E.g.
#9, Pre-shrunk jeans
#10, Pre-deposited blade in a surgery cast facilitates
removal
#11, A special tag containing a magnetized plate is





8, 29, 39 #8b, use “aerodynamic or hydrodynamic forces” (Terninko,
Zusman, & Zlotin, 1998);
#29, use “pneumatic or hydraulic construction” (Terninko,
Zusman, & Zlotin, 1998);
#39, “Inert atmosphere” (40 invention Principles with
examples)
Both #8 and #29 involve something aerodynamic (or





26, 28, 32 #26b, “replace an object, or action with an optical copy”(40
invention Principles with examples);
#28a, “replace an existing means with an optical system”(40
invention Principles with examples);
#32, change the color or the translucency
The “optical copy” involved by #26b is the copy of the
“object”, while the “optical system”involved by #28a replaces
“existing system” and is different in nature from the former
system. Although the underlying meaning of both Principles is
different, the common words like “optical” appear in many
descriptions of both Principles.
The patents using #32 sometimes mention “optical”or “light”.
E.g. “a photo-induced phase transition material changes in color
with light irradiation”(US Patent Number 6,660,868).
“optical”
“light”
27, 34 #27, “cheap disposable” (40 invention Principles with
examples);
#34, “discard and recover” (40 invention Principles with
examples)




something after fulfilling its functions.
35, 36, 37 #35, “parameter change” (40 invention Principles with
examples), emphasizes on the facts of phase change (35a),
temperature change (35d) or other parameters change;
#36 (“phase transitions” (40 invention Principles with
examples)) and #37 (“thermal expansion”(40 invention
Principles with examples)) emphasize on using the effect of
phase transition.
All of them involve the change of phase. Usually if #36 or #37





Among 40 IPs, there are two IPs which partly overlap with each other: Principle 25b,
“make use of waste material and energy” and Principle 22, “convert harm into
benefit”. Both IPs share the similar meaning: converting harm or waste into benefit.
They are always used in the same patent. In this paper, we group them together due to
their meaning similarity.
Table 4.3 Principles with meaning similarity
Principles Similarity
22, 25b Principle 22: convert harm into benefit;
Principle 25b: make use of waste material and energy; (Terninko, Zusman, &
Zlotin, 1998)
Both Principles are about “converting harm or waste into benefit”.
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4.3 Grouping Principles into new classes
The similarity between IPs makes it hard to classify among the similar IPs:
1) Principle 22 and 25 are similar in nature, thus patents using Principle 22 are
also likely using Principle 25 for the same innovative point and the training
data for both Principles overlaps to a large extent.
2) The IPs with text similarity share some typical text information, which is
critical to identify all of the similar IPs. However, distinguishing among the
IPs with text similarity usually needs sophisticated language analysis that is
not easily performed by a computer.
Traditional text classification works by statistics of words or features used in
documents, which is based on the superficial text information with little semantic
analysis. As a new trial of automatic classification of patents according to TRIZ IPs,
this project uses basic text classification techniques in the first stage and leave
possible further exploration to next stage. Therefore, in this stage, we group the
similar IPs and only consider between-group classification and ignore within-group
classification.
In addition, classes of some IPs are small in this dataset. For example,. only 8
documents are associated with Principle 12. In order not to have poor results from too
small classes, we further combine some small classes according to their relationship
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defined by other researchers (Mann, 2002; Williams, & Domb, 1998). In this way,
together with the similarity defined in the last section, 29 IPs were combined into 11
groups as shown in Table 4.4. The IPs in the same group are labeled using a new class
number, e.g.#9, #10 and #11 are all labeled as “091011”. The remaining 11 IPs are
single classes, labeled by their Principle number as in the original IP list summarized
by Altshuller. For example, the class number of Principle 4 is “4”. As a result, the
original 40 IPs were combined into 22 new classes.















This chapter analyzed the original list of 40 IPs summarized by Altshuller for the
purpose of facilitating automatic TRIZ Principle based patent classification. By the
text information used to describe them, some IPs are defined as Obscure IPs and
others as Distinct IPs. During manual classification, we found that to identify Obscure
IPs needs deep semantic analysis because there are little obvious and typical features
to describe these IPs. It is quite possible that the performance of automatic
classification upon these Obscure IPs is poor. We can see from the experiments
presented in the next chapter how the performance of Obscure IPs is compared with
Distinct IPs.
In addition to their distinction, we also analyzed the similarity among the IPs and
defined two kinds of similarity: text similarity and meaning similarity. To facilitate
automatic classification, we combine the similar IPs in the same group into a new
class and perform our experiment upon the new classes instead of individual IPs.
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Chapter 5 Experiment Setup
Based upon the manually built dataset as introduced in Chapter 3, the experiments are
performed to automatically classify the 674 documents into 22 classes which are
associated with 40 Principles. In our experiments, each document is indexed at word
level by calculating the word frequencies in each document. After stemming and
feature selection by Information Gain (Yang, & Pedersen, 1997), automatic
classification is performed by 5-fold cross validation, considering the small size of the
dataset (Warren, & Cary, 2002). Then the performance achieved by the three different
classifiers, Support Vector Machine (SVM), Naïve Bayes (NB) and Decision Tree
(C4.5) (Yang, & Liu, 1999; Weng, & Liu, 2004), are compared.
5.1 Multi-label Classification
In our dataset, the 674 documents are associated with 1478 labels in total. Therefore,
one document is associated with 2.2 labels on average, which leads to the issue of
multi-label classification as what often happens in real world.
There are four common models to train multi-labeled data from the sparse literature
addressing the issue of multi-label classification: (Shen, Boutell, Luo, & Brown,
2004)
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1. MODEL-s, which only labels the main class, simplifying multi-label
classification to single-label classification;
2. MODEL-i, which ignores the multi-labeled data, only taking into account the
data with single label;
3. MODEL-n, which considers the combination of multiple labels of an item as a
new class and builds a model for it.
4. MODEL-x, which uses the multi-label data more than once when training,
using each example as a positive example of each of the classes to which it
belongs.
From the four models above, we chose MODEL-x in our experiment. The reasons are
listed as below to explain why the other three were not chosen.
1. MODEL-s is not recommended because it is not easy to define the “most
likely (Shen, Boutell, Luo, & Brown, 2004)”Principle used in a patent. One
patent might address several technical Contradictions or use multiple
Principles. It is hard to take one Principle as the main issue because the
Principles might be used almost equally. Even if one Principle contributes the
most to the patent, the text information related to that Principle may not be the
most dominant and thus the Principle could not be recognized as the main
Principle in automatic classification experiments.
2. In our statistics, more than three quarters of the 674 documents are associated
with multiple labels. It is not realistic to only take into account the single-label
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documents which covers less than one quarter of our dataset. In addition,
ignoring the multi-label data is just trying to avoid the problem instead of
tackling it. Therefore, MODEL-i is not suitable for our experiment either.
3. Some combined classes are too small to be used as an individual new class.
For example, only one from the 674 documents is associated with the
combination of these five classes: 01050615, 14, 2225, 2734 and 353637. It is
impossible to regard this combination as a new class and build a model for it
using one document. Therefore, MODEL-n is not appropriate in our case as
well.
MODEL-x proposed by Shen (Shen, Boutell, Luo, & Brown, 2004) is thus a
reasonable choice to train our dataset. Using MODEL-x, we train a binary classifier
for each class and analyze the performance of each class. As suggested by Shen, the
document is only used as a positive example of each class it belongs. Say, one
document d is associated with both Principle 1 and Principle 9, labeled as the class
“01050615” and “091011”. When we train a binary classifier for the class
“01050615”, d is only labeled as positive although it also belongs to the class
“091011”which is among the negative classes. Similarly, d is only labeled as positive
when we are training a binary classifier for the class “091011”and is labeled as
negative for the other classes. The documents which do not belong to the class being
trained are all labeled as negative for this binary classifier. Table 5.1 shows the
distribution of the number of positive and negative documents for each class. Since a
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binary classifier is trained for each class, the experiments were performed 22 times,
with a different binary dataset (shown in Table 5.1) each time.
Table 5.1 The number of positive and negative documents for each class

























As introduced in Chapter 2, document preprocessing usually addresses two
procedures: stop words removal and stemming. However, the commonly used stop
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word lists (http://www.lextek.com/manuals/onix/stopwords1.html) are not suitable for
our task because some words, which are on the stop-list for general usage and
removed as irrelevant information, might provide important information about TRIZ
Principles. For example, the words “first… second… ”are usually used in the patents
using Principle 1, segmentation. And the word “itself”is often used in the patents
using Principle 25, self-serving. But those informative words for TRIZ Principles are
on most generally used stop lists. In our experiments, we do not remove any stop
words defined by the commonly used lists. We directly apply stemming algorithms
(http://www.tartarus.org/~martin/PorterStemmer/). After stemming, the number of
unique features used in the dataset is 4165.
5.2.2 Document Processing
After stemming, each document is indexed at word level by calculating the word
frequencies in each document. As a result, the dataset is represented by a document-
term matrix of size 674*4165 as shown in Figure 5.1. Say, aij represents the value in
row i and column j in the document-term matrix mentioned above, then aij is equal to
the frequency of term j in document i.
T1 … … Tj … … T4165
D1 … … … … … … …
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… … … … … … … …
Di … … … aij … … …
… … … … … … … …
D674 … … … … … … …
Figure 5.1 The document-term matrix used to represent the dataset
Owing to the small size of the dataset used in our experiments, we evaluate the
classification performance of the whole dataset by using 5-fold cross validation
instead of splitting the dataset into non-overlapping training collections and test
collections and only evaluate the performance of the test collections. In addition, to
remove irrelevant and redundant features and to reduce computing cost, we selected
the features by IG in each binary dataset. The optimal subset of selected features for
each class is set by evaluating the performance in each training set. i.e the feature
subset which achieves the best training performance is used to evaluate the
performance in test set. The performance is evaluated by different measures:
precision, recall and F-value separately, which will be discussed in next section.
Then upon the reduced feature-document matrix after feature selection, we build our
own classifiers, three currently popular classification algorithms (SVM, Naïve Bays
(NB) and C4.5) implemented by the software WEKA (WEKA, 2003). The NB
classifier does not require parameter settings unlike the other two algorithms. As for
C4.5, we use the default setting provided in WEKA. In terms of SVM, we set the
linear function as its kernel function because previous research has shown that linear
function can deliver even better performance without tedious parameter tuning in text
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classification (Joachims, 1998; 2002)
5.3 Results and discussion
Table 5.2 and 5.3 list the precision and recall for each class achieved by the three
classifiers: SVM, NB and C4.5. The highlighted rows correspond to Obscure classes
and all the other rows are Distinct classes as defined in Chapter 4. As we mentioned
earlier, the feature subset is chosen according to training performance. The feature
subset using the best training performance was achieved was taken as optimal set to
evaluate the testing performance. When we use precision (or recall) to evaluate, the
best performance means the highest precision (or recall) only, without taking recall
(or precision) into account. Therefore, the precision figures listed in Table 5.2 and the
recall figures in Table 5.3 for one class achieved by the same classifier may come
from different feature subsets. For example, using NB, the precision for Class
01050615 is 0.73 (Table 5.2) and the recall is 0.65 (Table 5.3). The precision 0.73 is
achieved using the feature subset by which the highest training precision for Class
01050615 was achieved. And the recall 0.65 is achieved using the feature subset by
which the highest training recall for Class 01050615 was achieved. However, the
highest training precisions and recall may come from different feature subsets.
Therefore, the optimal feature set used to evaluate testing performance by precision
and recall may be different as well.
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From Table 5.2, we can see that SVM achieves the highest precision for most classes
among the three classifiers. By SVM, the precision for 7 classes (Classes 1213, 20,
2225, 24, 2734, 30 and 40) is as high as 1. The lowest precision achieved by SVM is
0.75 (Class 020333). In comparison, the performance achieved by C4.5 has a greater
variation, with the highest precision being 1 for Class 19 but the lowest being 0 for
Classes 020333, 1213, 24 and 38). Compared with C4.5, NB performs in a more
stable manner among classes: the highest precision NB achieves is 0.82(Class
091011) and the lowest is 0.31 (Class 24). In addition, it could be found in Table 5.2
that the performance for the same class achieved by three classifiers may be quite
different. For example, for Class 1213, the precision is as high as 1 by SVM but only
0 by C4.5.
Table 5.3 shows the recall for each class achieved by the three classifiers. Among the
three classifiers, NB performs the best, followed by SVM and then C4.5.
Furthermore, the recall achieved by NB and SVM is more stable than C4.5 just like
what happened when precision was used for evaluation (Table 5.2): The difference
between the highest (0.86 for Class 23) and the lowest recall (0.35 for Class 1213)
achieved by NB is 0.51; for SVM, the difference is 0.52, with the highest being 0.64
for Class 353637 and the lowest being 0.12 for Class 17); But for C4.5, the difference
is as high as 0.71 , with the highest being 0.71 for Class 353637 and the lowest being
0 for Classes 020333, 1213, 24 and 38.
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Table 5.2 Precision for each class achieved by three classifiers
Class NB SVM C4.5
01050615 0.73 0.88 0.61
020333 0.40 0.75 0.00
04 0.53 0.89 0.47
0731 0.69 0.85 0.60
082939 0.61 0.88 0.78
091011 0.82 0.94 0.98
1213 0.33 1.00 0.00
14 0.50 0.83 0.70
1621 0.31 0.91 0.56
17 0.35 0.80 0.67
18 0.67 0.93 0.90
19 0.31 0.80 1.00
20 0.36 1.00 0.67
2225 0.56 1.00 0.95
23 0.36 0.90 0.71
24 0.31 1.00 0.00
262832 0.62 0.85 0.83
2734 0.48 1.00 0.88
30 0.42 1.00 0.33
353637 0.74 0.87 0.82
38 0.44 0.80 0.00
40 0.52 1.00 0.70
Table 5.3 Recall for each class achieved by three classifiers
Class NB SVM C4.5
01050615 0.65 0.58 0.54
020333 0.59 0.18 0.00
04 0.64 0.40 0.17
0731 0.65 0.58 0.32
082939 0.57 0.39 0.18
091011 0.59 0.63 0.46
1213 0.35 0.18 0.00
14 0.59 0.43 0.18
1621 0.65 0.43 0.22
17 0.46 0.12 0.04
18 0.76 0.61 0.54
19 0.79 0.33 0.25
20 0.59 0.22 0.07
2225 0.82 0.50 0.40
23 0.86 0.58 0.33
24 0.38 0.14 0.00
262832 0.72 0.47 0.24
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2734 0.52 0.34 0.31
30 0.68 0.24 0.08
353637 0.72 0.64 0.71
38 0.67 0.36 0.00
40 0.85 0.50 0.70
Precision and recall are different parameters to evaluate classification success. If both
parameters are high in a classification experiment, the performance is ideal. However,
very often these two parameters are in conflict with each other although they are both
needed to perform a good evaluation (ARCADE Sentence track metrics). Using any
one of them is simply not sufficient for a good evaluation. For example, as shown in
Table 5.2, some classes including some of the Obscure ones such as Classes 1213 and
24 even achieved a precision as high as 1.00 when SVM is used. However, such a
perfect precision was obtained with an extremely low recall. Table 5.4 lists such
cases. As illustrated in Figure 5.2, it is easy to achieve a high precision without
considering the recall using SVM. However, such a high precision does not mean a
good performance. Similarly, a perfect recall is not hard to achieve if precision is not
taken into account at all. For example, if a classifier assigns all documents the positive
class, then the recall achieved is 1. However, a high recall like this does not reflect a
good performance, either. Therefore, it is not good to only use precision or recall to
evaluate the classification performance.










Figure 5.2 The situation where a high precision is achieved with an extremely low
recall by SVM (“+”represents the positive instances, “-”represents the negative ones)
As a compromise between precision and recall, F-value is used (Maicher, & Witschel,
2004). Which evaluation parameter to choose depends on the classification task itself.
In our case, precision is more important in the consideration of TRIZ users’
requirements on an automatic classification system: when the users are searching for
the patents using a specific IP from a huge patent database, they always hope the
returned documents are labeled as correctly as possible. Thus a high precision is
desired. Compared with precision, the ratio of truly returned documents to the ones
associated with the class (or Principles) in the whole database (i.e. recall) is less
important since there are thousands of patents in the database, from which a huge
number of “true”documents could be returned even with a low ratio (recall).
Considering the concerns mentioned above, we use F(2)-Value (Maicher, & Witschel,












This formulation combines both recall and precision but assigns more weight to the
precision component.
Table 5.5 lists the F(2)-value for each class achieved by the three classifiers. For most
classes, SVM achieves the highest F(2) value. C4.5 works very poorly for the Obscure
classes. For example, the highest precision, recall and F(2)-values for Classes 020333,
1213 and 24 achieved by C4.5 are all 0.
Since SVM outperforms to the other two classifiers in the experiment, we focus the
following discussion on the performance achieved by SVM only. Among all classes,
the highest F(2)-value is 0.84 (Classes 091011 and 18) and the lowest is 0.33 (Class
17). In addition, the overall performance of Obscure classes (Classes 020333, 1213,
17 and 24) is worse than that of the Distinct classes. According to what we have
discussed in Chapter 4, very little distinct text information or very few features are
available to describe Obscure Principles and very few documents using these
Principles share common text information. To identify the Obscure Principles,
sophisticated semantic analysis is needed. However, the traditional automatic text
classification techniques including feature selection algorithms and classifiers work
by using the statistics of words in the documents. This way of working is based on
superficial text information and requires distinct features. Therefore, it is no surprise
that the performance of Obscure Classes is very poor.
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Table 5.5 F(2)-value for each class achieved before over-sampling by three classifiers
5.4 The effect of vocabulary in patent documents on
automatic TRIZ-based patent classification
Patents are granted usually due to the invention and application of technology. The
terms used in patents have some special characteristics which are different from the
terms in other documents like news articles (Fall et al. 2003):
1. To avoid narrowing the scope of inventions, many vague or general terms are
often used in patent documents.For example, patents applications in pharmaceutical
class NB SVM C4.5
01050615 0.71 0.79 0.59
020333 0.42 0.45 0.00
04 0.55 0.72 0.34
0731 0.66 0.78 0.50
082939 0.60 0.69 0.47
091011 0.76 0.84 0.80
1213 0.34 0.52 0.00
14 0.52 0.70 0.44
1621 0.35 0.75 0.42
17 0.37 0.33 0.16
18 0.67 0.84 0.77
19 0.35 0.63 0.63
20 0.38 0.59 0.26
2225 0.60 0.79 0.75
23 0.41 0.78 0.58
24 0.32 0.41 0.00
262832 0.63 0.70 0.56
2734 0.49 0.72 0.58
30 0.45 0.56 0.21
353637 0.74 0.81 0.80
38 0.47 0.65 0.00
40 0.56 0.71 0.70
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industry may recite all possible therapeutic uses for a given compound.
2. Patents include acronyms and much new terminology.
The special vocabulary used in patents has complicated in traditional patent
classification (Fall et al. 2003). Then how is its effect on TRIZ based patent
classification? Does it also complicate our classification task as it does in traditional
patent classification?
Before drawing the conclusions, we will like to recall the difference between
traditional patent classification and TRIZ based patent classification. As we have
mentioned in Chapter 1, the TRIZ based patent classification is different from
traditional patent classification in terms of the classification purpose and schemes. To
facilitate searching of prior art, the traditional patent classification is based on the
application fields addressed in patents. In words, it tends to find “what”(or “which”
technology field) the patent is about. Usually acronyms, terminology or combination
of general terms, which are frequently used in patent documents, describe the
invention objects and are the key to identify the application fields. As a result, the
special vocabulary of patents complicates traditional patent classification.
However, the TRIZ Principle based patent classification classifies patents according
to the innovative methodology used in patents. It clusters patents from different
application fields together by extracting their innovative methods which are
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associated with the implementation procedures or relationship between procedures. In
words, TRIZ Principle based patent classification is to identify “how”the inventions
are implemented instead of “what”(or “which”field) the patent is about. Therefore,
the terms used to describe the object of inventions which may be crucial to identify
the application fields, are much less important in TRIZ Principle based patent
classification than in traditional field-dependant patent classification. Based on the
analysis above, we could safely draw the conclusion that the special vocabulary in
patents has much less negative effect on TRIZ Principle based patent classification
than on field-dependant patent classification.
Furthermore, the acronyms, terminology and combination of general terms are mostly
associated with nouns. Actually, in Information Science nouns are called “content
words”and in Computational Linguistics nouns are called “substantive words”. In
most cases, nouns are supposed to be the most important information. In some
classification tasks, only nouns were extracted and used (Kim & Barbara, 1998).
However, TRIZ Principles are about the implementation procedures or relationship
between the procedures, which are not dominantly identified by nouns.
In the following paragraphs, we will qualitatively analyze which parts of information
play more important roles in TRIZ Principle by considering all Parts of Speech of
words. In linguistics, words of language are classed by their syntactic or grammatical
behavior in sentences. For example, in the sentence “This is a book”, the word “book”
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is noun and “a”is determiner. These syntactic classes are also named Parts of Speech
(PoS) (Ifrim, 2005). The leftmost column in Table 5.6 lists all PoS tags and altogether
23 kinds of tags are included (http://www.infogistics.com/tagset.html).
We assign the parts of speech to all words in our dataset by the software
NLPROCESSOR (Appendix III) and give a statistics of the distribution of words in
our dataset according to their tags. The rightmost column in Table 5.6 shows the
number of words in each part of speech in our dataset. For example, 10126 words are
tagged as adjective in our dataset. The statistics are based on the original dataset. i.e.
no preprocessing or processing is made to documents before statistics. As shown in
Table 5.6, five parts of speech (adjective, noun, verb, determiner and preposition)
cover 86% of the dataset, while the rest 18 parts of speech only cover 14% of the
dataset. Among all tags, noun has the highest proportion (around 33%) of the dataset.
We have analyzed that many nouns are less associated with the TRIZ Principles6. In
the following paragraph, we will focus on the other four of the five major parts to
analyze their functions in TRIZ Principle based patent classification.
In addition to nouns, the determiners which are frequently used in documents are only
grammatically necessary and do not provide any semantic information. Therefore, the
determiners could be ignored. The remaining three of the five majority parts of speech
are important in TRIZ Principle based patent classification for the following reasons:
6 “Many nouns are less associated with TRIZ Principle based patent classification.”means the nouns are not the
dominant information to identify TRIZ Principles as they behavior in other classification tasks. However, a part of
nouns such as the ones derived from verbs are still useful in our classification tasks.
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Verbs are associated with procedures; prepositions usually represent the relationship
between something or some procedures; adjective may provide describe information
for procedures. In addition to the 5 majority tags, the remaining minority 18 parts are
analyzed in the same way. The ones which are supposed to be less important are listed
and highlighted on the bottom of Table 5.6 (from “UH”to the last row), and the more
important parts are on the top (i.e. the rows before “UH”).
Table 5.6 The number of words in each part of speech in the dataset









RBR adverb, comparative better
RBS adverb, superlative best
verb
VB verb base form take
13046
VBD verb past took
VBG gerund taking
VBN past participle taken




CD cardinal number 1, third 1425
IN preposition in, of, like 10688
PDT predeterminer both the boys 38
RP particle give up 67
TO
to (both "to go" and
"to him") to go, to him 2253
UH interjection uhhuhhuhh 100
noun
NN common noun table
29250NNS noun plural tables
NNP proper noun John
NNPS plural proper noun Vikings




DT determiner the 13869
81
EX existential there there is 23
LS list marker 1) 556
MD modal could, will 491
POS possessive ending friend's 49
PRP personal pronoun I, he, it 316
PRP$ possessive pronoun my, his
WDT wh-determiner which
1024




WRB wh-adverb where, when
5.5 Summary
In this chapter, we presented the experiments of automatic TRIZ Principle based
patent classification based on the manually built dataset. To address the multi-label
issue involved in our dataset, we chose Model-X proposed by Shen et al to train a
binary classifier for each class and analyzed the performance for each class. As a
result, experiments were performed upon 22 binary datasets. Each document was
indexed at word level and the dataset was represented by a document-term matrix.
After stemming and feature selection, three classifiers (SVM, C4.5 and NB) were
performed and compared. By analyzing the users’requirements on TRIZ based patent
classification, we used F(2)-value to evaluate the performance, which combines both
precision and recall while assigning more weight to the precision component. The
results showed that SVM outperforms C4.5 and NB. The performance achieved by
C4.5 is the least stable, with the largest difference between the highest and the lowest
F(2)-value among the 22 classes. Furthermore, the performance for Obscure classes as
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defined in Chapter 4 is the lowest among all classes, which shows that traditional
classification techniques based on statistics of superficial text information without
sophisticated semantic understanding do not work well for Obscure classes.
In addition, the effect of the special vocabulary in patent documents on automatic
patent classification was also analyzed. It was concluded that the special vocabulary
in patents which has complicated traditional patent classification does not have such a
large negative effect on TRIZ based patent classification. In addition, we qualitatively
analyzed which parts of speech may play more important roles in TRIZ Principle
based patent classification.
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Chapter 6 Class imbalance and other
factors
Table 5.1 shows that the negative class contains many more examples than the
positive class, with an imbalance ratio7 from 1.8:1 to 38.7:1. In the area of concept-
learning, this type of data set is said to be exhibit a class imbalance since one class is
represented by many more instances than another class (Jo, & Japkowicz, 2004). In
this chapter, we will handle the class imbalance issue exhibited in our dataset and re-
sample each binary set to see whether improvement could be achieved by addressing
class imbalance alone. In addition, we would analyze how factors other than class
imbalance are related to our case and how together with class imbalance they have a
combination effect on our classification performance.
6.1 Class Imbalance
6.1.1 Why class imbalance occurs
The class imbalance problem is pervasive in many applications including fraud
detection, medical diagnosis and text classification. There are two reasons why class
7 The imbalance ratio is defined as the ratio of the number of negative documents to the number of positive
documents (Liu, An, & Huang, 2006).
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imbalance occurs (Chawla et al, 2004):
1. It is intrinsic to some events like cancer prediction, earthquake prediction, fraud
detection and so on. Take the event of fraud detection as an example. It is typical
that very few cases of fraud occur compared with the majority number of honest
use of the offered facilities. Thus the fraud cases can only cover a very small
portion in the entire instance space.
2. Sometimes class imbalance is not intrinsic in a domain but results from the
limitation in data collection process due to economical or legal reasons.
In our case, both two reasons above have contributed to the imbalance problem in our
dataset. Firstly, the usage frequency of 40 Principles is different in the real world
(Terninko et al, 1998), which intrinsically leads to the imbalanced class distribution in
our dataset. Secondly, the high cost to label patents has limited our process to build
the classified dataset; in addition, we have generated a binary dataset for each class to
deal with the multi-label issue as mentioned in Chapter 5. The “one-against-all”
setting used in each binary dataset takes one class as positive and all others as
negative instances, which also artificially contributes to the uneven class distribution.
6.1.2 Why class imbalance is problematic
Class imbalance is ubiquitous and has posed difficulties in many applications. It was
supposed to be problematic for the following reasons (Weiss, 2005):
85
1. It is difficult to identify regularities from the small numbers of instances in small
classes, which makes generalization harder.
2. Just like trying to find a needle in a haystack, it is a problem to identify small
classes since they are always obscured by the huge number of instances from
large classes.
3. Some evaluation metrics used in data classification such as accuracy might place
more attention on the large class than small class. Let’s say, 95% of a data set is
coved by negative class (large class), while only 5% covered by positive class
(small class). Even if all data is classified into the negative class, the accuracy is
still as high as 95%.
4. Most classification algorithms are always biased in favour of the large classes.
5. Noise data may make it difficult to mine small class because the learner might not
be able to distinguish between the small class and the noise.
6.1.3 Current approaches to deal with class imbalance
Several approaches have been previously proposed to handle class imbalance. One
popular approach is to re-sample the original dataset in three ways:
1. Over-sample the minority class by repeating the instances in small classes
(Japkowicz, 2000) or generating new instances for small classes (Chawla et al,
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2002) until the number of minority classes matches the number of majority class.
2. Under-sampling the majority class while keeping the original population of the
minority class, which is performed by removing the instances in majority class
randomly or only removing the instances lying further away (Japkowicz, 2000).
3. Combine both over-sampling and under-sampling (Ling & Li, 1998).
In addition to re-sample the original dataset, some other solutions were also proposed.
For example, Wu et al (2003) modified the classification algorithm SVM to handle
imbalance dataset. Raskutti and Kowalczyk (2004) applied one-class SVM to create
the classification decision model based on the examples of the target class alone. Liu
et al (2006) proposed new approach to assign higher weights to the features from
minor categories.
6.1.4 Dealing with class imbalance in our dataset
We use the re-sampling approach in our experiments. As mentioned earlier, our
dataset is not a huge one. Therefore, over-sampling is chosen in the experiments in
order not to lose information. In addition, to make our result comparable with the one
in the last section, we divide the dataset into 5 subsets in the same way as in the last
section and only over-sample the positive instances in the training set, keeping the
testing set the same each time. Say, the dataset was divided into five subsets: S1, S2,
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S3, S4 and S5. In the last section, each subset was tested in turn with the remaining
four subsets as the training set. Then the average error across all 5 trials is computed.
That is the basic logic of K-fold cross validation (in our experiment, K=5) (Schneider,
1997), which was used in the experiments presented in Chapter 5. In this chapter, we
randomly repeat the positive instances in the training set in each turn so that the
training set contains equal number of positive and negative instances, while the
testing set in each turn remains the same as in Chapter 5.
Table 6.1 F(2)-value for each class after over-sampling
Class NB C4.5 SVM The Highest
01050615 0.70 0.57 0.80 0.80
020333 0.26 0.26 0.29 0.29
4 0.43 0.41 0.32 0.43
0731 0.67 0.56 0.73 0.73
082939 0.48 0.49 0.57 0.57
091011 0.56 0.71 0.82 0.82
1213 0.15 0.19 0.00 0.19
14 0.52 0.54 0.60 0.60
1621 0.35 0.52 0.51 0.52
17 0.38 0.30 0.33 0.38
18 0.55 0.91 0.71 0.91
19 0.35 0.58 0.51 0.58
20 0.34 0.60 0.50 0.60
2225 0.53 0.85 0.80 0.85
23 0.45 0.44 0.67 0.67
24 0.16 0.16 0.11 0.16
262832 0.65 0.62 0.69 0.69
2734 0.29 0.35 0.60 0.60
30 0.35 0.32 0.45 0.45
353637 0.73 0.79 0.81 0.81
38 0.55 0.70 0.69 0.70
40 0.49 0.64 0.75 0.75
Table 6.1 lists the F(2)-value achieved by NB, C4.5 and SVM for each class after
over-sampling the minority class. Taking into account the highest F(2)-value achieved
by three classifiers for each class (i.e. the rightmost column in Table 6.1), the
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performance for Obscure Principles is worse than the performance for Distinct
Principles as what happened before over-sampling (presented in Chapter 5).
As we have analyzed in Chapter 5, the traditional text classification techniques do not
work well for Obscure Principles due to the nature of Obscure Principles. Therefore,
the following discussion focuses on the performance of Distinct Principles only. By
comparing the best performance for each class achieved by three classifiers before
over-sampling (Table 5.5) and after over-sampling (Table 6.1), it was found that over-
sampling does not improve F(2)-value in our experiments. The way we used to deal
with class imbalance seems unhelpful. In the next section, we will analyze whether
class imbalance is the sole factor to affect on the classification performance in our
case and what the other possible factors are.
6.2 Other factors
As we have summarized in the last section, class imbalance is pervasive and was
supposed to be problematic in data classification. It was always blamed as the
contributor to the loss of performance in imbalanced dataset. And some solutions
were proposed to deal with the class imbalance solely in order to improve the
classification performance, as what we have done in the last section. However, some
other factors may exist and hinder the performance together with class imbalance. In
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other words, the class imbalance might not necessarily be always problematic and
dealing with class imbalances alone could not always help.
Japkowicz and his colleges (2003; 2004) questioned the traditional assumption that
class imbalances are truly and solely responsible for significant losses of performance
in data classification in imbalanced dataset. His experiments showed that class
imbalance does not directly lead to the degradation of performance, but rather that
class imbalance yield small disjuncts which in turn cause the problem. The disjuncts
denote a sub-concept (or cluster) of the original concept. A disjunct is considered as
small disjunct if its coverage (i.e. the number of training examples it correctly
classifies) is low which is illustrated in Figure 6.1. In Figure 6.1, two classes are
considered: positive class and negative class whose instances are labeled as “+”and “-
”separately. The positive class is composed of 3 sub-clusters: P1, P2 and P3 where P2
and P3 are considered as small disjuncts since they only cover two positive instances
(Weiss,2005).
Figure 6.1 Disjuncts in positive class (P)
“+”represents positive instances; “-”represents negative instances (Weiss,2005)
Disjuncts were associated with the concept complexity ( or the number of sub-clusters
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into which the classes are subdivided) and the overall size of the training set
(Japkowicz,2003). In small and complex data sets, small disjuncts often occur and
pose challenges to the classification task (Japkowicz, 2003). By analysis upon their
experiments, Japkowicz et al pointed that “the true nature of the class imbalance
which turns out not to be a problem itself”, but rather to cause a serious condition that
are small disjuncts. That is to say, class imbalance is only a problem when the size of
its small class is very small with respect to the concept complexity instead of being a
problem due to the relative size of the large and the small class. More particularly,
class imbalance is not problematic if the sub-clusters of each class could be
represented by a reasonable number of examples. And it was recommended to focus
on the small hidden disjunct problem instead of class imbalance for rectification.
In addition to Japkowicz’s study, Prati (2004) also pointed that the decrease of
performance in many imbalance domain was not solely resulted from class imbalance.
They concluded that the degree of class overlapping is strongly related to class
imbalance and hindered the classification performance even more than class
imbalance.
In summary, class imbalance, which is initially supposed to be problematic, may be
associated with some other factors:
 small disjuncts
 limited size of training set
 class overlapping
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 relevance of features
 noise data
All these factors might have a combination effect on the classification performance
together with class imbalance. In the following paragraphs, we will go a step further
by uncovering the source of these factors and analyzing how they are related to our
case.
6.2.1 Source of the factors
In section 6.1.1, we have explained that the class imbalance presented in our data set
occurs both intrinsically and artificially (or externally). The sources of other factors
may be divided into “intrinsic”and “external”sources as well. We found that the
intrinsic source lies in the categories or the task themselves, while the external source
mostly comes from the manually built dataset (i.e. artificially):
1. The small size of training set may be due to the limitation of time and manpower
to collect data (external).
2. Class overlapping may occur because of the intrinsic similarity among classes
(intrinsic).
3. The small disjuncts happen when
a) The class itself could not be presented by some common typical features,
thus the vectors of documents associated with this class are far away from
each other in the feature-document space. As a result, few documents could
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be grouped together into one sub-cluster, which naturally leads to small
disjuncts. (intrinsic)
b) Few training instances are included in sub-clusters, which is associated with
the characteristics of the manually built data set for automatic classification.
(external)
4. The relevance of features is mostly intrinsic to the classes (intrinsic).
5. The noise data exist possibly because of the misclassification in the training set
(external).
Table 6.2 summaries the analysis above.
6.2.2 How the factors are related to our classification task
In this section, we will analyze why each of the factors summarized in section 6.2.1
occurs in our case and how they are related to our classification task, which is
summarized in the rightmost column in Table 6.2:
1. We have analyzed in Section 6.1.1 that class imbalance occurs intrinsically and
artificially in our case. And the size of training set is not huge due to the
limitation of time and manpower.
2. Because of the text and meaning similarity among Principles as analyzed in
Chapter 4, class overlapping happens in our case. After grouping the similar
Principles into a new class as we did in the experiments presented in Chapter 5,
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class overlapping could be ignored.
3. Assuming that our manual classification is reliable, we ignore noise data as well.
4. The small disjuncts and relevance of features are much related to the nature of
Principles (Distinct Principles and Obscure Principles). As shown in Chapter 4,
Obscure Principles are defined as 1) Little distinguishing or exclusive text
information identifies them and 2) Few documents associated with Obscure
Principles share typical descriptive text information to identify the Obscure
Principles. The first characteristic of Obscure Principle is that the relevance of
features used in Obscure Principles is very poor. The second characteristic
intrinsically leads to small disjuncts in Obscure classes. On the other hand,
Distinct Principles are described by typical description text information which is
shared by many documents associated with the Distinct Principle. Therefore, very
relevant features could be found in documents to identify Distinct Principle and
small disjuncts do not intrinsically occur in Distinct Principles. In addition, each
TRIZ Principle was divided into 1 to 5 subclusters by Altshuller (Appendix II).
For example, the Principle 1 was divided into 3 subclusters (see Appendix II).
Compared with the number of training data for each Principle, the amount of its
subclusters (i.e. 1 to 5) is small. Therefore, we may ignore the external source of
small disjuncts for the Principles in our case. In summary, the small disjuncts
and poor relevance of features are much associated with Obscure Principles
but could be ignored for Distinct Principles.
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Table 6.2 The intrinsic and external sources of factors and their relationship with our
classification task
Factors Intrinsic External In my case




























As shown in the analysis in the previous section, class imbalance is but one of the
factors that impact on the accuracy of the classification task. Since the size of training
set is fixed in our experiments, class overlapping was addressed by grouping similar
Principles. Assuming that our dataset is reliable, we can ignore the existence of noise
data. We therefore focus our following analysis on the three factors only: class
imbalance, small disjuncts and relevance of features.
Figure 6.2 to Figure 6.4 demonstrate how the performance achieved by three
classifiers (C4.5, NB and SVM) is sensitive to the ratio of class imbalance. The data
used in Figure 6.2 to 6.4 are from Table 5.1, 5.2, 5.3 and 5.5 in the last chapter. In
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Figure 6.2 to Figure 6.4, the X-axis correspond to the imbalance ratio for the 22
classes (shown in Table 5.1). The Y-axis correspond to the precision, recall and F(2)
value achieved (as shown in Table 5.2, 5.3 and 5.5). In the following sections, we will
analyze the performance achieved by three classifiers one by one.




























































Figure 6.2 The performance achieved by SVM for differently imbalanced classes



























































Figure 6.3 The performance achieved by NB for differently imbalanced classes
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Figure 6.4 The performance achieved by C4.5 for differently imbalanced classes
6.3.1 SVM
We can see from Figure 6.2 that SVM is robust to the imbalance ratio since the
precision, recall and F(2) value achieved by SVM do not significantly decreases with
the increasing of imbalance ratio.
As we have introduced in Chapter 2, SVM divide the feature space into positive and
negative classes only using a few data points located close to the boundaries (i.e. the
support vectors), which covers a small proportion in both classes. Since SVM does
not use the entire set of positive and negative instances, the imbalanced distribution of
instances for both classes has little negative effect on SVM (Manevitz & Yousef,
2001). Therefore, SVM is relatively insensitive to the imbalance ratio.
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6.3.2 NB
Figure 6.3 shows that precision and F(2) value achieved by NB decreases as the
imbalance ratio increases, while the recall is relatively stable. We will analyze why
this occurs by looking into how NB works.
As introduced in Chapter 2, NB uses the joint probabilities of terms (T={T1, T2,… Tj,..
Tn,) and the classes Ci to calculate the probabilities of classes given a document (d):
1
1 1
( ).... ( )( ) ( )( | ) ( | ) ( | )




P T Ci P T CiP Ci P CiP Ci d P d Ci P T Ci
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In our case, only two classes (namely, positive class and negative class) were
addressed in each binary set. The probability of positive class given a document is
1
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and the probability of negative class given a document is
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where, ( )iP T  ( ( )iP T  ) denotes the probability of a document using the term Ti
and belonging to positive (negative) class, which is represented by the ratio
of the number of positive (negative) documents using Ti to the total number
of documents in the training set;




, where N is the total
number of negative documents; P is the total number of positive documents
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and N+P denotes the total number of documents in the training set.








Say positive class in an imbalance dataset is the minority class (i.e. P < N) then
0 ( ) ( ) 1P P     and 1( )nP  << 1( )nP  . In other words, the denominator part in
(6.2) is much less than the denominator in (6.3). If the numerator part in (6.2) and
(6.3) are fixed, P(+|d) is initially much larger than P(-|d). Therefore, any document in
our dataset is more likely to be classified to positive than negative class due to the
imbalanced distribution of instances in the positive and negative classes.
Class imbalance takes effect on the denominator part in (6.2) and (6.3). The
numerator component in (6.2) and (6.3) are related to another two factors concerned
in our experiments:
1. Small disjuncts.
Let’s say small disjuncts exist in positive class or positive class contains some
small sub-clusters. Say each small disjunct only contains one positive document
and the terms (e.g. Ti) to identify positive class are not shared by the documents in
different small disjuncts. Then the positive term Ti are only supported by one
document and 1( )iP T P N
 

. As a result, the numerator component in (6.2) is
very small for the positive document in small disjunct, which poses difficulty to
classify the positive documents in small disjunct to be positive.
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2. Relevance of features.
If positive class is identified by distinguishing or exclusive features which are
seldom or not used in negative class, then the numerator in (6.2) for a positive
document is much larger than the numerator in (6.3), which positively contributes
to classification decision. Conversely, if the relevance of features to positive class
is poor, then for a positive document the numerator in (6.2) may not be able to be
differentiate from the numerator in (6.3), thus making our classification harder.
As analyzed before, the Obscure Principles are associated with small disjuncts and
poor relevance of features which could be ignored for Distinct Principles. When we
remove the performance of Obscure Principles from Figure 6.3 and only focus on the
performance for Distinct Principles. (shown in Figure 6.5) Figure 6.5 demonstrates
that the precision and F(2)-value achieved by NB still decreases as the imbalance ratio
increases, while the recall remains stable even if only Distinct Principles are
considered. Since the negative effect of small disjuncts and poor relevance of features
could be ignored for Distinct Principle as we have analyzed in section 6.2.2, only
class imbalance takes effect on the results shown in Figure 6.5. The decreasing of
precision and F(2)-value with the increase of imbalance ratio in Figure 6.5 shows that
NB is more effected by class imbalance than other factors.
So why is the recall in Figure 6.4 and Figure 6.5 not sensitive to the imbalance ratio?
As we have analyzed earlier, the denominator part in (6.2) is much less than the
100
denominator in (6.3) in an imbalanced dataset. A document which is positive or
negative is more likely to be classified as positive class than negative class. Therefore,
most positive documents were classified as positive and so were many negative
documents. As a result, the recall remains stable. However, precision and F(2) are
sensitive to imbalance ratio as shown in Figure 6.4 and Figure 6.5.








































Figure 6.5 The performance for Distinct Principles achieved by NB
6.3.3 C4.5
We can see from Figure 6.4 that C4.5 does not work for some highly imbalanced
classes for which the precision, recall and F(2) value are all 0.
As we have introduced in Chapter 2, C4.5 works by generating a classifier in the form
of a decision tree, a structure that is either a leaf, indicating a class, or a decision node
that specifies some test to be carried out on singular attribute value, with one branch
and sub-tree for each possible outcome of the test (Quinlan, 1993). The decision tree
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is generated by a systematic choice of which feature to use as a splitting criterion.
Therefore, the quality of splitting features in the decision tree affects, per se, the
performance of C4.5. If the features themselves could distinctly classify the classes,
the decision tree works well. The “classification ability” of a feature in a binary




, where n denotes the number of negative
documents using this feature and p denotes the number of positive documents using
this feature. Intuitionally, a feature that is exclusively or dominantly used only in
positive or negative class is a good split. In a dataset with even class distribution, the
larger the difference between the probabilities of a feature used in both classes, the
more information the feature could contribute to classification decision. Conversely, if
a feature is equally used in both positive and negative class, or | |n p is
approaching zero, then this feature does not help our classification at all.
Therefore, our analysis of the performance of C4.5 could be simplified to analysis




, which are affected by the combination of the three factors which are
mainly concerned in our case:
1. Imbalance ratio.
In a highly imbalanced dataset, the total number of positive documents P is much
smaller than the total number of negative documents N. Thus, it is quite likely
that the number of positive documents using the feature Fi is much less than the






might be always very high in highly imbalanced data set but it does not
mean the feature Fi is a good split, which leads to negative effect on classification
decision made by C4.5.
2. Small disjuncts.
In small sub-clusters in positive class, the training documents are very few in
which the features used to identify positive class are supported by a small
number of positive documents. So p is always very small and p <<n . Similar to
the negative effect occurred by class imbalance, small disjuncts lead to a high




but does not mean good quality of split feature. If small
disjuncts occur in an imbalanced dataset (namely, both small disjuncts and class
imbalance occur in a dataset), the performance of C4.5 is even worse.
3. Relevance of features.
If positive classes are exclusively identified by some exclusive features which are
not used in negative class, n approaches 0 and p>>n. It directly leads to good
quality of splitting features even in highly imbalanced dataset. Therefore, strong
relevance of features could counteract the negative effect of class imbalance in an
imbalanced dataset.
Figure 6.4 shows that C4.5 does not work for some highly imbalanced classes but not
all. A more detailed analysis shows that these classes whose precision, recall and F(2)
are 0 by C4.5 are mostly Obscure classes. After removing the Obscure classes in
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Figure 6.4, Figure 6.6 shows the performance for Distinct Principles achieved by C4.5
is much stable. Also, since Distinct Principles are little associated with small disjuncts
and poor relevance of features, we may conclude that C4.5 is more affected by small
disjuncts and relevance of features than the class imbalance in our experiments.

























































































Figure 6.6 The performance for Distinct Principles achieved by C4.5
6.4 Summary
In this chapter, we have analyzed the class imbalance problem and other factors
associated with our classification task. It had been assumed widely that class
imbalance in imbalanced dataset contributes to the loss of classification performance
and class imbalance was always addressed alone in order to improve the classification
performance. We had also previously tried to handle the imbalance issue by re-
sampling our dataset but no improvement was achieved.
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Actually, there are possibly some other factors which also exist in an imbalanced
dataset and have a combination effect on classification performance together with
class imbalance. As summarized by previous researchers, these factors included size
of training set, class overlapping, small disjuncts, relevance of features and noise data.
In this chapter, we went a step further by uncovering the intrinsic and external sources
of these factors. We also elaborated how the factors are related to our case and how
they took effect on the three classifiers (SVM, C4.5 and NB) in theory and based on
our experiments.
In our experiments, the size of training set was fixed; class overlapping was addressed
by grouping similar Principles and the noise data could be ignored assuming that our
dataset is reliable. Therefore, we focused our analysis on the remaining three factors
(class imbalance, small disjuncts and relevance of features). In addition, we explained
that Obscure Principles were associated with small disjuncts and poor relevance of
features which could be ignored for Distinct Principles. Also, our experiments showed
that SVM is robust to imbalance ratio. The precision and F(2) achieved by NB is more
affected by imbalance ratio than small disjuncts and relevance of features, while the
recall achieved by NB is robust to imbalance ratio. In terms of C4.5, it is more
affected by the combination of small disjuncts and relevance of features than
imbalance ratio in our experiments. The reasons why this happened were explained by
looking into how each classifier works.
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In summary, dealing with class imbalance alone might not help in an imbalanced
dataset. Instead, analyzing the classification task and classes themselves may facilitate
automatic classification. In addition, since SVM is robust to class imbalance and is
outperforming in many text classification tasks as it does in our experiment, we could
put priority on choosing SVM in imbalanced dataset.
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Chapter 7 Pattern-Oriented Associative
Rule-based Patent Classification
In Chapter 5 and 6, we have performed our experiments of automatic patent
classification by three currently popular classifiers: SVM, NB and C4.5. Both NB and
C4.5 are based on probabilistic models and SVM works by making a separation
hyperplane in the vector space of the features of the documents. These three
classifiers treat each feature (or words) in a document independently, without taking
into account the relationships among features. In addition, although they, especially
SVM, work well in many text classification tasks including the automatic TRIZ based
patent classification proposed in this thesis, their work processes are like a black box
which is not “readable” by human beings. In this chapter, we will propose an
innovative approach to construct the automatic TRIZ based patent categorization
system, which does not only discover semantic relationship among features but also
capture the syntactic information in a document. The new approach we will discuss in
this chapter derives from association rule-based text categorization, which discovers
the strongest association rules in a dataset and uses them to build a categorizer
(Antonie & Zaiane, 2002).
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7.1 Association Rule Based Text Categorization
Association rule mining was initially utilised to discover relationship among items in
a transactional database (Antonie & Zaiane, 2002). The most popular method for
discovering association rules is the apriori algorithm (Agrawal et al, 1993). Recently
association rule mining was used in text categorization (Antonie & Zaiane, 2002;
Chen et al. 2004; Hayers & Weinstein, 1991; Hayers et al, 1990; Chidanand, 1994).
The main idea of associative text categorization is to discover strong rules that are
associated with the class labels and then makes use of the generated rules to build
classifiers for new objects. The typical process for an association-rule-based text
categorizer is illustrated in Figure 7.1 (Antonie & Zaiane, 2002). Say the documents
in the training set are associated with a set of categories C = {c1, c2, c3 ,… . cm}. All
training documents are preprocessed (e.g. by stop words removal, feature selection),
with a set of terms T = {t1, t2, t3 ,… . tn,} retained. The next phase of association rule
mining is to discover classification rules from the training set which is an implication
of the form “ti & tj &… . tk  ci”. In words, the generated rules are purposed to
discriminate classes by associative terms, which takes advantage of the relationship
among terms by their co-occurrence. For example, Chidanand et al. (1994) presented
their rule examples induced for the “wheat”category in corpus Reuters Newswires as
follows:
wheat & farm wheat
wheat & commodity wheat
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bushels & export wheat
wheat & agriculture wheat
wheat & tonnes wheat
where, the left components denote the associative terms and the right components
denote the category. For example, the rule “wheat & farm  wheat” means a
document containing the terms “wheat”and “farm”is quite possibly associated with
the category “wheat”.
After pruning, the generated association rules are processed to build associative text
classifiers for the new documents from testing set. Each testing document is scanned
for the search of associated rules generated from the training documents and then
given a score which is usually equal to the sum of the weight of the rules found in the
new document. Then the document is assigned a class if its score is above a threshold
required for the class (Antonie & Zaiane, 2002).
Figure 7.1 Construction phases for an association-rule-based text categorizer
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(Antonie & Zaiane, 2002)
7.2 Pattern-oriented Rule-based Patent Classification
To take advantage of the relationship among terms instead of assuming the
independence among terms, association-rule-based text classification combines terms
by their co-occurrence in the full document. In previous reports, it works well in many
text classification tasks (Antonie & Zaiane, 2002; Chen et al. 2004; Chidanand, 1994;
Han et al, 2003).
However, as we have discussed in Chapter 5, TRIZ Principle based patent
classification encounters some special issues, which differs from many other text
classification applications. In many other text classification applications, nouns and
noun phases are the most crucial text information. For instance, in the rules presented
by Chidanand et al. (1994) as shown in the last section, the distinguishing features to
identify the class “wheat” are mostly nouns. In comparison, TRIZ Principles are
implementing procedures or relationship between the procedures. The identification
of TRIZ Principles in patents is not dominantly by nouns or noun phases but mostly
by the combination of multiple types of information including verbs, nouns and
adverbs and so on which usually capture the skeleton of a sentence.
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In many other text classification applications where nouns are dominant information,
syntactic information may be ignored. For example, in the rule “wheat & farm 
wheat”, there is no syntactic relationship among the noun “wheat” and “farm”.
Therefore, it may be sufficient in these classification applications to only consider the
semantic relationship of terms by their co-occurrence in the full documents. However,
in TRIZ Principles based patent classification, simple semantic relationship among
terms by their co-occurrence is inadequate since the implementation procedures are
usually represented by the skeleton of a sentence and the syntactic information is also
important. To capture the syntactic information, we manually generalize
discriminating patterns for TRIZ Principles and then automatically discover
associative rules based on the patterns in each sentence instead of the full document,
which we call “pattern-oriented rule-based patent classification” in this chapter.
Figure 7.2 illustrates the process of this new approach.
Figure 7.2 Construction phases for Pattern-oriented rule-based categorizer
To generalize good classification patterns, a sufficient number of training set is
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necessary. Therefore, we only take the 7 classes (Classes 01050615, 073031, 082939,
091011, 14, 262832 and 353637) which address 20 of the 40 Principles and contain
the largest number of positive documents in our dataset (Table 5.1). In this chapter,
we perform our experiments based on the binary sets for these 7 classes only. The
remaining 15 classes which address the other half of 40 Principles will be analyzed in
the future with sufficient positive documents available. Additionally, each binary set
for the 7 classes is split into two sets (i.e. training set and testing set) with a ratio 4:1.
In other words, 4/5 positive and negative documents are randomly extracted from the
binary set for each target class as the training set and the remaining 1/5 as testing
documents.
7.2.1 Pattern generalization
From each positive document in the training set, we first find sentences which contain
information to identify the target class, from which the distinguishing skeleton is then
extracted as the candidates for pattern generalization. Take the US Patent 4,343,007,
one of the positive documents for the Class 01050615, as an example. It is composed
of 3 sentences in the abstract which are labeled as “S1”, “S2”and “S3”in Figure 7.3.
S1 and S2 contain information to identify the Class 01050615 (more particularly, the
Principle 5, combination), from which more concise skeletons are extracted as
follows:
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 S1: multi… a plurality of… elements
 S2: multi… each
Patent number: 4,343,007
Title: Multi-color multi-point recorder
Abstract:
S1.A multi-point recorder has a multi-color ink cartridge arranged to be selectively
aligned with a recording head having a plurality of selectively energizable recording
elements whereby a color from the multi-color ink cartridge is selected for printing by the
recording elements. S2.The recorder can either be operated in a fixed color operation by
maintaining a preselected alignment of the recording head and a desired color in the
multi-color ink cartridge or the color of the recording can be selectively altered at any
time to produce a multi-color recording by selecting a corresponding color from the
multi-color ink cartridge and aligning the recording head therewith for each recording.
S3.A drive mechanism having a single drive motor for the ink cartridge and the recording
head is used to align the ink cartridge with the recording head along a recording line on a
recording medium and to position the recording head and the ink cartridge at a printing
location on the recording line.
Figure 7.3 US Patent 4,343,007
From the informative sentences8, the skeletons extracted distinguishing information
which is used to identify each target class. From the concise skeletons extracted from
all positive training documents, we then generalize the patterns for the target class. In
this way, the patterns are generalized from each sentence instead of the full documents
and they capture the syntactic information of each informative sentence. The
generalized patterns for the 7 classes are presented from Table 7.1 to Table 7.26. As
highlighted in each table, the first row denotes the concepts which generalize the
words or phrases under them. For example, Pattern 1 for Class 01050615 (Table 7.1),
the concept “multiple”generalizes the features under it (namely, from the phrase “a
number of”to the word “multifunctional”). The features under each concept are either
semantically related or grammatically related in the sentence. In Table 7.1 to Table
8 The informative sentence means the sentences containing information to identify the target class. For example,
the S1 and S2 in Figure 7.2.
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7.26, we only present one form of a word if it has multiple forms and use one form to
represent all other forms of the word. For example, the presented word “change”may
represent the words “changes”, “changed”, “changing”and so on.
As shown in Table 7.1 to 7.26, most patterns are composed of multiple concepts. But
some patterns, e.g. Pattern 2 for Class 14 (Table 7.14), are only composed of one
concept, which means a sentence containing the features under the concept provides a
strong hint for the positive class. For example, if a sentence containing the term
“curved”, it is quite possible that the document is associated with Class 14. For those
patterns which contain multiple concepts, the appearance order of the concepts in a
sentence does not matter. Take Pattern 5 for Class 353637 (Table 7.24) as an example,
a sentence with the extracted skeleton “apply… .different… pressure”is semantically
equally to the sentence with the skeleton “ different… pressure… applied (to)”.
Therefore, we do not take into account the order of concepts within a sentence in our
following experiments.
Table 7.1 Pattern 1 for Class 01050615
multiple spaced elements assemble
a number of differential element assemble
a pair of divided member combine
a plurality of individual segment
a series of partitioned section
a set of sectional portion
a variety of segmented purpose
at least a separate capability
at least an spaced function
at least one variable




























Table 7.4 Pattern 4 for Class 01050615
quickly disconnect each other
quick disconnect one another
integrally connect together









Table 7.6 Pattern 1 for Class 073031
fill / insert into hollow hole
pass through
contained in
contained in hollow aperture
disposed inside cavity
fill interior downhole
















Table 7.8 Pattern 3 for Class 073031
outer surrounding inner
outer around inner







Table 7.9 Pattern 1 for Class 082829
air provide buoyancy cushion overcome weight
aero allow afloat cushion offset weight
aerodynamic cause buoyancy overcome weighing down
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Table 7.10 Pattern 2 for Class 082829





























Table 7.13 Pattern 1 for Class 14
centrifugal rotate / rounded ball force















































Table 7.19 Pattern 5 for Class 262832
change color transparency optically
change black transparent luminosity
variations blue opaque luminescence




Table 7.20 Pattern 1 for Class 353637
be heat warm
be chilled annealed

























Table 7.22 Pattern 3 for Class 353637
heat cause expansion / expansion coefficient
thermal enable contract coefficient larger than
heat cause expand from contracted state to expanded
cool shrink into contracted
cold sink
Table 7.23 Pattern 4 for Class 353637
solid liquid phase change
solid solid phase transition
gas liquid state change
liquid fluid configuration transformation
gas change material
from… to
























The patterns presented in the last section generalize the skeletons of informative
sentences for each of the 7 target classes which include 20 TRIZ Principles. These
informative sentences are manually extracted from the positive training documents in
each binary set for the target class. Thereafter, from the whole training set including
positive and negative documents, we discover the rules which are composed of
associative features under the concept listed in the patterns in the form of t1 & t2… tn
 class i. In other words, instead of searching for term co-occurrence in the full
document as previous association-rule-based text categorization did, we discover
associative features among the concepts within each pattern sentence by sentence.
Any combination of terms under all or a part of concept components within the
pattern is extracted as rules. Take Pattern 1 for Class 01050615 (Table 7.1) as an
example. If a sentence in any training document(s) for Class 01050615 contains the
associative features “multiple… separated… elements...assemble”, the rule “multiple &
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separated & elements & assemble Class 01050615”is taken as the candidate where
the left component of the rule addresses all of the four concepts in Pattern 1. Or some
sentences in the training documents for Class 01050615 may only contain the features
under a part of the four concepts. For example, a sentence may contain the associative
features “multifunctional… assembly”. In this case, the rule candidate is in the form of
“multifunctional & assembly  Class 01050615” where the left component only
addresses two of the four concepts in Pattern 1.
After searching the entire training set sentence by sentence based on the generalized
patterns for each target class, all associative rules are extracted as the candidates. We
then weight each rule by a newly proposed term weighting scheme, similar to the
term frequency *relevance frequency (tf*rf) proposed by Lan in their paper (Lan et
al., 2005).
7.3.1 Improved weighting scheme based on tf*rf
tf*rf was initially proposed to overcome the disadvantages of the traditionally popular
term weighting scheme tf*idf (inverse collection frequency) which may lose
discriminating information in some cases. Figure 7.4 illustrates the distribution of
documents containing 6 terms (t1, t2, t3, t4, t5 and t6) in a binary dataset (Lan et al.,
2005). “a”denotes the number of positive documents that do not contain the term; “b”
represents the number of positive documents containing the term; “c”is the number of
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negative documents containing the term and “d” denotes the number of negative
documents not containing the term. Let’s say the six terms have the same term
frequency (tf) in a document. In other words, the usage frequency of these six terms in
a document is identical. The factor idf for the terms is defined as below:






Assuming that the document frequency, i.e b+c, is identical for t1, t2 and t3, then the
value of idf of t1, t2 and t3 is equal as well. As a result, t1, t2 and t3 are given the
same weight if we use tf*idf as the weighting scheme. In actuality, these three terms
contribute different discriminating power: t1 contributes more to positive documents,
t3 is more frequently used in negative documents and t2 contributes little
discriminating information for classification. Therefore, the term weighting scheme
tf*idf loses some information in this case.
Figure 7.4 Comparison of different distribution of documents containing t1 to t6
(Lan et al., 2005)
To overcome the disadvantage of tf*idf, a new term weighting scheme tf*rf was
proposed by Lan et al (2005). The first component tf in both schemes is the same. The





where the base is equal to 2. In Lan’s experiments, the new term weighting scheme
tf*rf outperforms many other schemes including tf*idf (Lan et al., 2005). We adopt
this scheme in our experiments.
From (7.2), we can see that a problem occurs when c is equal to 0. In Lan’s
experiments, the researchers set the denominator as 1 if c is equal to 0 (personal
communication with the authors). However, such a simplification process may also
lose some distinguishing information. Let’s say a term t1 is used in 7 positive
documents and 2 negative documents. That is, b for t1 is 7 and c for t1 is 2; another
term t2 is exclusively used in 3 positive documents without appearing in negative
documents. That is to say, b for t2 is 3 and c for t2 is 0. In this case,
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    
So rf(t1)>rf(t2) and thus t1 is given more weight than t2. Actually, however, t2 is
more discriminating than t1 since t2 is exclusively used in positive documents. As a
result, the simplification of setting c=1 when it is actually 0 may lose some
distinguishing information.
In text classification, a term is seldom exclusively used in positive class. More often
than not, it may appear in negative documents although it is dominantly used in
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positive class. So the case where c is equal to 0 is not very frequent for a term and the
simplification made in Lan’s experiments may not have a significant effect in their
results. However, the rules with associative terms or phrases are extracted from
manually generalized patterns for positive class and are more discriminating than
independent terms. And it is much more likely that the extracted rules are exclusively
used in positive documents only. Since the case c is equal to 0 may be more frequent
in our experiment, we set different values by changing the variable k in (7.3) and







After extracting all rules from the training set and weighting them by rf, we then
remove the rules whose b is not larger than c. In other words, only the distinguishing
rules for positive class are taken into account in our experiments. The remaining rules
are then processed to predict the classes of testing documents.
7.3.2 Classification of testing documents
From each sentence S in testing documents of a target class, we first search for
associative rules generated from the training set. If the associative features in the rule
ri appear in a sentence in the testing document dj, the value of of the rule ri is summed
up as the score tf9*rf of the document dj. Thereafter, all terms associated with the used
9 “tf”in our experiments is defined as the usage frequency of a rule in the sentence instead of the full document
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rules are removed from the sentence and if any independent terms listed in the
concept list still exist in the sentence, we then calumniate the tf*rf of the term(s) to
the document score if the b value for the term is larger than the value c. The equation
(7.4) presents how we calculate the score for the test document dj.
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Say the document dj contains n sentences (S1… Sns… Sn).
 Step 1. From each sentence Sns, we firstly search for possible rules. Say k rules









the sum of the weight (i.e. tf*rf) of the k rules in the sentence Sns ( , nsi sr denotes the
rule i in the sentence sns). If no rules were found in the sentence Sns (i.e. k=0),
then we skip the first component in (7.4).
 Step 2. If any rule(s) are found in the sentence Sns (i.e. k>0), we remove all
features in the rules (i.e. the left component in the rules) used in step 1 from the
sentence Sns. After removing the features, if any independent feature(s) (say,
t1… tg) listed under the concepts in each Pattern for the target class could still be
found in the sentence Sns, we then culminate the weight (tf*rf) of these features10












since we search for the associative rules sentence by sentence.
10 Also, the weight of the feature is culminated only if its b value is larger than c value as we dealt with the rules.
126
After obtaining the score of a testing document, we then predict the class of the
document according to its score. If its score is larger than a threshold for a target
class, the document is assigned the target class (i.e. positive class). Otherwise, it is
assigned as negative. The threshold is set from the training set. That is, the threshold
under which the best training performance is achieved is set as the optimal threshold.
7.4 Results and Discussion
We have tested the precision, recall and F(2) value for each of the 7 classes. The value
of recall is very sensitive to the threshold we selected. Intuitively, a low threshold
leads to a high recall because most possible documents were assigned into positive
class with a low threshold and vice verse. In comparison, precision may not be
definitely improved with the increasing of the threshold since some negative
documents may also be assigned high score. Table 7.27 and Table 7.28 illustrate the
sensitiveness of precision and recall to the threshold using the Class 073031. From
Table 7.27, we can see that the precision for Class 073031 tends to increase first and
then decrease or fluctuate. Table 7.28 shows that the recall for the Class 073031
always decreases with the increasing of the threshold. Take the 5th column in Table
7.28 as an example (i.e. k=3), the highest recall is as high as 1 when the threshold is
set as 0 and the lowest recall is 0.26 with the threshold value as 24.
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As discussed in Chapter 5, evaluation only by precision or recall is not recommended.
Considering the requirements for TRIZ users, we have proposed to evaluate our
performance by F(2) value which combines both precision and recall while assigning
more weights to the precision component. In this chapter we only illustrate the
sensitiveness of precision and recall to the threshold using Class 073031 and focus
our analysis on F(2) value in the following paragraphs.
Unlike recall, F(2) value does not definitely increase or decrease with the increasing
of the threshold. As illustrated in Table 7.29, the highest F(2) value for Class 073031
with each different k value is not achieved under the lowest or the highest threshold.
Instead, the highest F(2) value is achieved somewhere between the lowest and the
highest threshold. Take the 2nd column in Table 7.29 as an example (i.e. k=0), the
highest F(2) value is 0.66 when the threshold is set as 11 or 12. In our experiments,
we set the threshold according to the training performance. That is to say, the
threshold under which the highest F(2) value in training set is set as optimal threshold
and used in the testing set.
Table 7.27 Precision for Class 073031 under different threshold and k
Threshold k=0 k=1 k=2 k=3 k=4 k=5 k=6
0 0.47 0.47 0.47 0.47 0.47 0.47 0.47
1 0.47 0.47 0.47 0.47 0.47 0.47 0.47
2 0.57 0.57 0.56 0.56 0.56 0.56 0.56
3 0.57 0.57 0.58 0.57 0.57 0.57 0.57
4 0.57 0.57 0.57 0.58 0.57 0.57 0.57
5 0.56 0.55 0.56 0.56 0.57 0.55 0.55
6 0.59 0.60 0.56 0.57 0.57 0.58 0.57
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7 0.67 0.65 0.64 0.62 0.59 0.60 0.60
8 0.69 0.69 0.66 0.64 0.62 0.59 0.60
9 0.67 0.67 0.69 0.66 0.66 0.62 0.59
10 0.70 0.70 0.70 0.69 0.70 0.68 0.64
11 0.73 0.70 0.67 0.70 0.72 0.72 0.68
12 0.78 0.76 0.73 0.73 0.73 0.71 0.72
13 0.80 0.76 0.79 0.68 0.72 0.70 0.70
14 0.79 0.81 0.79 0.75 0.72 0.72 0.70
15 0.77 0.79 0.81 0.79 0.71 0.72 0.70
16 0.75 0.79 0.79 0.83 0.75 0.74 0.72
17 0.75 0.77 0.79 0.82 0.75 0.71 0.75
18 0.73 0.75 0.79 0.79 0.78 0.75 0.71
19 0.73 0.75 0.77 0.79 0.82 0.74 0.71
20 0.73 0.73 0.75 0.79 0.79 0.78 0.74
21 0.70 0.73 0.75 0.79 0.79 0.78 0.74
22 0.70 0.73 0.73 0.77 0.79 0.76 0.78
23 0.70 0.73 0.73 0.75 0.79 0.79 0.78
24 0.70 0.70 0.73 0.75 0.79 0.79 0.76
Table 7.28 Recall for Class 073031 under different threshold and k
Threshold k=0 k=1 k=2 k=3 k=4 k=5 k=6
0 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2 0.88 0.88 0.88 0.88 0.88 0.88 0.88
3 0.85 0.85 0.88 0.88 0.88 0.88 0.88
4 0.76 0.79 0.79 0.82 0.82 0.82 0.82
5 0.68 0.71 0.74 0.74 0.76 0.76 0.76
6 0.59 0.62 0.71 0.74 0.74 0.76 0.76
7 0.59 0.59 0.62 0.68 0.71 0.74 0.76
8 0.53 0.59 0.62 0.62 0.68 0.71 0.74
9 0.47 0.53 0.59 0.62 0.62 0.68 0.71
10 0.47 0.47 0.56 0.59 0.62 0.62 0.68
11 0.47 0.47 0.47 0.56 0.59 0.62 0.62
12 0.41 0.47 0.47 0.56 0.56 0.59 0.62
13 0.35 0.38 0.44 0.44 0.53 0.56 0.56
14 0.32 0.38 0.44 0.44 0.53 0.53 0.56
15 0.29 0.32 0.38 0.44 0.44 0.53 0.56
16 0.26 0.32 0.32 0.44 0.44 0.50 0.53
17 0.26 0.29 0.32 0.41 0.44 0.44 0.53
18 0.24 0.26 0.32 0.32 0.41 0.44 0.44
19 0.24 0.26 0.29 0.32 0.41 0.41 0.44
20 0.24 0.24 0.26 0.32 0.32 0.41 0.41
21 0.21 0.24 0.26 0.32 0.32 0.41 0.41
22 0.21 0.24 0.24 0.29 0.32 0.38 0.41
23 0.21 0.24 0.24 0.26 0.32 0.32 0.41
24 0.21 0.21 0.24 0.26 0.32 0.32 0.38
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Table 7.29 F(2) value for Class 073031 under different threshold and k
Threshold k=0 k=1 k=2 k=3 k=4 k=5 k=6
0 0.52 0.52 0.52 0.52 0.52 0.52 0.52
1 0.52 0.52 0.52 0.52 0.52 0.52 0.52
2 0.61 0.61 0.60 0.60 0.60 0.60 0.60
3 0.61 0.61 0.62 0.61 0.61 0.61 0.61
4 0.60 0.61 0.61 0.62 0.61 0.61 0.61
5 0.58 0.57 0.58 0.58 0.60 0.59 0.59
6 0.59 0.60 0.58 0.60 0.60 0.61 0.60
7 0.65 0.63 0.63 0.63 0.61 0.62 0.63
8 0.65 0.67 0.65 0.63 0.63 0.61 0.62
9 0.62 0.63 0.67 0.65 0.65 0.63 0.61
10 0.63 0.63 0.67 0.67 0.68 0.66 0.65
11 0.66 0.63 0.62 0.67 0.67 0.70 0.66
12 0.66 0.68 0.66 0.69 0.69 0.68 0.70
13 0.64 0.64 0.68 0.61 0.67 0.67 0.67
14 0.61 0.66 0.68 0.66 0.67 0.67 0.67
15 0.58 0.61 0.66 0.68 0.64 0.67 0.67
16 0.55 0.61 0.61 0.71 0.66 0.67 0.67
17 0.55 0.58 0.61 0.69 0.66 0.64 0.69
18 0.51 0.55 0.61 0.61 0.66 0.66 0.64
19 0.51 0.55 0.58 0.61 0.69 0.64 0.64
20 0.51 0.51 0.55 0.61 0.61 0.66 0.64
21 0.47 0.51 0.55 0.61 0.61 0.66 0.64
22 0.47 0.51 0.51 0.58 0.61 0.64 0.66
23 0.47 0.51 0.51 0.55 0.61 0.61 0.66
24 0.47 0.47 0.51 0.55 0.61 0.61 0.64
Table 7.30 to Table 7.36 present the performance for the 7 classes. The first rows in
Table 7.30 to Table 7.36 list different values of the variable k (k increases from 0 to
6). The second rows present the optimal thresholds under different k value. The
threshold, as we explained in the last paragraph, are set according to the F(2) value in
the training set. The last three rows in Table 7.30 to Table 7.36 list the precision, recall
and F(2) value under the thresholds as shown in the second row. Since we use F(2) to
evaluate the performance and the thresholds were set according to the F(2) value in
the training set, we focus our following analysis on the F(2) value for each class (i.e.
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the last row in Table 7.30 to Table 7.36).
From Table 7.30 to Table 7.36, we can see that in most cases the threshold increases
(or at least not decreases) with the increasing of k value because the score of
documents increase or at least not decease as k increases. In addition, as k increases,
the F(2) value mostly tends to increase first and then become stable (Class 082939
and Class 091011), which shows that the increasing of k may help to improve
performance (Classes 01050615, 073031, 14, 262832 and 353637) or at least did not
sacrifice performance (Classes 082939 and 091011). We take the F(2) value in the last
column in Table 7.30 to Table 7.36 (i.e. k=6) for each class and compare it with the
F(2) value achieved by the three classifier we have used in our previous experiments
(i.e. NB, C4.5 and SVM). Since the experiments in this chapter are based on the split
training and testing set, the performance achieved by the three classifiers NB, C4.5
and SVM may be different from the performance presented in Chapter 5 and 6 which
is based on 5 fold cross validation. As shown in Table 7.37, the rule-based approach
and SVM outperforms NB and C4.5 for all of the 7 Classes. Compared with SVM, the
rule-based approach performs better for the Classes 082939, 091011, 14 and 262832
while worse for the remaining three classes (the Classes 01050615, 073031 and
353637).
Table 7.30 Performance for Class 01050615
k 0 1 2 3 4 5 6
Threshold 9 10 13 14 14 14 14
precision 0.71 0.75 0.79 0.84 0.85 0.88 0.86
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recall 0.62 0.58 0.50 0.50 0.54 0.54 0.58
F(2) 0.69 0.71 0.71 0.74 0.76 0.78 0.78
Table 7.31 Performance for Class 073031
k 0 1 2 3 4 5 6
Threshold 8 8 9 9 10 11 12
Precision 0.69 0.69 0.69 0.66 0.70 0.70 0.72
Recall 0.53 0.59 0.59 0.62 0.62 0.62 0.62
F(2) 0.65 0.67 0.67 0.65 0.68 0.68 0.70
Table 7.32 Performance for Class 082939
k 0 1 2 3 4 5 6
Threshold 11 11 11 11 11 11 11
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Recall 0.50 0.50 0.50 0.50 0.50 0.50 0.50
F(2) 0.83 0.83 0.83 0.83 0.83 0.83 0.83
Table 7.33 Performance for Class 091011
k 0 1 2 3 4 5 6
Threshold 1 1 1 1 1 1 1
Precision 0.94 0.94 0.94 0.94 0.94 0.94 0.94
Recall 0.89 0.89 0.89 0.89 0.89 0.89 0.89
F(2) 0.93 0.93 0.93 0.93 0.93 0.93 0.93
Table 7.34 Performance for Class 14
k 0 1 2 3 4 5 6
Threshold 9 9 10 13 13 14 15
Precision 0.60 0.63 0.63 0.78 0.78 0.78 0.78
Recall 0.56 0.63 0.63 0.44 0.44 0.44 0.44
F(2) 0.59 0.63 0.63 0.67 0.67 0.67 0.67
Table 7.35 Performance for Class 262832
k 0 1 2 3 4 5 6
Threshold 3 3 3 3 6 7 8
Precision 0.80 0.82 0.77 0.77 0.82 0.82 0.82
Recall 0.53 0.60 0.67 0.67 0.60 0.60 0.60
F(2) 0.73 0.76 0.75 0.75 0.76 0.76 0.76
Table 7.36 Performance for Class 353637
k 0 1 2 3 4 5 6
Threshold 17 17 17 21 21 21 23
Precision 0.88 0.88 0.89 0.92 0.89 0.89 0.89
132
Recall 0.53 0.53 0.56 0.51 0.56 0.58 0.58
F(2) 0.78 0.78 0.79 0.79 0.79 0.81 0.81
Table 7.37 Comparison of the F(2) value for the 7 classes achieved by 4 approaches
Class 01050615 073031 082939 091011 14 262832 353637
Rule-Based 0.78 0.70 0.83 0.93 0.67 0.76 0.81
NB 0.71 0.59 0.54 0.7 0.47 0.63 0.75
C4.5 0.63 0.48 0.48 0.8 0.56 0.71 0.67
SVM 0.81 0.86 0.64 0.89 0.58 0.71 0.84
7.4.1 Advantages of pattern-oriented rule-based patent
classification
Although the newly proposed rule-based approach does not definitely beat SVM for
all of the 7 classes, it at least shows improvements for 4 of the 7 classes. More
importantly, the rule-based approach proposed in this chapter has its own merits.
Firstly, the rule-based approach works simulate the process of manual classification: it
reads each document sentence by sentence, highlights the informative sentences,
extracts the skeleton of each informative sentence, cumulates the score of the
distinguishing skeletons (or associative rules) for the positive class and then predicts
the class of the document according to its culminated score.
Secondly, unlike many other classifiers such as NB did, this approach does not
assume the independence among the features in a document. Instead, it discovers the
semantic relationship among features by their co-occurrence. Also, by manually
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generalized patterns, this approach captures the syntactic information in a document,
which improves upon previous associative rule based text classification since previous
approaches discovers associative features by their co-occurrence in the full documents
and ignores the syntactic information. In other words, this new approach captures both
semantic relationship among features and syntactic information in a document.
Thirdly, the weighting scheme used in this chapter is based upon a newly proposed
scheme tf*rf by Lan (2005) but improves the discriminating power of associative
rules by setting a new variable k in our experiments. It has been shown in our
experiments that the increasing of k value may help to increase the classification
performance.
Fourthly, the manually generalized patterns for each target class are able to be read,
understood, modified and complemented by human beings, unlike other classification
algorithms like SVM which work like a black box and the result is not readable by
human beings. Although the phase of manual generalization of patterns may be time-
consuming, the generalized patterns filtered noise, irrelevant and redundant
information in advance. Furthermore, patterns-oriented rule searching saves much
more time compared with blind searching for associative rules in the full documents
as previous associative rule based text categorization did. More importantly, the listed
features under the concepts within patterns (as shown in Table 7.1 to Table 7.26) do
not only contain terms but also phrases, which is another improvement upon many
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previous works which only take individual terms into account.
The last but not the least, changing of the threshold can easily and intuitively lead to
adjustment of recall and precision, which is a good value for the applications where
only precision or recall is highly required.
7.5 Summary
In this chapter, we presented an innovative pattern-oriented rule based approach to
construct our automatic TRIZ based patent classification system. Derived from
association rule based text categorization, the new approach did not only discover the
semantic relationship among features in a document by their co-occurrence, but also
captured the syntactic information by manually generalized patterns. We had chosen
the 7 classes which addressed 20 of 40 Principles and contained the largest number of
positive documents in our dataset. Each binary set of these 7 classes was split into two
subsets: training set and testing set. From the training set for each target class, the
association rules were extracted based on the manually generalized patterns for the
class and then weighted by an improved weighting scheme based on relevance
frequency (rf). Thereafter, based on the extracted associative rules from the training
set, we scanned each testing document and calculated its score by calumniating the
weight of the rules and the informative features in it. If the document’s score was
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larger than a threshold, it was classified as positive (i.e. the target class). Otherwise, it
was assigned the negative class.
We calculated the precision, recall and F(2) value for the 7 classes. Recall was
sensitive to the threshold. Intuitively, a low threshold led to a high recall because a
low threshold assigned most possible documents into positive class and vice verse. In
comparison, the precision did not always increase with the increasing of threshold
because some negative document may also be assigned high scores. F(2) value did not
definitely increase or decrease with the increasing of the threshold. Since we had
proposed to evaluate our performance by F(2) in Chapter 5, we set the threshold
according to the F(2) value achieved in the training set. That is, the threshold under
which the highest F(2) value was achieved in the training set was set as the optimal
threshold and used in the testing set. In addition, the improved weighting scheme
based on rf by setting a variable k was found to improve (or at least not sacrificed) our
performance with the increasing of k. Compared with the 3 classifiers (SVM, NB and
C4.5), it was found that the new rule-based approach and SVM outperformed NB and
C4.5 for all of the 7 classes. Compared with SVM, the rule-based approach performed
better for 4 of the 7 classes but worse for another 3 classes. Although the new
approach did not beat SVM for all of the 7 classes, it has its own advantages. In this
chapter, we also explicated the special advantages of this new approach, which
distinguishes it from other classification approaches.
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Chapter 8 Conclusion and future works
8.1 Conclusions and Contributions
In this thesis, we proposed the topic, automatic TRIZ-based patent classification,
which fills a gap in the related area of automatic patent classification. For the first
time, this study combines the two seemingly unrelated areas of TRIZ and automatic
text classification. More specifically, this project aims to automatically classify patent
documents according to TRIZ Principles used in patents to facilitate TRIZ innovative
process.
Automatic patent classification aims to automatically assign class labels to patent
documents by the techniques of machine learning. Many previous studies on
automatic patent classification have been done in order to facilitate the searching of
patents in related areas (or prior art). These studies were all based on field-dependant
classification schemes, which classify patents according to the application fields
addressed in patents. For TRIZ users, however, the searching of prior art is inadequate
since they are more interested in searching for analogous inventions that have solved
the same technical Contradiction(s) using the same TRIZ Principle(s), which may
come from different technological areas. By referring to how analogous patents have
applied the TRIZ Principles to solve the same Contradiction as theirs, inventors could
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be directly oriented toward the most effective solutions and thus save time and efforts.
In addition, the patents classified to the same category according to the Contradiction
and TRIZ Principles might come from different technology areas. A patent database
consisting of patents classified like this provides a broader view to inventors by
helping them find possible inspiration from a field that may be totally different from
theirs. Therefore, to facilitate the TRIZ innovative process, patents are required to be
classified according to the Contradictions and the TRIZ Principles. However, previous
TRIZ based patent classifications were all based on manual work, which can take up a
lot of time and manpower. These manual patent classification systems will not be able
to keep pace with the rapid increase of patent applications worldwide. Thus an
automatic classification system is needed. Therefore, we proposed an automatic TRIZ
based patent classification to automatically classify patents according to the
technology Contradiction(s) addressed in patents and the solutions (or Principles) to
solve the Contradiction(s). In this thesis, we only focused our research on TRIZ
Principles based patent classification due to the limitation of time.
To carry out automatic classification, we have built a dataset which consists of 674
patent documents and we have also manually labeled the TRIZ Principles used in
these patents. During our manual classification, we found that the 40 Principles could
be classified into two types according to their distinction: Obscure Principles and
Distinct Principles. By Obscure Principles, we mean those Principles that are not
identifiable by features which are distinct or conspicuous and are frequently
138
distributed in the patents. Conversely, Distinct Principles are described by distinct and
typical features. In addition to the distinction between Obscure and Distinct
Principles, we also analyzed the similarity among the Principles and defined two
kinds of similarity: text similarity and meaning similarity. To facilitate automatic
classification, we combined the similar Principles in the same group to form a new
class and then classify the patents with the newly-formed classes rather than with the
original Principles. In the end, the original 40 Principles were grouped into 22 new
classes.
After we have obtained these 22 new classes, we found that documents in our dataset
may be labeled with multiple classes. To deal with the multi-label issue exhibited in
our dataset, we set a binary dataset for each of the 22 classes where the documents
associated with the target class are labeled as positive class and all other documents as
negative class. Based on each binary dataset, we then performed and evaluated the
experiments of automatic TRIZ based patent classification by using the three
currently popular classification algorithms (SVM, C4.5 and NB). Considering the
requirements for TRIZ users, we proposed to evaluate our performance by F(2) value,
which combines both the evaluation measure precision and recall while assigning
more weight to the precision component. Results of the experiments showed that
SVM outperforms the other two classification algorithms (C4.5 and NB). This result
is consistent with that of many experiments reported by other researchers.
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We have analyzed that to identify Obscure Principles requires sophisticated analysis.
However, traditional text classification techniques only make use of superficial text
information and thus cannot work well with Obscure Principles. Our experiments also
showed that the classification performance on these Obscure Principles was not as
good as the performance on Distinct Principles.
Additionally, TRIZ-based patent classification is different from traditional patent
classification in terms of the classification purpose and classification schemes. These
differences, in turn, lead to the difference in performing the automatic TRIZ based
patent classification experiments. For example, the distinguishing text information
used to identify field-dependent categories like IPC is different from the text
information used to identify TRIZ Principles. In the former, acronyms and
terminology are crucial to identify the application field. Thus, traditional patent
classification has been complicated by the special vocabulary used in patents.
However, TRIZ Principles are associated with implementing procedures or the
relationship between the procedures, and most technical terms can be ignored.
Therefore, TRIZ Principle-based patent classification is much less negatively effected
by the special vocabulary used in patent documents.
In addition to the multi-label issue, our dataset also exhibits class imbalance, which
has been traditionally assumed to contribute to the loss of classification performance
in an imbalanced dataset. Recently, some researchers identified a number of other
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factors which may also take an effect on the classification performance in an
imbalanced dataset. These factors include size of training set, class overlapping, small
disjuncts, relevance of features and noise data. In our thesis, we went a step further by
uncovering the intrinsic and external sources of all these factors and discovering how
these factors are related to our case. In the end, we focused on three factors (class
imbalance, small disjuncts and relevance of features) as the size of the training set
was fixed in our experiments, class overlapping was addressed by grouping similar
Principles and the noise data was ignored assuming that our dataset is reliable. For
the effects from small disjuncts and poor relevance of features, it was found that they
were associated only with Obscure Principles but could be ignored for Distinct
Principles. As to class imbalance, our experiments were discussed in terms of how the
performance of three classifiers (SVM, C4.5 and NB) is sensitive to imbalance ratio
and how other factors took a combination effect on the three classifiers together with
class imbalance. Our experiments showed that SVM is robust to imbalance ratio. The
precision and F(2)-value achieved by NB is more affected by imbalance ratio than by
small disjuncts and relevance of features, while the recall achieved by NB is robust to
imbalance ratio. In terms of C4.5, it is affected more by the combination of small
disjuncts and relevance of features than by imbalance ratio in our experiments. We
also explicated why this happened by looking into how each classifier works. In the
end, we strongly recommended the use of SVM in imbalanced dataset since it is
relatively robust to imbalance ratio and is outperforming in our experiments as well as
in many previous text classification tasks. We also suggested the analysis of
141
classification tasks themselves in our exploration of all the factors that may influence
classification performance instead of just focusing on and dealing with class
imbalance solely.
In addition to the three currently popular classification algorithms (SVM, NB and
C4.5), we proposed an innovative approach, pattern-oriented rule-based
categorization, to construct our automatic TRIZ based patent classification system.
Derived from association rule based text categorization, the new approach did not
only discover the semantic relationship among features in a document by their co-
occurrence, but also captured the syntactic information in the document by manually
generalized patterns. We had chosen the 7 classes which addressed 20 of 40 Principles
and contained the largest number of positive documents in our dataset. Each binary
set of these 7 classes was split into two subsets: training set and testing set. From the
training set for each target class, the association rules were extracted based on the
manually generalized patterns for the class and then weighted by an improved
weighting scheme based on relevance frequency (rf). Thereafter, based on the
extracted associative rules from the training set, we scanned each testing document
and calculated its score. The document’s score is culminated by the weight of the
rules and the features listed the patterns in the document using an improved weighting
scheme based on tf*rf. If the document’s score was larger than a threshold, it was
classified as positive (i.e. the target class). Otherwise, it was assigned the negative
class. Since F(2) value was proposed to evaluate our performance, we set the
threshold according to the F(2) value achieved in the training set. That is, the
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threshold under which the highest F(2) value was achieving in the training set was set
as the optimal threshold and used in the testing set. Our experiments showed that the
new rule-based approach and SVM outperformed NB and C4.5 for all of the 7 classes.
Compared with SVM, the rule-based approach performed better for 4 of the 7 classes
but worse for another 3 classes.
Although the new approach did not beat SVM for all of the 7 classes, it has its own
merits. Firstly, the rule-based approach works more like the process of human work
and the generalized patterns and rules for each target class are able to be read,
understood, modified and complemented by human beings, which differs from other
classifiers like SVM which work like a black box and could not be “accessed”by
human beings. In addition, unlike many other classifiers such as NB did, this
approach does not assume the independence among the features in a document.
Instead, it discovers the semantic relationship among features by their co-occurrence.
Also, by manually generalized patterns, this approach captures the syntactic
information in a document, which is improved upon previous associative rule based
text classification since previous approaches discovers associative features by their
co-occurrence in the full documents and ignores the syntactic information. Although
the phase of manual generalization of patterns may be time-consuming, the
generalized patterns filtered noise, irrelevant and redundant information in advance.
Furthermore, patterns-oriented rule searching saves much more time compared with
blind searching for associative rules in the full documents as previous associative rule
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based text categorization did. More importantly, the listed features under the concepts
within patterns (as shown in Table 7.1 to Table 7.26) do not only contain terms but
also phrases, which is another improvement upon many previous works which only
take terms or independent words into account.
8.2 Recommendations for further work
This project seeks to push frontiers in automatic TRIZ based patent classification.
More specifically, this study focused on automatic TRIZ Principle based patent
classification. We have analyzed the 40 TRIZ Principles by their distinction and
similarity. By grouping similar Principles into a newly-formed class, we have
performed the automatic classification experiments upon a manually built dataset,
with two issues addressed (i.e. multi-label and class imbalance). Some works are
recommended for future exploration.
Firstly, due to the limitation of time, we only focused on TRIZ Principle based patent
classification in this project. In the future, more studies on TRIZ Contraction based
patent classification are recommended, which would contribute more to TRIZ based
patent classification if combined with our current classification system.
Secondly, more effort is needed to find an effective approach to classify the Obscure
Principles. According to our analysis, little distinct and common description is
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available to identify the Obscure Principles. To classify these principles, we need
more sophisticated analysis rather than traditional classification techniques which
mainly rely on superficial text information.
Thirdly, we have grouped the Distinct Principles into different categories. More effort
may be required to differentiate the Principles within the same group sharing text
similarity.
In addition, the pattern-oriented rule-based patent classification proposed in this thesis
is just a preliminary study and further exploration on this approach and its application
in other text categorization tasks is needed in the future.
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Appendix I The Contradiction Table.









Appendix II 40 TRIZ Principles
(Tate & Domb, 1997)
Principle 1 Segmentation
A. Divide an object into independent parts.
B. Make an object easy to disassemble.
C. Increase the degree of fragmentation or segmentation.
Principle 2 Taking out
A. Separate an interfering part or property from an object, or single out the only
necessary part (or property) of an object.
Principle 3 Local quality
A. Change an object's structure from uniform to non-uniform, change an external
environment (or external influence) from uniform to non-uniform.
B. Make each part of an object function in conditions most suitable for its
operation.
C. Make each part of an object fulfill a different and useful function.
Principle 4 Asymmetry
A. A. Change the shape of an object from symmetrical to asymmetrical.
B. If an object is asymmetrical, increase its degree of asymmetry.
Principle 5 Merging
A. Bring closer together (or merge) identical or similar objects, assemble
identical or similar parts to perform parallel operations.
B. Make operations contiguous or parallel; bring them together in time.
Principle 6 Universality
A. Make a part or object perform multiple functions; eliminate the need for other
parts.
Principle 7 "Nested doll"
A. Place one object inside another; place each object, in turn, inside the other.
B. Make one part pass through a cavity in the other.
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Principle 8 Anti-weight
A. To compensate for the weight of an object, merge it with other objects that
provide lift.
B. To compensate for the weight of an object, make it interact with the
environment (e.g. use aerodynamic, hydrodynamic, buoyancy and other
forces).
Principle 9 Preliminary anti-action
A. If it will be necessary to do an action with both harmful and useful effects, this
action should be replaced with anti-actions to control harmful effects.
B. Create beforehand stresses in an object that will oppose known undesirable
working stresses later on.
Principle 10 Preliminary action
A. Perform, before it is needed, the required change of an object (either fully or
partially).
B. Pre-arrange objects such that they can come into action from the most
convenient place and without losing time for their delivery.
Principle 11 Beforehand cushioning
A. Prepare emergency means beforehand to compensate for the relatively low
reliability of an object.
Principle 12 Equipotentiality
A. In a potential field, limit position changes (e.g. change operating conditions to
eliminate the need to raise or lower objects in a gravity field).
Principle 13 The other way round
A. Invert the action(s) used to solve the problem (e.g. instead of cooling an
object, heat it).
B. Make movable parts (or the external environment) fixed, and fixed parts
movable).
C. Turn the object (or process) 'upside down'.
Principle 14 Spheroidality - Curvature
A. Instead of using rectilinear parts, surfaces, or forms, use curvilinear ones;
move from flat surfaces to spherical ones; from parts shaped as a cube
(parallelepiped) to ball-shaped structures.
B. Use rollers, balls, spirals, domes.
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C. Go from linear to rotary motion, use centrifugal forces.
Principle 15 Dynamics
A. Allow (or design) the characteristics of an object, external environment, or
process to change to be optimal or to find an optimal operating condition.
B. If an object (or process) is rigid or inflexible, make it movable or adaptive.
Principle 16 Partial or excessive actions
A. If 100 percent of an object is hard to achieve using a given solution method
then, by using 'slightly less' or 'slightly more' of the same method, the problem
may be considerably easier to solve.
Principle 17 Move to a new dimension
A. To move an object in two- or three-dimensional space.
B. Use a multi-story arrangement of objects instead of a single-story
arrangement.
C. Tilt or re-orient the object, lay it on its side.
D. Use 'another side' of a given area.
Principle 18 Mechanical vibration
A. Cause an object to oscillate or vibrate.
B. Increase its frequency (even up to the ultrasonic).
C. Use an object's resonant frequency.
D. Use piezoelectric vibrators instead of mechanical ones.
E. Use combined ultrasonic and electromagnetic field oscillations.
Principle 19 Periodic action
A. Instead of continuous action, use periodic or pulsating actions.
B. If an action is already periodic, change the periodic magnitude or frequency.
C. Use pauses between impulses to perform a different action.
Principle 20 Continuity of useful action
A. Carry on work continuously; make all prts of an object work at full load, all
the time.
B. Eliminate all idle or intermittent actions or work.
Principle 21 Skipping
A. Conduct a process , or certain stages (e.g. destructible, harmful or hazardous
operations) at high speed.
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Principle 22 "Blessing in disguise" or "Turn Lemons into Lemonade"
A. Use harmful factors (particularly, harmful effects of the environment or
surroundings) to achieve a positive effect.
B. Eliminate the primary harmful action by adding it to another harmful action to
resolve the problem.
Principle 23 Feedback
A. Introduce feedback (referring back, cross-checking) to improve a process or
action.
B. If feedback is already used, change its magnitude or influence.
Principle 24 'Intermediary'
A. Use an intermediary carrier article or intermediary process.
B. Merge one object temporarily with another (which can be easily removed).
Principle 25 Self-service
A. Make an object serve itself by performing auxiliary helpful functions
B. Use waste resources, energy, or substances.
Principle 26 Copying
A. Instead of an unavailable, expensive, fragile object, use simpler and
inexpensive copies.
B. Replace an object, or process with optical copies.
C. If visible optical copies are already used, move to infrared or ultraviolet
copies.
Principle 27 Cheap short-living objects
A. Replace an inexpensive object with a multiple of inexpensive objects,
comprising certain qualities (such as service life, for instance).
Principle 28 Mechanics substitution
A. Replace a mechanical means with a sensory (optical, acoustic, taste or smell)
means.
B. Use electric, magnetic and electromagnetic fields to interact with the object.
C. Change from static to movable fields, from unstructured fields to those having
structure.
D. Use fields in conjunction with field-activated (e.g. ferromagnetic) particles.
Principle 29 Pneumatics and hydraulics
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A. Use gas and liquid parts of an object instead of solid parts (e.g. inflatable,
filled with liquids, air cushion, hydrostatic, hydro-reactive).
Principle 30 Flexible shells and thin films
A. Use flexible shells and thin films instead of three dimensional structures
B. Isolate the object from the external environment using flexible shells and thin
films.
Principle 31 Porous materials
A. Make an object porous or add porous elements (inserts, coatings, etc.).
B. If an object is already porous, use the pores to introduce a useful substance or
function.
Principle 32 Color changes
A. Change the color of an object or its external environment.
B. Change the transparency of an object or its external environment.
Principle 33 Homogeneity
A. Make objects interacting with a given object of the same material (or material
with identical properties).
Principle 34 Discarding and recovering
A. Make portions of an object that have fulfilled their functions go away (discard
by dissolving, evaporating, etc.) or modify these directly during operation.
B. Conversely, restore consumable parts of an object directly in operation.
Principle 35 Parameter changes
A. A. Change an object's physical state (e.g. to a gas, liquid, or solid.
B. Change the concentration or consistency.
C. Change the degree of flexibility.
D. Change the temperature.
Principle 36 Phase transitions
A. Use phenomena occurring during phase transitions (e.g. volume changes, loss
or absorption of heat, etc.).
Principle 37 Thermal expansion
A. Use thermal expansion (or contraction) of materials.
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B. If thermal expansion is being used, use multiple materials with different
coefficients of thermal expansion.
Principle 38 Strong oxidants
A. Replace common air with oxygen-enriched air.
B. Replace enriched air with pure oxygen.
C. Expose air or oxygen to ionizing radiation.
D. Use ionized oxygen.
E. Replace ozonized (or ionized) oxygen with ozone.
Principle 39 Inert atmosphere
A. Replace a normal environment with an inert one.
B. Add neutral parts, or inert additives to an object.
Principle 40 Composite materials
A. Change from uniform to composite (multiple) materials.
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Appendix III NLProcessor
Developed in the 1990s at the University of Edinburgh, NLProcessor by Infogistics
was the successor for a set of Natural Language Processing technologies. It deals with
“low-level”text processing routines (tokenization, capitalized word normalization,
sentence segmentation, POS taggings and syntactic chunking). These text processing
routines are fundamental to build text handling applications.
The output of NLProcessor is linguistic information. This information was made by
directly making text with XML tags. “S”elements are marks of sentences,
“NounGroup and VerbGroup”elements represent noun and verb groups; “W”
elements are marks of tokens and the “C”attribute of “W”elements represent word-
class part-of-speech information. See below for some examples:
<S>
<NounGroup> <W C=NNP>Peter</W> </NounGroup>
<VerbGroup>
<W C=VBZ>has</W><W C=VBN>been</W> <W C=VBD>offered</W>
</VerbGroup>
<NounGroup>
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