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LINEAR CODES OVER Z4 + uZ4: MACWILLIAMS IDENTITIES,
PROJECTIONS, AND FORMALLY SELF-DUAL CODES
BAHATTIN YILDIZ AND SUAT KARADENIZ
Abstract. Linear codes are considered over the ring Z4 + uZ4, a non-chain
extension of Z4. Lee weights, Gray maps for these codes are defined and
MacWilliams identities for the complete, symmetrized and Lee weight enumer-
ators are proved. Two projections from Z4+uZ4 to the rings Z4 and F2+uF2
are considered and self-dual codes over Z4+uZ4 are studied in connection with
these projections. Finally three constructions are given for formally self-dual
codes over Z4 + uZ4 and their Z4-images together with some good examples
of formally self-dual Z4-codes obtained through these constructions.
1. Introduction
Codes over rings have been a common research topic in coding theory. Especially
after the appearance of [5], a lot of research went towards studying codes over Z4.
The rich algebraic structure of rings has allowed researchers get good results in
coding theory. The rings studied have varied over the recent years, but codes over
Z4 remain a special topic of interest in coding theory because of their relation
to lattices, designs, cryptography and their many applications. There is a vast
literature on codes over Z4; for some of the works done in this direction we refer to
[3], [4], [7], [10], [11], etc.
Recently, several families of rings have been introduced in coding theory, rings
that are not finite chain but are Frobenius. These rings have a rich algebraic
structure and they lead to binary codes with large automorphism groups and in
some cases new binary self-dual codes([13], [1], [8], [9]).
F2 + uF2 is a size 4 ring that also has generated a lot of interest among coding
theorists starting with [2]. There is an interesting connection between Z4 and
F2 + uF2. Both are commutative rings of size 4, they are both finite-chain rings
and they have both been studied quite extensively in relation to coding theory.
Some of the main differences between these two rings are that their characteristic is
not the same, F2 is a subring of F2+uF2 but not that of Z4 and the Gray images of
Z4-codes are usually not linear while the Gray images of F2 +uF2-codes are linear.
Inspired by this similarity(and difference) between the two rings, and our pre-
vious works on the non-chain size 16 ring F2 + uF2 + vF2 + uvF2, we study codes
over the ring Z4 + uZ4 in this work. It turns out that this ring is also a non-chain,
commutative ring of size 16 but with characteristic 4. The ideal structure turns
out to be very similar to that of F2 + uF2 + vF2 + uvF2.
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We define linear Gray maps from Z4+uZ4 to Z
2
4, extend the Lee weight from Z4
to Z4 + uZ4 and we define and prove the MacWilliams identities for all the weight
enumerators involved.
We also study self-dual codes over Z4+uZ4 and the images of these codes under
several maps. In particular, we introduce two projections, one from Z4 + uZ4 to
Z4 and the other from Z4 + uZ4 to F2 + uF2. We study certain properties of the
projections in terms of the minimum weights and self-duality.
The last part of the paper is about three constructions for formally self-dual codes
over Z4 + uZ4 whose Gray images are also formally self-dual over Z4. We tabulate
some good formally self-dual codes over Z4 obtained from formally self-dual codes
over Z4 + uZ4 through two of the constructions.
2. Linear Codes over Z4 + uZ4
2.1. The Ring Z4+uZ4. Z4+uZ4 is constructed as a commutative, characteristic
4 ring with u2 = 0 and it is clear that Z4 + uZ4 ∼= Z4[x]/(x
2).
Its units are given by
{1, 1 + u, 1 + 2u, 1 + 3u, 3, 3 + u, 3 + 2u, 3 + 3u},
while the non-units are
{0, 2, u, 2u, 3u, 2+ u, 2 + 2u, 2 + 3u}.
It has a total of 6 ideals given by
(2.1)
I0 = {0} ⊆ I2u = 2u(Z4 + uZ4) = {0, 2u} ⊆ Iu, I2, I2+u ⊆ I2,u ⊆ I1 = Z4 + uZ4
where
Iu = u(Z4 + uZ4) = {0, u, 2u, 3u},
I2 = 2(Z4 + uZ4) = {0, 2, 2u, 2+ 2u},
I2+u = (2 + u)(Z4 + uZ4) = {0, 2 + u, 2u, 2 + 3u}
I2,u = {0, 2, u, 2u, 3u, 2+ u, 2 + 2u, 2 + 3u}.
It is clear that Z4+uZ4 is a local ring with I2,u as its maximal ideal. The residue
field is given by (Z4 + uZ4)/I2,u ≃ F2. Since Ann(I2,u) = {0, 2u}, and this has
dimension 1 over the residue field, we have from [12] that
Theorem 2.1. Z4 + uZ4 is a local Frobenius ring.
The ideal 〈2, u〉 is not principal and the ideals 〈2〉 and 〈u〉 are not related via
inclusion, which means that Z4 + uZ4 is not a finite chain ring or a principal ideal
ring.
We divide the units of Z4 + uZ4 into two subsets U1 and U2 calling them units
of first type and second type, respectively, as follows:
(2.2) U1 = {1, 3, 1 + 2u, 3 + 2u}
and
(2.3) U2 = {1 + u, 3 + u, 1 + 3u, 3 + 3u}.
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The reason that we distinguish between the units is the following observation that
can easily be verified:
(2.4) ∀a ∈ Z4 + uZ4, a
2 =


0 if a is a non-unit
1 if a ∈ U1
1 + 2u if a ∈ U2.
2.2. Linear Codes over Z4 + uZ4, the Lee weight and the Gray map.
Definition 2.2. A linear code C of length n over the ring Z4 + uZ4 is a Z4 + uZ4-
submodule of (Z4 + uZ4)
n.
Since Z4+uZ4 is not a finite chain ring, we cannot define a standard generating
matrix for linear codes over Z4 + uZ4.
In the case of F2 + uF2, the Lee weight was defined in [2] as w(0) = 0, w(1) =
w(1 + u) = 1, w(u) = 2, and accordingly a Gray map from (F2 + uF2)
n to F2n2
was defined by sending a+ ub to (b, a+ b) with a, b ∈ Fn2 . We will adopt a similar
technique here. We will generalize the Gray map and define the weight in such a
way that will give us a distance preserving isometry. Define φ : (Z4+uZ4)
n → Z2n4
by
(2.5) φ(a+ ub) = (b, a+ b), a, b ∈ Zn4 .
We now define the Lee weight wL on Z4 + uZ4 by letting
wL(a+ ub) = wL((b, a+ b)),
where wL((b, a + b)) describes the usual Lee weight on Z
2
4. The Lee distance is
defined accordingly. Note that with this definition of the Lee weight and the Gray
map we have the following main theorem:
Theorem 2.3. φ : (Z4 + uZ4)
n → Z2n4 is a distance preserving linear isometry.
Thus, if C is a linear code over Z4 + uZ4 of length n, then φ(C) is a linear code
over Z4 of length 2n and the two codes have the same Lee weight enumerators.
Throughout the paper we will use the notation wL to denote the Lee weight on
Z4 + uZ4, as well as Z4 and F2 + uF2.
3. The Dual, The Complete Weight Enumerator and MacWilliams
Identities
3.1. The Dual of linear codes over Z4 + uZ4. First take the Euclidean inner
product on (Z4 + uZ4)
n by taking
(3.1) 〈(x1, x2, . . . , xn), (y1, y2, . . . , yn)〉 = x1y1 + x2y2 + · · ·+ xnyn
where the operations are performed in the ring Z4 + uZ4.
We are now ready to define the dual of a linear code C over Z4 + uZ4:
Definition 3.1. Let C be a linear code over Z4 + uZ4 of length n, then we define
the dual of C as
C⊥ := {y ∈ (Z4 + uZ4)
n|〈y, x〉 = 0, ∀x ∈ C}.
Note that from the definition of the inner product, it is obvious that C⊥ is also
a linear code over Z4 + uZ4 of length n. Since Z4 + uZ4 is a frobenius ring we also
have |C| · |C⊥| = 16n.
We next study the MacWilliams identities for codes over Z4 + uZ4:
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3.2. The Complete Weight Enumerator and MacWilliams Identities. Let
Z4 + uZ4 = {g1, g2, . . . , g16} be given as
Z4+uZ4 = {0, u, 2u, 3u, 1, 1+u, 1+2u, 1+3u, 2, 2+u, 2+2u, 2+3u, 3, 3+u, 3+2u, 3+3u}.
Definition 3.2. The complete weight enumerator of a linear code C over Z4+uZ4
is defined as
cweC(X1, X2, . . . , X16) =
∑
c∈C
(X
ng1(c)
1 X
ng2(c)
2 . . . X
ng16(c)
16 )
where ngi(c) is the number of appearances of gi in the vector c.
Remark 3.3. Note that cweC(X1, X2, . . . , X16) is a homogeneous polynomial in 16
variables with the total degree of each monomial being n, the length of the code.
Since 0 ∈ C, we see that the term Xn1 always appears in cweC(X1, X2, . . . , X16).
We also observe that
(3.2) cweC(1, 1, . . . , 1) = |C|,
and
(3.3) cweC(a, 0, . . . , 0) = a
n.
The complete weight enumerator gives us a lot of information about the code.
Now, since Z4+uZ4 is a Frobenius ring, the MacWilliams identities for the com-
plete weight enumerator hold. To find the exact identities we define the following
character on Z4 + uZ4 :
Definition 3.4. Define χ : Z4 + uZ4 → C
× by
χ(a+ bu) = ia+b.
It is easy to verify that φ is a non-trivial character when restricted to each
non-zero ideal, hence it is a generating character for Z4 + uZ4.
Then we make up the 16× 16 matrix T , by letting T (i, j) = χ(gigj). The matrix
T is given as follows:
T =


1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 i i i i −1 −1 −1 −1 −i −i −i −i
1 1 1 1 −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1
1 1 1 1 −i −i −i −i −1 −1 −1 −1 i i i i
1 i −1 −i i −1 −i 1 −1 −i 1 i −i 1 i −1
1 i −1 −i −1 −i 1 i 1 i −1 −i −1 −i 1 i
1 i −1 −i −i 1 i −1 −1 −i 1 i i −1 i 1
1 i −1 −i 1 i −1 −i 1 i −1 −i 1 i −1 i
1 −1 1 −1 −1 1 −1 1 1 −1 1 −1 −1 1 −1 1
1 −1 1 −1 −i i −i i −1 1 −1 1 i −i i −i
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
1 −1 1 −1 i −i i −i −1 1 −1 1 −i i −i i
1 −i −1 i −i −1 i 1 −1 i 1 −i i 1 −i −1
1 −i −1 i 1 −i −1 i 1 −i −1 i 1 −i −1 i
1 −i −1 i i 1 i −1 −1 i 1 −i −i −1 i 1
1 −i −1 i −1 i 1 −i 1 −i −1 i −1 i 1 −i


.
The following theorem then follows from [12] quite easily:
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Theorem 3.5. Let C be a linear code over Z4 + uZ4 of length n and suppose C
⊥
is its dual. Then we have
cweC⊥(X1, X2, . . . , X16) =
1
|C|
cweC(T · (X1, X2, . . . , X16)
t),
where ()t denotes the transpose.
3.3. The Symmetrized Weight enumerator and The Lee Weight enumer-
ator. Since in Z4, wL(1) = wL(3) = 1, the symmetrized weight enumerator for
codes over Z4 was defined as
sweC(X,Y, Z) = cweC(X,Y, Z, Y ).
Adopting the same idea, we will define the symmetrized weight enumerator of codes
over Z4 + uZ4. To do this we need the following table which gives us the elements
of Z4 + uZ4, their Lee weights and the corresponding variables:
Table 1: The Lee Weights of the elements of Z4 + uZ4.
a Lee Weight of a The corresponding variable
0 0 X1
u 2 X2
2u 4 X3
3u 2 X4
1 1 X5
1 + u 3 X6
1 + 2u 3 X7
1 + 3u 1 X8
2 2 X9
2 + u 2 X10
2 + 2u 2 X11
2 + 3u 2 X12
3 1 X13
3 + u 1 X14
3 + 2u 3 X15
3 + 3u 3 X16
So, looking at the elements that have the same weights we can define the sym-
metrized weight enumerator as follows:
Definition 3.6. Let C be a linear code over Z4 + uZ4 of length n. Then define
the symmetrized weight enumerator of C as
(3.4) sweC(X,Y, Z,W, S) = cweC(X,S, Y, S,W,Z, Z,W, S, S, S, S,W,W,Z, Z).
Here X represents the elements that have weight 0 (the 0 element); Y represents
the elements with weight 4 (the element 2u); Z represents the elements of weight
3 (the elements 1 + u, 1 + 2u, 3 + 2u and 3 + 3u); W represents the elements of
weight 1 (the elements 1, 1+3u, 3 and 3+u) and finally S represents the elements
of weight 2 (the elements 2, u, 3u, 2 + u, 2 + 2u and 2 + 3u).
Now, combining Theorem 3.5 and the definition of the symmetrized weight enu-
merator, we obtain the following theorem:
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Theorem 3.7. Let C be a linear code over Z4 + uZ4 of length n and let C
⊥ be its
dual. Then we have
sweC⊥(X,Y, Z,W, S) =
1
|C|
sweC(6S+4W+X+Y+4Z, 6S−4W+X+Y−4Z,−2W+X−Y+2Z, 2W+X−Y−2Z,−2S+X+Y ).
We next define the Lee weight enumerator of a code over Z4 + uZ4:
Definition 3.8. Let C be a linear code over Z4. Then the Lee weight enumerator
of C is given by
(3.5) LeeC(W,X) =
∑
c∈C
W 4n−wL(c)XwL(c).
Considering the weights that the variables X,Y, Z,W, S of the symmetrized
weight enumerator represent, we easily get the following theorem:
Theorem 3.9. Let C be a linear code over Z4 + uZ4 of length n. Then
LeeC(W,X) = sweC(W
4, X4,WX3,W 3X,W 2X2).
Now combining Theorem 3.7 and Theorem 3.9 we obtain the following theorem:
Theorem 3.10. Let C be a linear code over Z4 + uZ4 of length n and C
⊥ be its
dual. With LeeC(W,X) denoting its Lee weight enumerator as was given in (3.5),
we have
LeeC⊥(W,X) =
1
|C|
LeeC(W +X,W −X).
Proof. Looking at Theorem 3.7 and Theorem 3.9, the proof is complete after ob-
serving the following identities:
6W 2X2 + 4W 3X +W 4 +X4 + 4WX3 = (W +X)4,
6W 2X2 − 4W 3X +W 4 +X4 − 4WX3 = (W −X)4,
−2W 3X +W 4 −X4 + 2WX3 = (W +X)(W −X)3,
2W 3X +W 4 −X4 − 2WX3 = (W +X)3(W −X),
and finally
−2W 2X2 +W 4 +X4 = (W +X)2(W −X)2.

4. Self-dual Codes over Z4 + uZ4, Projections, lifts and the Z4-images
We start by recalling that a linear code C over Z4+uZ4 is called self-orthogonal
if C ⊆ C⊥ and it will be called self-dual if C = C⊥.
Since the code of length 1 generated by u is a self-dual code over Z4 + uZ4, by
taking the direct sums, we see that
Theorem 4.1. Self-dual codes over Z4 + uZ4 of any length exist.
We next observe:
Theorem 4.2. (i) If C is self-orthogonal, then for every codeword c ∈ C, nUi(c)
must be even. Here, nUi(c) denotes the number of units of the ith type(in Ui) that
appear in c
(ii) If C is self-dual of length n, then the all 2u-vector of length n must be in C.
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Proof. (i) If C is self-orthogonal, then 〈c, c〉 = 0 for all c ∈ C. But by 2.4 we see
that
〈c, c〉 = nU1(c) + nU2(c) + nU2(c) · 2u = 0
in Z4 + uZ4 implies that nU2(c) must be even and since nU1(c) + nU2(c) must also
be even, we see that nU1(c) is also even.
(ii) If C is self-dual, then again 〈c, c〉 = 0 for all c ∈ C and so by the above
equation, the number of units in c, which we denote by nU (c) must be even. From
the ring structure we see that unit · (2u) = 2u and (non− unit) · (2u) = 0, thus if
we denote the all 2u-vector of length n by 2u, then
〈c, 2u〉 = nU (c) · (2u) = 0
in Z4 + uZ4 since nU (c) is even. This shows that 2u ∈ C
⊥ = C since C is self-
dual. 
Define two maps from (Z4 + uZ4)
n to Zn4 as follows:
(4.1) µ(a+ ub) = a
and
(4.2) ν(a+ ub) = b.
Note that µ is a projection of Z4 + uZ4 to Z4. We can define another projection
by defining α : Z4 + uZ4 → F2 + uF2 by reducing elements of Z4 + uZ4 modulo 2.
The map α can be extended linearly like µ. Any linear code over Z4 +uZ4 has two
projections defined in this way. Since these maps are linear, we see that
Theorem 4.3. If C is a linear code over Z4 + uZ4 of length n, then µ(C), ν(C)
are both linear codes over Z4 of length n, while α(C) is a linear code over F2+ uF2
of length n.
The following theorem describes the images of self-dual codes over Z4 + uZ4:
Theorem 4.4. Let C be a self-dual code over Z4 + uZ4 of length n. Then
a) φ(C) is a formally self-dual code over Z4 of length 2n.
b) µ(C) is a self-orthogonal code over Z4 of length n and α(C) is self orthogonal
over F2 + uF2.
c) If ν(C) is self-orthogonal, then φ(C) is a self-dual code of length 2n.
Proof. a) We know that φ(C) is a linear code over Z4 of length 2n. Since C is
self-dual, we know by the MacWilliams identity that was proved in section 3, that
the weight enumerator of C is invariant under the MacWilliams transform. The
result now follows because φ is weight-preserving.
b) Suppose a1 and a2 are in µ(C). This means that there exist b1, b2 in Z
n
4 such
that a1 + ub1, a2 + ub2 ∈ C. However since C is self-dual we must have
〈a1 + ub1, a2 + ub2〉 = 0
which means
a1 · a2 + u(a1 · b2 + a2 · b1) = 0
from which
a1 · a2 = 0
follows. Here, · stands for the euclidean dot product in Z4. A similar proof can be
done for α as well.
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c) Now since C is self-dual, for all a1 + ub1, a2 + ub2 ∈ C, we have
〈a1 + ub1, a2 + ub2〉 = a1 · a2 + u(a1 · b2 + a2 · b1) = 0,
from which it follows that
(4.3) a1 · a2 = a1 · b2 + a2 · b1 = 0.
But by the hypothesis, we also have b1 · b2 = 0 for any such codewords. Combining
these all, we get
φ(a1 + ub1) · φ(a2 + ub2) = (b1, a1 + b1) · (b2, a2 + b2)
= 2b1 · b2 + a1 · a2 + a1 · b2 + a2 · b1
= 0.
This proves that φ(C) is self-orthogonal. But since φ is an isometry, both C and
φ(C) have the same size, so |C| = |φ(C)| = 16n/2 = 4n, which proves that φ(C) is
self-dual. 
Corollary 4.5. If C is a self-dual code over Z4+uZ4, generated by a matrix of the
form [In|A], then µ(C) and α(C) are self-dual over Z4 and F2 + uF2 respectively.
If µ(C) = D and α(C) = E, we say that C is a lift of D and E. One way of
obtaining good codes over Z4 + uZ4 is to take the good ones over Z4 and F2 + uF2
and take their lift over Z4 + uZ4. The following theorem gives us a bound on how
good the lift can be:
Theorem 4.6. Let D be a non-zero linear code over Z4 and E be a non-zero linear
code over F2 + uF2 such that µ(C) = D and α(C) = E. Let d, d
′, d′′ denote the
minimum Lee weights of C, D and E respectively. Then d ≤ 2d′ and d ≤ 2d′′.
Proof. Let x ∈ D be such that wL(x) = d
′. Since µ(C) = D, ∃y ∈ Zn4 such that
x + uy ∈ D. Since C is linear, we have u(x + uy) = ux ∈ C. But by definition of
the Lee weight on Z4+uZ4, we have wL(ux) = wL(x, x) = 2d
′. Thus the inequality
d ≤ 2d′ is proved.
The second inequality is proved in exactly the same way. 
As the theorem suggests, to construct good codes over Z4 + uZ4 by lifting from
Z4 and F2 + uF2, we need to take codes over the projection rings that have high
minimum distances. We illustrate this in the following example:
Example LetD be the Z4-code generated byG
′ = [I8|A
′] and E be the F2+uF2-
linear code generated by G′′ = [I8|A
′′] where
A′ =


0 2 3 0 0 1 3 2
2 0 2 3 0 0 1 3
3 2 0 2 3 0 0 1
1 3 2 0 2 3 0 0
0 1 3 2 0 2 3 0
0 0 1 3 2 0 2 3
3 0 0 1 3 2 0 2
2 3 0 0 1 3 2 0


, A′′ =


u u 1 u 0 1 1 u
u u u 1 u 0 1 1
1 u u u 1 u 0 1
1 1 u u u 1 u 0
0 1 1 u u u 1 u
u 0 1 1 u u u 1
1 u 0 1 1 u u u
u 1 u 0 1 1 u u


.
D and E are both codes of length 16, size 48 and minimum Lee distance 8. We
consider a common lift of D and E over Z4 + uZ4 to obtain C that is generated by
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G = [I8|A], where
A =


u 2 + u 3 + 2u u 0 1 3 2 + u
2 + u u 2 + u 3 + 2u u 0 1 3
3 2 + u u 2 + u 3 + 2u u 0 1
1 3 2 + u u 2 + u 3 + 2u u 0
0 1 3 2 + u u 2 + u 3 + 2u u
u 0 1 3 2 + u u 2 + u 3 + 2u
3 + 2u u 0 1 3 2 + u u 2 + u
2 + u 3 + 2u u 0 1 3 2 + u u


.
C is a linear code over Z4 + uZ4 of length 16, size (16)
8 = 416 and minimum Lee
distance 12. Taking the Gray image, we get φ(C) to be a formally self-dual Z4-code
of length 32 and minimum Lee distance 12.
5. Three constructions for formally self-dual codes over Z4 + uZ4
Because of Theorem 3.10 we can easily show that the Gray image of formally
self-dual codes over Z4 + uZ4 are formally self-dual over Z4 as well. Some of the
construction methods described in [6] for binary codes can be extended to Z4+uZ4
as well.
Theorem 5.1. Let A be an n× n matrix over Z4 + uZ4 such that A
T = A. Then
the code generated by the matrix [In | A] is a formally self-dual code of length 2n.
Proof. Consider the matrix [−AT | In] = [−A | In] = G
′ and let G = [In | A]. Both
G and G′ generate codes of size 16n. Moreover the codes generated are equivalent
over Z4 + uZ4. So if C = 〈G〉 and C
′ = 〈G′〉, all we need to do to finish the proof
is to show that C′ = C⊥.
Let v be the i-th row of G and w be the j-th row of G′. Then 〈v, w〉k = −Aji +
Aij = 0 since A
T = A. Therefore C′ = C⊥ and C is equivalent to C′ = C⊥. Since
wL(−a) = wL(a) for all a ∈ Z4 + uZ4, this is a weight preserving equivalence. 
Theorem 5.2. Let M be a circulant matrix over Z4 + uZ4 of order n. Then the
matrix [In | M ] generates a formally self-dual code over Z4 + uZ4. This is called
the double circulant construction.
Proof. Let C be the code generated by [In | M ] = G and let C
′ be the code
generated by [−MT | In] = G
′. It can similarly be shown that C′ = C⊥. Observe
that C′ is equivalent over Z4+uZ4 to the code C
′′ generated by [MT |In] = G
′′. So
to show the equivalence of C and C′, we will show the equivalence of C and C′′.
There is a permutation σ of rows such that after applying it to G′′, the first column
of σ(MT ) is the same as the first column of M . Namely,
(M11,M21, · · · ,Mn1) = (M
T
σ(1)1,M
T
σ(2)1, · · · ,M
T
σ(n)1) = (M1σ(1),M1σ(2), · · · ,M1σ(n)).
Since the matrix M is circulant, every column of M is then equal to a column of
σ(MT ). Then apply the necessary column permutation τ so that τ(σ(MT )) = M .
We apply another column permutation ρ so that the matrix found by σ(In) is
returned to identity. Note that τ does not affect this part. Thus we obtain G from
G′′ by the consecutive applications of the permutations σ, τ and ρ, which means
that C is equivalent to C′ = C⊥, and again as in the first theorem this is a weight
preserving equivalence. 
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Now, applying Theorem 2.3, we have the following corollary:
Corollary 5.3. Let C be a linear code over Z4 + uZ4 generated by a matrix of the
form [In|A], where A is an n× n matrix. If A is symmetric or circulant, then C is
formally self-dual and hence φ(C) is a formally self-dual code over Z4 of length 4n.
Theorem 5.4. Let M be a circulant matrix over Z4 + uZ4 of order n− 1. Then
the matrix
G =


α β β ... β
γ
In γ M
.
.
γ


,
where α, β, γ ∈ Z4 + uZ4 such that γ = ±β, generates a formally self-dual code of
length 2n over Z4 + uZ4 whose Gray image is a formally self-dual code over Z4 of
length 4n. This is called the bordered double circulant construction.
Proof. Let
G′ =


−α −γ −γ ... −γ
−β
−β −MT In
.
.
−β


.
It is easy to see that G′ generates C⊥. By the same method as was done in the
previous theorem the parts of G andG′ except the β and γ can be made equuivalent.
Multiplying all the columns except the In by −1 we see that C
⊥ is equivalent to a
code C∗ with generator matrix of the form
G∗ =


α γ γ ... γ
β
In β M
.
.
β


.
If γ = β, it is easy to see that C and C∗ will be the same codes. If γ = −β, then
multiply all but the first row of G∗ by −1. The resulting matrix still generates C∗.
But since wL(a) = wL(−a) for all a ∈ Z4 + uZ4, we see that C and C
∗ will have
the same weight enumerator. Hence in both cases we see that C and C⊥ have the
same weight enumerators. 
We finish with some examples of formally self-dual Z4-codes thus obtained:
Formally Self-dual codes from double circulant constructions
We present in the following, some good formally self-dual codes over Z4 obtained
from formally self-dual codes constructed over Z4 + uZ4 by the purely double cir-
culant matrices. So the code C is generated over Z4 + uZ4 by a matrix of the form
[In|M ] where M is a circulant matrix, hence in the tables we will only give the first
row of M . The length indicates the length of the code over Z4 + uZ4, hence the
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length of the Z4-image is doubled. We will also indicate the minimum Lee distance
of the codes:
Table 1. Good f.s.d Z4-codes obtained from double circulant ma-
trices over Z4 + uZ4
Length First Row of M d
4 (2,1 + 2u) 4
6 (2,1,3u) 6
8 (3 + 3u,3u,2u,2 + 3u) 8
10 (1,0,2,3u,2 + u) 8
12 (0,2,3,2u,3,u) 10
14 (3 + 3u,3 + 3u,1 + 2u,1,2 + 2u,3,3) 11
16 (0,0,1 + 2u,1 + 2u,1,1,3u,1 + u) 12
18 (0,0,1,1,1 + 2u,3 + 3u,2 + 2u,1 + u,2) 12
20 (0,0,1,3,1,3 + 2u,u,3 + 2u,u,2 + u) 14
22 (0,0,1,1,1,1,2,1,2 + 2u,1 + 3u,3 + 2u) 14
24 (0,0,1,1,1,1,0,1,0,2,2u,2+ 3u) 14
26 (0,0,1,1,1,1,0,3,1 + u,2u,3u,1 + 2u,3 + 2u) 15
Formally Self-dual codes from bordered double circulant constructions
We present in the following, some good formally self-dual codes over Z4 obtained
from formally self-dual codes constructed over Z4+uZ4 by bordered double circulant
matrices as given in Theorem 5.4. So the code C is generated over Z4 + uZ4 by
a matrix of the form given in Theorem 5.4.Hence in the tables we will give α, β, γ
values as well as the first row of M . Again the length of the Z4-images is double
the length indicated. d denotes the minimum Lee distance:
Table 2. Good f.s.d Z4-codes obtained from bordered double cir-
culant matrices over Z4 + uZ4
Length First Row of M (α, β, γ) d
4 (0) (0, 1 + 2u, 1 + 2u) 4
6 (2u,1) (3 + 3u, 1 + 3u, 1 + 3u) 6
8 (3 + 3u,3 + 2u,u) (2, 3 + 2u, 3 + 2u) 8
10 (0,0,1 + 2u,1) (3, 1 + 2u, 1 + 2u) 8
12 (1 + 2u,1,2,1 + 3u,3) (u, 1 + 2u, 1 + 2u) 10
14 (0,0,u,u,2,3 + 2u) (3 + u, 1 + 2u, 1 + 2u) 10
16 (1,1,0,1,3 + u,3u,1 + 2u) (3 + 2u, 1, 1) 11
18 (0,0,0,0,2 + 2u,3u,1,3 + 2u) (3 + u, 3 + 2u, 3 + 2u) 12
20 (0,0,0,0,u,1 + 3u,1 + u,u,2 + 2u) (1 + u, 3 + 2u, 3 + 2u) 12
22 (0,0,0,0,2u,1 + u,3 + u,1 + 3u,2 + 2u,2 + 3u) (1 + u, 3 + 2u, 3 + 2u) 14
24 (0,0,0,0,0,1,u,2u,2+ 2u,2 + 3u,3) (1, 1 + 2u, 1 + 2u) 14
Remark 5.5. The first construction, namely the construction by symmetric matrices
did not lead to good numerical results. That is why we did not tabulate codes from
the first construction.
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Remark 5.6. In both the tables given above, an exhaustive search was made through
all possible codes of the given form up to length 14, but for higher lengths the search
was not exhaustive. For these higher lengths, an exhaustive search can be made
using more powerful computational resources with a possibility of better minimum
distances.
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