ABSTRACT. We determine the eigenvalues of a Fredholm integral operator of the second kind. The solution of the eigenvalue problem has applications to nding the distribution function of a stochastic integral. The stochastic integral itself represents the asymptotic form of a statistical test. Also discussed are related results for inference and applications.
Introduction. Applications of Fredholm integral operators in the areas of physical
sciences and engineering are well known. Their applications to problems of statistical inference are probably less known among researchers in mathematics and other disciplines. The dynamic instability inherent in physical processes can often be statistically modelled by the change-point method. The change-point problem primarily consists of testing for a model with no change in the model parameters against a model where parameter changes occur after a certain unknown point of time. The problem has received wide attention among researchers in statistical inference. Test statistics for the problem have been derived and their distribution theory has been discussed in the literature; see Jandhyala and MacNeill 2,3,4], MacNeill 6] and Nabeya and Tanaka 7] and the references therein. Asymptotic distributions of these change-detection test statistics have been shown to involve solutions of a variety of Fredholm integral operators. In this article, we consider the problem of solving for the eigenvalues of a speci c Fredholm integral operator. The solution has applications for the asymptotic distribution of a change-detection statistic derived in the literature; see Jandhyala and MacNeill 3].
The Fredholm operator of our interest is stated by where z p;n is the nth positive zero of the pth order spherical Bessel function of the rst kind. While MacNeill 6] established the validity of the above solution for p = 1, the proof for a general p was not given. The main objective of this paper is to provide a complete proof of (6) for any general p. Once the eigenvalues f p;n g 1 n=1 are identi ed, the characteristic function of the stochastic integral in (4) may then be obtained as
(1 ? 2iu p;n ) ?1=2 :
The distribution function of the stochastic integral Z 1 0 B 2 p (t)dt may be obtained by inverting the characteristic function p (u) applying L evy's inversion formula. This function has direct applications to the change-point problem in statistical inference.
We rst give the proof of (6) in section 2. The speci c applications of this solution and solutions of other related integral equations for problems of statistical inference are discussed in section 3.
2. Solution of the Fredholm integral equation. We shall now give the proof of the solution in (6) . The proof requires several theorems and they are stated and proved in the following. A major di culty in constructing a proof arises due to the fact that the function g m (t) as given by (3) has a complicated structure. We, however, take advantage of the following theorem due to Jandhyala and Minogue 5]. The theorem provides an alternative exact expression for g m (t). Needless to say, this expression is simpler in form and proves to be the basis of our proof. Di erentiating the integral equation (1) twice with respect to t, one obtains
The boundary conditions are
We shall rewrite the equation (9) as (11) p ( (? p )`T (2`) m (t) : We rst note some properties of T m (t) and g m (t) in the following lemma. These properties will be used often later in the proof. The proof of the lemma is for the most part algebraic and is omitted.
Lemma 2. The functions g m (t) and T m (t) given above satisfy the following. In the following, we deal with the respective coe cients of a; b and c n ; n = 1; 2; ; p in the right hand side of (15). (1), we must have the determinant of the coe cient matrix of the system of equations be zero. Thus, This completes the proof of solution in (6).
3. Applications. Let f j g n j=1 be a sequence of unobservable independent random variables de ned on the same probability space each with mean 0 and variance 2 . Let fY nj ; j = 1; ; n; n 1g be a triangular array of observable random variables satisfying the linear regression model 
