Coarse graining techniques and their associated symbolic dynamics are reviewed with a focus on probabilistic aspects of complex dynamical systems. The probabilistic approach initiated by Nicolis and coworkers has been elaborated. One of the major issues when dealing with the dynamics of complex nonlinear systems, the fact that the inherent time-scales of the unfolding phenomena are not well separated, is brought into focus. Recent results related to this interdependence, which is one of the most characteristic aspects of complexity and a major challenge in prediction, error estimates and monitoring of nonlinear complex systems, are discussed.
Introduction
A major issue when dealing with the dynamics of complex, nonlinear systems is the fact that the inherent time-scales of the unfolding phenomena are not well separated. Another related challenge is sensitive dependence on initial conditions, entailing fast error growth in the prediction of chaotic systems. Such intertwined time scale domains also obscure regularities present in the underlying dynamics and render the standard auto-regressive techniques and linear predictors essentially obsolete. Clearly, new complementary approaches are called for. There is a rich repertoire of nonlinear analysis methods, such as phase-space reconstructions, embedding and recurrent state analysis, principal component analysis, wavelets, to name the main trends [Kantz & Schreiber, 2004 ]. Yet, one of the most useful guiding ideas is to change the framework of prediction itself and instead of asking what is the next state to ask what are the probable next states and what is the weight of each [Nicolis & Nicolis, 2007] . Such an idea apart from its importance for the fundamentals of complex systems research, has found fertile grounds in practical issues, from meteorology and hydrology to financial forecasting and risk management.
The development of statistical/probabilistic forecasting owes much to the fact that the dynamics of complex systems affords many compatible -but not always exactly equivalent -descriptions. It is exactly this aspect of their multivalency that from a limiting factor can turn into an advantage. It makes sense when confronted with complex dynamics such as in meteorology to ask the right question in order to gain in predictability. No one would demand the air-temperature and humidity with four digits accuracy tomorrow at noon, more sensible is to ask what kind of weather the next days will bring.
To illustrate this idea let us consider the case of weather regimes, as treated in the seminal paper of [Nicolis et al., 1997] . There the authors used the "tendency of the atmosphere to organize in relatively persistent and recurrent circulation patterns", classified as certain weather regimes, as the basis of a three-state continuous time stochastic model which mimics adequately the evolution of the weather in this coarse grained framework. Under such a coarse-grained symbolic dynamics relevant quantities, e.g. transition versus sojourn probabilities, can be easier and faster accessed and weighted. Therefore self-organizing systems' propensity for clustering of states renders coarse graining descriptions advantageous. This is sound not only operationally but also from a dynamics-theoretic perspective.
Another important aspect of complex dynamical systems is the range of the observables, either in time and space or in state-space intervals. It has long been established that when dealing with unstable, chaotic, dynamics the long term or ensemble averages of their observables do not characterize fully the dynamics of the system as in the case of stable dynamics [Vannitsem & Nicolis, 1995] . As a consequence, the study of local versus global observables furnishes unexpected information such as specific memory effects, trends and traits.
The paper is organized as follows, Sec. 2 deals with the question of global versus local coarse grained observables. The focus here is on analytic maps on the interval. Recent work by the authors proposes a conclusive treatment for the local and global statistical properties of Markov analytic maps [Mac Kernan & Basios, 2009] . Their relevance in predicting correlations decay rates is discussed. In Sec. 3, we present results on the scaling of block entropy in the unfolding of the dynamics of generic chaotic systems. The characteristic eras determined by their Lyapunov exponents and their topological organization are discussed in view of standard versus nonstandard scaling laws observed. We report a power-law block entropy scaling and discuss the necessary conditions for such a "memory rich" behavior. Finally in Sec. 4 we present our conclusions and discuss an outlook for future research.
Coarse Graining and
Observables: Spectra and
Dynamics of Discrete Maps
We first turn on the utility of coarse graining in the case of discrete time chaotic maps. Early findings show that deterministic, chaotic, dynamics of Markov analytic maps can be cast to a one-to-one correspondence with a stochastic process [Nicolis & Nicolis, 2007] and the construction of master equations for these kind of systems gave the impetus for the study of a probabilistic approach towards these systems, based on a coarse grained description of their dynamics. The issue has been further elaborated by the present authors in a recent paper [Mac Kernan & Basios, 2009] . Markov analytic maps have been very useful in these conceptual developments. The fact that many of their one-dimensional properties can be generalized to higher dimensional discrete time systems and flows adds to their value. This statistical/probabilistic framework of investigation of the dynamical properties of chaotic systems leads to the Frobenius-Perron operator, U, which is the evolution operator for probability densities
where the dynamical system is defined by the map x n+1 = f (x n ), and ρ n (x) is probability density at a discrete time n. The latter expressions allow the investigation of local properties of interest, which can include the typical time required for a probability density confined initially to one region to move to another, or the residence time of a distribution initially localized about an unstable periodic orbit. In this context arises the need to discriminate between different classes of density evolution, describing locally or globally defined observables. One way to focus attention on local regions is to partition the configuration space of the system into appropriate cells through a coarse-graining operator
where χ c i (x) equals one if x belongs to the ith cell C i and is zero otherwise, and ∆ i is the size, or measure, of C i . If the Markov map is piecewise linear one can show that a statistical dynamical description is particularly simple for appropriate Markov partitions,
The above equation simply states that the initial partition is preserved under evolution. Indeed, piecewise polynomial spaces associated with each partition, P M , are also invariant under U . This provides, then, a mapping of the initial full scale deterministic dynamics into a stochastic process. If instead the Markov map is piecewise analytic (with curvature), an approach in the same spirit is to define an invariant piecewise analytic function space F M associated with a partition P M . As it has been shown in [Mac Kernan & Basios, 2009; Mac Kernan, 1997] , tailor-made basis sets can be constructed for which the corresponding matrix representations of U converge exponentially quickly. This is deduced geometrically using one-parameter families of ellipses in the complex plane intimately related to Chebyshev functions. For the sake of the present discussion let us just keep the fact that the representation of the action of Frobenius-Perron U operator can take the form
where index m is summing over the basis of Chebyshev polynomials, which are piecewise defined over the n-cell partition, for an initial density ρ(x) which is analytic in a region of the complex plane enclosed by an ellipse C r 0 , r 0 > 1. The above holds for any finite t in the sense of both uniform and absolute convergence. As a consequence, ρ(x, t) = U t ρ(x) is computable up to any desired accuracy. In fact, the condition that the initial densities should be analytic can be relaxed, if one considers C 2 maps whose derivatives are functions of bounded variation. Moreover, it is demonstrated in [Mac Kernan & Basios, 2009 ] that the decay rates of the time correlation functions for localized densities equal the eigenvalues of W mn , which are given analytically by a general expression involving pertinent unstable periodic orbits.
A family of maps has been constructed and utilized in the course of these earlier studies while instances of this family, mainly due to the fact that they have analytic invariant densities for a wide interval of its parameters values, has also been used in studies on recurrence [Balakrishnan et al., 2000] .
This family of maps is based on a special construction of their inverse branches, L −1 , R −1 [Basios, 2001 ]. An one-parametric subset of this family is the map,
The parameter a takes the values 0 ≤ a < 1/2, 1/2 < a < 1. The value a = 1/2 is clearly out of proper range, while a = 1 is a case of intermittency, because it makes the fixed point at the origin marginally stable. Within this range, it is ensured also that (d/dx)L(x) > 0 for all x ∈ [0, 1] which is the essential condition for monotonicity of the map. Furthermore, as it has been demonstrated, the map admits as its unique, smooth, invariant density its own inverse branch derivative, multiplied by a factor of two.
Evidently, the parameter a controls the overall shape of the map and hence plays a key-role in determining constants like average and local Lyapunov exponents, entropy, average values of observables and other related quantities.
As well known, the information entropy for maps is calculated from their invariant density ρ inv (x) simply as:
and in view of Eq. (6) it is symmetric around the value a = 1/2. Therefore, we set the values of a = 1 − , (case A) and a = 0 + (case B), with = 0.01, this gives a value for the information entropy H 1 = 0.1835 . . . for both cases. This value of H 1 indicates a fast evolution towards the invariant density of any initial continuous density. But since it is an averaged quantity H 1 cannot furnish information about different ways, or decay rates, of the evolution of localized densities as they will wander through regions of the phase space till they reach the invariant density. Figure 1 shows this fast evolution of global densities, or observables, for both cases A and B. The same holds for the eigenvalues, or spectrum, of the Frobenius-Perron operator (see Fig. 2 ) calculated for global observables spanning the interval. This spectrum would also furnish only global, averaged, rates of correlations decay. 
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The situation is different if one considers, local densities as observables and an analysis based on a locally-defined index of complexity. Here the power of coarse graining rests with its ability to furnish the values of the eigenvalues of the representation of the Frobenius-Perron operator and thus in revealing most detailed information for densities evolution, unaccessible otherwise. To demonstrate this, it is instructive to use the apparatus developed in [Mac Kernan & Basios, 2009] for the family of maps of Eq. (5).
Therefore, let us consider the coarse graining operator Eq. (2) for M = 10 and a sufficiently large Chebyshev basis, and let us calculate the spectrum of the Frobenius-Perron in its representation afforded by Eq. (4) for the maps of Eq. (5). Their linear invariant density, in view of Eq. (6), can be set as in the cases A and B as above. They are shown as the solid (red) lines in the rightmost columns of Fig. 2 , of the row-panels (A) and (B) respectively.
For the two values of a mentioned above, the absolute values of the eigenvalues of the FrobeniusPerron operator are shown in the left-most columns of Fig. 2 . The spectra for the global observables (probability densities spanning all intervals) are represented by the black lines while the spectra for the local observables (probability densities confined in a cell) are represented with red dots. In the subsequent graphs of the rows (A) and (B) of Fig. 2 the evolution of this local variable confined on the first cell of the partition is shown. In row (A) of Fig. 2 one observes a quick loss of memory and the settling down of the density to its attracting invariant density (red straight line). While in row (B) of Fig. 2 the same initial density shows an initially persistent localization, i.e. slower decay of its initial memory, settling down finally to the invariant density.
This different behavior in approaching the invariant density comparing cases (A) and (B) of Fig. 2 is clearly reflected on the spectra of their Frobenius-Perron operators which monitor in detail the evolution. It is evident that the local variables' spectra (red dots in the left-most columns of Fig. 2 ), for case (B) are finer and more densely distributed than for case (A) among the spectral values for the global, i.e. with support spanning the whole unit interval, variables, shown here by the black lines in the left-most columns of Fig. 2 . What is quite clear from the above calculations is that coarse graining, appropriately implemented, can furnish detailed information for finer time scales that a mere monitoring of global variables in the case of chaotic maps. A detailed exposition can be found in [Mac Kernan & Basios, 2009] .
Moreover, the fact that a = 1 produces the well known, from studies on intermittency, so-called "square root cusp-map" [Gaspard, 1998 ] raises the interesting question of the limits of validity of the above approach as approximating the case of intermittent chaos.
Coarse Graining and Prediction: Block Entropy for Continuous Flows
Several dynamical systems generate symbolic strings with long range memory tails. In the course of their evolution a "text" can be produced by the recording of each visit through the cells of their partitions. As we have seen, the memory of this trail depends on the local stability properties of their dynamics reflected in appropriate spectral properties. Lyapunov exponents and H 1 -entropy, giving an overall measure of instability, serve as global indicators that fail to monitor finer scale dynamics. Moreover, symbolsequences, or "texts" can be generated in many other ways. In an early paper, Nicolis et al. showed that one-dimensional sequences which are asymmetric and information-rich can be generated as a trace of a time irreversible dynamics possessing a chaotic attractor and that it is possible to encode the resulting symbolic sequences, using "hypersymbols" i.e. suitable grouping of symbols. Hypersymbols in this context represent persistent memory trends in the dynamics. This in turn suggested the correspondence of the symbol generator with a fifth-order Markovian chain over the same alphabet . Such an identification of the order or "markovianity" of the symbol generator is essential in determining the limits of predictability and the horizon and/or accuracy of monitoring. Subsequently, in the course of the analysis of symbol sequences, coming from coarse-grained fully developed chaotic systems, texts and pieces of classical music, Ebeling and Nicolis [1992] proposed a general scaling law for the block entropy of any corpus of symbol sequences or "text".
where H m is the block entropy defined as an extension of Shannon entropy:
where p(w m ) is the probability of encountering a word of length m or an m-tuple. This probability is given by counting the frequency of appearance of m-words in the sample. The parameter h is the Kolmogorov-Sinai (KS) entropy of the process. The parameters g, e, µ 0 , ν are suitable coefficients related with entropic quantities and in general depending on the eigenvalues of the probability transition matrix. If h assumes significantly high value, the linear term hm would dominate and obscure the other power-law or logarithmic scaling with respect to m. Then, predictability and persistent correlations in the symbolic sequence are quickly lost since instability takes over and erases any memory effects. If on the contrary h is low, memory effects are revealed and persistent groups of symbols emerge in a statistically significant fashion. In particular, when we are dealing with systems with infinite memory, it is well known that h = 0. For m = 1, H(1) = H 1 is the wellknown discrete version of information entropy, so for H(m) with m > 1 one has a finer hierarchy of information-type entropies which indicate the innovation or "surprise" associated with each m-tuple (m-word) of symbols. Memory traits are reflected to groupings of symbols and the connection with prediction becomes evident since the most probable groups of symbols can be identified and therefore one gains in information with the unfolding of a symbol-string in the course of the evolution. Power laws discovered for symbol sequences coming from chaotic dynamics as well as the fundamental role of chaos in biological information processing raised the question of characterizing in more detail symbol sequences coming from coarse grained chaotic dynamical systems. The extension and bridging of these analyses is presented here. We identify the conditions for nontrivial block entropy scaling for symbol sequences arising from dissipative chaotic flows, under certain coarse graining based on threshold dynamics. We show that such symbol generators as proposed for the first time in indeed exhibit a power law scaling for their block entropies compatible with the conjecture expressed by Eq. (8).
Much work has been devoted to use symbolic dynamics for deriving the "long time" properties of systems but almost none in investigating the route leading there. If one wants to exploit the powerful comprehensive predictions afforded by a coarse grained, symbolic, representation one has to keep in mind that these predictions are bounded by a predictability horizon. It is only natural then to also focus in the range before asymptotic behavior settles in, defining such a region as the mesoscopic scale of a system whose onset is determined by its Lyapunov exponents or error-growth dynamics. This term designates the era of the dynamics where a statistically significant long sample of symbols, or "text", has been generated and the analysis takes place within a realistic range for the size of blocks, or "words". For the cases that follow, we set this mesoscopic era for words of length 2 to 32 for a text of about 10 6 −10 7 symbols.
The key idea is that a relevant partitioning of the phase space should reflect the ability of recording relevant instances of the dynamics. Consider, for example, a nonlinear flow possessing a chaotic attractor, within a n-dimensional phase space Γ X and parameters µ, evolving in t:
and X = (X 1 · · · X n ) T and take the case where the variables, X i , when entering a region, a cell in the phase-space, by crossing a certain threshold, say L i . This could signify an important event e.g. might trigger other processes, set alarm levels or signal an extreme event. Entering the cell means X i has a positive slope, X i (t; µ) > 0. Let it then be subsequently recorded on a "tape". We assign an alphabet of n symbols for each such passage of the variables denoting these instances as the relevant observables for our system. The state transitions, then, would be words of length m = 2 on this alphabet. Although, this analysis can be carried out for any flow, we focus on the case of dissipative flows near homoclinicity. This is another class of systems "on the borderline between chaos and order". Motivated by and inspired by the symmetry breaking transitions in far from equilibrium systems one might ask further whether such asymmetric patterns can give rise to an actual information rich carrier.
A the Lyapunov exponents, λ i 's, of a flow with its Kolmogorov-Sinai entropy which is given by Pesin's identity
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It is imperative, here, to draw attention to the fact that Eq. (11) can be used also, in the form of an inequality, as a diagnostic tool. That is to combine Eq. (11) with the fact that h KS is an upper bound of all possible partition block entropies
It is evident then that the asymptotic behavior of Eqs. (8) and (9) is determined by the value of h KS . In order to move back and forth from the timedomain (time units) and the symbolic domain (text size), we define the rate of symbol generation, S g , which is just the number of symbols generated per time unit,
where the average of S g , S g , is performed over a long time period and using long texts. For stationary processes, as in our case of dissipative flows, S g is constant S and readily computable. The situation, here, is reminiscent of the situation as in error growth studies or as in the study of long range correlations in biological "large but finite" sequences, one has to identify "eras" or "epochs" of dynamics. These eras or epochs are reflected in our case on the trace of symbolic sequences and their entropic properties, due to the above mentioned connection with their Lyapunov times. We can identify then the epochs of scaling for block entropies for flows as:
• Short range, the Lyapunov era, or the evolution within the order of markovianity of the process dictated by the dynamics of the flow. The timescales considered here are usually much less than a time-unit, especially for chaotic flows. (12) is not (yet) satisfied.
• Asymptotic behavior, the state of the infinite limit, the equilibrium or "fixed" point solution.
It tells us what will happen in "the long run" or for an infinite text. This stage is dominated by the linear term for h > 0 processes and Pessin's identity is verified by the samples. The higher the value of h, the faster this stage is reached.
Notice that for finite length texts one also ubiquitously observes a saturation point of the sample where the block entropy reaches its maximum, H(m), at m =m = max(m) ≈ ln |A| N , for an alphabet A of finite size |A| and a sample of N symbols. This is due to finite sample effects for long words, analogous to the plateau in error growth due to finite sample of purely stochastic processes.
Coming back to our theoretical models, let us recall that in the homoclinic route to chaos we encounter a persistent structure; a "framework" due to the homoclinic orbit whereabout the dynamics is unfolding for all initial conditions, except of course the set of the points of saddle-node intersections. Two instances of such a homoclinic chaos have been extensively studied one coming from meteorology, the celebrated Lorenz system of equations [Glendinning & Sparrow, 1984] , and, the equally celebrated Rössler system, coming from chemical kinetics [Gaspard & Nicolis, 1983] . These two systems along with a system of zero entropy, the famous Fibonacci substitution or "circle map", will serve as demonstrations of the standard (linear for Lorenz and logarithmic for Fibonacci's), versus the nonstandard (power-law for Rössler), block entropy scaling. In Fig. 4(a) inset, we see a sketch of the homoclinic framework which organizes the trajectories of the Lorenz system of equations. As well known, this readsẋ (11) and (13)] we obtain a K-S Entropy per symbol
For the Rössler system we show a sketch, in Fig. 4(b) inset, of its homoclinic organizing orbit. The Rössler system of equation reads: 
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essential key factor for the proliferation law of the block entropy. Let us now compare the topological structure of the graphs having the states X, Y, Z as their nodes and the possible transitions among these coarse grained states as their edges. See Fig. 4(a) for the Lorenz system and Fig. 4(b) for the Rössler system. According to what was outlined above, we have used the following coarse graining scheme and identified each vertex of the graph as a state resulting from a threshold crossing dynamics:
symbol "X" is produced if x enters a cell of the partition:ẋ > 0 at x = x 0 and, of course, the same for symbols Y and Z from the variables y and z respectively. Using the values for the partitions mentioned above, we employ the so-called "primitive road coloring scheme" for the edge π(i, j), of the graph G : a ij = π(i → j) or in other words: the allowed 2-word (or protoword) between (ij) make the edge a i,j [Lind & Marcus, 1995] , where i, j label the variables, taking the values x, y, z. We assign to each edge the frequency of each allowed proto-word (2-word) that represents the probabilities p i,j 's for a transition i → j on the graph. From any graph, say G, we can then construct any desired order "higher power" graph G n , which will give us the nth order shift of finite type approximation (n-SFT approximation). The frequencies of the n + 1-words are the probabilities of each path of length n on G. Or, equivalently, each edge of the nth higher power graph, G n will give us the transition probabilities for the nth order Markov approximation of the shift. Moreover, under this perspective, a finite state m-code can be built using "hypersymbols", represented as the m-edges of the graph G m [Lind & Marcus, 1995] .
The corresponding graphs are shown in Fig. 4 , for the Lorenz in panel (a) and Rössler in panel (b) . Due to the topology of the orbits organized around the homoclinic tangency, for the Lorenz system we have the following set of forbidden words F L = {XX , YZ , ZX } and for the Rössler system F R = {YY , YZ , ZZ }. Obviously, forbidden words in their symbolic dynamics signify forbidden transitions, for the corresponding Markov process.
Finally, as a measure of comparison with respect to block entropy scaling, but not without theoretical interest in itself, let us consider a symbol generating system with nontrivial minimal complexity, with zero Kolmogorov Sinai entropy, i.e. h = 0, which signifies infinite memory. Such Fibonacci substitution system is mostly known from its use in studies of quasicrystals. It has the smallest possible growth rate of m-block sequences among all nonperiodic sequences. The Fibonacci system is one of the so-called family of "Sturmian sequences", introduced by Morse and Hedlund in the early forties [Lind & Marcus, 1995] , which are the codings of quasiperiodic trajectories of a free moving ball injected by an irrational slope in a square billiard. Therefore, one can use the representation of the Fibonacci sequence as a dynamical system: φ α (x) = x + α(mod 1). Then, with the partition, say P = [0, 1 − α), [1 − α, 1], we associate a sequence to each x ∈ [0, 1] according to its itinerary relative to P. This is, as well known in chaos theory, the "circle map" with curvature constant equal to zero.
The persistent, infinite memory of the Fibonacci system defies any finite Markov description. The spectral properties of substitution systems in relation with Frobenius theory can be found in [Queffelec, 1987] . As it is well known that for these systems their block entropy, H F m , scales logarithmically with the word length, m
This logarithmic scaling of H F m versus m is shown in Fig. 5 , it is the dotted line with circles as its data markers. Let us now proceed to examine the block entropy scaling of the other type of sequences which come from the class of models considered above: the two paradigmatic dissipative flows evolving around their homoclinic orbits.
For the two paradigmatic cases of homoclinic flows presented above, the set of forbidden 2-words (also called proto-words) F(n), are due to the topology imposed by the underlying homoclinic orbit. The topology does affect the block entropy in quantitative detectable ways, since the number of allowed words, N * of the Rössler and Lorenz graphs are N * 3 n since not all possible combinations can be realized. What, in coordination to the above, is a crucial factor for the determination of the scaling laws, though, is the value of h in 8. If this value is around zero, power law scaling can manifest. Provided, of course, that we have not yet reached the saturation value m >m, that is, we are still in the mesoscopic era of our system. Therefore, for h 1, or almost zero, one expects the nonlinear terms to dominate for small values of m. Indeed for the Rossler system, above, this condition is met and results in a form of H Ros This qualifies the fitting for the power law as an appropriate functional relation and the correct scaling law for that region of word-lengths. Finally, a note in sample size affects the safeguarding techniques. In [Herzel & Grobe, 1995] , a value for the estimator of entropy through the frequencies of observation, H obs m , is given as expected:
where N is the sample size, M is the number of words of length m, and under the assumption of a normal error distribution in H obs (m). There is a systematic underestimation of entropy which becomes more important for long words and small samples especially for systems with higher values for h. Nevertheless, the effect of the forbidden word distribution due to the organizing homoclinic orbit, drops the number M significantly. One way to use Eq. (18) is by reducing the size of the sample and restricting the analysis to the length of words with entropy which agrees with a desired accuracy. This accuracy test is demonstrated in Fig. 5 where by the thin solid lines are the block entropy calculations performed with half the sample size. The former results reported (red and black markers for the Lorenz and Rössler systems respectively) coincide for the given range of m and therefore pass the estimator's test. The values of g and µ are close enough to 1 and 1/2 respectively. The scaling is of the kind one expects to find for written texts and music, as well as sequences from molecular biology. To our knowledge this is the first instance of symbol sequences generated by a dynamical process which gives rise to a similar scaling as anticipated in the paper by Ebeling and Nicolis mentioned above.
Conclusions and Outlook
We have seen how the probabilistic approach to chaotic, complex, systems calls forth a change in perspective for the monitoring of their evolution. The technique of coarse graining of their phase space provides, inaccessible otherwise, detailed information. Coarse graining provides a natural setting for the study of local observables provided added information on that afforded by the standard setting of global observables. The subject of scaling, ordering and selection rules in relation to coarse grained dynamics has been shown as a crucial one. As the interactions between different hierarchical levels in complex systems manifest in different scaling laws for the proliferation of block entropies, it is only natural to pursue further the investigation of model-specific complexity indexes inspired by these kind of entropic quantities.
On the subject of intermittent maps, there remain challenging issues for extending the analytic approach outlined in Sec. 2. A suitably refined coarse graining for this case could involve an extension of the spectral method discussed therein in order to incorporate a countably infinite partition for the accurate determination of correlation decay rates for intermittent maps.
The ability to associate, by a suitable coarse graining, an nth-order shift (or n-SFT approximation) to a continuous dynamical system, as in Sec. 3, is promising for future implementation in the setting of nonautonomous systems. This setting can be realized either due to explicit timedependent parameters or by a set of systems where one forces the other parametrically. Recently, in a related work [Basios et al., 2008] a parametric forcing was considered as a combination of two graphs by a set of hierarchical rules and was analytically demonstrated that their entropy exhibits stretched exponential growth. This persistent memory effect can be exploited in the monitoring and control of parametrically forced systems and could further our understanding of selection and superselection rules in hierarchical complex systems as proposed in [Nicolis, 2005] . Moreover, the growth of networks deserve attention concerning their dynamical basis as in . The evolution and generation of graphs based on clustered, cross grained, partitioning would be an interesting candidate for future studies of scaling laws associated with an extended n-SFT approximation for the case of dynamically generated networks.
