Abstract-In order to realize node deployment in monitoring area and improve the network coverage, this paper propose a mobile node deployment method based on improved probability sensor model and dynamic multiple population particle swarm algorithm. Firstly, the improved probability sensor model was introduced by adding the energy factor to the traditional probability model, and then the node deployment mathematical model was given based on the improved probability sensor model considering the network coverage rate and energy factor. Then the SOM algorithm was used to divide the particle population to several sub populations, and the dynamic multiple population PSO method was designed to get the optimal node deployment solution in every sub-population. The simulation experiment shows the method in this paper can deploy mobile nodes evenly in monitoring area, the network coverage and energy were considered, and compared with the other methods about node deployment, it has higher coverage rate and longer network life cycle. Therefore, the proposed method is likely to have more priority and application value.
INTRODUCTION
Wireless sensor network is self-organization network composed by numerous of nodes deployed in the monitoring region, its main function is to collect and process information for the perception object in the monitoring region. The goal of wireless sensor network is to realize the overall perception for a certain monitoring area, and it has been successfully applied in military, medical monitoring, traffic, environmental monitoring and other fields etc [1] [2] [3] .
Node deployment is one of the basic problems in the field of wireless sensor network research field, and it can ensure effective operation of wireless sensor network.
Sensor node deployment [4] [5] can be summarized as: Numerous nodes was randomly distributed in a specified monitoring wireless sensor area, these node are periodically sense data and send the data to sink node, in order to optimize the existing network resources, and realize the goals of improving network service quality and prolong the network life cycle, some algorithm needs be proposed to compute the node position, and the position for all the nodes should satisfy the demands of covering as much area as possible and achieve the above goals.
As for some wild or abominable monitoring environments, the sensor nodes can just be deployed randomly initially, and it may lead the blind monitoring region and finally affect the monitor quality. Therefore, in order to achieve the coverage for the network area with high reliability, the sensor nodes are usually can be moved in these regions to cover more region, and the sensor node which can be move was called mobile sensor node.
Due to the limited energy of mobile sensor node, so too much times for node moving will waste much energy for nodes, so much work about mobile node deployment were concerned deploy the nodes at one time or two times after they were initially deployed. The current work about the deployment for mobile sensor node can be mainly summarized as follows:
(1) Deployment based on virtual force, namely, through the forces between nodes to realize the movement of mobile sensor nodes. Artificial potential method for sensor node deployment was firstly proposed by Howard [6] in 2002, he thought the node will move around through the repulsion forces between nodes and between nodes and obstacles in the region with big node density, after the node moving, all the nodes in the region will cover more region, and through experiment he showed his method had improved the network coverage to large extent.
Zou [7] proposed a node deployment strategy for mobile sensor node on virtual force, it used maximizing the network coverage as the sole goal, through the network clustering and the attraction and repulsion forces between coverage targets to realize the deployment for cluster member nodes.
The above two methods can adjust the location of the mobile node well, but they existed the problems such as the least minimum and uneven deployment, so they lacked of stability.
Therefore, Poduri [8] introduced the concept of node degrees on the basis of the above work, each node has the specified number of neighbor nodes for keeping the network connectivity. Son [9] described the obstacles through the certainty degree, each working area can be divided into several small areas, each area had a certainty degree located at (0,1), through combing with the artificial potential field, the balance was achieved finally dynamically.
Nojeong [10] simulated the micro molecular equilibrium mechanism of the small world, and the equilibrium of molecules was achieved by relying on virtual repulsion between nodes.
(2) Limited node deployment. Lyamberopoulos [11] showed that the energy consumption of sensor node in the case of mobile state was much higher than that of communication and perception, therefore, limited deployment of mobile nodes refers to the node with limited energy, only can through one-time deployment node reached the location, and at the same time the hop count for implementing moving should be the least and the network coverage should be maximized.
Chellappan [12] described the initial deployment of the network as a VORONOI diagram, and transferred the problem of how to maximize the network coverage and minimize the network hop number to minimize the cost of VORONOI diagram.
Kwok [13] allocated the uneven and the changing size with time region according the energy constraint, the goal function reflected the global energy and different coverage principles, so the mobile node speed can be limited to get balance.
Greco [14] researched the omni-direction, the node had limited moving distance, and the discrete time ladder algorithm was used to get the local optimum solution for node deployment.
NAN [15] put forward a wireless sensor nodes deployment optimization method based on genetic algorithm, he regarded the deployment problem as a multi-objective optimization problem, and the objectives were saving energy and improve coverage respectively, and in order to verify the proposed methods, the Voronoi based algorithm and Boundary expansion with virtual forces based algorithm were compared with his work.
Li [16] transformed the node deployment problem into combinatorial optimization problem ， the monitoring area are divided to many grids, and every network node can only be deployed in the grid of the area，in order to get the position for sensor node, the genetic algorithm was used to search the optimal solution for node deployment, and simulated annealing algorithm is used to change population for the search speed improvement．
The above works are all about node deployment, they were of great significances, but they still had some problems such as easy obtaining the local optimal solution, sometimes the coverage is too low, and energy consumption is not satisfactory, in order to solve these problems, we designed a novel method for node deployment based on improved probability sensor model and particle swarm optimization (PSO) algorithm, firstly, the mathematical model for node deployment was proposed, then the SOM algorithm was used to divide the population to sub-populations, and in order to get the optimal solution for node deployment, the particle swarm optimization (PSO) algorithm was used to get the optimal solution, and the experimental results show the effectiveness of the proposed method.
II. DEPLOYMENT OPTIMIZATION MODEL

A. Improved Probability Sensor Model
Assumptions for deployment of monitoring area can be listed as follows:
(1) The monitoring area is in two-dimension, at the initial time the nodes were distributed randomly.
(2) All the nodes have the same structure, namely, the same sensing ability and the community radius are the same.
(3) The communication radius is two times than the sensing radius of node.
(4) All the nodes can be move at one time only to reduce the energy consumption.
(5) All the nodes can adjust their transmitting distance adaptively to reduce energy consumption.
The node sensor model decides the node sensing ability and coverage area, and there were mainly two kinds of sensing model such as Boolean model and probability sensing models. The probability model is more consistent with the monitoring environment, and it can be described as follows:
Sensor nodes set in the monitoring area can be expressed as 
The probability model of the sensor node i s is represented as follows: 
In equation (2) Due to the sensor nodes distributed in the monitoring area may be heterogeneous, the different initial energy will affect the sensing ability, therefore, the classic probability was improved by considering the sensor node remain energy, and the improved probability model in this paper can be expressed as : 
In equation (3), ir E and 0 i E represent remain energy and initial energy respectively, and the other variables in equation (3) are in the same with equation (2).
B. Coverage
Maximizing network coverage for monitoring target area is the important goal for sensor network node deployment problem. Coverage can be defined as the ratio of the union area covered by all the sensor nodes to the size of the monitoring target area, and the coverage area of each sensor node is defined as a circular area with the radius s r , according to the equation (2), assume that the sensing probability for sensor node i s to the goal i s can be expressed as ( , ) i C s p , then the target covered by all sensor nodes can be expressed as follows:
As we knows, if the network coverage rate is higher, the node deployment is better, therefore, the larger is the value of s Cov , the better of the candidate solutions, which can be represented as:
C. Network Energy Cosumption
Assume that each mobile sensor node is moving according to the linear movement. Here mainly considering energy consumption for each mobile node moving to the target position after calculating the node location, which can be represented as:
In equation (6) is i e , so from the equation (6), we can see the total energy consumption for all the nodes moving to the target position is proportional to the distance, therefore, the total distance should be minimized as :
D. Deployment Goal
Due to node is mobile, so for the nodes i s and j s , the connection between them should be satisfied with the connected conditions, namely:
And after the mobile nodes moved, it is still in the network area, namely:
Therefore, considering energy consumption and network coverage for node deployment comprehensively, the overall deployment optimization model is: 
A. Summary of Particle Swarm Optimization (pso) Algorithm
Particle swarm optimization algorithm is proposed by Kennedy and Eberhart in 1995 on the basis of studying birds and fish swarm behavior [17] [18] , the feasible solution for optimization problem is responding to the Particle in the search space, each particle has a corresponding speed, location, and fitness, location decides the flying direction of particles, velocity determines the distance of per unit time of flight particles, fitness decides the quality of the corresponding current solution.
The particle swarm is initialized firstly, and then the optimal solution is obtained by iteration. In the process of iteration, the velocity and position of particle is renewed by tracking individual extreme value lst (individual optimal solution) and the global extreme value gst (all particles of the optimal solution) to update, as shown in equation (11) and (12) 
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In equation (11) and (12) c is used to adjust the particle to flight to the global optimal position, 2 c is used to adjust the particle to flight to the individual optimal value, so the value for 1 c and 2 c are of neither too big nor too small, if it is too big, the particle will suddenly fly to or over the target area, and if it is too small, the particle are too far away from the target area, so in general, 1 c and 2 c were always assigned as 2, w represents the extent of particle dependent on the current speed.
B. Improved Multiple Swarm PSO Algorithm
Particle swarm algorithm can effectively optimize the deployment of wireless sensor networks, but when the standard particle swarm was flying in the search space, it is easy falling into "premature" phenomenon, which restricts the search area of the particles. Therefore, we put forward a kind of particle swarm algorithm for realizing node deployment optimization based on dynamic multiple populations (DMPSO) of wireless sensor network. In the process of optimization, through the introduction of SOM clustering algorithm, the population is divided into several sub populations, and the independent optimization is getting along among the various sub populations, at the same time, in order to enhance exchange of information between sub populations, the sub population are dynamic restructured to relieve the pursuits of particles for the local optimal point. Then the "premature" phenomenon can be effectively avoided to improve the network coverage.
The basic idea of the improved PSO algorithm can be concluded as: through the SOM algorithm to divide the population into several sub populations, the sub population is evolved independently, at the same time, after several iterations, the sub population was divided to new sub population to improve the information exchange.
Assuming the population M has m particles, and all the m particles could be divided into K populations can be expressed as: 1 2 3 { , , ,..., } k P P P P P 
The sub-population can be represented as  individual in population i P , the node coordinates is mapped to the particle position, due to the node has coordinates such as x and y , so the dimensions for all the n nodes in the particle swarm is 2n, and the j th In equation (14), 
C. Population division
Self-organizing neural network shorted for SOM [19] was put forward by Kohonen, and its main idea is through competition, co-operation and weight adjustment to achieve unsupervised self-organizing learning, its structure consists of input layer and output layer, as shown in figure 1 :
Firstly, we use SOM algorithm to divide the whole population to several sub populations, the algorithm are defined as follows:
Algorithm 1 SOM population division algorithm Initialization: number of input neurons n and output neurons number m;
Step 1: the current iteration number t=1, the maximum number of iterations T, learning rate factor (1)  , the neighborhood radius (1) N , and the initial weights (1) ij W ;
Step 2: All the initial weights and sample data are normalized;
Step 3: For every particle, the Euclidean distance between it and every output neuron is computed:
Step 4: select the neuron with the minimum (j = 1, 2,..., m) value of () ij Dt (j=1,2,…,m) as the winning neuron;
Step 5: The neuron in the neighborhood range of the winning neuron node is adjusted as shown below:
Step 6: According to the equation (17) and equation (18) to win vector neural neighborhood and updates:
Step 7: If the studying rate () t  reduced to zero or the current number of iterations achieved maximum value T, then the algorithm ends, otherwise t=t+1, and return to step 2.
D. Node Deployment Optimization
Every particle in the monitoring area represents a scheme of how to deploy all the sensor nodes, the fitness function of the algorithm is showed in equation (10), and the node deploy optimization algorithm based on improved dynamic multiple swarm can be described as:
Algorithm 2 Node deployment based on improved PSO algorithm
Step 1: Initialization m individual particles, i.e., randomly generated location i X and velocity i V for each particle;
Step 2: The population is divided to K sub-populations by SOM algorithm;
Step 3: Renew the position and velocity according to the equation (11) and (12) ; Step 4: Compute the fitness of every particle by equation (10) , and compare it with the individual optimal solution lst and global optimal solution gst : If it is better than the individual optimal solution lst , the value of lst is renewed by the current particle position;
If it is better than global optimal solution gst , the value of gst is renewed by the current particle position; Step 5: Judge whether the individual optimal solution and global optimal solution are not changing for three iterations, if it was, then go to step 2;
Step 6: Judge whether the current number of iterations reached the maximum value. If it was, the algorithm will end, otherwise t=t+1, and return to step3. Therefore, the main flow of our proposed method can be described as figure 2:
IV. SIMULATION EXPERIMENT
A. Expeiment Environment
Using the simulation tool MatLab 7.0 to validate the proposed method, the simulation parameters are as follows: the monitor area is 20 m x 20 m, the initial value of the number for sensor nodes is 150, the sensing radius and communication radius of each sensor node are s R =10m and 20 c R  m, respectively, the numbers of the particles in the monitoring area is 40, the flying speed of particle is varied from -5m/s to 5m/s, and the maximum value of iteration time is 300, in the initial time, the nodes randomly deployed in the network area, as showed below: In figure 3 , the dot represents the sensor node location, and the circle represents the sensing range of sensor node.
Firstly, the SOM algorithm was used to divide the population, the output neurons number m namely the numbers of the sub-populations was tested varied from 3 to 30, the average value was obtained, and the network coverage changing with the numbers of sub-populations is showed as Figure 4 .
Then the proposed method is used to calculate the node location, the results for node deployment is shown as figure 5 .
From figure 5 , we can be see that the nodes can evenly distributed in monitoring area in the randomly initially deployed, the nodes can cover as much area as possible, in order to validate the network coverage of our method with the literature [16] , simulation of the coverage is carried as below: figure 6 we can see the method has the higher coverage compared with the literature [16] , in the initial coverage it is 67%, and the solution is eventually converged to 88%, and the coverage rate of the method in literature [16] is only 83%, the proposed method tends to be convergent at 312 iterations, and the method in literature [16] tends to be in convergence at iteration number 364, obviously, our method has the higher efficiency and network coverage.
LEACH protocol is operated in the monitoring area to simulate the network life cycle simulation, the results are as follows: From figure 7, the proposed method has the stable operation of about 300 rounds, but the method in the literature [16] can be stable running of about 200 rounds, at the mean time, the death time for the first node and the last node is 300 and 400 wheel, respectively, but the ones in the method of literature [16] are 200 and 270, respectively. It is proved that our method can improve life circle largely. It is because the probability sensor model considering the energy factors and simultaneously considering the energy consumption factor for mobile node moving in the optimization process, therefore, and the network deployed by this paper has longer network life cycle.
V. CONCLUSION
Sensor nodes are deployed in the monitoring region in order to satisfy the demands of network coverage, in order to meet the premise of data acquisition and cognitive tasks, to maximize the network life cycle and reduce energy consumption, a kind of multiple targets based on dynamic multiple population particle swarm optimization algorithm for node deployment was proposed in this paper. Firstly, the improved probability perception model was put forward by adding energy factors in traditional probability model perception, then the improved SOM algorithm was used to divide the population of particles to several sub populations, finally, the improved PSO algorithm was used to find the optimal solution. Simulation result proves the feasibility and effectiveness of the proposed method.
