Abstract. Regularizing effects of surface tension are studied for interfacial waves between a two-dimensional, infinitely-deep and irrotational flow of water and vacuum. The water wave problem under the influence of surface tension is formulated as a system of second-order in time nonlinear dispersive equations. The main result states that if the curvature of the initial fluid surface is in the Sobolev space of order k + 7/2 and if its derivatives decay faster than a polynomial of degree k + 1 does then the curvature of the fluid surface corresponding to the solution of the problem instantaneously gains k/2 derivatives of smoothness compared to the initial state. The proof uses energy estimates under invariant vector fields of the associated linear operator.
Introduction
Recently in [CHS09] , [CHS10] and [ABZ11] regularizing effects due to surface tension were put into perspective for wave motions at the interface separating in two spatial dimensions an infinitely-deep irrotational flow of an incompressible inviscid fluid from vacuum. In particular the solution of the water wave problem under the influence of surface tension, localized in space as well as in time, was shown to gain a 1/4 derivative of smoothness compared to the initial data. Here we take matters further and demonstrate gain of high regularities. Specifically, if the curvature of the initial fluid surface is contained in the Sobolev space of order k + 7/2 and if its derivatives decay faster than α −k−1 does as |α| → ∞, where α ∈ R parametrizes the curve, if the initial velocity of a fluid particle at the surface is likewise, then the curvature of the fluid surface corresponding to the solution of the problem at subsequent times will acquire k/2 derivatives of smoothness compared to the initial state.
Enlightening a genuine improvement in the propagation of surface water waves, the result is far more physically significant than the gain of a fractional derivative which the local smoothing effect in [CHS10] or [ABZ11] offers. Furthermore the instantaneous smoothing effect -the solution at any time after evolution becomes smoother than the initial data -imparts an acute understanding of wave motions at the surface of water. In the local smoothing effect, in stark contrast, integration in time regularizes the solution.
Formulation. The present account is based upon the formulation of the water wave problem under the influence of surface tension as the system (∂ t + q∂ α ) 2 κ − 1 2W e H∂ 3 α κ + gH∂ α κ − 2κ∂ Here t ∈ R denotes the temporal variable and α ∈ R is the arclength parametrization of the fluid surface, which serves as the spatial variable; κ = κ(α, t) measures the curvature of the fluid surface, while q = q(α, t) pertains to the velocity of a fluid particle at the surface and u = q α . Throughout we represent partial differentiation either using the symbol ∂ or by a subscript. The Hilbert transform is given as
where P V stands for the Cauchy principal value; alternatively Hf (ξ) = −isgn(ξ)f (ξ) defines the operator in the Fourier space. Moreover W e is inversely proportional to surface tension and g describes gravitational acceleration. Lastly R κ and R u are made up of "smooth" remainders in the Sobolev space setting. Details are discussed in Section 2.1 and Section 3.1, Section 3.3.
Observe that (1.1) and (1.2) are dispersive, characterized by the operator ∂ 2 t − 1 2W e H∂ 3 α + gH∂ α . The dispersion relation (see [CHS10] , for instance) (1.3) c(ξ) = |ξ| 2W e + g |ξ| 1/2 ξ |ξ| in particular suggests a regularizing effect under the influence of surface tension, i.e. W e < ∞, where c(ξ) denotes the phase velocity of simple harmonic oscillations with the frequency ξ. Colloquially speaking, high frequency waves propagate faster than low frequency waves, broadening out the wave profile. But (1.1) and (1.2) are severely nonlinear, though. Notably their left sides contain qκ αt , q 2 κ αα and qu αt , q 2 u αα whereas the local smoothing effect (see [CHS10] and references therein) for the equation where W e < ∞, controls merely up to 7/4 spatial derivatives in the inhomogeneity in the L 2 -space setting. The energy method, to compare, handles maximally 3/2 derivatives.
Local smoothing revisited. The proof in [CHS10] or [ABZ11] of the local smoothing effect for the water wave problem with surface tension is rooted in Kato's method of positive commutators (see [Kat83] , for instance). Specifically, if κ solves (1.1) i then (see [CHS10] , for instance)
for K 1 a sufficiently large ii integer and for ρ > 1/2 a real, where α = (1+α 2 )
1/2 is to describe weighted Sobolev spaces. Here and in the sequel C(f 1 , f 2 , ...) means a positive but polynomial expression in its arguments. Integrated over an interval of time, (1.4) implies that (1.5)
t,loc L 2 α C κ H K+3/4 (0), κ t H K−3/4 (0) .
i Equation (1.1) solo embodies the problem; see Section 3.1.
ii Differentiated many times, (1.1) becomes nearly linear whereupon the computation is made.
To interpret, the solution gains a 1/4 derivative of smoothness relative to the initial data at the expense of a 1/2 power of α. Indeed (1.6)
at each time is bounded by Sobolev norms of the initial data via the energy method. Does the increase by k/2 powers in spatial weight then give rise to k/4 many more derivatives of smoothness?
Perhaps one attempts to use induction in the preceding argument to attain high regularities. It necessitates that (1.6) be nonnegative iii , which incidentally is more singular than a time integral of the right side of (1.4). But the Hilbert transform does not commute with functions as a rule of thumb. Hence even the principal part of (1.6) is unlikely to carry a sign.
For a broad class of Korteweg-de Vries type iv partial differential equations, allowedly fully nonlinear, on the other hand, an appropriate weight, possibly nonlinear, may control singular L ∞ -in time contributions in the course of the method of positive commutators. As a matter of fact the solution was shown in [CKS92] , for instance, to become infinitely smooth if the initial datum asymptotically vanishes faster than polynomially and if in addition it possesses a minimal regularity, namely the infinite gain of regularity.
Method of invariant vector fields. Instead we exploit invariant vector fields of the associated linear operator to understand regularizing effects for the problem. To illustrate, let's put forward the linear equation 1/2 , or equivalently Λ = H∂ α , is to represent fractional derivatives. Moreover (1.7) is invariant under (1.9) κ → 1 2 t∂ t + 1 3 α∂ α κ =: Γ 2 κ.
A straightforward calculation then reveals that 1 2 tΛ 1/2 κ αt + 1 3 αΛ 1/2 κ αα + 1 6
That is to say, the solution at any time t = 0 gains a 1/2 derivative of smoothness relative to the initial data at the expense of one power of α. Note that ∂ t ∼ Λ 1/2 ∂ α (see (1.7)). Taking Γ k 2 in (1.10), k 1 an integer, furthermore, leads to that the solution acquires k/2 derivatives of smoothness at the expense of k powers of α,
iii It amounts to the method of positive commutators. iv The Airy operator ∂t + ∂ 3 α dominates the linear part.
explaining the gain of high regularities due to the effects of surface tension in the linear motions of water waves.
The present purpose is to make rigorous that the gain of high regularities for (1.7) carries over to the system of water waves under the influence of surface tension, which is severely nonlinear. The main result (see Theorem 3.2) states at heart that if κ solves (1.1) then
at any time t within the interval of existence for k 1 an integer.
Reinforcing the argument leading to (1.10) and the discussion following it, the proof relies upon energy estimates for the system (1.1)-(1.2) under ∂ α as well as Γ 2 . Energy expressions are "nonlinear", however, to overcome the strength of the nonlinearity versus the weakness of dispersion (see Remark 4.2).
The present strategy seems not to promote (1.11) to infinite gain of regularity, as opposed to in [CKS92] , for instance, for Korteweg-de Vries type partial differential equations, although it is desirable in particular in link v with "breaking" of surface water waves. Indeed weights enter initial data in the form of α∂ α and its powers, instructing that one cannot separate them from smoothness.
Remarks upon gravity waves. In the gravity wave setting, where W e = ∞ and g > 0 in the system (1.1)-(1.2), no regularizing effects are expected. The associated linear equation
L 2 (t), obviously, analogously to (1.8) in the case of W e < ∞. Moreover (1.12) is invariant under κ → (
L 2 (t) at any time t remains merely as smooth as at t = 0, irrelevant to improvements in the solution. Note that ∂ t ∼ HΛ 1/2 . To the contrary, ∂ t ∼ Λ 1/2 ∂ α in the capillary wave setting, i.e. W e < ∞ (see (1.7)). In other words, gain of regularities for water waves is an attribute of the effects of surface tension.
The water wave problem under the influence of gravity is dispersive, nevertheless, in the sense that waves with different frequencies propagate at different velocities in the linear dynamics (see (1.3)). In particular the method of stationary phase applies to (1.12) to yield that the amplitude of the solution decays in time like t −1/2 as t → ∞. Recently in [Wu09] dispersive estimates plus a profound understanding of the nonlinearity shed light toward global existence for small data.
Formulating the problem as a system of second-order in time nonlinear dispersive equations and establishing energy estimates under invariant vector fields of the associated linear operator, the proof in [Wu09] is related to ours. Accordingly the present treatment is potentially useful in studies of the long-time dynamics of water waves under the influence of surface tension.
v If the water wave problem with surface tension were to enjoy infinite gain of regularity then one might be able to cook up smooth initial data which would develop an H k singularity in finite time, since the problem is time reversible.
Formulation and preliminaries
A concise account is given of the approach taken in [Amb03] , [AM05] and [CHS10] to formulate the water wave problem under the influence of surface tension. Various operators and commutators are discussed. Preliminary estimates of nonlinearities are established.
Throughout, the two-dimensional space is identified with the complex plane and z · w = Re (zw) expresses the inner product on R 2 (or C), wherez denotes the complex conjugate of z.
2.1. Formulations. The water wave problem under the influence of surface tension in the simplest form concerns wave motions at the interface separating in two spatial dimensions an infinitely-deep irrotational flow of an incompressible inviscid fluid from vacuum, and subject to the Laplace-Young jump condition vi for the pressure. The effects of gravity are neglected. The fluid surface is assumed to be asymptotically flat and the flow in the far field to be nearly at rest.
Let the parametric curve z(α, t), α ∈ R, in the complex plane represent the fluid surface at time t and let the Birkhoff-Rott integral
pertain to the curve's velocity, where γ denotes the vortex sheet strength vii . We take Birkhoff's approach to vortex sheets but in the presence of the effects of surface tension (see [Amb03] and references therein) to formulate the problem.
Let's write the evolution equation of z as
Namely, U ⊥ denotes the normal velocity of the fluid surface and U is its tangential velocity. Introducing s α = |z α | and θ = arg(z α ) we make a straightforward calculation to obtain that
To interpret, s measures the curve's arclength and θ is the tangent angle that the curve forms with the horizontal. In studies of surface water waves, the Biot-Savart law dictates that U ⊥ = W · izα |zα| whereas U merely reparametrizes the fluid surface (see [AM05, Section 2.1] and references therein). Therefore we may choose U to be anything we wish. Following [CHS10] we require that s α = 1 everywhere on R at each time. Accordingly
. If the fluid surface is initially parametrized so that |z α | = 1 everywhere on R then it will remain likewise at subsequent times. To recapitulate,
The jump of the pressure across the fluid surface is proportional to its curvature. vii The vorticity is null in the bulk of the fluid, but it is concentrated at the fluid surface, though. The vortex sheet strength measures the amplitude of the vorticity at the fluid surface.
serves as the equation of motion for the fluid surface, where z α and U are specified upon solving equations in (2.2). Bernoulli's equation for potential flows and the Laplace-Young jump condition for the pressure moreover yield that To summarize, the water wave problem under the influence of surface tension is formulated as the system consisting of equations (2.3), (2.4) and supplemented with equations in (2.2). In what follows 1 W e = 2 to simplify the exposition. As in [CHS10] and [AM05] we promptly revise (2.3) and (2.4) through better understanding W and U − W · z α .
Specifically we approximate the Birkhoff-Rott integral (see (2.1)) by the Hilbert transform and write
A full calculation leading to (2.7) and (2.8) is found in [Amb03, Section 2.2], albeit in the periodic wave setting. The idea is to differentiate W ≈ 1 2 H(iγz α ) (see (2.5)) to learn that
measure the difference between the Lagrangian tangential velocity W · z α + 1 2 γ of a fluid particle at the surface and the curve's tangential velocity U (see [AM05, Section 2.3] and [CHS10, Section 2.2], for instance). A lengthy yet explicit calculation then reveals that (2.10) κ := θ α and u :
thanks to equations in (2.2), satisfy that
where
Note that κ measures the curvature of the fluid surface. Moreover (2.14) (∂ t + q∂ α )θ = Hu + r κ .
A thorough derivation of equations in (2.11), (2.12), (2.13) and (2.14) in the periodic wave setting is found in [AM05, Section 2.4]. We pause to remark that −p defines the outward normal derivative of the pressure at the fluid surface. In the absence of the effects of surface tension, p(α, 0) p > 0 pointwise in α ∈ R for some constant p, namely Taylor's sign condition, ensures well-posedness of the associated initial value problem.
The system formed by equations in (2.11) and supplemented with equations in (2.12), (2.13), (2.9) is equivalent to the vortex sheet formulation (2.3)-(2.4), (2.2) of the water wave problem under the influence of surface tension. Indeed, if the fluid surface is determined upon integrating the former equation in (2.2) such that z(α, t) − α → 0 as |α| → ∞ at each time t then the mapping q → γ is one-to-one. We refer the reader to [AM05, Section 2.3] and references therein.
Moreover an explicit calculation manifests that the system (2.11), (2.12), (2.13), (2.9) enjoys the scaling symmetry under (2.15) κ(α, t) → λκ(λα, λ 3/2 t) and u(α, t) → λ 3/2 u(λα, λ 3/2 t) and correspondingly z(α, t) → λ −1 κ(λα, λ 3/2 t) and γ(α, t) → λ 1/2 γ(λα, λ 3/2 t) for any λ > 0.
2.2. Assorted properties of operators. Gathered in this subsection are properties of various operators and commutators, which will be used throughout.
The operator ∂ 
respectively, for j 0 an integer. In general
for j 1 an integer.
viii The operator is invariant under ∂t and
tH∂ 2 α as well. The former unfortunately does not induce gain of regularities whereas the latter is equivalent to Γ 2 for the present purpose; see the discussion in Section 1 following (1.7) and (1.12).
Moreover
[
where K is continuously differentiable except along the diagonal α = β, then
The proof of (2.16) through (2.19) is straightforward. Hence we omit the detail.
In various proofs in the text we shall deal with integral operators of the form
is shorthand for the divided difference. Examples include
(see (2.6)) and
We promptly explore their boundedness, where t is fixed and suppressed to simplify the exposition.
Lemma 2.1. If A is smooth in the range of Qa 0 then
for r = 1 or 2, where r * in the range [1, ∞] is defined such that 1/r + 1/r * = 1 and
3−r) * for r = 1 or 2, where C 2 > 0 a constant is independent of A, a 0 , . . . , a n and f .
If r = 1 then r * = ∞ and (3 − r) * = 2; in the case of r = 2, correspondingly, r * = 2 while (3 − r) * = ∞. Here and in the sequel C 0 , C 1 , C 2 , ... mean positive but generic constants unless otherwise specified.
Proof. In the case of r = 1, a celebrated result of Coifman, McIntosh and Meyer bears out (2.24), and further (2.25) through keeping track of how C 1 depends upon A and a 0 . We refer the reader to [Wu09, Proposition 3.2 and Proposition 3.3] and references therein. In the case of r = 2, the proof based upon the T(b) theorem is found in [Wu09, Proposition 3.2 and Proposition 3.3], for instance.
Lemma 2.2. For j 1 , j 2 , k 1 , k 2 0 integers and for 1 r ∞ a real
where Γ 2α = 
(see (2.21)), using the change of variables α → σα
, and we integrate the r-th power over both α and β. The proof in the case of r = ∞ is trivial.
Remark 2.3 (Ramification of (2.25)). An integral operator either in (2.20a) or in (2.20b), where
Qa n ′ substitutes Qa n ′ for j 1 , j 2 , k 1 , k 2 0 integers and for n ′ an index, yet which fulfills hypotheses of Lemma 2.1, satisfies (2.25) (or (2.24)), but for which ∂ j1+j2 α Γ k1+k2 2 a n ′ α L r is in place of a n ′ α L r , r = 2 or ∞. Utilizing (2.26) in the argument leading to (2.25) (or (2.24)), the proof is straightforward. Hence we omit the detail.
In particular
Concluding the subsection we discuss properties of Λ = (−∂ 2 α ) 1/2 , or equivalently Λ = H∂ α , in the real-valued function setting, which will be relevant in Section 4 to energy estimates.
Defined via the Fourier transform as Λf (ξ) = |ξ|f (ξ), it is self-adjoint, its fractional powers, too, and it is linked with half-integer Sobolev spaces. Specifically
To compare, (Hf 1 )f 2 = − f 1 (Hf 2 ) and Hf L 2 = f L 2 . Moreover the commutator of a fractional power of Λ is "smoothing".
Lemma 2.4. It follows that (2.28)
Proof. Note that Λ 1/2 is self-adjoint, and we calculate
The first term on the right side is bounded by a L ∞ Λ 1/2 f 2 L 2 , obviously, while we claim that the second term on the right side is bounded by Λa L ∞ f 2 H 1/2 up to multiplication by a constant. Indeed, since
in the Fourier space and since |ξ| 1/2 ||ξ| 1/2 − |η| 1/2 | C 0 |ξ − η| for all ξ, η ∈ R by brutal force (see the proof of [Yos82, Lemma 2.14], for instance), Young's inequality and the Parseval theorem yield that
Hölder's inequality then proves the claim. The first inequality in (2.28) follows by a Sobolev inequality. Note that the adjoint of H is −H, on the other hand, and we calculate
The second inequality in (2.28) then follows by (2.27) and by Hölder's inequality.
2.3.
Estimates of r κ , r u and p. Let the plane curve z(α, t), α ∈ R, describe the fluid surface at time t corresponding to a solution of the system (2.3)-(2.4), (2.2) for the water wave problem with surface tension, over the interval of time [0, T ] for some T > 0. Throughout the subsection we assume that
To interpret, the curve lacks self-intersections during the evolution over [0, T ]. Similar qualifications were used in [CHS10] , [Wu09] among others in studies of surface water waves and in [GHS07] , for instance, accounting for vortex patches. This subsection concerns preliminary estimates of r κ , r u and p (see (2.12) and (2.13), respectively) as well as their derivatives under ∂ α or Γ 2 , where t ∈ [0, T ] is fixed and suppressed to simplify the exposition.
Recall the notation that C 0 means a positive generic constant and C(f 1 , f 2 , ...) is a positive but polynomial expression in its arguments; C 0 and C(f 1 , f 2 , ...) which appear in different places in the text need not be the same.
Lemma 2.5 (Estimates of r κ ). For j 0 an integer
ix The commutator of Λ 1/2 therefore is "smoothing"; compare it to (2.27).
for j 0 and k 1 integers
Colloquially speaking, r κ is smoother than κ in the Sobolev space setting. Without depending upon θ explicitly, (2.30) refines the result in [CHS10, Proposition 2.1].
Proof. In view of the former equation in (2.12) and those in (2.8), the proof involves understanding the smoothness of W and the commutator of the Hilbert transform as well as their derivatives under ∂ α or Γ 2 . It is readily verified from (2.22), (2.23) and from formulae in (2.19) that
Moreover the former equation in (2.2) implies upon applications of the composition inequality (see Lemma A.2 and references therein) that (2.34)
for j 0 and k 1 integers.
We manipulate among (2.17), the first formula in (2.32) and integration by parts to show that ∂ β Qz substitutes Qz, where j 1 , j 2 0 are integers such that j 1 + j 2 j, and allowing that f zα is in place of f . We then handle each of the resulting integral operators by means of (2.25), or its ramification in Remark 2.3, along with (2.26) and the first two estimates in (2.34) to obtain that
zα L 2 ; otherwise (2.25) applies to integral operators on the right side of (2.8) in like manner, whence
by (2.26) and the first two estimates in (2.34). Collectively it follows after repeated use of the first two estimates in (2.34) and product inequalities (see Lemma A.3 and references therein) that
for j 0 an integer. In order to promote (2.37) to (2.30), since (2.38)
by the latter equation in (2.10) and by the former in (2.7) we infer from (2.36), (2.37) and from product inequalities (see Lemma A.3), Young's inequality with ǫ (see Lemma A.1 and references therein) that γ H 2 C( κ
Incidentally an induction argument leads to that
The proof of (2.31) proceeds similarly. For j 1 and k 1 integers we exploit (2.17), the first and the third formulae in (2.32), the second in (2.33) and integration by parts to write ∂ 
for k 1 an integer, using the first formula in (2.16), x to interchange ∂ α and Γ 2 up to a sum of smooth remainders, and using estimates in (2.34). For j = 0 we appeal to (2.25), Young's inequality and the last formulae in (2.32) and in (2.33) to deal with integral operators on the right side of (2.8) and their derivatives under Γ 2 ; (2.26), estimates in (2.34) and product inequalities (see Lemma A.3) then yield that
x Throughout we tacitly exercise the first two formulae in (2.16) to swap ∂α or ∂t with Γ 2 up to a sum of smooth remainders whenever it is convenient to do so.
for k 1 an integer. Together it follows after numerous applications of estimates in (2.34) and product inequalities (see Lemma A.3) that
for j 0 and k 1 a integers. It remains to relate high Sobolev norms of θ, γ and their derivatives under Γ 2 to Sobolev norms of κ, u and the L 2 -norms of θ, γ, as well as their derivatives under Γ 2 . In view of (2.38) we infer from (2.41), (2.42) and from product inequalities (see Lemma A.3), Young's inequality with ǫ (see Lemma A.1) that
for j 0 and k 1 integers. The proof closely resembles that of (2.39). Hence we omit the detail. Moreover the first formula in (2.16) manifests that
At last, (2.43) and (2.44) upgrade (2.42) to (2.31).
Corollary 2.6 (Estimates of r u ). For j 0 an integer
Colloquially speaking, r u is smoother than κ or u α in the Sobolev space setting.
Proof. Upon inspection of the latter equation in (2.12), obviously, (2.45) and (2.46) follow from (2.30) and (2.31), respectively.
Turning the attention to p, since
by the latter equation in (2.7) and by (2.14) (see (2.12)) we shall make an effort to understand the smoothness of W t and q as well as their derivatives under ∂ α or Γ 2 .
Estimates of q. We shall discuss Γ k 2 q, k 0 an integer, in the L ∞ -space setting. For, U on the right side of (2.9) involves anti-differentiation (see the latter equation in (2.2)) and hence it seems unwieldy in the L 2 -space setting. Nevertheless we easily compute from the latter equation in (2.2) and from the last formula in (2.16) that
By the way q enters equations in (2.11), (2.12) and (2.13) merely as the "velocity" of the convective derivative ∂ t + q∂ α . Accordingly one may dump it and its derivatives under the L ∞ -norm in the usual manner in the course of the energy method. Moreover an explicit calculation against the inner product formula reveals that
We then run the argument in the proof of Lemma 2.5 leading to (2.35) and (2.40) to bound the 
for j 0 an integer and
for j 0, k 1 integers. The proof closely resembles those of Lemma 2.5. Hence we omit the detail.
Upon inspection of (2.9) we consequently deduce from (2.43), (2.49), (2.50), (2.51) and from a Sobolev inequality that
for k 1 an integer. Moreover the latter equation in (2.10) and the first formula in (2.16) manifest that
For future reference, note in view of the former equation in (2.11) that
for j 0, k 0 integers. It makes rigorous that u α has the same regularity as κ t , κ α (see the former equation in (2.11)). Combining (2.52)-(2.54), (2.30), (2.31) and product inequalities (see Lemma A.3), Young's inequality with ǫ (see Lemma A.1), the proof is very similar to that of (2.39) and (2.43). Hence we leave out the detail.
Estimates of W t . Differentiating (2.5) in time we arrange the result as (2.57)
where 
Moreover it is readily verified from (2.59) and from formulae in (2.19) that
We then run the argument leading to (2.35) and (2.40) mutatis mutandis to bound the L 2 -norm of ∂ j α Γ k 2 Bγ, j 0 and k 0 integers, by the right side of either (2.60) or (2.61), but where Qz t is in lieu of θ t . The proof relies upon (2.26), (2.34), (2.44), (2.39), (2.43) and upon product inequalities (see Lemma A.3). It is straightforward. Hence we omit the detail.
To proceed, (2.14) trades Sobolev norms of θ t and its derivatives under Γ 2 with those of κ, u, r κ , and q in the L ∞ -space setting. Lemma 2.5 and (2.52)-(2.54) further render them in terms of Sobolev norms of κ, u and the L 2 -norms of θ, γ, as well as their derivatives under Γ 2 . The L 2 -norm of ∂ j α Γ k 2 Qz t , j 0 and k 0 integers, is bounded likewise by virtue of (2.26), the former equation in (2.2), estimates in (2.34) and by product inequalities (see Lemma A.3). To recapitulate,
Upon reinforcing (2.60) and (2.61) with (2.63) and (2.64), respectively, therefore
Lemma 2.7 (Estimates of γ t ). For j 0 an integer
where M k is in (2.47).
Proof. Notice that (2.4) is an integral equation for γ t . Indeed we calculate W t · z α using (2.57) and (2.58), (2.59) to rewrite it as
Details are discussed in [Amb03, Section 6] and in the proof of [CHS10, Lemma 2.4], for instance.
We then employ various results and arguments previously worked out and we make repeated use of product inequalities (see Lemma A.3) to bound the L 2 -norm of ∂ j α Γ k 2 (1+2J )γ t , j 0 and k 0 integers, by the right side of either (2.67) or (2.68). The proof relies upon (2.35), (2.40), (2.34), (2.44), (2.39), (2.43), (2.50), (2.51), (2.52)-(2.54), (2.63), (2.64), (2.65), (2.66) and upon the argument leading to (2.35) and (2.40) (or (2.50) and (2.51)). It is straightforward. Hence we omit the detail.
The argument leading to (2.50) and (2.51) moreover furnishes that
2.67) and (2.68) follow collectively after a routine application of Young's inequality with ǫ (see Lemma A.1). The proof is similar to that of (2.39) and (2.43). Hence we leave out the detail. Instead we refer the reader to [Amb03, Section 6] or the proof of [CHS10, Lemma 2.4], for instance, for some detail relevant to (2.67).
Upon inspection of the former equation in (2.58) we consequently deduce from (2.35), (2.40), (2.34), (2.44), (2.67), (2.68) and from product inequalities (see Lem-
, j 0 and k 0 integers, is bounded by the right side of either (2.67) or (2.68). Together with (2.65) and (2.66), it implies that
At last, the right side of (2.48) as well as its derivatives under ∂ α or Γ 2 may be termwise handled by virtue of (2.34), (2.44), (2.39), (2.43), (2.30), (2.31), (2.52)-(2.54), (2.71), (2.72) and by product inequalities (see Lemma A.3). We summarize the conclusion.
Lemma 2.8 (Estimates of p). For j 0 an integer
As a matter of fact p has the same regularity as κ α in the Sobolev space setting; Lemma 3.1 will elaborate it. Moreover (2.73) does not depend upon θ explicitly, refining the result in [CHS10, Proposition 2.1].
Reformulation and the main result
The water wave problem under the influence of surface tension is reformulated as a system of second-order in time nonlinear dispersive equations. The main result is stated. Estimates of smooth nonlinearities are established.
3.1. Reformulation. Investigating regularizing effects encompassed by surface tension in the propagation of water waves we revamp equations in (2.11) so that their linear part is distinguished by the operator ∂ α u = 0 is (see the discussion at the beginning of Section 2.2). As a matter of fact the latter equations were used in Section 1 to explain the gain of high regularities due to the effects of surface tension in the linear motions of water waves.
Specifically we differentiate both equations in (2.11) in time, or better yet under ∂ t + q∂ α , and make an explicit calculation to obtain that
Equations in (3.1) give a prominence to dispersion, characterized by the operator ∂ 2 t − H∂ 3 α , but they are severely xi nonlinear, though. Notably the left sides contain qκ αt , q 2 κ αα and qu αt , q 2 u αα .
We promptly look into the smoothness of the right sides of equations in (3.1). As we shall elucidate in the forthcoming section, nonlinearities on the left sides, despite high numbers of derivatives, accommodate the energy method.
Thanks to (2.27) the first term on the right side of (3.2) is regarded smoother than u α , and in turn κ t in view of the former equation in (2.11). Indeed (2.30) implies that r κ is smoother than κ. Since r u seems to have the same regularity as u by (2.45) and since p seems to have the same regularity as κ α by (2.73) we argue in view of the former equation in (2.11) that −H(pκ α ), Hr u α and (∂ t + q∂ α )r κ α enjoy the same regularity as κ t or κ α . Therefore the right side of (3.2) minus −H(p α κ) and u t κ is expected smoother than κ αt or κ αα .
Similarly (2.30), (2.45), (2.73) and the latter equation in (2.11) suggest that the right side of (3.3) but for κu αα and −p t κ is smoother than u αt or u αα .
To the contrary, (2.73) and the latter equation in (2.11) instruct that −H(p α κ) and u t κ on the right side of (3.2) have the same regularity as κ αα . Correspondingly −p t κ on the right side of (3.3) seems to possess the same regularity as κ αt , and in turn u αα in view of the former equation in (2.11). To aggravate, p involves the xi Techniques of oscillatory integral operators (see [CHS10, Section 1.3] and references therein) bear out that a solution of ∂ 2 t κ − H∂ 3 α κ = G(α, t) gains maximally 7/4 spatial derivatives of smoothness over the inhomogeneity in the L 2 -space setting; the energy method, to compare, controls up to 3/2 derivatives. They are not sufficient to control nonlinearities containing more than 7/4 spatial derivatives, e.g. qκαt and q 2 καα.
Birkhoff-Rott integral in the principal part (see the proof of Lemma 2.8) and hence it may be unwieldy under integration by parts.
A critically important observation that was made in [AM05] , [CHS10] and which we shall describe, nevertheless, relates p α to the Hilbert transform of κ αα , ensuring that the most singular contributions of G κ as well as G u are differential.
As in Section 2.3 let z(· , t) : R → C represent the fluid surface at time t corresponding to a solution of the system (2.
Colloquially speaking, p α = Hκ αα plus smooth remainders.
Proof. After differentiation of (2.13) with respect to α, a rather lengthy yet explicit calculation reveals that
2 H(γθ αα )z α by the same kind of argument following (2.7) and (2.8); moreover 1 2 (∂ t + q∂ α )γ α ≈ κ αα by the latter equations in (2.10) and in (2.11). Details are discussed in [AM05, Section 2.6], for instance, albeit in the periodic wave setting.
We then employ various results and arguments worked out in the previous subsection and we make repeated use of product inequalities (see Lemma A.3) to bound the L 2 -norms of the right side of (3.7) (and (3.8), (3.9)) as well as derivatives under ∂ α or Γ 2 by the right side of either (3.5) or (3.6). To recapitulate, the principal parts of −H(κp α ) and κu t on the right side of (3.2) are κκ αα thanks to Lemma 3.1 and the latter equation in (2.11), respectively, and κp tα = κu ααα plus smooth remainders in like manner. We then differentiate the latter equation in (3.1) in the spatial variable and make another explicit, albeit lengthy, calculation to ultimately obtain that
The system (3.10)-(3.11), (3.12), (3.13), (3.14) is equivalent to the system (3.1), (3.2), (3.3), obviously, provided that it is supplemented with (3.4), and in turn the system (2.11). To see it let's break down both equations in (3.1) into first-order in time equations and write
Comparing the former equations in (3.15) and (3.16) to those in (2.11) dictates that ϕ = Hu α + uκ + r κ α and v = κ αα + pκ + r u . It is then straightforward to verify that the latter equations agree with the others in (2.11) up to constants of integration, which by the way are null if the corresponding fluid surface is asymptotically flat in an appropriate sense.
To summarize, the water wave problem under the influence of surface tension is reformulated as the system of equations (3.10) and (3.11), where R κ and R u are specified xii in terms of κ, u, θ, γ upon solving (3.12) and (3.13), (3.14), respectively, with the assistance of equations in (2.12), (2.13), (2.9) (see Section 2.1) and (3.4), (3.7)-(3.9), and where q is defined by (2.9) in like manner. It serves as the basis to demonstrate the gain of high regularities for the problem.
Note that (3.10) and (3.11) give a prominence to dispersion, inherited from (3.1). Furthermore their right sides contain less numbers of derivatives than nonlinearities on the left sides. Proposition 3.4 will elaborate it.
xii Since θ is recovered from κ by quadrature and since q → γ is one-to-one (see Section 2.1 and references therein), R κ and R u may be thought of depending merely upon κ and u. But we do not explicitly practice it, though.
Perhaps one learns from the preceding proofs of equivalence that (3.11) (and (3.13), (3.14)), or its quadrature form, solo is equivalent to the system (2.3)-(2.4), (2.2), provided that it is supplemented with equations in (2.12), (2.13), (2.9) and (3.4), and that in addition it is coupled with the latter equation in (2.11). Indeed κ may be determined upon solving the latter equation in (2.11) via elliptic PDE methods. In particular the water wave problem with surface tension was formulated in [CHS10] as a second-order in time nonlinear dispersive equation for q; it was then used to demonstrate the local smoothing effect and Strichartz estimates.
The problem may alternatively be formulated as (3.10) (and (3.12)), for κ, where u is determined upon solving the latter equation in (2.11) via the method of characteristics, for instance.
3.2. Statement of the main result. Let's prepare the initial data for the vortex sheet formulation (2.3)-(2.4), (2.2) of the water wave problem with surface tension, as well as the reformulation (3.10)-(3.11), (3.12), (3.13), (3.14) of the problem.
Let the parametric curve z 0 (α), α ∈ R, in the complex plane represent the initial fluid surface such that z 0 (α) − α → 0 as |α| → ∞ and |z 0α | = 1 everywhere on R. That is to say, the curve is asymptotically flat and parametrized by arclength. We assume that (3.17) inf
and z 0α C 1 1 Q for some constant Q. To interpret, z 0 lacks self-intersections and cusps. Accordingly it separates the plane into two simply-connected, unbounded C 2 regions. Let θ 0 = arg(z 0α ) and let γ 0 : R → R denote the initial vortex sheet strength.
Suppose that z(α, t), α ∈ R, describes the fluid surface at time t corresponding to the solution of the system (2.3)-(2.4), (2.2), subject to the initial conditions θ(·, 0) = θ 0 and γ(·, 0) = γ 0 .
Indeed z is determined upon integrating the former equation in (2.2) and requiring that z(α, t) − α → 0 as |α| → ∞ at each time t. Obviously |z α | = 1 everywhere on R at each time. Concerning regular xiii solutions, furthermore, (2.29) holds during an interval of time, say [0, T Q ], possibly after replacing Q by ǫQ for any fixed but small ǫ > 0. Therefore z at each time during the evolution over [0, T Q ] separates the plane into two simply-connected, unbounded C 2 regions. To proceed, let (3.18) κ 0 = θ 0α and u 0 = 1
where W 0 denotes the Birkhoff-Rott integral (see (2.1)) of γ 0 along the curve z 0 . They form an initial data pair for the system (2.11), (2.12), (2.13), (2.9) (see (2.10)), and vice versa any initial data for the water wave problem with surface tension may be recast in terms of κ 0 and u 0 , as deliberated in Section 2.1. Moreover, let (3.19) κ 1 = Hu 0α − q 0 κ 0α + u 0 κ 0 + r κ 0α
and u 1 = κ 0αα − q 0 u 0α − p 0 κ 0 + r u 0 , where r κ 0 , r u 0 and p 0 , q 0 are specified upon evaluating the right sides of equations in (2.12) and (2.13), (2.9), respectively, at θ 0 , γ 0 and u 0 . Together with κ 0 and xiii z ∈ H k loc (R) at each time for some k 3 suffices; see Theorem 3.2. u 0 , they make an initial data quadruple for the system (3.10)-(3.11), (3.12), (3.13), (3.14). In light of equations in (2.11), indeed, κ 1 = κ t (·, 0) and u 1 = u t (·, 0). The main result of the article concerns gain of high regularities for the system (3.10)-(3.11), (3.12), (3.13), (3.14) of water waves under the influence of surface tension.
Theorem 3.2 (The main result).
Assume that z 0 : R → C such that z 0 (α) − α → 0 as |α| → ∞ and |z 0α | = 1 everywhere on R satisfies (3.17) for some constant Q.
Then the initial value problem consisting of equations (3.10) and (3.11), supplemented with equations in (3.12), (3.13), (3.14) ((2.12), (2.13), (2.9) and (3.7)-(3.9)), subject to the initial conditions κ(·, 0) = κ 0 , κ t (·, 0) = κ 1 and u(·, 0) = u 0 , u t (·, 0) = u 1 , where κ 0 , u 0 , κ 1 , u 1 are in (3.18) and (3.19), respectively, supports the unique solution quadruple
where T > 0 depends upon Q as well as 
where α = (1+α 2 ) 1/2 and Λ = (−∂ 2 α ) 1/2 ; κ t and u, u t obey analogous inequalities. Theorem 3.2 quantifies gain of regularity in solution versus localization of initial data for the water wave problem under the influence of surface tension. In light of Remark 3.3, in particular, if the curvature of the initial fluid surface is contained in H k+7/2 (R) and if its derivatives decay faster than α −k−1 does as |α| → ∞, if the initial velocity of a fluid particle at the surface is likewise, then the curvature of the fluid surface corresponding to the solution of the problem at any time t = 0 within the interval of existence gains k/2 derivatives of smoothness compared to the initial state. In brief the solution acquires k/2 derivatives of smoothness relative to the initial data at the expense of k powers of α.
If in addition the curvature of the initial fluid surface is in H k+7/2+ (R−{0}) then such H k+7/2 singularity at the origin disappears instantaneously in the solution up to order k + 7/2 + k/2.
Bearing directly upon that the governing equations of the problem are dispersive, Theorem 3.2 contrasts against existence theories in [Yos83], [Amb03] , [AM05] , [CS07] , [SZ11] among others via the energy method, which merely deliver that the solution remains as smooth as the initial data (see Theorem 4.3, for instance).
Enlightening a genuine improvement in the propagation of surface water waves, furthermore, Theorem 3.2 is far more physically significant than the gain of a fractional derivative which the local smoothing effect (see (1.5)) in [CHS10] or [ABZ11] offers. Besides it illustrates that the solution at any time after evolution becomes smoother than the initial data, namely the instantaneous smoothing effect; in the local smoothing effect, integration in time regularizes the solution.
The present approach works in three spatial dimensions as well, which is under scrutiny. The proof in [CHS10] or [ABZ11] , on the other hand, is unlikely to extend to higher dimensions.
Either in allowance for the effects of gravity or in case the flow depth is finite, one may regardless take the approach in Section 2.1 and Section 3.1 to formulate the water wave problem with surface tension as the system (1.1)-(1.2), but the symbol of the Hilbert transform is −i tanh(dξ) in the finite-depth case, where d denotes the mean fluid depth (see [Yos82] , [Yos83] or [ABZ11] , for instance); to compare, the symbol of the Hilbert transform is −isgn(ξ) in the infinite-depth case. In a more comprehensive description of the problem, therefore, the governing equations may lose the scaling symmetry (see (2.15)) of the capillary wave problem, i.e. W e < ∞ and g = 0 in (1.1)-(1.2). Incidentally a broad class of interfacial fluids problems was formulated in [SZ11] , for instance, as a second-order in time equation for the interface curvature, analogously to (3.10) (and (3.12)).
Theorem 3.2 is valid, nevertheless, at least for small xiv data because the added parameters merely behave like "smooth" remainders. Specifically the third terms on the left sides of (1.1) and (1.2) due to the effects of gravity enjoy the same regularity as nonlinearities on the right sides; moreover i tanh(dξ) ≈ isgn(ξ) for high frequencies xv . To conclude, surface tension acts to regularize slight disturbances of water waves from the quiescent state.
xiv Smallness of the interface curvature must be imposed, unless proven, so that "nonlinear" energy expressions for the problem be equivalent to Sobolev norms of the solution. In the present setting, scaling arguments guarantee it; see the discussion in Section 4.1.
xv Low frequencies of the solution may be handled via the energy method; see [CHS10] , for instance.
Theorem 3.2 necessitates that the curvature of the fluid surface be in H 7/2 (R) or smoother and correspondingly the fluid surface in the H 11/2+ class locally in space. It is unlikely to be optimal. But we do not intend to achieve the lowest exponent, though.
The present strategy seems not to promote (3.22) to the infinite gain of regularity. For, weights enter initial data in the form of α∂ α and its powers. Hence one cannot separate them from smoothness. For a broad class of Korteweg-de Vries type partial differential equations, allowedly fully nonlinear, on the other hand, the solution was shown in [CKS92] , for instance, to become infinitely smooth if the initial datum asymptotically vanishes faster than polynomially and if in addition it possesses a minimal regularity.
Since the water wave problem is time reversible, Theorem 3.2 may be used to explain singularity formation in finite time. In particular one might be able to cook up the curvature of the initial fluid surface in the H 5 class, for instance, with weight which would continuously evolve in H 9/2 (R) but depart the weighted H 5 class in finite time. In other words, the curvature of the fluid surface would develop an H 5 singularity in finite time. The regularity condition of Theorem 3.2, however, is too demanding to describe a blowup scenario physically realistic. This subsection concerns routine estimates of R κ and R u (see (3.12) and (3.13), (3.14), respectively) as well as their derivatives under ∂ α or Γ 2 , where t ∈ [0, T ] is fixed and suppressed to simplify the exposition.
Recall that C 0 means a positive generic constant and C(f 1 , f 2 , ...) is a positive but polynomial expression in its arguments; C(f 1 , f 2 , ...) which appears in different places in the text needs not be the same.
Proposition 3.4 (Estimates of R κ and R u ). For j 0 an integer
For j 0 and k 1 integers
Colloquially speaking, R κ and R u behave like κ t , κ α and u αt , u αα (κ αt , κ ααα ), respectively, in the Sobolev space setting. Moreover (3.23) and (3.25) do not depend upon high Sobolev norms of u or u t explicitly, as well as their derivatives under Γ 2 .
The proof of Proposition 3.4 involves understanding the smoothness of various nonlinearities and their derivatives. Rewriting (3.12) as
we deduce from (2.30), (2.31), (2.45), (2.46), (2.52)-(2.54), (2.73), (2.74) and (3.5), (3.6) and from product inequalities (see Lemma A.3) that
for j 0, k 1 integers. The proof is straightforward. Hence we omit the detail. Moreover (2.27), or its ramification in Remark 2.3, and a Sobolev inequality manifest that
for j 0 and k 0 integers.
Upon inspection of (3.13) and (3.14), similarly, various accomplishments in previous subsections yield after repeated use of product inequalities (see Lemma A.3) that R u = r u αt − κ α p t − κr p t + R u,r , where
It remains to understand the smoothness of r 
Proof of Proposition 3.4. Once results of Lemma 3.5 are at the ready, (3.23) and (3.25) follow from (3.27), (3.28), (3.29) and (3.32), (3.36) and from (2.55), (2.56); (3.24) and (3.26) follow from (3.30), (3.31) and (3.33), (3.37), (3.34), (3.38), (3.35), (3.39).
Proof of Lemma 3.5. The proof of (3.32) and (3.36) entails computing the time derivatives of W and the commutator of the Hilbert transform. Indeed we differentiate the former equation in (2.12) and write in light of the former in (2.2) that (3.40) r
We manipulate among (3.41), (2.17), the first two formulae in (2.32) and integration by parts, as in the proof of (2.35), to show that ∂ is in place of f . We then handle each of the resulting integral operators by means of (2.25), or its ramification in Remark 2.3, along with (2.26), the first two estimates in (2.34), and (2.63) to obtain that
for ℓ = 0 or 1 using (2.39), (2.67), the first two estimates in (2.34), and (2.63). For j = 0 we resort to Young's inequality and the first formula in (2.33) to deal with the L 2 -norm of ∂ t [H,
zα ; otherwise we apply (2.25) and the second formula in (2.32) to the time derivatives of integral operators on the right side of (2.8) in like manner.
Upon inspection of (3.40), therefore, (3.32) follows collectively and from (2.37) after repeated use of the first two estimates in (2.34), (2.63) and product inequalities (see Lemma A.3). The proof closely resembles that of (2.30). Hence we omit the detail. Instead refer to [CHS10, Appendix B], for instance, for some detail.
Similarly we exploit (3.41), (2.17), formulae in (2.32) and in (2.33), and integration by parts, as in the proof of (2.40), to write ∂ 1 an integer and a n ′ = z for all indices, allowing that
It then follows by virtue of (2.25), or the ramification in Remark 2.3, and by (2.26), estimates in (2.34), and (2.44), (2.64) that
for k 1 an integer and for ℓ = 0 or 1 using the first two formulae in (2.16), to interchange either ∂ α or ∂ t with Γ 2 up to a sum of smooth remainders, and using (2.43), (2.68), (2.44), (2.64). For j = 0 we appeal to (2.25), Young's inequality and the second formula in (2.32), the first in (2.33) to deal with the time derivatives of integral operators on the right side of (2.8) and their derivatives under Γ 2 .
Consequently (3.36) follows together and from (2.42) after numerous applications of (2.34), (2.64) and product inequalities (see Lemma A.3). The proof closely resembles that of (3.32) or (2.31). Hence we leave out the detail.
Estimates of r u t . Upon inspection of the time derivative of the latter equation in (2.12), obviously, (3.33) and (3.37) follow from (2.30), (3.32) and from (2.31), (3.36), respectively.
Estimates of p t . Examining termwise the time derivative of the right side of (2.48) (and (2.57), (2.58), (2.59)) as well as its derivatives under ∂ α or Γ 2 by means of various results and arguments worked out in previous subsections and by (3.32), (3.36) we learn that we have yet to understand the smoothness of q t , θ tt and Qz tt , γ tt as well as their derivatives under ∂ α or Γ 2 .
We shall discuss Γ k 2 q t , k 0 an integer, in the L ∞ -space setting, as in the proof of (2.52) and (2.53). For, U t on the right side of the time derivative of (2.9) seems unwieldy in the L 2 -space setting (see the latter equation in (2.2)) although
where M k is in (2.47). The first inequality utilizes the latter equation in (2.2) and the last formula in (2.16), while the second inequality relies upon the first and the third estimates in (2.34), (2.64) and (2.51), (2.72). Upon inspection of the time derivative of (2.9) we then deduce from (2.34), (2.64), (2.43), (2.68), (2.49), (3.44), (2.71), (2.72) and from product inequalities (Lemma A.3), a Sobolev inequality that
where M k is in (2.47). The proof closely resembles that of (2.52) and (2.53). Hence we omit the detail. Moreover the latter equation in (2.10) and the first formula in (2.16) manifest that
To proceed, (2.14) trades Sobolev norms of θ tt and its derivatives under Γ 2 with those of κ, κ t , u t , r 
The proof is similar to that of (2.63) and (2.64). Hence we omit the detail.
In view of the latter equation in (2.58) we consequently infer from (2.39), (2.43), (2.67), (2.68), (2.34), (2.44), (2.63), (2.64) and (3.42), (3.43), (3.47), (3.48) and from product inequalities (see Lemma A.3) that the L 2 -norm of ∂ j α Γ k 2 T 2t , j 0 and k 0 integers, is bounded by the right side of either (3.47) or (3.48). In view of (2.59) and formulae in (2.62), moreover, we run the argument leading to (3.42) and (3.43) to bound likewise the L 2 -norm of ∂ Differentiating (2.69) in time we arrange the result as
where J and b are in (2.70). We then employ various results and arguments previously worked out and we make repeated use of product inequalities (see Lemma A.3) to bound the L 2 -norm of ∂ j α Γ k 2 (1 + 2J )γ tt , j 0 and k 0 integers, by Sobolev norms of κ, κ t , u, u t and the L 2 -norms of θ, γ, as well as their derivatives under Γ 2 . The proof relies upon (2.35), (2.40), (2.34), (2.44), (2.39), (2.43), (2.50), (2.51), (2.52)-(2.54), (2.63), (2.64), (2.65), (2.66), (2.67), (2.68), (2.71), (2.72) and (3.42), (3.43), (3.45), (3.46), (3.47), (3.48) and upon the arguments leading to (2.50), (2.51) and (3.42), (3.43). It is straightforward. Hence we omit the detail.
2 J γ tt , therefore, it follows collectively after an application of Young's inequality with ǫ (see Lemma A.1) that
The proof is similar to that of Lemma 2.7. Hence we leave out the detail. Instead we refer the reader to [CHS10, Appendix B], for instance, for some detail relevant to (3.49).
In view of the former equation in (2.58) and (2.57) we consequently infer from (2.34), (2.44), (2.63), (2.64), (2.67), (2.68) and (3.42), (3.43), (3.47), (3.48), (3.49), (3.50) and from product inequalities (see Lemma A.3) that the L 2 -norms of ∂ In view of (2.48), furthermore, (3.34) and (3.38) follow from (2.30), (2.31), (2.34), (2.44), (2.39), (2.43), (2.52)-(2.54), (2.63), (2.64), (2.71), (2.72), (2.67), (2.68) and from (3.32), (3.36), (3.45), (3.46), (3.47), (3.48), (3.49), (3.50) after repeated use ofs product inequalities (see Lemma A.3).
Estimates of r p t . We employ various results and arguments previously worked out and we make repeated use of the product inequalities (see Lemma A.3) to bound the L 2 -norms of the time derivative of the right side of (3.7) (and (3.8), (3.9)) as well as derivatives under ∂ α or Γ 2 by the right side of either (3.35) or (3.39). The proof relies upon (2.30), (2.31), (2.35), (2.40), (2.34), (2.44), (2.39), (2.43), (2.50), (2.51), (2.52)-(2.54), (2.63), (2.64), (2.65), (2.66), (2.67), (2.68), (2.71), (2.72), (2.73), (2.74) and (3.32), (3.36), (3.45), (3.46), (3.47), (3.48), (3.49), (3.50), (3.34), (3.38) and upon the arguments leading to (2.50), (2.51) and (3.42), (3.43). It is straightforward. Hence we omit the detail.
Concluding the subsection we discuss unrefined estimates of nonlinearities.
Corollary 3.6 (Estimates of G κ and G u ). Upon writing
and ∂
for j 0 and k 0 integers, where M k is in (2.47).
Colloquially speaking, G κ,q and G u,q behave like κ αt , κ αα and u αt , u αα , respectively.
Proof. An explicit calculation reveals that
where G κ and G u are in (3.2) and (3.3), respectively. Therefore (3.52) follows from (2.30), (2.31), (2.45), (2.46), (2.52)-(2.54), (2.73), (2.74) and (3.29), (3.32), (3.36) after repeated use of product inequalities (see Lemma A.3); (3.53) follows from (2.30), (2.31), (2.45), (2.46), (2.52)-(2.54), (2.73), (2.74) and (3.33), (3.37), (3.34), (3.38) in like manner.
Gain of regularity
Gain of regularities is demonstrated for water waves under the influence of surface tension. Energy estimates are set out for the system (3.10)-(3.11), (3.12), (3.13), (3.14) under ∂ α as well as Γ 2 . Estimates of weighted Sobolev norms are established.
4.1. Energy estimates under ∂ α . This subsection concerns preliminary energy estimates for (3.10) (and (3.12)) and the system (3.10)-(3.11), (3.12), (3.13), (3.14), which are equivalent to the vortex sheet formulation (2.3)-(2.4), (2.2) of the water wave problem with surface tension, as deliberated in Section 2.1 and Section 3.1. Drawing upon a well-posedness proof, the result is of independent interest.
Let the plane curve z(α, t), α ∈ R, describe the fluid surface at time t corresponding to a solution of the system (2.3)-(2.4), (2.2) over the interval of time [0, T ] for some T > 0. In the proposition below we assume that (2.29) holds during the time interval [0, T ] for some constant Q. It offers recourse to various estimates in Section 2.3 and Lemma 3.1, Section 3.3.
Recall that C 0 , C 1 , C 2 , ... mean positive constants and C(f 1 , f 2 , ...) is a positive but polynomial expression in its arguments; C 0 , C 1 , C 2 , ... and C(f 1 , f 2 , ...) which appear in different places in the text need not be the same. Recall that Λ = H∂ α and f
Following [CHS10] let's write (3.10) as the system of first-order in time equations (4.1)
where (3.23) implies in light of (2.52), (2.54) and (2.55) that
). The first inequality in (4.3) utilizes the former equation in (4.1). The second inequality relies upon (2.52), (2.54) and product inequalities (see Lemma A.3). The last inequality relies upon (2.55) and Young's inequality with ǫ (see Lemma A.1).
Let's define the energy norm for (4.1) (and (3.12)) of order k, k 0 an integer, as
for j 1 an integer. An explicit calculation reveals that the system (4.1), (3.12) enjoys the scaling symmetry under κ(α, t) → λκ(λα, λ 3/2 t), ϕ(α, t) → λ 5/2 ϕ(λα, λ 3/2 t) and correspondingly z(α, t) → λ −1 z(λα, λ 3/2 t), γ(α, t) → λ 1/2 γ(λα, λ 3/2 t) for any λ > 0 (see (2.15)). Therefore we may assume that κ L ∞ (t) is sufficiently small during the time interval [0, T ] so that E 0 k (t) is nonnegative and accordingly it is equivalent to κ
In light of (4.3), furthermore,
at each t ∈ [0, T ] for k 1 an integer. That is to say, E 0 k (t) amounts to κ H k+3/2 (t)+ κ t H k (t). In a more comprehensive description of the problem, e.g. in allowance for the effects of gravity, incidentally, the scaling symmetry may be lost and smallness of the interface curvature must be imposed (see the discussion in Section 3.2).
Proposition 4.1 (Energy estimates under
, k 2 an integer, solve the system consisting of equations in (4.1) and supplemented with (3.12) over the interval of time [0, T ] then
Remark 4.2 (Energy expressions are "nonlinear"). In view of the linear part of (3.10), perhaps one takes
for e 0 j , instead of (4.5). But the multi-derivative nonlinearities q 2 κ αα and 2κκ αα on the left side of (3.10) are unwieldy in the course of the associated energy method. Notably, differentiating (4.10) in time and substituting κ tt by (3.10) one arrives at an expression containing
which cannot be controlled by (4.10).
To overcome the setback and attain energy estimates we introduce extra terms into (4.10), possibly cubic or higher order but smoother than Λ 1/2 ∂ j+1 α κ and ∂ j α κ t , which offset the awkward nonlinearities, e.g. − We then use the former equation in (4.1) to obtain after integration by parts that 
. Similarly the latter equation in (4.1) yields after integration by parts that
where (lower order terms) is bounded by
in the routine manner. Note that the second and the third terms on the right side utilizes the former equation in (4.1).
The first term on the right side of (4.12) and the first term on the right side of (4.13) cancel each other when added together after integration by parts. The second term on the right side of (4.13) and the last term on the right side of (4.11) cancel each other in like manner. The second and the third terms on the right side of (4.12) are bounded by C 0 u H 2 ∂ j+1 α κ 2 H 1/2 by virtue of inequalities in (2.28). The third term on the right side of (4.13) is bounded by (
obviously, and the fourth term on the right side of (4.13) is by ( 
Moreover (4.2) manifests that the fifth term on the right side of (4.13) is governed by
The third term on the right side of (4.11) is bounded by
for j 1 an integer. The first inequality utilizes (2.52) and the second inequality relies upon (2.55) and (4.3).
It remains to compute temporal growths of e 0 0 and u 2 L 2 , γ 2 L 2 . We invoke equations in (4.1) to obtain after integration by parts that
The latter inequalities utilize (2.55) and (4.2). Correspondingly the latter equation in (2.11) yield by virtue of (2.45), (2.73), (2.55) and integration by parts that
Moreover (2.67) and (2.55) imply that
Adding (4.14) through (4.18),
for k 1 an integer for some constants C 1 , C 2 > 0. Therefore (4.8) follows since (4.19) supports a solution until the time
. Moreover (4.9) follows in light of (4.6) and (4.7).
We may repeat the preceding argument for (3.11) (and (3.13), (3.14)) mutatis mutandis to obtain that
at each t in an interval of time, say [0, T * ] abusing the notation, for k 0 an integer, where T * ∈ (0, T ] depends upon Sobolev norms of κ, κ t , u, u t and the L 2 -norm of γ at t = 0. The proof is nearly identical to that of (4.9). Hence we omit the detail. Instead we refer the reader to the proof of [CHS10, Proposition 6.1], for instance, for some detail.
Concluding the subsection we address well-posedness of the initial value problem associated with the system (3.10)-(3.11), (3.12), (3.13), (3.14).
Theorem 4.3 (Local well-posedness). Assume that a plane curve z 0 (α), α ∈ R, such that z 0 (α) − α → 0 as |α| → ∞ and |z 0α | = 1 everywhere on R, satisfies (3.17) for some constant Q. Assume that θ 0 = arg(z 0α ) ∈ H k+9/2 (R) and γ 0 ∈ H k+5/2 (R) for k 0 an integer.
Then the initial value problem consisting of equations (3.10) and (3.11), supplemented with equations (3.12), (3.13), (3.14) (and (2.12), (2.13), (2.9), (3.7)-(3.8)), and subject to the initial conditions
where κ 0 , u 0 , κ 1 , u 1 are in (3.18) and (3.19), respectively, supports the unique solution quadruple
at each t ∈ [0, T * ], where T * > 0 depends upon Q as well as Sobolev norms of κ 0 , κ 1 , u 0 , u 1 and the L 2 -norm of γ 0 .
Moreover (2.29) holds throughout the time interval [0, T * ] (possibly after replacing Q by ǫQ for any fixed but small ǫ > 0), where z(α, t), α ∈ R, describes the fluid surface at time t corresponding to the solution of the problem.
Solving "mollified" equations via Picard's iteration, for instance, and taking the limit with the help of (4.9) and (4.20), the proof is based upon the energy method. Details are discussed in [CHS10, Section 6] or [Amb03, Section 5], for instance.
Alternative proofs of local in time well-posedness are found in [Yos83] , [Amb03] , [AM05] , [CS07] , [SZ11] , [CHS10] , [ABZ11] among others for the water wave problem with surface tension and in [Wu97] , [Wu99] , [Lan05] , [CL00] , [Lin05] , for instance, for a broad class of interfacial fluids problems permitting gravity, higher dimensions, vorticity, compressibility, uneven bottom, etc.
4.2.
Energy estimates under ∂ α and Γ 2 . This subsection concerns energy estimates for the system (3.10)-(3.11), (3.12), (3.13), (3.14) under ∂ α as well as Γ 2 , and the proof of Theorem 3.2.
Let the parametric curve z 0 (α), α ∈ R, in the complex plane represent the initial fluid surface such that z 0 (α) − α → 0 as |α| → ∞, |z 0α | = 1 everywhere on R and that (3.17) holds for some constant Q. Let θ 0 = arg(z 0α ) and let γ 0 : R → R denote the initial vortex sheet strength, satisfying
for k 0 an integer and for all 0 k
for all 0 k ′ k integer, where κ 0 , u 0 , κ 1 , u 1 are in (3.18) and (3.19), respectively (see the discussion in Section 3.2). In particular (κ 0 , u 0 ) ∈ H k+7/2 (R) × H k+5/2 (R) and (κ 1 , u 1 ) ∈ H k+2 (R) × H k+1 (R). In light of Theorem 4.3, therefore, the system (3.10)-(3.11), (3.12), (3.13), (3.14), subject to the initial conditions κ(·, 0) = κ 0 , κ t (·, 0) = κ 1 and u(·, 0) = u 0 , u t (·, 0) = u 1 , supports the unique solution quadruple
where T * > 0 is as in the proof of Theorem 4.3. Moreover (2.29) holds throughout the time interval [0, T * ], possibly after replacing Q by ǫQ for any fixed but small ǫ > 0, where z(α, t), α ∈ R, describes the fluid surface at time t corresponding to the solution of the problem. It offers recourse to various estimates previously worked out during the time interval [0, T * ].
Recall that C 0 , C 1 , C 2 , ... mean positive constants and C(f 1 , f 2 , ...) is a positive but polynomial expression in its arguments; C 0 , C 1 , C 2 , ... and C(f 1 , f 2 , ...) which appear in different places in the text need not be the same. Recall that Λ = H∂ α and f 2 H 1/2 = (f 2 + f Λf ). Throughout the subsection we tacitly exercise the first two formulae in (2.16) to interchange either ∂ α or ∂ t with Γ 2 up to a sum of smooth remainders whenever it is convenient to do so.
Recall from Section 2.2 the notation Γ 1 = ∂ α and Γ 2 = 1 2 t∂ t + 1 3 α∂ α .
For j = (j 1 , j 2 ) a multi-index, j 1 0 and j 2 0 integers, let
2 . At times we write Γ j , j 0 an integer, for a j-product of Γ, where Γ = Γ 1 or Γ 2 .
Taking Γ j of (3.10), j 0 an integer, we make an explicit calculation to write
, where R κ is in (3.12) and
Note that [H∂
at each t ∈ [0, T * ] for j 0 an integer, where M j is in (2.47). 
at each t ∈ [0, T * ], where M j is in (2.47).
Proof. Let t ∈ [0, T * ] be fixed and suppressed for the sake of exposition. We may calculate from (2.17) and from the first formula in (2.16) that
where the first and the third formulae in (2.18) manifest that
A straightforward calculation then reveals that F 1 is made up of (Γ j1 q)Γ j2 (∂ t + q∂ α )κ, (Γ j1 κ)Γ j2 (∂ t + q∂ α )q and (Γ j1 q)(Γ j2 q)(Γ j3 κ),
where j 1 , j 2 , j 3 are integers such that 0 j 1 , j 2 j and 1 j 3 j. Indeed we exercise (2.17) and the first and third formulae in (2.18) to interchange ∂ t + q∂ α and Γ. Consequently we infer from (2.52)-(2.54) and (3.45), (3.46) and from the first formula in (2.16), to interchange ∂ α and Γ 2 up to a sum of smooth remainders, and product inequalities (see Lemma A.3) that
Therefore (4.27) follows. The proof of (4.28) is nearly identical. Hence we omit the detail. 
at each t ∈ [0, T * ], where M j is in (2.47). 
We promotly set forth energy estimates for the system (3.10)-(3.11), (3.12), (3.13), (3.14) under ∂ α as well as Γ 2 , and the proof of (3.20).
As in the previous subsection we may write (4.22) and (4.24) both as systems of first-order in time equations as (∂ t + q∂ α )Γ j κ = ϕ j , (∂ t + q∂ α )ϕ j = H∂ and M k is in (2.47). The former equations in (4.34) and (4.35) suggest that E k (t) amounts to
and vice versa ϕ j H 2 (t) C
at each t ∈ [0, T * ] for j 0 an integer. The first inequality in (4.39) utilizes the former equation in (4.34) and the second formula in (2.16), to interchange ∂ t and Γ j up to a sum of smooth remainders. The second inequality relies upon (2.52), (2.55) and Young's inequality with ǫ (see Lemma A.1). Similarly
at each t ∈ [0, T * ] for j 0 an integer.
Thanks to the scaling symmetry xvi (see (2.15)), furthermore, we may assume that κ L ∞ (t) is sufficiently small throughout the time interval [0, T * ] so that the third integrals on the right sides of (4.37) and (4.38) are nonnegative. Accordingly (4.41)
at each t ∈ [0, T * ] for k 1 an integer.
We differentiate (4.37) in time and split the integral, as in (4.11), as We then use the former equation in (4.34) to obtain after integration by parts that where (lower order terms) collects those which may be bounded by virtue of (2.56) and (4.39) by C
Similarly the xvi An explicit calculation manifests that the (4.34), (4.35) remains invariant under (2.15) and ϕ j (α, t) → λ 5/2 ϕ j (λα, λ 3/2 t), ϕ j (α, t) → λ 4 ϕ j (λα, λ 3/2 t), and z(α, t) → λ −1 z(λα, λ 3/2 t), γ(α, t) → λ 1/2 γ(λα, λ 3/2 t) for any λ > 0. where (lower order terms) is bounded by C
in the routine manner. Note that the second and the third terms on the right side relies upon the former equation in (4.1).
The first term on the right side of (4.44) and the first term on the right side of (4.45) cancel each other when added together after integration by parts. The second term on the right side of (4.45) and the last term on the right side of (4.43) cancel each other in like manner. The second and the third terms on the right side of (4.44) are bounded by C 0 u H 2 ∂ 3 α Γ j κ 2 H 1/2 by virtue of inequalities in (2.28). The third term on the right side of (4.13) is bounded by (
L 2 , obviously, and the fourth term on the right side of (4.13) is bounded by 3 2 u L ∞ ∂ 2 α ϕ j 2 L 2 . Moreover (4.29) manifests with the assistance of (4.39) and (4.40) that the fifth term on the right side of (4.13) is governed by C 
for j 0 an integer. The first inequality utilizes (2.52) and the second inequality relies upon (4.39).
We then repeat the argument for (4.35) mutatis mutandis to obtain that (4.47)
for j 0 an integer. The proof is nearly identical to that of (4.46). Hence we omit the detail.
It remains to compute temporal growths of Γ j κ 2
as well as M k . It is readily seen from the second formula in (2.16) that
