Spatial games are a special type of evolutionary games in which players are distributed over a lattice and each player has local interactions with its neighbors. In the literature different methods for determining the conquering strategy has been used, mostly calculated based on a payoff function. Strategies in each stage of the game can be updated either synchronously or asynchronously. In all these methods, the payoff of playing against another player is a deterministic value which can be calculated based on the payoff matrix. In this study, we have examined the behavior of spatial games when payoff is not a deterministic value but it is a probabilistic one which depends on the benefit that each player can get in playing with the other players. Thus, every time that two players play with each other there is a probability for each of them to win the game and their payoff depends on the total value of the game.
INTRODUCTION
Game theory is defined as the study of mathematical models of conflict and cooperation between intelligent rational players and it is intended to describe the behavior of rational decision-makers [1] . Game theory has been used as a way for understanding different phenomena such as explaining evolution [2] . In Evolutionary game theory the behavior of a population of interacting players in a game is studied. These games model the behavior of individuals who have fixed strategies which interact with other individuals and go through evolution [2] . Spatial games are a group of evolutionary games in which players are distributed and play on spatial grids. In these games, each player competes with neighbors and depending on the outcome may keep its strategy or may change to the strategy of its neighbor [2] . Many papers in evolutionary game theory use probabilistic functions in applying mutation for changing the strategy. Tomassini et al applied probabilistic approach in replacing strategies in Hawk-Dove game on a network [3] . Hauert and Doebeli used Fermi probability function for applying errors [4] . Zhao et al used Fermi function in calculating the probability of switching strategy in modeling infection spread [5] and Zhang et al used probability function in switching strategies [6] . In the literature of spatial games, different strategies of switching have been used. For example, strategies may be updated based on the "conquering" strategy of the player who has the max payoff among neighbors [2] . Alternatively, a random neighbor can be chosen and the result of the game with that neighbor determines the conquering strategy at that stage of the game [7] . Moreover, spatial games explorations have been extended to using multi-dimensional grid [8] , and exploring the game behavior in response to changes in the payoff matrix components [9] . In this study, we refer to max payoff among neighbors as conquering strategy and the probabilistic function is used to determine the payoff of each player in each stage of the game instead of being used in determining the mutation.
METHODOLOGY
Among the methods which are used to determine conquering strategy in each stage of spatial games the ones which are referring to more than one neighbor have more attention. In all these methods each player plays with more than one neighbor and the payoff that he gets in playing with those neighbors is used to determine the strategy of player in the next stage of the game. In the real world situation not always all players who are stronger can win the game against the weakest one. This ideology leads us to give a chance to the weaker player to win against stronger player which has lead us to a new methodology in calculating payoff in spatial games when we use more than one neighbor to refer in determining the next strategy of a player. In order to build a model to see the behavior of a lattice in evolutionary spatial games with probabilistic payoff function several steps need to be taken:
• A random distribution of players in the lattice needs to be generated. For generating this lattice, we need to know the size of the lattice(n) which is used to generate an n by n lattice and also the percentage of the players who have the same strategy A (i%) and the ones who have the opponent strategy B ((1-i) %).
In this model we refer to strategy A as Hawk and strategy B as Dove.
• The payoff for all players will be calculated. The methods for calculating payoff are described in the following sections.
• The strategy of all cells will be updated. Note that in order to keep synchrony the updated value for each cell will be kept in a new lattice and after calculating updated value for all cells the whole lattice will be updated. The method for updating cells is also described in the following sections.
• Steps 2 and 3 will be repeated for 100 iterations or until the time that the lattice doesn't change.
Method of calculating payoff
In order to calculate payoff of each cell we need to sum all the payoffs that a player can get in playing with its neighbors. In this study, a player plays with all its neighbors. In the normal calculating method, there is a payoff matrix which shows the payoff that a player can get confronting any strategy when choosing different strategies. In Table 1 the payoff matrix for Hawk and Dove game is shown. V is the total payoff that players can have which will be divided between two players if they don't fight or will be given to the strongest player. If players fight with each other they will lose C as the cost of fighting. Using just payoff matrix in calculating payoff, we will come up with a deterministic result, which means that if we know the arrangement of players in the lattice, the result of the game is predetermined. 
In the probabilistic method, we have defined a probability for the weaker strategy to defeat the stronger strategy. This probability is defined by 1-P. P is defined in equation (1).
(1) Where θ is a coefficient and b and c are the payoff of the stronger strategy playing with weaker strategy and the payoff of weaker strategy playing with stronger strategy respectively in the following two by two payoff matrix.
In the Hawk and Dove game there is a total payoff V which will be given to the strongest strategy which is Hawk in this game when playing with Dove and will be divided between two players when two Doves or two Hawks playing with each other considering the fact that when two Hawks playing with each other both pay a cost equal to c, so their payoff is less than V/2. In our probabilistic method, when a Hawk competes with a Dove a payoff V will be given to the player who has won the game. In this method, although the Dove is the weaker strategy, it can win payoff V when playing versus Hawk with probability 1-P.
Two different probabilistic method can be used in calculating the payoff of each player. In the first probabilistic method each two players play two times with each other once in calculating payoff for player one and another time in calculating payoff for player two. In the second probabilistic method of updating, two players can just play once with each other. In this study, we have used the second strategy.
More about probability function
The function
changes from 0 to 1 by changing the value of x. when the value of x is a large positive number, which means that the payoff of Hawk when playing with Dove is more than payoff of Dove, the probability of winning for Hawk is almost 1 and 1-P is near zero. When the payoff of Hawk and Dove playing with each other are almost the same which implies that x is close to zero. In this case the probability for winning for both Hawk and Dove are similar and close to 0.5. The coefficient θ can control the intensity of changing in P by changing x. when θ is a small number the slope of the graph is less than when θ is close to 1. Figure 1 shows the changes in value of P when we change θ from 0 to 1, considering x equal to 6. Figure 2 shows the behavior of the P function for different θ values.
Updating method
In this study we use the strategy of player who has the max payoff among neighbors as conquering strategy. Note that each player has 8 neighbors and cells at the edges of lattice play against their immediate neighbors which can be either 5 or 3 cells. In this method of updating a cell keeps its strategy if its payoff is higher than all its neighbors. If a cell has a neighbor with a larger payoff, then it will change its strategy to the strategy of the neighbor with the highest payoff. There is a possibility that more than one neighbor has the highest payoff meaning that two or more players in the neighborhood of a cell have the same payoff which is the maximum payoff. In this situation if there is at least one neighbor whose strategy is the same as the cell, the strategy of the cell will not be changed. Otherwise the cell will change its strategy to the strategy of the cells with the higher payoff. Figure 1 . The changes in value of P as a function of θ.
EXPERIMENTAL RESULTS
In order to run the model, a 100×100 lattice is considered in which Hawk and Dove strategies for players are randomly distributed. The black cells represent the Hawks and the white ones represent Doves. We have applied the Normal and probabilistic method of calculating payment in spatial games with synchronous updating. The following charts shows the starting and final lattice under normal and probabilistic method of updating for different values of θ. The starting lattice is generated randomly and the final lattice shows the status of cells after 100 generations. X(t) shows the ratio of Hawks in the lattice. Each row of figures shows an experiment in which the first figure is the first random generated lattice, the second one is the status of cells in the lattice after 100 generations using deterministic method for calculating payoff and the third one is the status of cells after 100 generations under the probabilistic method of calculating payoff. The payoff matrix in Table 2 is used in simulations. Figures 3 to 5 show the result of simulation for different values of θ. We can see from the simulations that the number of Doves has increased while they have a chance to win against Hawk and as the value of θ decreases, Doves have a higher chance to survive.
We have also examined the behavior of final lattice when the value of b-c and θ changes. Figure 6 shows the difference between the number of Doves in the first lattice and the number of Doves in the last lattice while we change θ and b-c in the payoff matrix when we are working with probabilistic method of updating. In order to change the value of b-c in the payoff matrix we fixed all other numbers and just the Hawk-Dove payoff and Dove-Hawk payoff is changed, keeping the sum of these values fixed.
The value of θ is changed between 0.1 to 1 increasing by 0.1 each time. 
CONCLUSION
In this study, Fermi probability function is used in calculating the payoff of players in spatial games. This approach can show be used in a real-world situation while in a real world situation the stronger player does not always defeat a weaker player. We can see in the simulation results that in the probabilistic method of calculating payoff, the number of Doves has increased while they have a chance to win against Hawk. In the normal method of calculating payoff a Dove has no chance to win against Hawk, but in the probabilistic model it has a chance to win against Hawk and that help Doves to increase their population. We can also see that the value of θ and the difference between Hawk-Dove payoff and Dove-Hawk payoff can highly affect the final distribution of different strategies. Decreasing the value of θ will decrease the cluster of Hawks and give a higher chance to Doves to survive and finally if we keep on decreasing the value of θ it can even result in extinction of Hawks in the final lattice. However, there are some factors that should be considered in future studies such as the effect of the payoff matrix on the final results.
