Neural networks are generally built by interleaving (adaptable) linear layers with (fixed) nonlinear activation functions. To increase their flexibility, several authors have proposed methods for adapting the activation functions themselves, endowing them with varying degrees of flexibility. None of these approaches, however, have gained wide acceptance in practice, and research in this topic remains open. In this paper, we introduce a novel family of flexible activation functions that are based on an inexpensive kernel expansion at every neuron. Leveraging over several properties of kernel-based models, we propose multiple variations for designing and initializing these kernel activation functions (KAFs), including a multidimensional scheme allowing to nonlinearly combine information from different paths in the network. The resulting KAFs can approximate any mapping defined over a subset of the real line, either convex or nonconvex. Furthermore, they are smooth over their entire domain, linear in their parameters, and they can be regularized using any known scheme, including the use of 1 penalties to enforce sparseness. To the best of our knowledge, no other known model satisfies all these properties simultaneously. In addition, we provide a relatively complete overview on alternative techniques for adapting the activation functions, which is currently lacking in the literature. A large set of experiments validates our proposal.
Introduction
Neural networks (NNs) are powerful approximators, which are built by interleaving linear layers with nonlinear mappings (generally called activation functions). The latter step is usually implemented using an element-wise, (sub-)differentiable, and fixed nonlinear function at every neuron. In particular, the current consensus has shifted from the use of contractive mappings (e.g., sigmoids) to the use of piecewise-linear functions (e.g., rectified linear units, ReLUs (Glorot and Bengio, 2010) ), allowing a more efficient flow of the backpropagated error (Goodfellow et al., 2016) . This relatively inflexible architecture might help explaining the extreme redundancy found in the trained parameters of modern NNs (Denil et al., 2013) .
Designing ways to adapt the activation functions themselves, however, faces several challenges. On one hand, we can parameterize a known activation function with a small number of trainable parameters, describing for example the slope of a particular linear segment (He et al., 2015) . While immediate to implement, this only results in a small increase in flexibility and a marginal improvement in performance in the general case (Agostinelli et al., 2014) . On the other hand, a more interesting task is to devise a scheme allowing each activation function to model a large range of shapes, such as any smooth function defined over a subset of the real line. In this case, the inclusion of one (or more) hyper-parameters enables the user to trade off between greater flexibility and a larger number of parameters per-neuron. We refer to these schemes in general as non-parametric activation functions, since the number of (adaptable) parameters can potentially grow without bound.
There are three main classes of non-parametric activation functions known in the literature: adaptive piecewise linear (APL) functions (Agostinelli et al., 2014) , maxout networks (Goodfellow et al., 2013) , and spline activation functions (Guarnieri et al., 1999) . These are described more in depth in Section 5. In there, we also argue that none of these approaches is fully satisfactory, meaning that each of them loses one or more desirable properties, such as smoothness of the resulting functions in the APL and maxout cases (see Table 1 in Section 6 for a schematic comparison).
In this paper, we propose a fourth class of non-parametric activation functions, which are based on a kernel representation of the function. In par-ticular, we define each activation function as a linear superposition of several kernel evaluations, where the dictionary of the expansion is fixed beforehand by sampling the real line. As we show later on, the resulting kernel activation functions (KAFs) have a number of desirable properties, including: (i) they can be computed cheaply using vector-matrix operations; (ii) they are linear with respect to the trainable parameters; (iii) they are smooth over their entire domain; (iv) using the Gaussian kernel, their parameters only have local effects on the resulting shapes; (v) the parameters can be regularized using any classical approach, including the possibility of enforcing sparseness through the use of 1 norms. To the best of our knowledge, none of the known methods possess all these properties simultaneously. We call a NN endowed with KAFs at every neuron a Kafnet.
Importantly, framing our method as a kernel technique allows us to potentially leverage over a huge literature on kernel methods, either in statistics, machine learning (Hofmann et al., 2008) , and signal processing (Liu et al., 2011) . Here, we preliminarly demonstrate this by discussing several heuristics to choose the kernel hyper-parameter, along with techniques for initializing the trainable parameters. However, much more can be applied in this context, as we discuss in depth in the conclusive section. We also propose a bi-dimensional variant of our KAF, allowing the information from multiple linear projections to be nonlinearly combined in an adaptive fashion.
In addition, we contend that one reason for the rareness of flexible activation functions in practice can be found in the lack of a cohesive (introductory) treatment on the topic. To this end, a further aim of this paper is to provide a relatively comprehensive overview on the selection of a proper activation function. In particular, we divide the discussion on the state-of-the-art in three separate sections. Section 3 introduces the most common (fixed) activation functions used in NNs, from the classical sigmoid function up to the recently developed self-normalizing unit (Klambauer et al., 2017) . Then, we describe in Section 4 how most of these functions can be efficiently parameterized by one or more adaptive scalar values in order to enhance their flexibility. Finally, we introduce the three existing models for designing nonparametric activation functions in Section 5. For each of them, we briefly discuss relative strengths and drawbacks, which serve as a motivation for introducing the KAF model subsequently.
The rest of the paper is composed of four additional sections. Section 6 describes the proposed KAFs, together with several practical implementation guidelines regarding the selection of the dictionary and the choice of a proper initialization for the weights. For completeness, Section 7 briefly describes additional strategies to improve the activation functions, going beyond the addition of trainable parameters in the model. A large set of experiments is described in Section 8, and, finally, the main conclusions and a set of future lines of research are given in Section 9.
Notation
We denote vectors using boldface lowercase letters, e.g., a; matrices are denoted by boldface uppercase letters, e.g., A. All vectors are assumed to be column vectors. The operator · p is the standard p norm on an Euclidean space. For p = 2, it coincides with the Euclidean norm, while for p = 1 we obtain the Manhattan (or taxicab) norm defined for a generic vector v ∈ R B as v 1 = B k=1 |v k |. Additional notations are introduced along the paper when required.
Preliminaries
We consider training a standard feedforward NN, whose l-th layer is described by the following equation:
where h l−1 ∈ R N l−1 is the N l−1 -dimensional input to the layer, W l ∈ R N l−1 ×N l and b l ∈ R N l are adaptable weight matrices, and g l (·) is a nonlinear function, called activation function, which is applied element-wise. In a NN with L layers, x = h 0 denotes the input to the network, whileŷ = h L denotes the final output. For training the network, we are provided with a set of I input/output pairs S = {x i , y i } I i=1 , and we minimize a regularized cost function given by:
where w ∈ R Q collects all the trainable parameters of the network, l(·, ·) is a loss function (e.g., the squared loss), r(·) is used to regularize the weights using, e.g., 2 or 1 penalties, and the regularization factor C > 0 balances the two terms.
In the following, we review common choices for the selection of g l , before describing methods to adapt them based on the training data. For readability, we will drop the subscript l, and we use the letter s to denote a single input to the function, which we call an activation. Note that, in most cases, the activation function g L for the last layer cannot be chosen freely, as it depends on the task and a proper scaling of the output. In particular, it is common to select g(s) = s for regression problems, and a sigmoid function for binary problems with y i ∈ {0, 1}:
For multi-class problems with dummy encodings on the output, the softmax function generalizes the sigmoid and it ensures valid probability distributions in the output (Bishop, 2006) .
Fixed activation functions
We briefly review some common (fixed) activation functions for neural networks, that are the basis for the parametric ones in the next section. Before the current wave of deep learning, most activation functions used in NNs were of a 'squashing' type, i.e., they were monotonically non-decreasing functions satisfying: lim
where c can be either 0 or −1, depending on convention. Apart from the sigmoid in (3), another common choice is the hyperbolic tangent, defined as: Cybenko (1989) proved the universal approximation property for this class of functions, and his results were later extended to a larger class of functions in Hornik et al. (1989) . In practice, squashing functions were found of limited use in deep networks (where L is large), being prone to the problem of vanishing and exploding gradients, due to their bounded derivatives (Hochreiter et al., 2001) . A breakthrough in modern deep learning came from the introduction of the rectifier linear unit (ReLU) function, defined as:
Despite being unbounded and introducing a point of non-differentiability, the ReLU has proven to be extremely effective for deep networks (Glorot and Bengio, 2010; Maas et al., 2013) . The ReLU has two main advantages. First, its gradient is either 0 or 1, 1 making back-propagation particularly efficient. Secondly, its activations are sparse, which is beneficial from several points of views. A smoothed version of the ReLU, called softplus, is also introduced in Glorot et al. (2011):
Despite its lack of smoothness, ReLU functions are almost always preferred to the softplus in practice. One obvious problem of ReLUs is that, for a wrong initialization or an unfortunate weight update, its activation can get stuck in 0, irrespective of the input. This is referred to as the 'dying ReLU' condition. To circumvent this problem, Maas et al. (2013) introduced the leaky ReLU function, defined as:
where the user-defined parameter α > 0 is generally set to a small value, such as 0.01. While the resulting pattern of activations is not exactly sparse anymore, the parameters cannot get stuck in a poor region. (8) can also be written more compactly as g(s) = max {0, s} + α min {0, s}. Another problem of any activation function having non-negative output values is that their mean value is always positive by definition. Motivated by an analogy with the natural gradient, Clevert et al. (2016) introduced the exponential linear unit (ELU) to renormalize the pattern of activations:
where in this case α is generally chosen as 1. The ELU modifies the negative part of the ReLU with a function saturating at a user-defined value α. It is computationally efficient, being smooth (differently from the ReLU and the leaky ReLU), and with a gradient which is either 1 or g(s) + α for negative values of s. The recently introduced scaled ELU (SELU) generalizes the ELU to have further control over the range of activations (Klambauer et al., 2017) :
where λ > 1 is a second user-defined parameter. Particularly, it is shown in Klambauer et al. (2017) that for λ ≈ 1.6733 and α ≈ 1.0507, the successive application of (1) converges towards a fixed distribution with zero mean and unit variance, leading to a self-normalizing network behavior.
Parametric adaptable activation functions
An immediate way to increase the flexibility of a NN is to parameterize one of the previously introduced activation functions with a fixed (small) number of adaptable parameters, such that each neuron can adapt its activation function to a different shape. As long as the function remains differentiable with respect to these new parameters, it is possible to adapt them with any numerical optimization algorithm together with the linear weights and biases of the layer. Due to their fixed number of parameters and limited flexibility, we call these parametric activation functions.
Historically, one of the first proposals in this sense was the generalized hyperbolic tangent (Chen and Chang, 1996) , a tanh function parameterized by two additional positive scalar values a and b:
Note that the parameters a, b are initialized randomly and are adapted independently for every neuron. Specifically, a determines the range of the output (which is called the amplitude of the function), while b controls the slope of the curve. Trentin (2001) provides empirical evidence that learning the amplitude for each neuron is beneficial (either in terms of generalization error, or speed of convergence) with respect to having unit amplitude for all activation functions. Similar results were also obtained for recurrent networks (Goh and Mandic, 2003) .
More recently, He et al. (2015) consider a parametric version of the leaky ReLU in (8), where the coefficient α is initialized at α = 0.25 everywhere and then adapted for every neuron. The resulting activation function is called parametric ReLU (PReLU), and it has a very simple derivative with respect to the new parameter:
For a layer with N hidden neurons, this introduces only N additional parameters, compared to 2N parameters for the generalized tanh. Importantly, in the case of p regularization, the user has to be careful not to regularize the α parameters, which would bias the optimization process towards classical ReLU / leaky ReLU activation functions. Similarly, Trottier et al. (2016) propose a modification of the ELU function in (9) with an additional scalar parameter β, called parametric ELU (PELU):
where both α and β are initialized randomly and adapted during the training process. Based on the analysis in Jin et al. (2016) , there always exists a setting for the linear weights and α, β which avoids the vanishing gradient problem. Differently from the PReLU, however, the two parameters should be regularized in order to avoid a degenerate behavior with respect to the linear weights, where extremely small linear weights are coupled with very large values for the parameters of the activation functions. A more flexible proposal is the S-shaped ReLU (SReLU) (Jin et al., 2016) , which is parameterized by four scalar values t r , a r , t l , a l ∈ R 4 :
The SReLU is composed by three linear segments, the middle of which is the identity. Differently from the PReLU, however, the cut-off points between the three segments can also be adapted. Additionally, the function can have both convex and nonconvex shapes, depending on the orientation of the left and right segments, making it more flexible than previous proposals. Similar to the PReLU, the four parameters should not be regularized (Jin et al., 2016) .
Non-parametric activation functions
Intuitively, parametric activation functions have limited flexibility, resulting in mixed performance gains on average. This is also reflected in our experimental section. Differently from parametric approaches, non-parametric activation functions allow to model a larger class of shapes (in the best case, any continuous segment), at the price of a larger number of adaptable parameters. As stated in the introduction, these methods generally introduce a further global hyper-parameter allowing to balance the flexibility of the function, by varying the effective number of free parameters, which can potentially grow without bound. Additionally, the methods can be grouped depending on whether each parameter has a local or global effect on the overall function, the former being a desirable characteristic.
In this section, we describe three state-of-the-art approaches for implementing non-parametric activation functions: APL functions in Section 5.1, spline functions in Section 5.2, and maxout networks in Section 5.3.
Adaptive piecewise linear methods
An APL function, introduced in Agostinelli et al. (2014), generalizes the SReLU function in (14) by having multiple linear segments, where all slopes and cut-off points are learned under the constraint that the overall function is continuous:
S is a hyper-parameter chosen by the user, while each APL is parameter-
. These parameters are randomly initialized for each neuron, and can be regularized with 2 regularization, similarly to the PELU, in order to avoid the coupling of very small linear weights and very large a i coefficients for the APL units.
The APL unit cannot approximate any possible function. Its approximation properties are described in the following theorem.
Theorem 1 (Theorem 1, (Agostinelli et al., 2014) ). The APL unit can approximate any continuous piecewise-linear function h(s), for some choice of S and {a i , b i } S i=1 , provided that h(s) satisfies the following two conditions:
The previous theorem implies that any piecewise-linear function can be approximated, provided that its behavior is linear for very large, or small, s. A possible drawback of the APL activation function is that it introduces S + 1 points of non-differentiability for each neuron, which may damage the optimization algorithm. The next class of functions solves this problem, at the cost of a possibly larger number of parameters.
Spline activation functions
An immediate way to exploit polynomial interpolation in NNs it to build the activation function over powers of the activation s (Piazza et al., 1992) :
where P is a hyper-parameter and we adapt the (P + 1) coefficients {a i } P i=0 . Since a polynomial of degree P can pass exactly through P + 1 points, this polynomial activation function (PAF) can in theory approximate any smooth function. The drawback of this approach is that each parameter a i has a global influence on the overall shape, and the output of the function can easily grow too large or encounter numerical problems, particularly for large absolute values of s and large P .
An improved way to use polynomial expansions is spline interpolation, giving rise to the spline activation function (SAF). The SAF was originally studied in Vecci et al. (1998) ; Guarnieri et al. (1999) , and later re-introduced in a more modern context in Scardapane et al. (2016) , following previous advances in nonlinear filtering (Scarpiniti et al., 2013) . In the sequel, we adopt the newer formulation.
A SAF is described by a vector of T parameters, called knots, corresponding to a sampling of its y-values over an equispaced grid of T points over the x-axis, that are symmetrically chosen around the origin with sampling step ∆x. For any other value of s, the output value of the SAF is computed with spline interpolation over the closest knot and its P rightmost neighbors, where P is generally chosen equal to 3, giving rise to a cubic spline interpolation scheme. Specifically, denote by k the index of the closest knot, and by q k the vector comprising the corresponding knot and its P neighbors. We call this vector the span. We also define a new value
where ∆x is the user-defined sampling step. u defines a normalized abscissa value between the k-th knot and the (k + 1)-th one. The output of the SAF is then given by (Scarpiniti et al., 2013) :
where the vector u collects powers of u up to the order P :
and B is the spline basis matrix, which defines the properties of the interpolation scheme (as shown later in Fig. 1b ). For example, the popular Catmull-Rom basis for P = 3 is given by:
The derivatives of the SAF can be computed in a similar way, both with respect to s and with respect to q k , e.g., see Scardapane et al. (2016) . A visual example of the SAF output is given in Fig. 1 . Each knot has only a limited local influence over the output, making their adaptation more stable. The resulting function is also smooth, and can in fact approximate any smooth function defined over a subset of the real line to a desired level of accuracy, provided that ∆x is chosen small enough. The drawback is that regularizing the resulting activation functions is harder to achieve, since p regularization cannot be applied directly to the values of the knots. In Guarnieri et al. (1999) , this was solved by choosing a large ∆x, in We use the same control points as before, but we interpolate using the B-basis matrix (Scarpiniti et al., 2013) instead of the CR matrix in (20). The resulting curve is smoother, but it is not guaranteed to pass through all the control points.
turn severely limiting the flexibility of the interpolation scheme. A different proposal was made in Scardapane et al. (2016) , where the vector q ∈ R T of SAF parameters is regularized by penalizing deviations from the values at initialization. Note that it is straightforward to initialize the SAF as any of the known fixed activation functions described before.
Maxout networks
Differently from the other functions described up to now, the maxout function introduced in Goodfellow et al. (2013) replaces an entire layer in (1). In particular, for each neuron, instead of computing a single dot product w T h to obtain the activation (where h is the input to the layer), we compute K different products with K separate weight vectors w 1 , . . . , w K and biases b 1 , . . . , b K , and take their maximum:
where the activation function is now a function of the entire output of the previous layer. A NN having maxout neurons in all hidden layers is called 2 0 2 1D input 1 0 1 2 Maxout activation Figure 2 : An example of a maxout neuron with a one-dimensional input and K = 3. The three linear segments are shown with a light gray, while the resulting activation is shown with a shaded red. Note how the maxout can only generate convex shapes by definition. However, plots cannot be made for inputs having more than three dimensions. a maxout network, and remains an universal approximator according to the following theorem.
Theorem 2 (Theorem 4.3, (Goodfellow et al., 2013) ). Any continuous function h(·) : R N 0 → R N L can be approximated arbitrarily well on a compact domain by a maxout network with two maxout hidden units, provided K is chosen sufficiently large.
The advantage of the maxout function is that it is extremely easy to implement using current linear algebra libraries. However, the resulting functions have several points of non-differentiability, similarly to the APL units. In addition, the number of resulting parameters is generally higher than with alternative formulations. In particular, by increasing K we multiply the original number of parameters by a corresponding factor, while other approaches contribute only linearly to this number. Additionally, we lose the possibility of plotting the resulting activation functions, unless the input to the maxout layer has less than 4 dimensions. An example with dimension 1 is shown in Fig. 2 .
In order to solve the smoothness problem, (Zhang et al., 2014) introduced two smooth versions of the maxout neuron. The first one is the soft-maxout:
The second one is the p -maxout, for a user-defined natural number p:
Closely related to the p -maxout neuron is the L p unit proposed in Gulcehre et al. (2013) . Denoting for simplicity s i = w T i h + b i , the L p unit is defined as:
where the K+1 parameters {c 1 , . . . , c K , p} are all learned via back-propagation. 2 If we fix c i = 0, for p going to infinity the L p unit degenerates to a special case of the maxout neuron:
Proposed kernel-based activation functions
In this section we describe the proposed KAF. Specifically, we model each activation function in terms of a kernel expansion over D terms as:
where {α i } D i=1 are the mixing coefficients, {d i } D i=1 are the called the dictionary elements, and κ(·, ·) : R × R → R is a 1D kernel function (Hofmann et al., 2008) . In kernel methods, the dictionary elements are generally selected from the training data. In a stochastic optimization setting, this means that D would grow linearly with the number of training iterations, unless some proper strategy for the selection of the dictionary is implemented (Liu et al., 2011; Van Vaerenbergh et al., 2012) . To simplify our treatment, we consider a simplified case where the dictionary elements are fixed, and we only adapt the mixing coefficients. In particular, we sample D values over the x-axis, uniformly around zero, similar to the SAF method, and we leave D as a user-defined hyper-parameter. This has the additional benefit that the resulting model is linear in its adaptable parameters, and can be efficiently implemented for a mini-batch of training data using highly-vectorized linear algebra routines. Note that there is a vast literature on kernel methods with fixed dictionary elements, particularly in the field of Gaussian processes (Snelson and Ghahramani, 2006) .
The kernel function κ(·, ·) needs only respect the positive semi-definiteness property, i.e., for any possible choice of
For our experiments, we use the 1D Gaussian kernel defined as:
where γ ∈ R is called the kernel bandwidth, and its selection is discussed more at length below. Other choices, such as the polynomial kernel with p ∈ N, are also possible:
The Gaussian kernel has a major benefit: thanks to its definition, the mixing coefficients have only a local effect over the shape of the output function (where the radius depends on γ, see below), which is advantageous during optimization. In addition, the expression in (26) with the Gaussian kernel can approximate any continuous function over a subset of the real line (Micchelli et al., 2006) . The expression resembles a one-dimensional radial basis function network, whose universal approximation properties are also well studied (Park and Sandberg, 1991) . Below, we go more in depth over some additional considerations for implementing our KAF model. Note that the model has very simple derivatives for back-propagation:
On the selection of the kernel bandwidth Selecting γ is crucial for the well-behavedness of the method, by acting indirectly on the effective number of adaptable parameters. In Fig. 3 we show some examples of functions obtained by fixing D = 20, randomly sampling the mixing coefficients, and only varying the kernel bandwidth, showing how γ acts on the smoothness of the overall functions.
In the literature, many methods have been proposed to selected the bandwidth parameter for performing kernel density estimation (Jones et al., 1996) . These methods include popular rules of thumb such as Scott (2015) or Silverman (1986) .
In the problem of kernel density estimation, the abscissa correspond to a given dataset with an arbitrary distribution. In the proposed KAF scheme, the abscissa are chosen according to a grid, and as such the optimal bandwidth parameter depends uniquely on the grid resolution. Instead of leaving the bandwidth parameter γ as an additional hyper-parameter, we have empirically verified that the following rule of thumb represents a good compromise between smoothness (to allow an accurate approximation of several initialization functions) and flexibility:
where ∆ is the distance between the grid points. We also performed some experiments in which γ was adapted through back-propagation, though this did not provide any gain in accuracy.
On the initialization of the mixing coefficients A random initialization of the mixing coefficients from a normal distribution, as in Fig. 3 , provides good diversity for the optimization process. Nonetheless, a further advantage of our scheme is that we can initialize some (or all) of the KAFs to follow any know activation function, so as to guarantee a certain desired behavior. Specifically, denote by t = [t 1 , . . . , t D ] T the vector of desired initial KAF values corresponding to the dictionary elements d = [d 1 , . . . , d D ] T . We can initialize the mixing coefficients α = [α 1 , . . . , α D ] T using kernel ridge regression:
where K ∈ R D×D is the kernel matrix computed between t and d, and we add a diagonal term with ε > 0 to avoid degenerate solutions with very large mixing coefficients. Two examples are shown in Fig. 4 .
Multi-dimensional kernel activation functions
In our experiments, we also consider a two-dimensional variant of the proposed KAF, that we denote as 2D-KAF. Roughly speaking, the 2D-KAF acts on a pair of activation values, instead of a single one, and learns a twodimensional function to combine them. It can be seen as a generalization of a two-dimensional maxout neuron, which is instead constrained to output the maximum value among the two inputs.
Similarly to before, we construct a dictionary d ∈ R D 2 ×2 by sampling a uniform grid over the 2D plane, by considering D positions uniformly spaced around 0 in both dimensions. We group the incoming activation values in pairs (assuming that the layer has even size), and for each possible pair of activations s = [s k , s k+1 ] T we output:
where d i is the i-th element of the dictionary, and we now have D 2 adaptable coefficients {α i } D 2 i=1 . In this case, we consider the 2D Gaussian kernel:
where we use the same rule of thumb in (32), multiplied by √ 2, to select γ. The increase in parameters is counter-balanced by two factors. Firstly, by grouping the activations we halve the size of the linear matrix in the subsequent layer. Secondly, we generally choose a smaller D with respect to the 1D case, i.e., we have found that values in [5, 8] are enough to provide a good degree of flexibility. Table 1 provides a comparison of the two proposed KAF models to the three alternative non-parametric activation functions described before. We briefly mention here that a multidimensional variant of the SAF was explored in Solazzi and Uncini (2000) . Maxout functions can only be plotted whenever N i−1 ≤ 3, which is almost never the case.
**
Only when using the Gaussian (or similar) kernel function. 
Related work
Many authors have considered ways of improving the performance of the classical activation functions, which do not necessarily require to adapt their shape via numerical optimization, or that require special care when implemented. For completeness, we briefly review them here before moving to the experimental section.
As stated before, the problem of ReLU is that its gradient is zero outside the 'active' regime where s ≥ 0. To solve this, the randomized leaky ReLU (Xu et al., 2015) considers a leaky ReLU like in (8), in which during training the parameter α is randomly sampled at every step in the uniform distribution U(l, u), and the lower/upper bounds {l, u} are selected beforehand. To compensate with the stochasticity in training, in the test phase α is set equal to:
which is equivalent to taking the average of all possible values seen during training. This is similar to the dropout technique (Srivastava et al., 2014) , which randomly deactivates some neurons during each step of training, and later rescales the weights during the test phase. More in general, several papers have developed stochastic versions of the classical artificial neurons, whose output depend on one or more random variables sampled during their execution , under the idea that the resulting noise can help guide the optimization process towards better minima. Notably, this provides a link between classical NNs and other probabilistic methods, such as generative networks and networks trained using variational inference (Bengio et al., 2014; Schulman et al., 2015) . The main challenge is to design stochastic neurons that provide a simple mechanism for back-propagating the error through the random variables, without requiring expensive sampling procedures, and with a minimal amount of interference over the network. As a representative example, the noisy activation functions proposed in Gulcehre et al. (2016) achieve this by combining activation functions with 'hard saturating' regimes (i.e., their value is exactly zero outside a limited range) with random noise over the outputs, whose variance increases in the regime where the function saturates to avoid problems due to the sparse gradient terms. An example is given in Fig. 5 .
Another approach is to design vector-valued activation functions to maximize parameter sharing. In the simplest case, the concatenated ReLU (Shang (Rennie et al., 2014) modifies a maxout neuron by returning the input activations in sorted order, instead of picking the highest value only. Multi-bias activation functions (Li et al., 2016) compute several activations values by using different bias terms, and then apply the same activation function independently over each of the resulting values.
Finally, the network-in-network (Lin et al., 2013) model is a non-parametric approach specific to convolutional neural networks, wherein the nonlinear units are replaced with a fully connected NN.
Experimental results
Experiments are divided in three parts. In Section 8.2 we perform a comparison of 13 activation functions, including the proposed KAF and 2D-KAF, on several datasets. Section 8.3 considers the use of a sparse penalty to further reduce the number of parameters. In Section 8.4 we explore the effect of creating larger networks, showing that the improvement in performance is not merely due to an increase in the number of adaptable parameters.
Experimental setup
We compare several activation functions, including the proposed KAF and 2D-KAF, on one medium-sized dataset and three large-scale datasets described schematically in Table 2 . In all cases, we preprocess the input features with an affine scaling in [−1.0, +1.0], and we substitute any missing value with the median value computed from the corresponding feature column. For the multi-class classification problems (Covertype and Sensorless), the output is encoded with a standard dummy encoding, while for the regression dataset (YearPredictionMSD) the output is linearly rescaled to [−0.9, 0.9]. We compare 13 activation functions grouped as follows:
Fixed : tanh, ReLU, Leaky ReLU (with α = 0.01), ELU, and SELU (with the parameters suggested in (Klambauer et al., 2017) ).
Parametric : PReLU, SReLU, and the generalized tanh in (11) (denoted as gen-tanh).
Non-parametric : APL (with S = 5 linear segments), maxout (with K = 3), SAF (with sampling ∆x = 0.1 and CR basis), the proposed KAF (with D = 20 dictionary elements), and our proposed 2D-KAF (with D = 7 dictionary elements).
The linear weights and biases are initialized from a Gaussian distribution with variance 0.01, while all the parameters for the adaptable activation functions are initialized as suggested in the original articles. For the adaptable functions, we also adapt the output layer in order to provide a maximum amount of flexibility to the networks. For training, we minimize the mean-squared error with 2 regularization whenever applicable. The scaling factor for the regularization term is selected using the Bayesian optimization library GPyOpt, 3 using a 3-fold cross-validated mean-squared error as validation metric. We optimize the cost function using the Adam optimization algorithm (Kingma and Ba, 2015) with default values, using randomly sampled mini-batches of 40 elements, up to a maximum of 20000 optimization steps. We evaluate the algorithms on a randomly kept 15% of the training data, averaging over 15 different initializations of the networks. For the YearPredictionMSD, we use the default test split suggested in (Bertin-Mahieux et al., 2011) .
We implemented all algorithms in Python, using the Autograd library (Maclaurin et al., 2015) for performing automatic differentiation. Code is freely accessible under open-source license on the web. 4
Results and discussion
To test the expressiveness of the activation functions, we train several NNs with a hidden layer having, respectively, 30, 20, 40, and 40 neurons for the different datasets. Average results are provided in Table 3 . For readability, we use classification accuracy as a performance metric for the classification datasets, and the R 2 score for YearPredictionMSD, so that higher results are always better irrespective of the dataset. In Table 3 , we highlight in bold the best result for each dataset, and we underline the second-best result.
Generally speaking, we see that there is a significant gap in performance between the non-parametric activation functions and all the others, while the performance of the parametric activation functions is more varied. As an example of the latter, the Leaky ReLU outperforms all parametric functions on the SUSY dataset, but is in turn outperformed by all of them in the Covertype dataset. If we consider the non-parametric functions, we can see that KAF achieves the best results two out of four times, and the secondbest result in the SUSY dataset, although its performance is very close to the second-best performing one in YearPredictionMSD. Similarly, 2D-KAF has the best result in the this dataset, and the second-best one in the Covertype dataset.
In order to better visualize the results, we show in Fig. 6 the mean ranks for the different functions, averaged over the four datasets. We see that the proposed algorithms outperform all the others while, interestingly, the SReLU performs similarly to the other non-parametric activation functions. Clearly, these better results come at the cost of an increase in the number of Table 3 . For readability, we abbreviate Leaky ReLU as L-ReLU.
parameters that must be adapted for the networks. In the next section we discuss this point more at length, and we investigate the use of sparsity-inducing penalties to reduce the number of parameters for the proposed approach.
Some plots of trained KAFs and 2D-KAFs on the Sensorless dataset are shown in Fig. 7 and Fig. 8, respectively, showing the large number of resulting shapes in the final networks.
Experiments with a sparse penalty
For NNs with fixed activation functions, sparse and group sparse penalties are a powerful way to reduce the number of parameters after training (Bengio, 2012; Scardapane et al., 2017) . As we stated before, however, most adaptable activation functions cannot be regularized in this fashion, with the notable exception of maxout. Nevertheless, sparse penalties can be immediately used with the proposed KAF and 2D-KAF. In particular, a sparse penalty has the interesting effect of making the resulting functions insensitive to some portions of the input space. To this end, we replicate the previous training experiment for ReLU, maxout, KAF and 2D-KAF, substituting the 2 penalty with a sparse 1 norm over the weights: where the regularization weight is chosen as before. The final accuracies of the resulting networks are given in Table 4 . We highlight in bold the results which improve over the best performing results in Table 3 .
While the sparse penalty has no significant effect for the ReLU activation function, it can substantially improve the performance for the non-parametric ones, increasing over the best performing accuracy in Table 3 in two datasets over four (Sensorless and SUSY).
In Fig. 9 we plot the mean number of parameters for the different networks, considering also maxout, KAF, and 2D-KAF trained with the 1 penalty. We see that maxout and SAF require a vastly larger number of parameters as compared to the other architectures, while KAF, 2D-KAF, and APL are able to obtain the results shown in Table 3 and Table 4 with only a small increase in the number of parameters to be adapted. Mean number of parameters 
Experiment with deeper networks
In order to further investigate the expressiveness of the non-parametric activation functions, we perform an experiment on the Covertype dataset by increasing the number of hidden layers for the ReLU activation function, the proposed KAF, and the APL one. The results of this set of experiments are shown in Fig. 10 .
Interestingly, the ReLU function is not able to obtain significantly better results whenever the number of hidden layers is greater than two, showing that the gap in performance between the different architectures is not merely due to the number of parameters but, more in general, to the expressiveness of the architectures. In fact, both APL and KAF are able to further increase their accuracies up to 5 hidden layers, with KAF obtaining an increase in test performance of approximately 5%.
Conclusive remarks
In this paper, after extensively reviewing known methods to adapt the activation functions in a neural network, we proposed a novel family of non-parametric functions, framed in a kernel expansion of their input value. We showed that these functions combine several advantages of previous approaches, without introducing an excessive number of additional parameters. Furthermore, they are smooth over their entire domain, and their operations can be implemented easily with a high degree of vectorization. Our experiments showed that networks trained with these activations can obtain a higher accuracy than competing approaches, and the number of parameters can be further reduced with the use of a sparsity-inducing penalty. From our initial model, we made a number of design choices in this paper, which include the use of a fixed dictionary, of the Gaussian kernel, and of a hand-picked bandwidth for the kernel. However, many alternative choices are possible, such as the use of dictionary selection strategies, alternative kernels, and several others. In this respect, one intriguing aspect of our framework is that it provides a further link between neural networks and kernel methods, opening up a large number of variations for our original approach.
