Abstract-The ability to predict rates of contaminant sorption and desorption in the environment is essential in order to determine contaminant bioavailability, predict contaminant fate and transport, and assess risk. In this paper, we present a new method to determine sorption-desorption time scales from the temporal moments of batch experimental data. Here, the term time scale has a precise meaning: Time scales are defined in terms of the parameters of kinetic sorption models. The method can be implemented with either a diffusion-based model (t diff ϭ a 2 /15D) or a linear-driving-force model (t LDF ϭ 1/k) for sorption kinetics and can be implemented with either a discrete or a continuous distribution of rate parameters. Three advantages to the new method are that the time scales t diff or t LDF can be calculated directly without best-fitting the experimental data, the calculated sorption-desorption time scales are not dependent on an arbitrarily chosen distribution (e.g., the commonly used gamma or lognormal distributions), and the time scales implied by the analysis are consistent with the time scale of the actual experiment. We apply the method to previously reported experiments of 1,2-dichlorobenzene (DCB) sorption onto four natural sorbents. Comparing the newly calculated sorption-desorption time scales to those reported previously indicates a different order for the four sorbents with regard to DCB sorption rate. Further applications and limitations of the method are discussed.
INTRODUCTION
Contaminant sorption and desorption by soils and sediments are very important processes with regard to contaminant bioavailability, fate and transport, and risk assessment. Quantifying the time scales of contaminant sorption and desorption has proven to be a more challenging task than once envisioned in part because these time scales are different for each sorbatesorbent system considered and in part because the precise mechanisms controlling sorption and desorption are still not completely understood even after decades of research [1, 2] .
One of the most commonly employed methods for quantifying contaminant sorption-desorption time scales is the batch uptake/release experiment. Typically, a batch uptake experiment proceeds as follows [3] [4] [5] [6] . First, a known volume of water, V water , and mass of soil, M soil , are placed in a closed vessel. Then a known mass of contaminant, M cont , is added to the aqueous phase of the closed vessel via rapid (pulse) injection. The aqueous concentration of the contaminant, C(t), is monitored over time and is found to decrease as contaminant mass is sorbed by the soil. Next, a conceptual and mathematical model, describing the processes that are believed to control the sorption process, is applied to the experimental data. Finally, sorption rates or time scales are quantified by determining the best-fit parameters of the conceptual/mathematical model. This method of computing sorption-desorption time scales has two fundamental problems: The conceptual/mathematical model selected is often chosen arbitrarily without a priori knowledge of the true physics governing the contaminant sorp-* To whom correspondence may be addressed (cunning@eng.usf.edu).
tion, and the selected model must be best-fit to the experimental data, a process that is time consuming and that can result in significant uncertainty in the apparent kinetic parameters. In recent years, sophisticated mathematical models have been developed that are often able to fit experimental batch data quite well with a minimum of adjustable parameters [5] [6] [7] [8] ; however, even these sophisticated models are not able to overcome the two fundamental drawbacks listed previously.
Furthermore, an additional problem exists when distributions (e.g., gamma or lognormal distributions) of rate parameters are used to describe batch sorption-desorption experiments. The batch experiments are typically conducted over days, weeks, or months. However, the best-fit distributions of rate parameters often imply that some of the pertinent sorption-desorption time scales are on the order of years, decades, centuries, or longer [5, 9] . While it is possible that these long time scales are in fact relevant, such information cannot be determined from an experiment run on a considerably shorter time scale [10] . Thus, a best-fit two-parameter distribution of rate coefficients like the gamma or lognormal distribution introduces artificial time scales that, while perhaps relevant, must be considered uncertain.
In this paper, we present a new method for interpreting the results of batch experiments in which sorption-desorption time scales are quantified directly from the experimental data. Here, the term time scale has a precise meaning: Time scales are defined in terms of the parameters of kinetic sorption models. For instance, our new method can be implemented with either a diffusion-based sorption model (t diff ϭ a 2 /15D) or a lineardriving-force kinetic sorption model (t LDF ϭ 1/k). With the new method, sorption-desorption time scales are calculated using the temporal moments of the experimental data. The zeroth temporal moment indicates the mean sorption-desorption time scale, and the first temporal moment indicates the variance of the distribution of time scales. This method provides the following advantages: A need no longer exists to go through the exercise of fitting a model to the data, the calculated sorption-desorption time scales are not dependent on an arbitrarily chosen rate distribution, and no artificial time scales are implied. We apply our method to previously reported experiments of 1,2-dichlorobenzene (DCB) sorption onto four natural sorbents. Comparing the newly calculated sorptiondesorption time scales to those reported previously indicates a different order of the four sorbents with regard to DCB sorption rate.
MATHEMATICAL DEVELOPMENT

Mass balance for batch sorption-desorption experiments
We begin by considering a batch sorption or desorption experiment in which a known volume of water, V water , and a known mass of soil, M soil , are added to a closed vessel. For a sorption experiment, a mass of contaminant, M cont , is added to the aqueous phase at time t ϭ 0. For a desorption experiment, the mass of contaminant M cont is initially sorbed onto the soil, while the aqueous phase is initially devoid of contaminant. In either case, the mass balance for the experiment can be written as
where C(t) is the time-dependent aqueous concentration (mass/ volume) and S(t) is the time-dependent sorbed concentration (mass/mass). For the purposes of demonstration, we ignore contaminant mass losses from degradation, volatilization, and so on.
For an uptake experiment, in which the contaminant mass is initially added to the aqueous phase, the initial conditions are
For a desorption experiment, in which the contaminant mass is initially sorbed onto the soil, the initial conditions are
After a sufficiently long time, the system will reach equilibrium, at which point the contaminant mass will be distributed between both the aqueous and the sorbed phases. For either a sorption or a desorption experiment, the equilibrium concentrations are
where K d is the well-known distribution coefficient (volume/ mass).
Distributed-rate modeling
One of the most sophisticated means of modeling batch uptake/release data is with a distributed-rate (sometimes called multirate) model [5] [6] [7] [8] [9] 11] . With this technique, we assume that the soil in the experiment consists of N distinct sorption domains, such that
where S j (t) is the contaminant mass in compartment j per total mass of sorbent. Each compartment is characterized by its own sorption-desorption rate or time scale. The N compartments are considered to exchange with the aqueous phase in parallel. Mathematically, the exchange between the sorbent compartments and the aqueous phase can be described by either a linear-driving-force (LDF) formulation or a diffusion formulation. For the LDF formulation (sometimes called a first-order formulation),
where k j is the exchange rate (1/time) for compartment j and ␤ j is the fraction of the sorbent associated with compartment j. For the diffusion formulation,
which assumes a spherical geometry; that is, the soil is comprised of N different types of spherical grains, each with its own radius a j . The effective diffusion coefficient for spheres of type j is D j , and q j (r,t) is the local concentration (mass/ mass) inside spheres of type j. The relative merits of the LDF model and the diffusion model have been considered in great detail in the open literature [5, [11] [12] [13] [14] [15] [16] , so details on these models are not provided here. It should be noted that Equations 6 and 7 require that the sorption isotherm is approximately linear over the pertinent concentration range. For most sorbate-sorbent systems, this condition will be met adequately as long as C eq /C 0 is greater than about 0.1; that is, the sorption experiment spans only about one order of magnitude in aqueous concentration. Many experiments meet this condition, so the restriction of isotherm linearity is not considered a significant limitation. For instance, if we consider sorption isotherm data spanning one order of magnitude in aqueous concentration and the data are perfectly described by a Freundlich isotherm with exponent 0.8, then fitting a linear isotherm to the same data provides an r 2 value of 0.962 for the linear isotherm fit. We would consider this acceptably close to linear.
Previously, the values of k j (or D j /a j 2 for the diffusion model) have been estimated by assuming a particular form of the distribution of k j , for instance, a gamma distribution or a lognormal distribution [5] [6] [7] [8] [9] . The parameters of the distribution (e.g., the mean and the variance) are then estimated by determining what values give the best fit of the model to the experimental data. This method suffers from the drawbacks that have been discussed previously. Here we present our new method for quantifying sorption-desorption time scales.
Sorption-desorption time scales
We define the time scales for the sorption-desorption process for either the LDF sorption model or the diffusion sorption model:
where the presence of the factor 15 in the definition of t diff has Table 1 . Mean and variance of the distribution of sorption-desorption time scales for batch experiments
been discussed elsewhere [12, 13, 15, [17] [18] [19] . If a distribution of the exchange rates k j or the diffusion rates D j /a j 2 exists, then a corresponding distribution of the time scales t LDF or t diff also exists. The mean and the variance of t LDF are given as follows:
and the mean and variance of t diff are defined similarly. For continuous distributions of rate parameters, the summations in Equation 9 are replaced by integrals, for example, for the LDF model:
where p(k) is the probability density function that describes the distribution of rate coefficients k. The parameters defined in Equations 9 and 10, mean(t LDF ) and var(t LDF ) (or their diffusive analogs), are important and physically meaningful parameters. The parameter mean(t LDF ) is a measure of how long sorption-desorption takes to equilibrate; higher values of mean(t LDF ) indicate slower sorption kinetics. The parameter var(t LDF ) indicates the breadth of the range of applicable sorption time scales: A small value of var(t LDF ) indicates that most contaminant sorption occurs at approximately the same rate, whereas a large value of var(t LDF ) indicates that some sorption occurs rapidly while some sorption occurs much more slowly.
An essential point of this paper is that the mean and the variance of t LDF and/or t diff can be calculated directly from the experimental data without any assumption of the shape of the distributions. This calculation is accomplished with the use of temporal moments of the experimental data, as described in the next section.
The parameters mean(t LDF ) and var(t LDF ) could be used to elucidate the underlying physics and chemistry of the contaminant sorption process. Historically, the sorption rate parameter k has been used for this purpose. For example, Brusseau and coworkers have examined the role of intra-organic-matter diffusion by correlating k with other parameters, such as the distribution coefficient, K d [20] [21] [22] [23] ; the sorbate molecular connectivity index, 1 
X
v [23] [24] [25] ; or the volume fraction of an organic cosolvent, f c [21] . However, one problem with this procedure is that the rate parameter, k, is a single best-fit value representing what is, presumably, a heterogeneous distribution of sorption sites and sorption rates. Here we suggest that using mean(t LDF ) in place of k might provide additional information in part because mean(t LDF ) accounts for the distribution of sorption time scale and in part because it can be determined without curve fitting, as described in the following.
Temporal moments of batch sorption-desorption data
For a sorption experiment, the aqueous concentration C(t) decreases over time, from C 0 ϭ M cont /V water to C eq . For a desorption experiment, the aqueous concentration C(t) increases over time from C 0 ϭ 0 to C eq . Here we define a normalized concentration
which has the advantage that, for either sorption or desorption experiments, C(t) decreases over time from 1 to 0. We also define the zeroth and first temporal moments of the normalized concentration:
The units of m 0 are time; the units of m 1 are time 2 . These integrals are calculated directly from the experimental data using, for instance, the trapezoidal rule for integration. These integrals are easy to calculate and, for most data sets, can be calculated quite accurately. However, one limitation is that the sorption-desorption experiment must proceed all the way to equilibrium. If the experiment is stopped before equilibrium is reached, then the integrals in Equation 12 cannot be calculated accurately because C(t) will not have reached its final value of 0. Among the important points to notice from the results shown in Table 1 are the following. The diffusion model and the LDF model yield the same value of the mean time scale; that is, mean(t LDF ) ϭ mean(t diff ). Therefore, if all we want to know is the mean sorption time scale, the result can be determined by simply calculating m 0 , and it is independent of what type of sorption model we assume. Also, in contrast to the mean time scale, the variance of the time scales does depend on our selection of the LDF model or the diffusion model. For a given set of experimental data, the apparent variance of time scales will be greater if we assume the LDF model than if we assume the diffusion model. This is consistent with an observation made previously by Hollenbeck et al. (Fig. 2 of Table 2 . Best-fit parameters of the gamma distribution of lineardriving-force rate coefficients for 1,2-dichlorobenzene sorption onto four natural sorbents a Normalized concentration, C (t), versus time for sorption of 1,2-dichlorobenzene onto four natural sorbents. The data are the same data as presented previously by Deitsch et al. [9] but renormalized as C (t). The normalized concentration C (t) is defined to decay from 1 to 0 over time. Fig. 1 . Cumulative distribution functions for the gamma distributions of linear-driving-force rate coefficients describing sorption of 1,2-dichlorobenzene onto four natural sorbents. These are the best-fit gamma distributions as determined by Deitsch and coworkers [9, 26, 27] . Table 2 shows the corresponding shape factors and scale factors. reference [10] ): A distribution of LDF rates is significantly broader than the equivalent distribution of diffusion rates. Using the previous mathematical expressions, it is a simple process to calculate the mean and variance of the sorptiondesorption time scales from batch experimental data as follows. First, experimental batch data are normalized according to Equation 11 . Next, the temporal moments are calculated according to Equation 12 . Finally, mean(t) and var(t) are calculated using the expressions shown in Table 1 . The calculations are performed without any assumption of the shape of the distribution of rate coefficients and without curve fitting. In the following section, we apply this procedure to previously reported experimental data and compare the results to those found previously.
APPLICATION TO EXPERIMENTAL DATA
In previous publications, Deitsch and coworkers [9, 26, 27] examined the sorption and desorption of DCB by five natural sorbents: Woodburn silty sand, Picatinny sand, Picatinny peat, Army Corps of Engineers (ACE) sand, and ACE silty clay.
For all sorbents, experimental sorption data were best-fit with gamma distributions of LDF rate coefficients. The best-fit parameters of the gamma distributions were then used to draw conclusions about the mechanisms governing the sorptiondesorption process. One of the five sorbents, Woodburn silty sand, is not considered here because sorption experiments on Woodburn silty sand did not reach equilibrium [9] . For the other four sorbents, Table 2 lists the best-fit values of the gamma distribution of LDF rate coefficients for DCB sorption as determined by Deitsch and coworkers [9, 26, 27] . Figure 1 shows the corresponding cumulative distribution functions. Based on the best-fit gamma distributions, the sorbents follow this order (from fastest to slowest): ACE sand Ͼ Picatinny peat Ͼ Picatinny sand ഠ ACE silty clay. Figure 2 shows plots of C(t) versus time for the four natural sorbents considered here. The data represented in Figure 2 are the same data as presented previously by Deitsch et al. [9] but renormalized as C(t). As discussed previously, C(t) is defined to decay from 1 to 0 over time. Deitsch et al. [9] presented the data with the x-axis shown on a logarithmic scale; here we use a linear scale on the x-axis because the data are being integrated numerically to yield m 0 and m 1 . Table 3 shows the values of m 0 , m 1 , mean(t LDF ), and var(t LDF ) for all four sorbents.
Based on the moment analysis and the mean sorption time scales, the sorbents follow this order (from fastest to slowest): ACE silty clay Ͼ ACE sand Ͼ Picatinny peat Ͼ Picatinny sand.
Hence, the two methods predict the same order, with the notable exception of the ACE silty clay. Sorption by the ACE silty clay either is the fastest (according to the moment analysis) or is one of the slowest (according to the best-fit gamma distributions). The ACE silty clay experiment reached equilibrium in about 30 to 50 d, significantly faster than, say, the Picatinny sand, despite a lower value of M soil /V water . This would seem to indicate that uptake by the ACE silty clay is actually much faster than uptake by the Picatinny sand, as predicted by the moment analysis. Thus, although the gamma distribution is able to do an excellent job of fitting the experimental data for the ACE silty clay (see fig. 2 of reference [9] ), it might not give an accurate indication of the relative speed of uptake by that sorbent. The moment analysis is probably a better indication of the true sorption behavior because it depends neither on the assumption of a gamma distribution of rate coefficients nor on the best-fit sorption parameters, which have some uncertainty associated with them.
DISCUSSION
Using the method described previously, the mean and the variance of t LDF and/or t diff can be calculated directly from batch experimental data. The primary advantages of this method are that no need exists to go through the exercise of bestfitting the experimental data with a mathematical model, the calculated sorption-desorption time scales are not dependent on an arbitrarily chosen distribution (e.g., the commonly used gamma or lognormal distributions), and the time scales implied by the analysis are consistent with the time scale of the actual experiment. The resultant values of mean(t) and var(t) are physically meaningful quantities and can be used to elucidate the underlying sorption-desorption mechanisms. Furthermore, compared to a simpler method such as, for instance, quantifying the time to reach 90% of equilibrium, the method presented here has the added advantage of quantifying the variance of the distribution of sorption time scales, var(t). Recent literature has suggested that this variance can be quite broad, with potentially significant implications [8] [9] [10] [26] [27] [28] .
The method described here does not provide confidence intervals for the estimated values of mean(t) and var(t). This is a disadvantage as compared to curve fitting, which is able to provide confidence intervals for the best-fit parameters of the fitted distribution [9, 26] . However, an advantage of the method proposed here is that it should be relatively insensitive to small random errors in the experimental data because such errors would be smoothed out by the integration of C(t).
Also, Equation 12 shows that in the calculation of the first moment, m 1 , the experimental data are weighted by the measurement time, t. Therefore, later data points count more heavily toward the calculation of m 1 , and uncertainty or error in the later data points can lead to significant uncertainty or error in the calculation of m 1 . This is a limitation of most temporal moment calculations in general. Higher-order temporal moments suffer more greatly from this limitation.
It should be noted that the calculated time scales, mean(t LDF ) and var(t LDF ) (or their diffusion-based analogs), cannot be directly incorporated into predictive models for contaminant fate and transport. Transport models still require specification of the rate coefficients k j or D j /a j 2 , not just the mean and variance of the distribution of time scales. However, the mathematical procedure outlined in this paper provides a new method for selecting the distributions of those rate coefficients without best-fitting the experimental data. This method is described as follows. Consider, for instance, a lognormal distribution of LDF rate coefficients k:
where is the mean of the distribution of ln(k) and 2 is the variance of the distribution of ln(k). This distribution of LDF rate coefficients has often been used to fit experimental batch and column sorption data [5, 28, 29] . The parameters and 2 have typically been determined by best-fitting the sorption model output to the experimental data [5, 28, 29] . An alternate approach based on the work presented here would be to calculate and 2 directly from the temporal moments of the experimental data, that is, without going through the process of curve fitting. Specifically, for the lognormal distribution given in Equation 13 , could be derived for other selected distributions, such as the gamma distribution, but the results are not presented here. Therefore, if we want to determine a distribution of LDF rate coefficients from batch sorption data, we can do so without curve fitting, according to the following procedure. First, experimental batch data are normalized according to Equation 11 . Next, the temporal moments are calculated according to Equation 12 . Then, mean(t LDF ) and var(t LDF ) are calculated using the expressions shown in Table 1 . Finally, the lognormal distribution parameters and 2 are determined from Equation 14 . This procedure will produce values of and 2 that exactly honor the temporal moments of the experimental data.
To demonstrate the utility of this method, we applied it to the Picatinny sand data of Deitsch et al. [9] . The calculated values of mean(t LDF ) and var(t LDF ) are shown in Table 3 . The calculated parameters of the lognormal distribution are ϭ Ϫ1.02 and 2 ϭ 1.49 (based on k in units of d Ϫ1 ). This distribution of rate coefficients produces a predicted sorption curve as shown in Figure 3 . The experimental data in Figure  3 are the same as those in Figure 2 but are expressed in mg/L instead of dimensionless concentration. The predicted curve matches the experimental data well and was derived without any best-fitting of the data. Instead, the predicted curve was derived by exactly matching the first two temporal moments of the experimental data, according to the procedure described previously. The distribution of LDF rate coefficients derived through this procedure is much less broad than the distribution derived by curve fitting (Fig. 1) but still does an acceptable job of describing the experimental data. Therefore, one (but not the only) potential application of the method presented here is the estimation of distributions of rate coefficients without curve fitting.
Of course, certain limitations to the approach presented in Fig. 3 . Comparison of model prediction to experimental data for the sorption of dichlorobenzene (DCB) onto Picatinny sand. Experimental data are from Deitsch et al. [9] and are the same as those shown in Figure 2 but expressed as mg/L instead of dimensionless concentration. The model prediction is based on a lognormal distribution of linear-driving-force rate coefficients. The parameters of the lognormal distribution are derived from Equation 14 , not by best-fitting the data. Therefore, the model prediction matches the first two temporal moments of the experimental data.
this paper exist. For instance, as discussed previously, the method should be applied to sorption experiments that proceed to equilibrium and that exhibit isotherm linearity over the relevant concentration range. Furthermore, certain conditions or processes are not accounted for by the methodology presented here. Examples of such processes include shrinking and swelling of clay minerals, sorption-desorption hysteresis, reorganization of soil organic matter over time, and/or dependence of sorption rate on initial concentration. These factors would be important to consider under some but not all experimental conditions. Hence, we recommend that investigators use caution in applying the method demonstrated here to be sure that the experimental conditions are conducive to the method's application. Under the proper circumstances, the method presented in this paper represents a significant improvement in our ability to quantify sorption-desorption time scales from batch experiments.
