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TEST FUNCTIONS IN CONSTRAINED INTERPOLATION
JAMES PICKERING
Abstract. We give a set of test functions for the interpolation problem on
H∞
1
, the constrained interpolation problem studied byDavidson, Paulsen,
Raghupathi and Singh. We show that this set of test functions is minimal.
1. Background and Introduction
There has been increased interest in constrained interpolation problems
recently. Theseproblems havemany of the unusual characteristics of harder
interpolation problems (they generally require collections of kernels, and
have interesting behavior in the case of matrix valued interpolation, much
like interpolation on multiply-connected domains), but are simple enough
that we can do calculations explicitly (the kernels are typically rational
functions), andwe can reusemuch of the theory of interpolation on the unit
disc.
The basic problem, as discussed in [DPRS07], is the following: Under
what circumstances can we find a bounded, holomorphic function f on the
disc, with zero derivative at 0 (that is,
f ∈ H∞1 :=
{
1 ∈ H∞ : 1′(0) = 0
}
for our function f ), which takes prescribed values w1, . . ., wn at prescribed
points z1, . . ., zn. The solution, as given in [DPRS07], is analogous to the
Nevanlinna-Pick theorem; such a function exists if and only if(
(1 − wiw j)k
s(z j, zi)
)n
i, j=1
≥ 0 ∀s ∈ S2 ,
where S2 denotes the real 2-sphere, and the kernels ks are a particular class
of kernels, parameterised by points s on the sphere1.
In this paper, we look at interpolation with test functions in H∞
1
. The
test function approach to interpolation originates with Agler (see [AM02]
for a treatment of Agler’s approach to this subject, as well as for general
2000 Mathematics Subject Classification. Primary: 47A57; Secondary: 32C15, 46E20, 46E22,
47B32.
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1They actually give two, different, Nevanlinna-Pick type theorems, but the second is not
relevant here.
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background on the field), althoughwe’ll be taking results and notation from
Dritschel and McCullough’s paper ([DM07]) on the subject.
We give a set of test functions for H∞
1
, broadly following the approach of
[AHR07], via a Herglotz representation for H∞
1
. These test functions turn
out to be rational functions, and the set of test functions is parameterised
by the sphere. We show, using techniques similar to those in [DM07],
that our set of test functions is minimal. We give some indication of how
these techniques could yield test functions for other types of constrained
interpolation problem, although the theory appears to be less elegant in
these situations.
We’ll also introduce the idea of differentiating kernels. These are a simple
analogue of reproducing kernels, and whilst they’re not particularly inter-
esting in and of themselves, they have proved to be a useful tool when
working with problems of this sort.
2. Differentiating Kernels
In this paper, it’s convenient to introduce differentiating kernels. These are
along much the same lines as reproducing kernels: We know by Cauchy’s
integral formula that differentiation is a bounded linear functional on H2,
so for each x ∈ D, and for each i = 0, 1, 2, . . ., there exists some function
k
(
x(i), ·
)
∈ H2 such that
f (i)(x) =
〈
f (·), k
(
x(i), ·
)〉
.
The above argument also holds forH2(R), for any finitely connected pla-
nar domain R. In the case of H2[= H2(D)], we can use Cauchy’s integral
formula to calculate k(x(i), y) explicitly. We note that complex contour in-
tegration is with respect to dz = 2πi.z ds, where s is normalised arc length
measure (the measure on H2). So, if we let f ∈ H∞, then
f (n)(x) =
n!
2πi
∮
T
f (z)
(z − x)n+1
dz
=
n!
✟
✟2πi
∫
T
✟
✟2πi z f (z)
(z − x)n+1
ds
=
∫
T
f (z)
(
n!
z
(z − x)n+1
)
ds
=
∫
T
f (z)
(
n!
z−1
(z−1 − x)n+1
)
ds
=
∫
T
f (z)
(
n!
zn
(1 − xz)n+1
)
ds
=
〈
f (z), n!
zn
(1 − xz)n+1
〉
z
.
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Since H∞ is dense in H2, this also holds for f ∈ H2. We can now see that
k(x(n), y) = n!
yn
(1 − xy)n+1
=
∂n
∂xn
k(x, y)
where k(x, y) = (1−xy)−1 is the ordinary Szego˝ kernel. For brevity, wewrite
kx(i) for the function k(x
(i), ·).
If M f is the multiplication operator of f on H
∞, these differentiating
kernels satisfy
M∗f
kx(n)
n!
=
n∑
i=1
f (i)(x)∗
i!
k(n−i)
(n − i)!
,
as 〈
1, M∗f
kx(n)
n!
〉
=
〈
M f1,
kx(n)
n!
〉
=
〈
f1,
kx(n)
n!
〉
=
1
n!
( f1)(n)(x)
=
1
n!
n∑
i=1
( ni ) f
(i)(x)1(n−i)(x)
=
n∑
i=1
f (i)(x)
i!
1(n−i)(x)
(n − i)!
=
〈
1,
n∑
i=1
f (i)(x)
i!
kx(n−i)
(n − i)!
〉
.
3. Test Functions
3.1. Definitions. We refer the reader to [DM07] for more in depth discus-
sion of test functions2. For our purposes, we will need some basic defi-
nitions. Note that despite the similarity in name, these test functions are
unrelated to their namesakes in distribution theory
Definition 3.1. A set Ψ of complex valued functions on a set X is a set of
test functions if:
(1) For each x ∈ X,
sup
{∣∣∣ψ(x)∣∣∣ : ψ ∈ Ψ} < 1 .
(2) If F is a finite set with n elements, then the unital algebra generated
byΨ|F (the restrictionofΨ toF) is n-dimensional (that is,Ψ separates
points).
2Many of these ideas are also covered in [AM02], although our notation is largely taken
from [DM07].
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Definition 3.2. For any collection of test functions Ψ, we define a set of
positive kernels
KΨ :=
{
k : x × x→ C| (1 − ψ(x)ψ(y))k(x, y) ≥ 0∀ψ ∈ Ψ
}
.
From this, we define a normed spaceH∞(KΨ). We say a function f : X → C
is in H∞(KΨ) with
∥∥∥ f∥∥∥
H(KΨ)
≤ 1 if
(1 − f (x) f (y))k(x, y) ≥ 0∀k ∈ KΨ .
Since we have defined the unit ball of H∞(KΨ), by extension we have
defined the whole of H∞(KΨ), and given its norm.
3.2. Zero Norm Probability Measures. We start out by finding a set of test
functions for H∞
1
. Since test functions have norm 1 or less, the möbius
transform
m : z→
1 + z
1 − z
(which takes the unit disc to the right half plane), takes test functions to
functions with positive real part. Since H∞
1
⊆ H∞, our test functions must
have a Herglotz representation (see Theorem 1.1.19 of [AHR07]), so if ψ is
a test function, f (z) =
1+ψ(z)
1−ψ(z) , and f (0) > 0,
3 then
f (z) =
∫
T
w + z
w − z
dµ(w)
for some positive measure µ. For our test function to be in H∞
1
, we also
need that ψ′(0) = 0. We can see that since
f ′(z) = ψ′(z)m′
(
ψ(z)
)
and m′ , 0, we have that ψ′(0) = 0 if and only if f ′(0) = 0.
Now,
f ′(z) =
∫
T
(
d
dz
w + z
w − z
)
dµ(w) =
∫
T
2w
(w − z)2
dµ(w)
so
f ′(0) =
∫
T
2
w
dµ(w) = 2
∫
T
wdµ(w) = 2
∫
T
wdµ(w)
so if µ is a probability measure (which it will later be convenient to assume
it is), then the condition that ψ′(0) = 0 is equivalent to the condition that
E(µ) = 0, so µ has zero-mean. It should be noted here that requiring µ to be a
probability measure is equivalent to requiring that f (0) = 1, or equivalently
still, that ψ(0) = 0.
We have proved the following:
Theorem 3.3. The analytic function ψ has
∥∥∥ψ∥∥∥
∞
≤ 1, ψ(0) = 0, and ψ′(0) = 0 if
and only if the corresponding measure is a zero-mean probability measure.
3This condition isn’t as problematic as it looks
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3.3. Extreme Directions. We’ll be using a lot of techniques and definitions
from [AHR07]. In that paper, they used the convention that if Xwas a “real
function space” in some sense, then Xh is the set of all real functions in X
corresponding to holomorphic functions. Here, we’ll use the convention
that X1 is the set of all real functions in X corresponding to holomorphic
functions with zero derivative at 0, in ways that should be fairly clear.
If L2
R
(T) is defined in the usual way, then L2,1
R
(T) is the set of all functions
in L2
R
(T) which are the real part of an analytic function with f ′(0) = 0. It is
easy to see that
(
L2,1
R
(T)
)⊥
= span {Imz, Rez}, so L2,1
R
(T) has co-dimension 2
in L2
R
(T). If MR(T) is the space of finite regular real Borel measures
4 on T,
and CR(T) is the space of real continuous functions onT (MR(T) is the dual
of CR(T), under the weak-* and uniform topologies, respectively), then as
in [AHR07]:
M1
R
(T) = {Imz, Rez}⊥
and
C1
R
(T)⊥ = span {Imz ds, Rez ds} .
We also need to make use of extreme directions. We say a vector x in a
cone C is an extreme direction in C if, to have x = x1 + x2 for some x1, x2 ∈ C
we need x1 = tx and x2 = sx for some s, t ≥ 0.
This allows us to formulate the following:
Theorem 3.4. Let E =
{
µ ∈M1
R
(T) : µ ≥ 0
}
. If µ is an extreme direction in E,
then µ is supported at three or fewer points on T.
Proof. Suppose µ is supported on four or more points in T, and divide the
support of T into four parts, ∆1 to ∆4. Let µi = χ∆iµ, where χ∆ is the
indicator function on ∆. LetM = span{µ1, . . . , µ4}. The dimension ofM is
4, and sinceM1
R
(T) has co-dimension 2 inMR(T), we must have that
dim
(
M∩M1
R
(T)
)
≥ 2 .
Therefore, there must exist a ν ∈ M∩M1
R
(T) which is linearly independent
of µ. Since a measure α1µ1+ · · ·+α4µ4 ∈ M is positive whenever α1, . . . , α4
are all positive, we can choose an ǫ > 0 small enough that µ ± ǫν ≥ 0.
Therefore, 12 (µ ± ǫν) ∈ E, but
µ =
1
2
(µ + ǫν) +
1
2
(µ − ǫν)
so µ is not an extreme direction in E. 
We can combine this with Theorem 3.3 on the facing page, that E(µ) = 0
for µ ∈ E.
4Remember that we can associate a harmonic function to a measure µ ∈ MR(T) via the
Poisson kernel.
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Figure 3.1. Types of Element in Θ̂
If µ is supported at one point of T, then it is clearly impossible to have
E(µ) = 0.
If µ is supported at two points, then 0 must be in the convex hull of
these two points (the line between them), and so the two points must lie
opposite each other on the circle, and both have equal weight (if µ is to be
a probability measure, this weight must be 12 ).
Ifµ is supportedat three points, then thesepointsmust be such that 0 is in
the interior of their convex hull (that is, the interior of the triangle they form;
if 0 lies on one of the lines of the triangle, then µ will only be supported
on the two points at either end of the line, so this is the degenerate case
we had before). We can also see that if µ is a probability measure, then its
weights are uniquely determined by the points it supports – theweights are
precisely the barycentric co-ordinates of 0, with respect to the three points
of the triangle.
We can now note that, if a measure µ in E is supported on three or fewer
points, it is uniquely determined by those points, up to multiplication by
a scalar. In particular, if µ = t1µ1 + t2µ2, for some µ1, µ2 ∈ E, then µ1 and
µ2 must be supported on a subset of the support of µ, so must be scalar
multiples of µ, so we have characterised the extreme directions in E.
Note that we can rescale any non-zero measure in E to a probability
measure.
3.4. Some Topology. This is a convenient time to talk about the “space”
of test functions. We define a set Θ̂, containing two types of element, as
shown in Figure 3.1:
• diameters of the circle
• triangles, with vertices on the circumference of the circle, and the
centre of the circle in their interior
To topologise this set, we say that a sequence of triangles converges to a
triangle if its points converge, and if we have a sequence of triangles where
the centre of the circle seems to converge to one of the lines, then we say
the sequence converges to the diameter, as in Figure 3.2 on the facing page.
Essentially, the third point on the triangle disappears, which makes sense,
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Figure 3.2. Convergence in Θ̂
as in the case of the zero-mean probability measures above, the weight of
the third point would tend to zero – in fact, if we identify points in Θ̂ with
zero-mean probability measures on the circle, as in the discussion following
Theorem3.4, we can see that this topology corresponds exactly to theweak-*
topology onMR(T).
When we’re dealing with test functions (we haven’t defined what these
are yet, but this is the most convenient place for this discussion; it may
make sense to re-read this paragraph later), we can safely identify two test
functions if one is a constant, unimodular multiple of the other. If µ is a
zero-meanprobabilitymeasure supported onnpoints, then the test function
ψµ induced by µ will be an n-to-one Blaschke product, with ψ′µ(0) = 0,
ψµ(0) = 0 andψµ(w) = 1 preciselywhenw is in the support ofµ. Conversely,
if we have such a function ψ, then there is a corresponding zero-mean
probability measure µψ, with support ψ−1({1}). If we have a test function
ψµ, corresponding to a µ ∈ Θ̂, then ψ˜ := ψµ(−1)ψµ is a two-or-three-to-one
inner function of the type required, and since ψ˜(−1) = 1, the corresponding
measure µ˜ is supported at −1.
If we define an equivalence relation ∼ on Θ̂ by
µ1 ∼ µ2 ⇐⇒ ψµ1 = λψµ2 for some ‖λ‖ = 1
then we can define Θ := Θ̂/ ∼. By the above reasoning, Θ can be thought
of as the set of all triangles or diameters in Θ̂with a vertex at −1 (i.e, on the
leftmost point of the circle). When viewed in this sense, there is only one
diameter in Θ.
It’s interesting to note that Θ is homeomorphic to S2. We show (using a
certain amount of hand-waving) thatΘ is homeomorphic to C∪ {∞}. First,
we set the diameter (in Θ) as ∞. This leaves the set of all triangles in Θ.
We know that any triangle in Θ can be represented by a triangle with a
point at −1 (the left hand side of the circle), so we put point one on the
left of the circle, allow point two to vary over the whole top of the circle
(corresponding to the real axis), and allow point three to vary over the range
of points opposite the arc between point one and point two (corresponding
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Figure 3.3. The setup for Θ
to the imaginary axis) as in Figure 3.3. As either of thesepoints tend towards
the edges of their ranges, the triangle tends towards the diameter – which
corresponds to∞.
3.5. The Test Functions. If we take the set of probability measures in
M1
R
(T), this is a subset of E, and in fact corresponds to Eρ, in the sense
of Lemma 3.4 of [AHR07], where ρ(µ) = µ(T). We know, therefore, that Eρ
is convex, and we showed before that its extreme points are given by Θ̂.
Eρ is compact by the Banach-Alaoglu theorem, so we can apply the Krein-
Milman theorem, and we see that for any µ ⊆ Eρ, there exists a probability
measure νµ on Θ̂ such that
5
µ =
∫
Θ̂
ϑdνµ(ϑ)
Now, probability measures in M1
R
(T) correspond to analytic functions f
on D with positive real part, f ′(0) = 0, and f (0) = 1, using the Herglotz
representation theorem. We define
hϑ(z) :=
∫
T
w + z
w − z
dϑ(w)
and
ψϑ =
hϑ − 1
hϑ + 1
5We are, confusingly but unavoidably, talking about integrating a measure-valued function
(that’s ϑ), with respect to ameasure (that’s νµ). Also, the points in the space that νµ integrates
over (that’s Θ̂) are, themselves, measures (they’re measures on T)
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for all ϑ ∈ Θ̂. Using the reasoning above, we can write
f (z) =
∫
T
w + z
w − z
dµ(w)
=
∫
T
w + z
w − z
[∫
Θ̂
(dϑ(w)) dνµ(ϑ)
]
=
∫
Θ̂
[∫
T
w + z
w − z
dϑ(w)
]
dνµ(ϑ)
=
∫
Θ̂
hϑ(z)dνµ(ϑ) .
This gives us a new “Herglotz representation”, which I’ll call a Herglotz-
Agler representation:
Theorem 3.5. If f is an analytic function onD with positive real part, f ′(0) = 0,
and f (0) > 1, then there exists some positive real measure ν on Θ̂ such that
f (z) =
∫
Θ̂
hϑ(z)dν(ϑ) .
We now prove the main result, which uses terminology from [DM07].
I’ll be using Ψ to refer to the set of test functions associated with Θ, so
Ψ :=
{
ψϑ : ϑ ∈ Θ
}
):
Theorem 3.6. The two spaces H∞ (KΨ) and H
∞
1
(D) are isometrically isomorphic,
that is, H∞ (KΨ) = H
∞
1
(D) and ‖ · ‖KΨ = ‖ · ‖H∞1 (D)
Proof. One way is simple. SinceΨ ⊆ H∞
1
(D), we know thatKΨ contains the
set K∞
1
of reproducing kernels given in [DPRS07], so if ζ ∈ H∞ (KΨ), and
‖ζ‖KΨ ≤ 1, then ([
1 − ζ(z)ζ(w)
]
k(x, w)
)
≥ 0
for all k ∈ K∞
1
. Therefore, ζ must be in H∞
1
(D), with ‖ζ‖H∞
1
(D) ≤ 1, so
H∞ (KΨ) ⊆ H
∞
1
(D).
Now, suppose that ζ ∈ H∞
1
(D) and ‖ζ‖H∞
1
(D) ≤ 1. For now, we also
suppose that ζ(0) = 0. We let
f :=
1 + ζ
1 − ζ
so
ζ =
f − 1
f + 1
Hence
(3.1) 1 − ζ(z)ζ(w) = 2
f (z) + f (w)
( f (z) + 1)( f (w) + 1)
We know that f has positive real part, f (0) = 1 and f ′(0) = 0, so we can
use our Herglotz-Agler representation, Theorem 3.5, and find that there is
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a measure ν on Θ̂ such that
f =
∫
Θ̂
hϑdν(ϑ) .
We can then show, using the definition of ψϑ and (3.1), that
1 − ζ(z)ζ(w) =
∫
Θ̂
1 − ψϑ(z)ψϑ(w)(
f (z) + 1
) (
1 − ψϑ(z)
) (
1 − ψϑ(w)
) (
f (w) + 1
)dν(ϑ)
We know that if ϑ ∈ Θ̂, then ψϑ(−1)ψϑ ∈ Ψ. If we define a positive kernel
Γ : D ×D→ Cb(Ψ)
∗ by
Γ(z, w)α =
∫
Θ̂
α
(
ψϑ(−1)ψϑ
)
(
f (z) + 1
) (
1 − ψϑ(z)
) (
1 − ψϑ(w)
) (
f (w) + 1
)dν(ϑ)
We can then see that
1 − ζ(z)ζ(w) = Γ(z, w)(1 − E(z)E(w)∗)
so ζ ∈ H∞(KΨ) and ‖ζ‖KΘ ≤ 1.
To see that this holds when ζ(0) , 0, simply note that
1 −
(
ζ(z) − a
1 − a¯ζ(z)
) (
ζ(w) − a
1 − a¯ζ(w)
)
=
(1 − aa¯)
(
1 − ζ(z)ζ(w)
)
(1 − a¯ζ(z))
(
1 − aζ(w)
) .
Therefore, ζ ∈ H∞ (KΨ), and ‖ζ‖KΨ ≤ 1, soH
∞ (KΨ) = H
∞
1
(D) and ‖·‖KΨ =
‖ · ‖H∞
1
(D), as required. 
3.6. Minimality. As in [DM07], we show that this set of test functions is
minimal, in the sense that there is no closed subset C ofΨ so that C is a set
of test functions for H∞
1
. First, we need a lemma.
Lemma 3.7. If, for some measure µ on a space C, and some separable Hilbert
space H, M ∈ B(H), f ∈ B(H) ⊗ L1(µ), f (x) ≥ 0 µ-almost everywhere, and
M ≥
∫
C
f (x) dµ(x), then for all scalars δ > 0 there exists some C′ ⊆ C and some
scalar Nδ > 0, such that µ(C − C
′) < δ and M ≥ Nδ f (x).
Proof. Define, for N > 0, and ϕ ∈ H,
C
ϕ
N
=
{
x ∈ C :
〈(
M −N f (x)
)
ϕ, ϕ
〉
≥ 0
}
CN =
{
x ∈ C : M ≥ N f (x)
}
C0 =
⋃
N>0
CN C
ϕ
0
=
⋃
N>0
C
ϕ
N
We can see that, for any given ϕ ∈ H, C − C
ϕ
0
is a µ-null set. To see
this, note that for x to be in C − C
ϕ
0
, we’d need to have
〈
Mϕ, ϕ
〉
= 0 but〈
f (x)ϕ, ϕ
〉
> 0, however,
〈
Mϕ,ϕ
〉
≥
〈∫
C
f (x) dµ(x)ϕ,ϕ
〉
≥
∫
C−C
ϕ
0
〈
f (x)ϕ, ϕ
〉
dµ(x) ≥ 0 ,
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which is a contradiction.
If Φ is a countable dense subset of the unit ball in H, we can see that
CN =
⋂
ϕ∈Φ
C
ϕ
N
and so
C − C0 =
⋂
N>0
(C − CN) =
⋂
N>0

⋃
ϕ∈Φ
[
C − C
ϕ
N
]
=
⋃
ϕ∈Φ
⋂
N>0
[
C − C
ϕ
N
] = ⋃
ϕ∈Φ
(
C − C
ϕ
0
)
,
which is a countable union of null-sets, and so is a null set.
We can now see that as N → 0, µ(C − CN) → 0, and M ≥ N f (x) for all
x ∈ CN, so our result is proved. 
Theorem 3.8. No proper closed subset C ofΨ is a set of test functions for H∞
1
.
Proof. Suppose, towards an eventual contradiction, thatC is a proper closed
subset of Ψ and ψ0 = ψϑ0 < C. Since C is closed, its complement is open,
so we can safely assume that ϑ0 is not a diameter, and not an equilateral
triangle6.
Wenotice that thedifferentiatingkernelswedefined in Section2 on page 2
are rational functions, so we can extend them to the entire Riemann sphere7,
C ∪ {∞}. If we do this, then we see that if x , 0, kx(n) has n + 1 poles, all at
x−1, and k0(n) has n poles, all at∞.
The kernels
∆ϑ(z, w) :=
(
1 − ψϑ(z)ψϑ(w)
∗) k(w, z)
are positive and have rank at most three (k is just the Szego˝ kernel). To see
this, first note that ψϑ has at most three zeroes
8, and that at least two of
them must be at zero, as ψϑ(0) = 0 and ψ
′
ϑ
(0) = 0. Also note that Mϑ, the
operator of multiplication by ψϑ, is an isometry on H
2, so 1 −MϑM
∗
ϑ
is the
projection onto
Mϑ := kerM
∗
ϑ = Span
{
k0, k0′ , kaϑ
}
where aϑ is the third zero of ϑ (if ϑ has three zeroes at zero, then aϑ = 0
′′; if
ϑ is a diameter, then the span doesn’t include kaϑ).
Now,
∆ϑ(z, w) =
〈(
1 −MϑM
∗
ϑ
)
kw, kz
〉
:= 〈Pϑkw, kz〉 = 〈Pϑkw, Pϑkz〉 ,
6If we do the calculations, we discover that these two possibilities correspond to the test
functions z2 and −z3, which are inconvenient corner cases
7The fact that this is homeomorphic toΘ is not relevant here, and appears to be a coincidence.
8If ϑ is a diameter, then it has two zeroes, otherwise it has three.
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and we can think of this as being a holomorphic function in z, and an
antiholomorphic function in w. If we think of the antiholomorphic function
as being in the dual of H2, then
∆ϑ ∈ H
2 ⊗
(
H2
)∗
 B(H2) .
More explicitly, ∆ϑ defines an operator on H
2 as
∆ϑ f (z) :=
∫
T
∆ϑ(z, w) f (w) ds(w) ,
so 〈
∆ϑ f, 1
〉
=
∫
T
∫
T
1(z)∆ϑ(z, w) f (w) ds(w) ds(z)
=
∫
T
∫
T
1(z) 〈Pϑkw, Pϑkz〉 f (w) ds(w) ds(z)
=
∫
T
∫
T
〈
f (w)Pϑkw, 1(z)Pϑkz
〉
ds(w) ds(z)
=
〈∫
T
f (w)Pϑkw ds(w),
∫
T
1(z)Pϑkz ds(z)
〉
=
〈∫
T
f (w)Pϑkw ds(w),
∫
T
1(z)Pϑkz ds(z)
〉
Mϑ
so we have factorised ∆ϑ as A
∗
ϑ
Aϑ, where Aϑ : H
2 →Mϑ is given by
Aϑ f :=
∫
T
f (w)Pϑkw ds(w) .
We also note now, for use later, that A∗
ϑ
= IMϑ , the embedding map ofMϑ
into H2 , as
〈
Aϑ f, 1
〉
=
〈∫
T
f (w)Pϑkw ds(w), 1
〉
Mϑ
=
∫
T
f (w)
〈
Pϑkw, 1
〉
Mϑ
ds(w)
=
∫
T
f (w)
〈
Pϑkw, IMϑ1
〉
ds(w)
=
∫
T
f (w)
〈
kw, IMϑ1
〉
ds(w)
=
∫
T
f (w)
(
IMϑ1
)
(w)ds
=
〈
f, IMϑ1
〉
.
We choose any set of four points F = {z1, z2, z3, z4} ∈ D, and consider
the classical Nevanlinna-Pick problem, of finding a contractive function
ϕ ∈ H∞ such that ϕ(zi) = ψ0(zi) for all i. Since ∆0(z, w) has rank at most
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three, the 4 × 4 matrix ([
1 − ψ0(zi)ψ0(z j)
∗
]
k(z j, zi)
)4
i, j=1
must be singular, so the problem has a unique solution, ϕ = ψ0.
Now, ifwe assume thatC is a set of test functions forH∞
1
, then byTheorem
2.3 of [DM07] there must be a positive kernel Γ : F × F→ C(C)∗ such that
1 − ψ0(zi)ψ0(z j)
∗
= Γ(zi, z j)
(
1 − E(zi)E(z j)
∗
)
.
Indeed, by Theorem 2.2 of [DM07], this kernel must extend to the whole
of D × D. We can rewrite this, in our case, by saying that there exists a
measure µ on C, and functions hl(z, ·) ∈ L
2(µ), for l = 1, . . . , 4, such that
(3.2) 1 − ψ0(z)ψ0(w)
∗
=
∫
C
4∑
l=1
hl(z, ψ)hl(w, ψ)
∗ (1 − ψ(z)ψ(w)∗) dµ(ψ) .
Multiplying this equation by k(z, w) gives
∆0(z, w) =
∫
C
4∑
l=1
hl(z, ψ)∆ψ(z, w)hl(w, ψ)
∗dµ(ψ) .
Since ∆ψ is a positive kernel and a positive operator, when seen as an
operator on H2, as above, we can say that for all l,
∆0(z, w) ≥
∫
C
hl(z, ψ)∆ψ(z, w)hl(w, ψ)
∗dµ(ψ) .
We now know, by Lemma 3.7 on page 10, that for any δ > 0, there is a set
C′, and a constant cδ > 0 such that µ(C − C
′) < δ, and
∆0(z, w) ≥ cδhl(z, ψ)∆ψ(z, w)hl(w, ψ)
∗
for all ψ ∈ C′.
If we use our factorisation of ∆ϑ from above, we see that
A∗0A0 ≥ cδhl(z, ψ)A
∗
ψAψhl(w, ψ)
∗
and so we can apply Douglas’ Lemma ([Dou66]), to see that the range of
hl(·, ψ)A
∗
ψ is contained in the range of A
∗
0
, therefore, there exist constants
c1, . . . , c9 so that
hl(·, ψ)k0 = c1k0 + c2k0′ + c3ka0(3.3)
hl(·, ψ)k0′ = c4k0 + c5k0′ + c6ka0(3.4)
hl(·, ψ)kaψ = c7k0 + c8k0′ + c9ka0 .(3.5)
By letting δ go to zero, we see that these equations must hold for µ-
almost-all ψ ∈ Ψ.
Equation (3.3) tells us that hl(·, ψ) = c1k0 + c2k0′ + c3ka0 , as k0 is constant
We can also see that hl(·, ψ) must extend meromorphically to the Riemann
sphere, as these kernels do so. Equation (3.4) tells us that c2 = 0, as otherwise
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the left hand side of the equation has a triple pole at∞, but the right hand
side has at most only a double pole.
We consider equation (3.5) in three cases. Firstly, ifψ has only two zeroes,
there is no equation (3.5), so hl(·, ψ) = c1 + c3ka0 .
If aψ , 0 , then
hl(y, ψ)kaψ (y) = c7k0(y) + c8k0′(y) + c9ka0 (y)[
c1 + c3
1
1 − a0y
]
1
1 − aψy
= c7 + c8y + c9
1
1 − a0y
c1 + c3
1
1 − a0y
= c7 − c7aψy + c8y − c8aψy
2
+
c9 − c9aψy
1 − a0y
c1 − c1a0y + c3 =

c7 − c7aψy − c7a0y + c7aψa0y
2
+c8y − c8aψy
2 − c8a0y
2 + c8aψa0y
3
+c9 − c9aψy
.
Looking at the y3 coefficient tells us that c8 = 0, looking at the y
2 coefficient
then tells us that c7 = 0, and so comparing the constant and y coefficients,
we see that {
c1 + c3 = c9
c1a0 = c9aψ
c1 = c9
aψ
a0
c3 = c9
(
1 −
aψ
a0
)
and so
hl(y, ψ) = c9
(
aψ
a0
+
(
1 −
aψ
a0
)
1
1 − a0y
)
= c
1 − aψy
1 − a0y
Alternately, if aψ = 0, then equation (3.5) becomes
hl(y, ψ)y
2
= c7 + c8y + c9
1
1 − a0y
c1y
2
+ c3
y2
1 − a0y
= c7 + c8y + c9
1
1 − a0y
c1y
2 − c1a0y
3
+ c3y
2
= c7 + c7a0y + c8y + c8a0y
2
+ c9
Looking at the y3 coefficient tells us that c1a0 = 0, so c1 = 0. The y
2 terms
then tell us that c3 = c8a0. We then see that
hl(y, ψ) = c3
1
1 − a0y
= c
1 − aψy
1 − a0y
as before.
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Combining these consequences of equations (3.3)-(3.5) with (3.2) gives a
more explicit realisation than the one in (3.2); that is,
1 − ψ0(z)ψ0(w)
∗
=
4∑
l=1
(
αl +
βl
1 − a0z
) αl + βl1 − a0w
 (1 − ψ∞(z)ψ∞(w)∗)
+
∫
C\{∞}
c(ψ)
(
1 − aψz
1 − a0z
) (
1 − aψw
1 − a0w
) (
1 − ψ(z)ψ(w)∗
)
dµ(ψ)
for some positive c ∈ L1(µ) and some α1, β2, . . . , a4, β4 ∈ C. We know that
the ψs are Blaschke products, and we know their roots, so we can write this
even more explicitly as
1 − z2w2
z − a0
1 − a0z
w − a0
1 − a0w
=
4∑
l=1
(
αl +
βl
1 − a0z
) αl + βl1 − a0w
 (1 − z2w2)
+
∫
C\{∞}
c(ψ)
1 − aψz
1 − a0z
1 − aψw
1 − a0w
(
1 − z2w2
z − aψ
1 − aψz
w − aψ
1 − aψw
)
dµ(ψ)
If we multiply both sides by (1 − a0z) (1 − a0w) we get
(1 − a0z) (1 − a0w) − z
2w2 (z − a0) (w − a0) =
4∑
l=1
(
αl (1 − a0z) + βl
) (
αl (1 − a0w) + βl
) (
1 − z2w2
)
+
∫
C\{∞}
c(ψ)
((
1 − aψz
) (
1 − aψw
)
− z2w2
(
z − aψ
) (
w − aψ
))
dµ(ψ)
which we can expand to get
1 − a0z − a0w + |a0|
2 zw − z3w3 + a0z
2w3 + a0z
3w2 − |a0|
2 z2w2 =
4∑
l=1

∣∣∣αl + βl∣∣∣2 − ∣∣∣αl + βl∣∣∣2 z2w2
−(αl + βl)αla0w + (αl + βl)αla0z
2w3
−(αl + βl)αla0z + (αl + βl)αla0z
3w2
+ |αl|
2 |a0|
2 zw − |αl|
2 |a0|
2 z3w3
+
∫
C\{∞}
c(ψ)
 1 − aψz − aψw +
∣∣∣aψ∣∣∣2 zw
−z3w3 + aψz
3w2 + aψz
2w3 −
∣∣∣aψ∣∣∣2 z2w2
 dµ(ψ)
16 JAMES PICKERING
To get our contradiction, we look at the w, z3w3 and z2w2 coefficients of
this equation, i.e,
a0 =
4∑
l=1
(αl + βl)αla0 +
∫
C\{∞}
c(ψ)aψdµ(ψ)(3.6)
1 =
4∑
l=1
|αl|
2 |a0|
2
+
∫
C\{∞}
c(ψ)dµ(ψ)(3.7)
|a0|
2
=
4∑
l=1
∣∣∣αl + βl∣∣∣2 + ∫
C\{∞}
c(ψ)
∣∣∣aψ∣∣∣2 .(3.8)
We can easily see that (3.6) implies
|a0|
2
=
∣∣∣∣∣∣∣
4∑
l=1
(αl + βl)αla0 +
∫
C\{∞}
c(ψ)aψdµ(ψ)
∣∣∣∣∣∣∣
2
and if we define a Hilbert space H = C4 ⊕ L2(µ), then we can rewrite this as
(3.9) |a0|
2
=
∣∣∣∣∣∣
〈(
(a0αl)l
c(ψ)1/2
)
,
(
(αl + βl)l
c(ψ)1/2aψ
)〉∣∣∣∣∣∣
2
and apply the Cauchy-Schwarz inequality, so
|a0|
2 ≤
4∑
l=1
|αl|
2 |a0|
2
+
∫
C\{∞}
c(ψ)dµ(ψ)
︸                                     ︷︷                                     ︸
=1 by (3.7)

4∑
l=1
∣∣∣αl + βl∣∣∣2 + ∫
C\{∞}
c(ψ)
∣∣∣aψ∣∣∣2
︸                                    ︷︷                                    ︸
=|a0|
2 by (3.8)
= |a0|
2 .
Further, the two vectors in (3.9) are linearly independent, as aψ is [the
complex conjugate of] the third root of ψ, which is different for each ψ, so
the inequality is strict, which is a contradiction9. 
Remark 3.9. Clearly, this proof is not very good. It would seemmore natural
to use the fact that theHerglotz-Agler representation from Theorem 3.5 was
parameterised by extreme measures, although there is no obvious way to
do this.
9This is a slight oversimplification. If c(ψ) is non-zero at exactly one point ψ (and that ψ is
singular with respect to µ), then this argument doesn’t hold. However, a simple calculation
by equating coefficients (which is omitted) shows that if the vectors are linearly dependent,
so c(ψ) is non-zero at exactly one point, then that point must be ψ0 < C, which is also a
contradiction.
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The fact that the minimum set of test functions is parameterised by the
sphere is interesting, as the set of kernels given in [DPRS07] is also param-
eterised by the sphere, and conjectured to be minimal (that paper contains
some partial results, towards this aim).
Similarly, Abrahamse gave (in [Abr79]) a set of kernels corresponding
to interpolation on a multiply connected (n-holed) domain, parameterised
by the n-torus, and conjectured that this set of kernels was minimal (there
are some partial results in this direction in [BC96]); in [DM07] and [Pic08],
the authors give sets of test functions for n-holed domains, which are also
parameterised by the n-torus, and minimal10.
It’s not clear whether there is some sort of duality between minimal sets
of test functions and minimal sets of kernels. A possible counterexample to
such a duality is the bidisc; it’s well known (see for example [AM02]) that
only two test functions are needed for the bidisc, whereas in [MP02], the
authors conjecture that infinitely many kernels are required.
3.7. Generalisation. It’s worth briefly discussing how these ideas could be
generalised to other spaces. In [Rag08], the author looks at spaces of the
form11 C+BH∞. These spaces are a natural generalisation of the spaceH∞
1
,
and the author provides a generalisation of the Nevanlinna-Pick theorem
from [DPRS07]12.
We used the Herglotz representation trick to turn a linear equation
( f ′(0) = 0) into a constraint on probability measures (that they have zero
mean), found the extreme points of the set of constrained probability mea-
sures, and then used those extreme probability measures to generate our
test functions.
Suppose we want to apply these techniques to C + BH∞. It’s fairly clear
that we can come up with a set of linear equations that all functions in
C + BH∞ must satisfy (functions must be constant at zeroes of B, and have
a prescribed number of zero derivatives at repeated zeroes of B). It should
also be fairly easy to turn this set of linear equations into a set of constraints
on probability measures.
The difficulty comes when we calculate extreme points. Theorem 3.4
should work well enough, so if we have n independent equations, we can
say that extrememeasures are supportedon atmost 2n+1 points. However,
the reasoning that followed Theorem 3.4 (which showed precisely which
10Themain aim of [Pic08] was not to investigate test functions, althoughNote 2.10 of [Pic08]
gives the set of test functions, and the results of Section 5.2 of [Pic08] are broadly analogous
to the results used in the proof of Theorem3.8 in this paper, and in Proposition 5.3 of [DM07].
11Here, B is a Blaschke product
12The author only generalises the first form here; a generalisation of the second form is
given in [BBT08].
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such measures would give functions in H∞
1
) relied on a geometric interpre-
tation of the probability constraint, which doesn’t obviously generalise to
other types of constraint.
If we can calculate the extreme measures, these should generate test
functions in precisely the same way as above. However, the proof that
the test functions we’ve found are minimal is heavily dependent – perhaps
overly dependent – on explicit calculations using the test functions.
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