The vibrational spectrum of HCP ͑phosphaethyne͒ is studied and analyzed in terms of a 1:2 resonance effective Hamiltonian. The parameters of the model Hamiltonian are determined by fitting 361 out of the first 370 energy levels obtained from diagonalization of the full Hamiltonian, which is based on a newly calculated potential-energy surface with near spectroscopic accuracy. It is demonstrated that all features characteristic of the approach to the HCP↔CPH isomerization, such as the strong mixing between the bending and CP-stretching motions, the appearance of ''isomerization states'' ͑large amplitude bending motion͒ at intermediate energies, and the diagnostically significant appearance of a zig-zag pattern in the energy spacings between neighboring levels within each polyad, are quantitatively reproduced by the effective Hamiltonian. The semiclassical analysis of the model Hamiltonian for specific combinations of the HC-stretch and polyad quantum numbers explains all of the observed features of the full Hamiltonian in terms of stable and unstable periodic orbits. In particular, the birth of the isomerization states is found to be related to a saddle-node bifurcation of the classical phase space. The connection with the ''polyad phase sphere'' representation of quantum polyads is also discussed.
I. INTRODUCTION
The potential-energy surface ͑PES͒ of phosphaethyne ͑HCP͒ in its ground electronic state has received much attention in the last few years, both from the experimental [1] [2] [3] [4] [5] and theoretical 1, [6] [7] [8] [9] points of view. The reason is that some unusual features observed in the stimulated emission pumping ͑SEP͒ spectra at about 20 000 cm Ϫ1 above the ground state [3] [4] [5] might well be signatures for the isomerization process leading from HCP to CPH. Indeed, the calculations 6, 7, 9 have shown the existence of two distinct families of bending states: One with wave functions confined to small bending angles and the other one sampling all of the isomerization pathway from HCP to CPH. The members of this later family are called ''isomerization'' states in order to distinguish them from the ''normal'' states belonging to the first family. The family of normal states starts at low energies and persists well above the isomerization saddle at about 24 400 cm Ϫ1 above the ground state. In contrast, the family of isomerization states starts abruptly at intermediate energies ͑about 15 000 cm Ϫ1 above the ground state͒ and can be followed up to the isomerization saddle. In agreement with classical and semiclassical theories, it was pointed out 6, 7, 9 that the appearance of the isomerization states is associated with a saddle node ͑SN͒ bifurcation of the periodic orbits ͑POs͒ of the classical Hamiltonian, which is due to the Fermi resonance between the bending and the CP stretching motions 9 and takes place at 13 800 cm Ϫ1 above the quantum ground state. When plotted on the same diagram, isomerization states are seen to lie exactly on top of the family of stable POs born at this bifurcation, both of them following closely the isomerization pathway.
It was furthermore shown in Ref. 9 that all the details observed in the quantum spectrum do have a dynamical content, and that this content is most readily understood through the semiclassical analysis of an effective resonance Hamiltonian with parameters obtained by fitting the quantum spectrum. It is only through the gathering of all the different pieces-namely ͑i͒ a large amount of experimental data, ͑ii͒ exact calculation on an ab initio PES, ͑iii͒ the study of the classical phase space for the ab initio PES, and ͑iv͒ the semiclassical study of the effective Hamiltonian-that a precise understanding of the highly excited vibrational dynamics of HCP is possible.
The above mentioned work on the isomerization states of HCP and their connection with a classical bifurcation, however, relies on a preliminary PES, 7 which, although qualitatively correct, is not sufficiently precise for quantitative predictions and direct comparison with experiments. Since the publication of Ref. 7, Schinke and co-workers have constructed a completely new surface, the details of which are given in Ref. 10 . The fundamental frequencies calculated from this new surface now agree to better than 4 cm Ϫ1 with the observed ones and the overtone and combination frequencies to better than 20 cm Ϫ1 up to 20 000 cm Ϫ1 above the zero-point energy. The study of the classical phase space using this surface confirms that a classical bifurcation coincides with the appearance of isomerization states. 10, 11 However, many quantum features differ substantially from those observed in the first PES, as can be checked from a comparison between Refs. 6, 7, and 9 on one side and Refs. 10 and 11 and the present article on the other side. The dynamics is, therefore, expected to be also very different. Owing to the fact that HCP is so far an almost unique system in the study of isomerization, because of the considerable amount of experimental data and the ͑now͒ accurate global PES, it was felt that a semiclassical study dealing with the new surface was worthwhile, in order to obtain a complete and coherent description of this prototypical molecule.
This article is organized as follows: A brief description of the Fermi resonance effective Hamiltonian, which will be used throughout the paper, is presented in Sec. II. Section III contains a recount of the features observed in the exact quantum spectrum and which are closely reproduced by the resonance Hamiltonian. It will be the goal of the remainder of the article to extract the dynamical information contained in these features through the semiclassical study of the resonance Hamiltonian: The birth and gradual arrangement of isomerization states along the isomerization pathway are first discussed in Sec. IV in terms of classical stable periodic orbits. Then, quantizing trajectories are analyzed in Sec. V, in order to understand the interleaving of isomerization and normal states at the bottom ͑i.e., low-energy region͒ of quantum polyads. At last, the patterns in the energy spacings between neighboring levels, which are most useful to experimentalists, are discussed in Sec. VI in terms of the classical unstable periodic orbits.
II. THE FERMI RESONANCE HAMILTONIAN
The explicit matrix elements for the Fermi resonance Hamiltonian H in the basis of harmonic-oscillator products ͑nondegenerate for modes 1 and 3, doubly degenerate for mode 2͒ are taken to be, respectively
x i j n i n j ϩy 222 n 2 3 ϩz 2222 n 2 4 ,
for the Dunham diagonal expansion and:
for the off diagonal Fermi coupling. Unlike in Refs. 8 and 9, the convention of spectroscopists [1] [2] [3] [4] [5] is used here for labeling the normal modes, i.e., indexes 1, 2, and 3 refer respectively to the CH stretch, the bend and the CP stretch. The vibrational angular momentum l , which results from the degeneracy of the bending motion, is assumed to be zero in Eqs. ͑2.1͒ and ͑2.2͒, as was done in the previous theoretical works on HCP where only the nonrotating molecule (Jϭ0) was studied. 6, 7, 9 Without this assumption, slightly more complex expressions must be used. 12, 13 The fifteen parameters: Three , six x, one y, one z, and four k were fitted against 361 out of the first 370 levels obtained from exact quantum calculations on the new PES. 10 These levels have up to 30 quanta in the bending degree of freedom and 6 quanta in the CH stretch. Numerical values for the parameters can be found in Table I . The rms error for the 361 levels is 7.7 cm Ϫ1 and the maximum error 35.6 cm Ϫ1 . The Fermi resonance in Eq. ͑2.2͒ destroys one good quantum number, so that there remain only two good quantum numbers in addition to the vibrational angular momentum l . These are the number, v 1 , of quanta in the CH stretch and the so-called polyad number, P, where
͑2.3͒
The Fermi resonance only couples levels of the basis of harmonic-oscillator products with the same values of v 1 and P. For even values of P, there are ( P/2)ϩ1 levels with the same values for v 1 and P. Such a subset of levels is called a polyad and will be denoted ͓v 1 , P͔, as in Refs. 5 and 11. Individual levels can be further characterized by their position i inside the polyad. The convention that iϭ0 at the top of the polyad and iϭ P/2 at the bottom is used throughout this article, as in Refs. 5 and 11. Let us finally mention that the resonance Hamiltonian, in addition to energy values, is also able to reproduce with great accuracy the features observed in the ab initio wave functions. For example, the wave functions for the 12 states of polyad ͓v 1 , P͔ϭ͓0,22͔ are plotted in Fig. 1 for the resonance Hamiltonian. The basis functions are taken again as harmonic-oscillator products ͑a doubly degenerate oscillator 
The (I k , k ) are action-anglelike sets of conjugate coordinates, such that
The classical study is greatly simplified when Eq. ͑2.4͒ is expressed in terms of I 1 and of new conjugate variables (I,) and (J,) obtained from (I 2 , 2 ) and (I 3 , 3 ) through the following canonical transformation:
Inserting the transformations of Eq. ͑2.6͒ into Eq. ͑2.4͒, the nonlinear coupling becomes (I-J)J 1/2 cos(2)(KϩK 1 I 1 ϩK 2 I ϩK 3 J), with trivial, linear relations between the parameters k and k i of Eq. ͑2.4͒ and the parameters K and K i . The important point is that this coupling does not depend on the angles 1 and , which implies that I 1 and I are constants of motion. It is now well understood 14, 15 that their values are also action integrals of the system and that the EinsteinBrillouin-Keller ͑EBK͒ quantization rules 16 dealing with these two action integrals are
In other words, each level belonging to the polyad ͓v 1 , P͔ is associated with a semiclassical quantizing trajectory with constants of motion I 1 and I equal, respectively, to v 1 ϩ1/2 and Pϩ2. Examples of these trajectories will be seen below in the phase space portraits of Figs. 5 and 6 and in the essentially equivalent polyad phase sphere representation in Fig. 7͑a͒ . The third action integral of the system, which will be called I, can be obtained by computing a simple integral derived from the expression of energy in coordinates (I 1 , 1 ), (I,), and (J,) ͓see Eqs. ͑2.13͒ and ͑2.14͒ in Ref.
9͔. The third EBK quantization rule then states that the quantizing trajectories are those which satisfy Eq. ͑2.7͒ and for which, in addition, I is half-integral ͑positive or negative͒. An alternate way to find quantizing trajectories corresponding to the quantum energy levels, without numerical propagation, is to solve directly by quadrature for the classical trajectories that have the same energy as the quantum levels of the spectroscopic Hamiltonian. This approach has been explored extensively by Kellman and co-workers. 17 correspondence between classical and quantum mechanics ensures that this is a good approximation, at least not too close to separatrices. In this study, the difference in energy between levels obtained in the two approaches is not larger than 1.3 cm Ϫ1 for polyad ͓v 1 , P͔ϭ͓0,22͔. It should be noted that in the work of Kellman et al., [17] [18] [19] [21] [22] [23] [24] the phase space description involves a spherical surface, the ''polyad phase sphere.'' The phase sphere description is completely equivalent to the one described above, when it is realized that one goes from one to the other simply by transforming from a cylindrical, or Mercator representation, to an equivalent representation on the sphere. The phase sphere representation is displayed in Fig. 7 below with more detail about its topological properties.
III. THE FEATURES OBSERVED IN THE QUANTUM SPECTRUM
The principal features, which are evident in the plots of the wave functions obtained from the new surface, 10, 11 are recounted in this section, before the dynamical content is extracted in the next three sections.
For the polyads with v 1 ϭ0 the wave functions show the usual, low P-behavior up to Pϭ14: They evolve regularly from a wave function with P/2 nodes along a line almost parallel to the q 3 axis ͑the CP stretch coordinate͒ at the bottom of the polyads to another wave function with P/2 nodes along another line approximately parallel to the q 2 axis ͑the bend coordinate͒ at the top of the polyads. In contrast, states with qualitatively different wave functions have definitely come into existence at Pϭ18 ͑see Fig. 10 of Ref. 11͒. The first state with a clearly new wave function is the second lowest one (iϭ P/2Ϫ1ϭ8) in this polyad and is located at 11 159 cm Ϫ1 above the ground state. This new class of wave functions still contains a significant contribution of CPstretch, which however decreases steadily with increasing polyad number. Above polyad Pϭ22, the new wave functions are almost pure bend and closely follow the minimum energy path leading from HCP to CPH. A second isomerization state appears in the same polyad Pϭ22; the two isomerization states are the lowest ͑ iϭ P/2ϭ11) and the third lowest one (iϭ P/2Ϫ2ϭ9) in the polyad, while the second lowest one (iϭ P/2Ϫ1ϭ10) displays motion along the CP stretching coordinate. These features are closely reproduced by the resonance effective Hamiltonian, as can be verified in Fig. 1 . The number of isomerization states continues to increase with P and there are readily five of them in polyad Pϭ32, which have respective positions iϭ16, 15, 14, 13, and 11. The level with iϭ12, which is located between two isomerization states, is again a pure CP-stretching state. Moreover, in the same energy range above polyad Pϭ18, the plot of the energy gaps between neighboring levels inside a given polyad displays some kind of zig-zag pattern. This pattern differs again markedly from the simple minimum which was observed for the first surface and was shown to be a fingerprint of the classical bifurcation in the quantum spectrum. To conclude this brief summary of the exact quantum calculations, let us mention that for v 1 ϭ1 and v 1 ϭ2 the main features are the same as for v 1 ϭ0, except that the first appearance of isomerization states happens earlier as a function of P and that the interleaving of isomerization and normal states completely ceases with v 1 ϭ2.
The goal of the remainder of this article is to extract the dynamical information contained in these observations using the formalisms of periodic orbits ͑POs͒ and semiclassical quantization. Following the pioneering work of Gutzwiller [25] [26] [27] and Heller, 28, 29 there have been several numerical applications, which have demonstrated the importance of POs in understanding the localization of quantum wave functions, which in turn is helpful for understanding spectral patterns. [30] [31] [32] [33] The key idea is that classical stable POs form the ''backbones'' of quantum wave functions, or, in other words, that they are approximately parallel to the nodal and antinodal lines of the wave functions. Therefore, a classical bifurcation, that is, a point ͓here in the (E,I,I 1 ) space͔ where the number and/or the stability properties of the POs change abruptly, might be expected to be associated with clear-cut changes in the behavior of the wave functions. In particular, a tangent ͑or saddle-node͒ bifurcation corresponds to the simultaneous creation ͑or destruction͒ of one stable and one unstable PO, so that families of wave functions with nodal lines oriented along the corresponding stable PO might be expected to appear ͑or to disappear͒ at this bifurcation. Moreover, since the CH stretching motion ͑mode 1͒ does not participate in the Fermi resonance, the POs for the resonance Hamiltonian of Sec. II need only be searched for in the reduced subspace (p 2 ,p 3 ,q 2 ,q 3 ) instead of the full six-dimensional space, as was shown in Ref. 9 . Procedures for performing the bifurcation analysis for the spectroscopic Hamiltonian are described in detail in earlier works of Joyeux et al., 9 Jost et al., 34 Li et al., 22 and Jacobson et al. 35 and the reader is referred to these articles for more details.
Each one of the next three sections will explore a particular semiclassical feature and derive a different class of information from the quantum spectrum.
IV. STABLE PERIODIC ORBITS AND ISOMERIZATION STATES
Stable POs and bifurcations are discussed in this section, in order to understand why isomerization states appear close to the bottom of the polyads and why their wave functions arrange themselves only gradually along the isomerization pathway, as described in the previous section.
The search for bifurcations gives the total action I as a function of I 1 . Bifurcations, therefore, appear as curves, which divide the (I 1 ,I) plane into distinct regions, each region being characterized by a different number of POs. Owing to the EBK quantization rules in Eq. ͑2.7͒, this bifurcation diagram can be plotted in the (v 1 , P) plane in order to enable an easier comparison with the quantum results; however, v 1 and P are allowed to assume continuous real values. Such a plot appears in Fig. 2 , where the solid line, representing the SN bifurcation, divides the (I,I 1 ) plane into two regions, containing two and four periodic orbits, respectively ͑the dashed line depicts the quantum numbers v 1 and P for the highest polyads included in the fit, and the analysis is, therefore, valid only below this line͒. In contrast to the cal-culations with the first PES, 6,7,9 a single tangent ͑or saddlenode͒ bifurcation is found in the range of fitted polyads. The ''U'' shape of this line can easily be interpreted in terms of the detuning of the zero-order levels from exact Fermi resonance. Indeed, it seems to be a general result that as the zero-order resonance condition ͑here 2 2 ϭ 3 ͒ is approached more closely, the lower is the polyad number at which the first tangent bifurcation appears. The energy gap between the levels (v 1 ,0,1) and (v 1 ,2,0), computed from the zero-order Dunham expansion alone, is equal to Ϫ67.3, Ϫ38.0, Ϫ8.7, 20.6, 49.9, 79.2, and 108.5 cm Ϫ1 for v 1 increasing from 0 to 6. Exact resonance therefore occurs somewhere between v 1 ϭ2 and v 1 ϭ3, that is, in the same range of values of v 1 where the bifurcation curve reaches its minimum ( PϭϪ2).
The search for the SN bifurcation helps to put lower limits to the energy at which isomerization states first appear. Indeed, the SN bifurcation is found at Pϭ12. 30 for v 1 ϭ4 ͑for values of v 1 larger than four, the bifurcation does not occur inside the fitted polyad range so that polyads with v 1 Ͼ4 are excluded from our discussion͒. Negative values of P for v 1 ϭ2 and v 1 ϭ3 mean that the bifurcation has already taken place for the first quantum polyad ( Pϭ0). Notice, however, that these numerical values for P are only lower limits for the appearance of isomerization states because P can assume only even integer values in quantum mechanics. Moreover, a zero-point energy argument ͑to be presented in Sec. V͒ is responsible for the fact that clear isomerization states first appear for values of P sometimes substantially higher than the value of P at the bifurcation. More detailed information concerning POs is gained from the plot of their energy and their bend/CP-stretch characteristics. The plot of the energy values of the POs is given in Fig. 3 for v 1 ϭ0 ͑bottom͒, v 1 ϭ1 ͑middle͒, and v 1 ϭ2 ͑top͒ for values of P increasing from Ϫ2 (Iϭ0) up to the value of the highest fitted polyad, that is, Pϭ30 (Iϭ32). For a given polyad ͓v 1 , P͔ the quantum energy levels all lie close in energy, as do also the energy values of the POs. Therefore, the full-scale plots displayed in the left part of this figure are difficult to interpret in detail. For clarity, the same information is plotted in the right part of the figure, but with an energy scale expanded around the energy of the stable PO with zero energy in the bend (IϭJ), which is labeled with an ͓r͔ in the plots ͑the notation used to label the POs will be described in the next paragraph͒. For v 1 ϭ0 and below the bifurcation at Pϭ12. 30 , there exists only one extra PO in addition to ͓r͔, a stable one labeled ͓B͔; The ͓r͔-and ͓B͔-type POs form the backbones of the lowest and highest members of each polyad, respectively. Two other POs, labeled ͓SN͔ and ͓SN͔, are created at the tangent bifurcation. ͓SN͔ denotes the stable PO, along which the wave functions of isomerization states are elongated, whereas ͓SN͔ stands The stable ͓SN͔ and the unstable ͓SN͔ periodic orbits appear at the bifurcation. The two types of stable periodic orbits, ͓r͔ and ͓B͔, exist both below and above the bifurcation. The dashed line is the upper energy limit of the fitted polyads and the validity of the analysis can be assured only below this line.
FIG. 3. ͑left͒:
Plot of the energies of the periodic orbits of HCP relative to the quantum-mechanical ground state as a function of the quantum polyad number P for v 1 ϭ0 ͑bottom͒, v 1 ϭ1 ͑middle͒ and v 1 ϭ2 ͑top͒. ͑right͒: Same as in the left column, but with an energy scale expanded around the energy of the stable periodic orbit ͓r͔. Solid lines mark the energies of the stable periodic orbits ͓r͔, ͓B͔, and ͓SN͔ and the dashed line shows the energy of the unstable periodic orbit ͓SN͔. The cross labeled SN indicates the saddle-node ͑or tangent͒ bifurcation at which ͓SN͔ and ͓SN͔ are created simultaneously. The classically allowed region as well as the energy levels of the quantum polyads always lie between the energies of the two outermost stable periodic orbits. The five columns of dots in the three panels on the right represent the energy levels of the polyads ͓v 1 , P͔ϭ͓0,14͔, ͓0,22͔, ͓0,30͔, ͓1,24͔, and ͓2,20͔.
for the unstable one. The agreement between classical POs and quantum nodal lines can be checked in Fig. 1 , where the ͓r͔, ͓B͔, and ͓SN͔ POs are plotted on top of the wave functions for polyad ͓v 2 , P͔ϭ͓0,22͔. Of fundamental importance is the fact that the classically allowed region, that is, the values of E for which a classical trajectory exists, always lies between the two outermost POs for given values of v 1 
Similarly, the quantum states always lie between the same outermost POs. For the sake of illustration, the quantum states for polyads ͓v 1 , P͔ϭ͓0,14͔, ͓0,22͔, ͓0,30͔, ͓1,24͔, and ͓2,20͔ are shown as columns of small black dots in the figure. Notice that the tangent bifurcation always takes place close to the low-energy end of the classically allowed region ͑that is, correspondingly, to the low-energy end of the quantum polyad͒ and that the ͓SN͔ stable PO then rapidly defines the low-energy border of the allowed region. This is the reason why perturbations in the spectrum and isomerization states first appear near the low-energy end of the polyads, and not near the top, where they were first searched for by experimentalists. We will return in more detail to this point in the next section.
The ratio J/(Pϩ2) for the POs is plotted in Fig. 4 for the same polyads as in Fig. 3 , that is, for values of v 1 ranging from 0 to 2 and values of P from Ϫ2 to 30. Recall that J ͓Eq. ͑2.6͔͒ remains constant for all of the POs discussed in this article 9, 34 and that a J/(Pϩ2) ratio close to zero means that the PO is an almost pure bending motion, whereas a ratio close to one describes a motion which remains in the neighborhood of the CP-stretch axis 9 ͑stated in other words, ratios equal to 0 and 1 define the two poles of the polyad phase sphere͒. Figure 4 shows that the two stable POs, which exist for low values of P, have respective ratios of 0 and 1 for the lowest possible value of P, PϭϪ2 (Iϭ0͒. Therefore, in that limit, they correspond to pure bending and pure CPstretching motions. This is why they are labeled as ͓B͔ ͑B stands for bending͒ and ͓r͔ ͑r is the Jacobi coordinate describing the length of the CP bond͒. Note that these labels are the same as the ones used in the classical study of the exact potential energy surfaces, 6,7,11 whereas they describe subtly, but noticeably different objects: More precisely, the classical study is capable of finding one ͓r͔ and one ͓B͔ PO for each value of E and these trajectories are periodic in the six-dimensional phase space built on the three Jacobi coordinates r, R, and ␥ and their conjugate momenta; in contrast, the semiclassical study of the resonance effective Hamiltonian leads to one ͓r͔ and one ͓B͔ PO for each value of v 1 and P, and the trajectories are periodic in the fourdimensional space built on q 2 , q 3 , p 2 , and p 3 . Nonetheless, the same labels are used, because we think that this helps to make the link between the two kinds of studies. Returning to Fig. 4 , it is seen that the ͓r͔ PO remains a pure CP-stretching trajectory for all fitted polyads, while the ͓B͔ PO acquires a substantial CP-stretch contribution as P increases, with a ratio J/(Pϩ2) close to 0.4 for the highest studied polyads. On the other hand, the stable ͓SN͔ and unstable ͓SN͔ POs are created with a very mixed character: At the bifurcation, J/(Pϩ2) is equal to 0.46, 0.45, and 0.63 for v 1 ϭ0, 1, and 2, respectively. As P increases, the CP-stretch contribution to ͓SN͔ steadily decreases, while in contrast, the bending contribution diminishes for ͓SN͔. Most importantly, high values of P and E are needed in order for ͓SN͔ to become an almost pure bending motion and to consequently follow the minimum energy path to isomerization: indeed, the J/(Pϩ2) ratio becomes smaller than 0.1 only at Pϭ21.0 and E ϭ12 835 cm Ϫ1 above the quantum ground state for v 1 ϭ0, at Pϭ19. 5 FIG. 4. Plot of the J/(Pϩ2) ratio at the periodic orbits of HCP as a function of the quantum polyad number P, for v 1 ϭ0 ͑bottom͒, v 1 ϭ1 ͑middle͒, and v 1 ϭ2͑top͒. J/(Pϩ2) is equal to zero for a pure bending motion and to one for a pure CP-stretching motion. Solid lines depict the J/(Pϩ2) ratio at the energy of the stable periodic orbits ͓r͔, ͓B͔, and ͓SN͔ and the dashed line represents the J/(Pϩ2) ratio at the unstable periodic orbit ͓SN͔. The cross labeled SN indicates the saddle-node ͑or tangent͒ bifurcation at which ͓SN͔ and ͓SN͔ are created simultaneously.
V. QUANTIZING TRAJECTORIES AND THE INTERLEAVING OF NORMAL AND ISOMERIZATION STATES
Quantizing trajectories are studied in this section, in order to understand the interleaving of isomerization and normal states at the bottom of Fermi polyads.
Plots of the third action integral I as a function of energy are shown in the upper panels of Figs. 5 and 6 for the polyads ͓v 1 , P͔ϭ͓0,12͔ and ͓v 1 , P͔ϭ͓0,22͔, the former polyad being located below the bifurcation for v 1 ϭ0 and the later one above it. Notice that these plots comprise either one ͑before bifurcation͒ or three branches ͑after bifurcation͒. Each branch starts and stops at one of the POs, either stable or unstable ͑the energy values for these POs are indicated with vertical dot-dashed lines in the upper panels of Figs. 5 and 6͒. The quantizing trajectories associated with the quantum states correspond to half-integer values of I and are represented by heavy dots in these panels. The number close to each dot is the position i of the level inside the polyad. Incidentally, it is noted that the agreement between the energies of quantum states and quantizing trajectories is excellent, the largest error for polyad ͓v 1 , P͔ϭ͓0,22͔ being smaller than 1.3 cm Ϫ1 . The quantizing trajectories are also plotted in the (J,) surface of section in the lower panels of Figs. 5 and 6. These plots are symmetric with respect to the ϭ0 and ϭ/2 axes and periodic with a period equal to . In the (J,) surface, the ͓B͔, ͓SN͔, and ͓SN͔ POs only appear as points ͑because of the periodicity, ͓B͔ appears as one point on both the ϭ0 and ϭ axes͒, while the ͓r͔ PO appears as a horizontal line located at JϭIϭ Pϩ2. Each solid line in these plots further represents one quantizing trajectory, that is, one quantum state, except for the trajectories looping around ͓B͔, which appear as two lines symmetric with respect to ϭ. The position i of the level in the polyad is indicated close to each quantizing trajectory, to show its identification clearly. What happens as P increases and approaches from below the value where the bifurcation occurs, is that a point with higher and higher derivative ͑al-most vertical tangent͒ develops in the plot of IϭI(E). Such a point is clearly seen close to iϭ5 in the upper panel of Fig.  5 . At the bifurcation, the tangent becomes exactly vertical and the plot IϭI(E) splits into two segments at this point. These are the two branches, which appear at negative values of I in the upper panel of Fig. 6 . The gap between the two segments is vanishingly small at the bifurcation but increases substantially as P becomes larger than the value at the bifurcation. It should, however, be realized, that this splitting into two branches does not result in the appearance of a new kind of motion: Indeed, it is clearly seen in the lower panels of Figs. 5 and 6 that the quantizing trajectories with iϭ0 and iϭ1 for Pϭ12 are topologically equivalent to the trajectories with iϭ0 to iϭ7 for Pϭ22. Similarly, the quantizing trajectories with iϭ2 to iϭ6 for Pϭ12 are equivalent to the trajectories with iϭ8 and iϭ10 for P ϭ22. In contrast, above the bifurcation a third branch develops between the energies of the two POs which appear at the bifurcation, namely ͓SN͔ and ͓SN͔. At the bifurcation these two POs are energetically degenerate, but then they separate widely as P increases, and ͓SN͔ rapidly defines the lower border of the classically allowed region. Similarly, ͓SN͔ and ͓SN͔ are created at the same point on the ϭ/2 axis, but then separate further and further as P increases. As can be verified in the lower panel of Fig. 6 , the quantizing trajectories located on this branch with positive values of I do represent a new kind of motion, since they either loop around the ͓SN͔ PO ͑as for iϭ11) or spend most of the time close to the Jϭ0 axis ͑as for iϭ9͒. Not surprisingly, these quantizing trajectories with a new, predominantly bending type of motion are those, which are associated with the quantum isomerization states ͑see Fig. 1͒ .
We are now in the position to discuss two further quantum observations, namely the first appearance of isomerization states at P and E values substantially larger than the bifurcation values and, more interestingly, the interleaving of normal states and isomerization states near the low-energy end of the polyads. For that purpose, it should be emphasized that the EBK quantization rule, which states that quantizing trajectories have half-integer values of I, applies to each of the branches when more than one of them is observed in the plot of IϭI(E). Now, the branch supporting the new, bending type of trajectories starts at Iϭ0 at the bifurcation and develops to higher and higher positive values of I as P increases. Clearly, isomerization states appear for the first (even) value of P, for which the branch extends beyond Iϭ1/2. This is the reason why, for v 1 ϭ0, the first isomerization state is observed in polyad Pϭ16, whereas it could have been expected in polyad Pϭ14 ͑recall that Pϭ12.30 at the bifurcation͒. Moreover, as is confirmed in the lower panel of Fig. 6 , there are two coexisting branches in the plot of IϭI(E) in the energy range between ͓r͔ or ͓SN͔ and ͓SN͔. In other words, for each value of the energy lying between the ͓SN͔ and ͓r͔ or ͓SN͔ limits there exist two trajectories, one with predominant bending behavior and another with predominant CP-stretching behavior. If this energy region is sufficiently broad, so that at least one quantizing trajectory exists on each branch within the range, then the inevitable result is an interleaving of normal and isomerization states, the specific ordering depending on which branch crosses a half-integer value of I at which energy. On the other hand, looking back at the upper right plot in Fig. 3 , one notices that, for v 1 ϭ2, the ͓r͔ and ͓SN͔ POs remain almost degenerate ͑from the energetic point of view͒ for all possible values of P. This is the reason why no interleaving of normal and isomerization states is observed in the quantum spectrum for v 1 ϭ2: the energy region in which the two branches coexist is too narrow.
It is useful to relate the phase space portraits of Figs. 5 and 6 to the polyad phase sphere representation of Kellman and co-workers. [17] [18] [19] [21] [22] [23] [24] Figure 7͑a͒ shows the phase sphere representation for the Pϭ22 polyad, the phase space portrait of which was shown as Fig. 6͑b͒ . From the phase sphere point of view, the phase space portraits are Mercator projections of the phase sphere, with relations to the polyad numbers and angles as follows:
where IЈ, Ј, and Ј are the radial coordinates defining each point on the sphere, and I, J, have been defined in Eq. ͑2.6͒.
In the phase sphere representation, constraints on the possible combinations of POs arise from the Poincare index theorem, which states: If an index is associated with each PO according to its stability:
if it is a cusp,
͑5.2͒
then the sum over all POs of these indices is determined by the topology of the phase space alone. Specifically, for a 2D ͑two-dimensional͒ sphere we have:
͑5.3͒
The two simplest kinds of bifurcation that satisfy the index theorem are the ''cusp type,'' at which a cusp PO first appears 17, 22, 23 and the ''SN type,'' in which a pair of stableunstable POs are created. In this paper, only the SN bifurcation has been encountered, while the cusp type bifurcation has been observed in other systems, notably in substituted methane molecules 22, 23 and HOCl. 34 In the phase sphere representation, it turns out that all the POs of the Fermi resonance Hamiltonian lie on a great circle passing through the north ͑Јϭ0͒ and south ͑Јϭ͒ poles of the sphere. On the reduced one-dimensional subspace comprising the great circle, the POs manifest themselves as extrema or inflection points of the energy. Hence, they can be conveniently identified by examining the ''pseudopotential'' in which the energy on the phase sphere is plotted vs the angle along the great circle. 36 The pseudopotential for the Pϭ22 polyad sphere is sketched in Fig. 7͑b͒ , which illustrates how all of the fixed points in Fig. 6͑b͒ and 7͑a͒ lie at extrema.
VI. UNSTABLE POs AND PATTERNS IN THE GAP BETWEEN NEIGHBORING LEVELS
In Sec. IV, the shapes of quantum wave functions have been interpreted in terms of the properties of the stable POs of the classical Hamiltonian. In this section, patterns of the energy spacing between adjacent levels within a quantum polyad will instead be connected to the unstable classical POs.
The unstable POs are not only dynamically important in themselves, but they also define the structures called separatrices, which divide the classical phase space into dynamically distinct regions. The energy spacings are therefore an important means by which to decode information about the molecular dynamics from the spectrum. These kinds of patterns have been considered by Svitak et al. 17 for the most elementary version of the Fermi resonance Hamiltonian, i.e., one which differs from the present study in that it includes only second-order terms in the Dunham expansion for the zero-order part of the Hamiltonian. The simplest of these patterns is a minimum or ''dip'' in the spacings of adjacent levels in a polyad, due to the presence of a classical separatrix.
A separatrix is a phase space structure that contains an unstable PO. The simple minimum in the level spacings is associated, in the work of Svitak et al., 17 with an unstable PO, which in the reduced phase of the sphere appears as a fixed point, lying at a cusp on the separatrix. ͑In Ref. 17 , the dip occurs in the region classified as ''zone II dynamics'' by Xiao and Kellman 23, 24 ͒. More complicated phase space structures, e.g., those formed after a SN bifurcation, which involve more than one PO, can give rise to more complex spectral patterns, 17 a fact of which we will make use shortly. In light of Ref. 17, Ishikawa et al. 5 noted the presence of a minimum in the energy level spacings of the complete polyads resulting from a fit of their incomplete experimental data for HCP to a version of the Fermi resonance Hamiltonian. Here we will consider the presence and meaning of such patterns in the refined version of the spectroscopic Hamiltonian we have developed in this paper.
The link between the classical phase space structure and quantum spectral patterns arises from the following considerations: ͑i͒ The classical frequency * associated with the third action integral I goes logarithmically to zero at the unstable ͓SN͔ PO; 15 ͑ii͒ the slope of IϭI(E) is just 1/*; ͑iii͒ quantum states are associated through the EBK quantization rule with equally spaced, half-integer values of I. Therefore, the energy gap between two neighboring levels within a polyad decreases as these levels approach the unstable PO. Consequently, if a single branch exists in the plot of IϭI(E) on both sides of ͓SN͔, then the unstable PO is responsible for a minimum in the spacings between adjacent levels. This phenomenon is the spectral minimum noted by Svitak et al. 17 This is precisely what happens in the spectrum based on the fit by Ishikawa et al. of an effective Hamiltonian model to experimental data. 5 As noted above, in the present model for HCP, the spectral situation is more complex above the SN bifurcation. Two branches coexist in the plot of I on the low-energy side of ͓SN͔, and more precisely between ͓SN͔ and ͓r͔ ͑if ͓r͔ has an energy greater than ͓SN͔͒ or ͓SN͔ and ͓SN͔ ͑if ͓SN͔ has an energy greater than ͓r͔͒. A similar situation was considered by Svitak et al. 17 for the case of Xiao and Kellman's 23, 24 ''zone III'' dynamics. If one considers the adjacent level separations along each branch separately, then the minimum spacing is still clearly evident. This is illustrated in Fig. 8 : The bottom plot shows the spacings between adjacent levels of polyad Pϭ22 when only the lower branch ͑negative values of I͒ is considered on the low-energy side of ͓SN͔͒. In other words, the polyad is treated as if it contains levels iϭ10 and all the levels from iϭ8 down to iϭ0, the levels iϭ9 and iϭ11 ͑which belong to the higher branch͒ being excluded. The minimum in the level spacing is quite clear and occurs at ͓SN͔. Similarly, the penultimate plot in Fig. 8 displays the energy spacings between the levels of polyad Pϭ22, when only the higher branch is considered on the low-energy side of ͓SN͔, that is, when the levels iϭ8 and iϭ10 are excluded. Here again, the minimum is clear. The point is that one must consider the two branches simultaneously because both are present in the spectrum. Since these two branches are parallel ͑because * is the same for the two branches 15 ͒, this results in a zig-zag in the plot of the adjacent level spacings, as can be seen in the second highest plot of Fig. 8 . This zig-zag is simply due The energy spacing between appropriately chosen pairs of levels is plotted as a function of the average energy of the two levels in the pair. ͑a͒ shows the levels chosen in order of energy, resulting in a ''zig-zag'' or ''interleaving fan;'' ͑b͒ shows the levels chosen after sorting by the assignment procedure of Xiao and Kellman ͑Refs. 23 and 24͒ ͑c͒ and ͑d͒ show the levels sorted by the slightly different procedure of Fig. 8 . In ͑b͒, ͑c͒, and ͑d͒ the ''zig-zag'' is replaced by a single dip, indicating the presence and location of the separatrix.
to the fact that two families of level spacings E͓iϩ1͔ ϪE͓i͔ coexist: The first family is associated with odd values of i and the second one with even values of i. Since the zig-zag behavior takes place over the entire energy range, where two trajectories with the same value of energy coexist, a simple monotonic decrease of the level spacings can only be observed between the two stable ͓SN͔ and ͓r͔ POs. The example for polyad Pϭ30 is illustrated by the upper plot of Fig. 8 .
It is also useful to consider this pattern from the related viewpoint of the work of Svitak et al. 17 and the pseudopotential on the great circle of the polyad sphere. In Ref. 17 , the zig-zag pattern was described as an ''interleaving fan'' which was rearranged into a single ''minimum'' pattern, using an assignment method proposed by Xiao and Kellman. 24 That method of sorting the energy level can be understood with reference to the pseudopotential in Fig. 7͑b͒ . The zigzag pattern, shown in Fig. 9͑a͒ , is sorted into a single minimum, shown in Fig. 9͑b͒ , obtained by taking energy separations only between levels which belong to the same well of the pseudopotential. An essentially equivalent procedure is to sort the levels in Fig. 9͑b͒ into two sets, one for each of the wells labeled ͓r͔ and ͓SN͔ in the Fig. 7͑b͒ pseudopotential. Figures 9͑c͒ and 9͑d͒ are obtained in this way. They are obviously completely equivalent to the two bottom plots in Fig. 8 .
VII. CONCLUSION
In the present article we have demonstrated that most of the features, which were empirically found in the vibrational wave functions and energy levels for an ab initio PES of almost spectroscopic accuracy, can be reproduced by an effective resonance Hamiltonian. More important than only reproducing exact quantum calculations, however, the study of the resonance Hamiltonian enables these observations to be interpreted in terms of classical periodic orbits and quantizing trajectories to an extent that is exceedingly difficult to achieve from the study of the exact Hamiltonian alone.
Since the discovery of isomerization states in HCP, 6, 7 other molecules were found to display strong perturbations associated with a classical bifurcation, like HOCl, 34, 37 C 2 H 2 35 and, more recently, DCP. 38 At the present time, however, HCP remains unique, because it is the only molecule for which perturbations due to a reaction pathway have been detected experimentally. [1] [2] [3] [4] [5] Due to the rapid development of experimental tools and computer capabilities, it is most probable that many other molecules will be shown to display the same kind of features in the near future. It is hoped that the work on HCP will convince people working in that field that it is only through the collecting of the different pieces mentioned in the introduction, namely, experimental data, exact quantum calculation on a precise ab initio PES, classical analysis of this PES, and semiclassical study of an effective Hamiltonian, that a most precise and global understanding of the dynamics of these molecules can be achieved. 
