Abstract-Complex field mapping is a powerful tool to characterize the optical performance of astronomical instruments, and has become the standard for characterizing heterodyne array cameras. Recently, an adaptation of the heterodyne beam mapping technique was demonstrated on a single pixel of a direct detector instrument. We present a novel measurement apparatus and data acquisition techniques to efficiently reconstruct the complex field pattern of individual pixels across a direct detector focal plane array. These techniques are scalable to high pixel counts as the technology maturation and scientific requirements push to larger arrays. For this demonstration, we used an engineering model of the low-frequency band of the APEX microwave kinetic inductance detector camera with a center frequency of ν = 350 GHz. Amplitude and phase radiation patterns were measured from all 880 pixels of the test array in two orthogonal polarizations. We also discuss an updated postprocessing pipeline using the complex field data to characterize the optical performance of the array. Using the measured complex field pattern, we extract the co-and crosspolarization patterns and Gaussian beam parameters, and propagate the beam from the measurement plane to additional planes of interest across all pixels in the test array. Complex field measurements of direct detectors allow more precise characterization 
I. INTRODUCTION
A STRONOMICAL survey instruments naturally progress toward large focal plane cameras with wide-field optical schemes. Visible light cameras have achieved pixel counts in the hundreds of megapixels or more. At lower frequencies, both microwave kinetic inductance detector (MKID) [1] - [4] and transition-edge sensor [5] - [7] array cameras are being developed and are reaching kilopixel detector counts. Some of the next big scientific questions can be addressed with widefield instruments, but require breakthroughs in sensitivity and polarization accuracy.
For example, the next generation of cosmic microwave background (CMB) mapping missions envisioned for both groundbased CMB Stage 4 (CMB-S4) and space-based CMB-S4 need unprecedented pointing knowledge, sensitivity, and polarization selectivity to detect or set limits on the energy in primordial Bmodes of CMB photon polarization [8] . For imaging instruments studying extended sources, such as the polarization of thermal emission from dusty molecular clouds as the grains align to the galactic field lines [9] , [10] , accurate knowledge of the sidelobe structure of the beams is necessary for image reconstruction. As the field of view increases, it becomes difficult to ensure uniform alignment accuracy, stability, and coupling to calibration sources when characterizing the instrument prior to deployment. New characterization techniques are called for to address these scientific questions [11, Sec. 3.7] .
Broadband (direct) detectors are phase insensitive, so the full on-sky beam patterns have traditionally been measured with thermal (incoherent) sources [12] , typically in the far field of the instrument. However, complex (coherent) field mapping of both amplitude and phase patterns offers several advantages not available to thermal beam scans [13] - [16] . Coherent beam pattern measurements are standard for missions using heterodyne receivers, and have been used to characterize instrumentation from small, ground-based missions to the large and satellite-class missions, such as IRAM, Herschel, ALMA, and others [15] , [17] - [20] .
A two-source coherent detection approach to beam characterization of direct-detector instruments in the submillimeter regime was first presented in [21] where the phase difference between the two sources was modulated to create interference fringes detected by a commercial power meter. An alternate approach was presented in [22] using a quasi-heterodyne technique where the two coherent sources are coupled in front of the instrument with a passive beamsplitter. The two sources are slightly offset in frequency, and the optical difference or "beat" frequency modulates the detector response in the time domain. By tuning the beat frequency to fall within the response time of the read-out system, the complex field parameters can be acquired through a fast Fourier transform (FFT) of the timedomain detector response signal. The beam map is created from the resulting amplitude and phase of the FFT peak as a function of source probe position.
Because direct detectors are not true mixing devices, the phase of the incoming signal is not preserved through the read-out system. Therefore, to properly reconstruct the phase pattern of the measurement, the detector response must be referenced to the drive signal in postprocessing in order to calibrate the opticalpath phase delay. The reference tone is produced by splitting the drive signal at low frequency and passing one branch from each source to a low-frequency harmonic mixer. This technique is demonstrated with large antenna-coupled MKID arrays, but the technique can be generalized to any direct detector array, provided it has a sufficiently fast response time.
II. METHODS
The work presented in [22] demonstrated detailed analysis on only a single pixel of a 3 × 3 array. Several modifications to the experimental apparatus, system configuration, and analysis pipeline were needed to efficiently scale the measurement system to large FPAs. First, a new optical injection scheme was necessary to uniformly illuminate the array with the local oscillator (LO) source. Instead of triggering data acquisition, we implemented continuous phase referencing by monitoring a modulated calibration tone in the multiplexed read-out system. We also used an on-the-fly (OTF) scanning strategy in order to minimize the scan duration as compared to a step-and-integrate scan strategy.
We also demonstrate an additional processing step in the analysis pipeline to extract the co-and cross-polarization radiation patterns from the measurement data. We took two scans in orthogonal directions that were at an arbitrary rotation angle with respect to the image plane. The co-and cross-polarization fields can be extracted individually for each pixel by reprojecting the two measurement planes onto a rotated coordinate system until the signal in the co-polarization field is maximized (and the signal in the cross-polarization field is minimized). Fitting the rotation angle allowed us to choose a scan axis orientation convenient for the laboratory scanning system rather than along the co-and cross-polarization axes of the image plane, which was rotated with respect to the optical bench. This characteriza- Fig. 1 . Electrical and optical coupling scheme. The measurement measures the optical beating of two signals, from the LOs, one which is fixed and illuminates the entire array (LO 1 ) and other one which scanned (LO 2 ). Table I summarizes the frequencies at each step in the multiplication chain, reference tone, and readout tones. The signal generators use a common 10-MHz clock. The power and polarization of LO 1 is controlled via two polarizers, and a 150-mm focal length lens is used to optimize the coupling over the field of view. The phase reference is generated separately by mixing the signal generators together, which is mixed with the MKID readout. tion step produces highly accurate results of cross-polarization contamination for single-polarization detectors, and has the potential to accurately characterize polarization selectivity of dual-polarization detectors. We aim to address the characterization improvements called for in [11] .
A. Signal-to-Noise and Dynamic Range
Phase patterns of direct detectors can be measured by modulating the detector readout in the time domain, and phase referencing the detector response to the optical modulation. Detector modulation is achieved by using the interference of two coherent radio frequency (RF) sources, as shown in Fig. 1 . In this experiment, the RF signals are generated using a multiplier chain (LO 1 ) and a harmonic mixer (LO 2 ). Each multiplication chain (mu 1,2 ) outputs a signal at the M th = 32nd harmonic of the drive signal.
The two synthesizers are driven with a small offset frequency (Δf ), which produces a modulation frequency IF mod through coherent modulation of the quasi-particle number in the MKID pixel. At each point in the scan plane, ignoring higher order terms, the optical modulation of the stationary LO 1 and moving source probe LO 2 will modulate the power response of the detector according to
where E LO i is the E-field generated by each of the two sources. Here, the E LO 2 field represents the convolution between the source probe and the optical system's radiation pattern at each Fig. 1 . point in the scan plane. LO 1 launches the radiation using a diagonal horn, and LO 2 uses an open-ended waveguide. In principle, complex field measurements allow for proper source probe deconvolution from the measured beam pattern though we skipped this step for this proof-of-concept demonstration.
The first two terms of (1) correspond to DC offsets, from direct coupling of the sources to the detector. A traditional amplitude-only optically chopped single-source measurement is represented by the second term, so the power signal detected P det is proportional to the power of the beam pattern or | E LO 2 | 2 . The last term describes the optical modulation due to the coherent interference of the two sources, and so is used to extract the phase (Δφ) and amplitude (| E LO 2 |) beam pattern response. Note, in this case, P det is proportional to the amplitude of beam pattern, | E LO 2 |. This has the effect of squaring the dynamic range of the complex-field measurement compared to an amplitudeonly measurement using a switched single optical source with the same source power, which is synchronously postdetected in the output. This enables us to achieve unprecedented signal-tonoise ratio for a direct detector instrument using the proposed method, with a (detector) noise floor of ∼ −50 dB relative to beam maximum.
B. Phase Reference Generation
In order to efficiently scan the entire focal plane, we migrated away from a triggered to a continuous acquisition scheme, ultimately enabling OTF scanning and saving significant overhead. To create a continuous phase reference, we encoded the signal Δf onto the multiplexed MKID readout where it can be accessed as an additional effective pixel rather than a separate datastream. The phase reference signal was generated as in [22] by splitting a signal from the two drive synthesizers at low frequency and mixing the signals with a double-balanced mixer (mx 1 ), as can be seen in Fig. 1 . The mixer was driven in the linear regime to accurately translate the reference and noise from the synthesizers while minimizing the higher order harmonic generation.
The read-out scheme of the array under test was based on a frequency domain multiplexing (FDM), where each MKID is coupled to a transmission line at an individual frequency in the range 4-8 GHz. A signal generator in the read-out system produces a frequency comb with a tone coupled to each MKID, plus an additional set of uncoupled tones called "blind tones." In normal operation, the blind tones are averaged together and then used to calibrate and remove electrical system drifts, phase delays, 1/f noise, and other instabilities [23] .
Using a second double-balanced mixer (mx 2 ), we modulated the amplitude of the entire MKID read-out signal at Δf . The power in mx 2 was optimized to keep it in the linear regime, while an isolator was added in series to reduce reflections off mx 2 back to the signal generators. The phase reference was extracted from the modulated blind tones in data processing (described in Section II-D). Since the phase reference is at M times lower frequency than the optical signal, it was removed as a periodic system drift by the blind tone calibration. Therefore, there is no noise penalty for modulating the entire read-out signal, and we ensure there are no time delays or errors between the phase reference and data timestreams.
C. OTF Scanning Strategy
The beam mapping strategy used in [22] used a step-andintegrate scan mode. However, this strategy suffers from "dead time" as the scanner moves, and for wide-field instruments, this dead time can dominate the scan duration. We, therefore, adopted a partial OTF scanning strategy that proceeds as follows: At a given x position, the scanner is scanned slowly in y; then, moves to the next z position and repeats the y-scan (in order to remove optical standing waves in postprocessing); then, the scanner rapidly returns to a drift reference position (to enable long term drift removal); finally, the scanner moves to the next x position and repeats the process. A slow scan speed of 8 mm/s was used, so that each scan in y takes ∼ 35 s. A crosscheck of the software trigger was performed by checking OTF and step-and-integrate beam pattern cross-cuts of the array.
D. Amplitude and Phase Extraction
The FDM readout of the array under test recorded a timestream from each MKID pixel at a rate of 1.272 kHz. The timestream was separated into "blocks" corresponding to the period of one full reference waveform (72 data samples or 56.6 ms). The speed of the OTF scan corresponds to a 0.11-s integration, equivalent to two reference waveforms (blocks) per 1-mm 2 scan plane coordinate. We perform a complex FFT of each block, and the output peaks in the frequency bin corresponding to the optical modulation IF mod . An FFT of the phase reference signal (blind tone) at the same source probe location is performed, with the signal appearing in the bin corresponding to Δf . After recording the peak in the FFT of each signal, the phase of the reference signal is then multiplied by M and subtracted from the MKID phase. This produces the fully corrected complex field parameter at each x, y location in the scan plane.
Long term drifts in amplitude and phase of the system were measured by periodically returning to a reference position during the scan. The amplitude and phase at these reference measurements were interpolated and, then, subtracted from the interleaving points in the scan plane. First-order standing waves were removed from the measurement data by scanning the source probe by a quarter wave offset in z between two measurement planes, which were then averaged together according to [18] and [22] .
III. EXPERIMENTAL SYSTEM

A. Test Array
This demonstration of the complex field measurement technique was conducted using a representative wide-field, high pixel count, and direct detector array. Our choice was the AMKID, developed for the APEX telescope on the Atacama Plateau in Chile [24] . The AMKID array is separated into two frequency bands, with the higher band centered at ν = 850 GHz. The low-frequency band (L-band) centered at ν = 350 GHz is an 880-pixel single polarization MKID array with a 15 × 15 field of view. Each frequency band consists of four MKID subarrays. One spare L-band subarray is characterized in this analysis.
Each individual pixel is a meandering MKID with a twinslot coupling antenna. The pixels are hexagonally packed with a pitch of 2 mm on a chip measuring 60.8 mm × 62 mm. The antenna is fed by a silicon lens mounted to the front of the array. A stray light absorber is integrated into the chip to increase the imaging capabilities of the device. More details on the chip fabrication and results are presented in [25] . The dynamic range from the technique presented here was essential in identifying the mitigation of the on-chip stray light problem.
The test array was mounted at 250 mK in an optical cryostat designed to test subarrays for the A-MKID instrument. The wide-field optical system consisted of an aberrationcompensated [26] optical relay of magnification m = 3 using four active mirrors and threefold mirrors. A cold aperture (pupil) limits the opening angle on the array to 14
• , or a focal length to diameter (f#) ratio of 2 at the array. The band is selected by a bandpass filter, data presented here use one centered at 350 GHz. The source probe was scanned near the external focus of the warm optical system. At this plane, the array image size is 180 mm × 180 mm, which is slightly smaller than the FOV. GRASP simulations of the full end-to-end optical system predict a waist size of ≈ 3.25 mm in this focal plane [27] . More details on the cryostat and optics system are presented in [25] and [28] .
B. LO Injection
To measure all pixels simultaneously, the static source LO 1 needs to be optically coupled to the entire array. However, with the folded optics there is not enough space to couple LO 1 at the image focal plane. This difficulty was solved by weakly coupling LO 1 with a thin-film beamsplitter at a position near the pupil image in the warm optics. The beamsplitter reflected 5% of the beam into the optical path, and we ensured that the transmitted, nonreflected power from LO 1 (and reflected MKID beam) was terminated on a 300k load. A matching lens was used between the LO and beamsplitter but with an intentional defocus to allow coupling across the entire array. Additionally, two polarizers were added to fix the LO polarization and allow tunability of the source power. The absolute coupling of LO 1 power to each pixel varies across the array, but we normalized each beam to its peak power for further postprocessing. Therefore, the coupling factor calculated for each beam is a representative of the beams Gaussianity rather than absolute power coupling. As long as there is a sufficient signal-to-noise ratio at the individual pixel, the beam fitting algorithm will not be affected.
IV. ANALYSIS
The analysis pipeline we created for the complex field maps described here can be broken into following three main stages: 1) extraction of the amplitude and phase information from the raw data timestream to a complex beam map via the FFT and phase referencing, as described in Section II-D; 2) preliminary map processing via performing a linearity analysis between the two polarized scan planes, the elimination of standing waves, and making co-and crosspolarization maps, described in Section IV-A; 3) optical analysis of the processed maps including Gaussian beam fitting, and beam propagation including a near-tofar-field transformation, described in Section IV-B.
A. Map Processing 1) Polarization:
For either single or dual-polarization selective pixels, it is important to distinguish the co-and crosspolarization components of the beam pattern to accurately fit for the fundamental beam parameters. In principle, the coand cross-polar beam patterns can be measured with only two scans taken at orthogonal polarizations of a singularly-polarized source probe, as discussed in [29] . This is generally true for both power-pattern and complex field measurements, though for power-pattern measurements, the source probe must be precisely aligned with each of the field components, which may be unknown. The advantage of complex field measurements is that the source probe can be aligned in any orientation with respect to the actual co-and cross-polarization axes of the detector beam, and can be fit for individual pixels rather than measured with respect to a mean coordinate system.
The radiation pattern of the FPA was measured twice at orthogonal orientations of the source probe, resulting in the measurements E h (horizontal) and E v (vertical). In the data presented here, the source was aligned close to the co-polarization orientation of the array for one scan and close to the cross polarization for the second scan. We keep the convention of the subscripts h and v to avoid confusion with the E c (co-polar) and E x (cross-polar) field maps.
In postprocessing, the measured fields can be projected onto arbitrary axes by the angle θ pro j , given in [29, eq. 8] , and a minimization algorithm can be applied to solve for the transformation that minimizes power in the cross-polar field | E x | [30] . The orthogonal field is, thus, the co-polar field component E c . Because the raw data maps were scanned over a large FOV relative to the individual beam size (as shown in Fig. 2 ) and include an elevated off-axis signal, we selected only an inner portion of the raw data to pass to the fitting routine.
In order to minimize | E x |, the amplitude centroid of the two maps E h and E v must be coaligned as accurately as possible. The raw data maps were gridded onto a 1-mm spacing, but this sampling was too coarse to see the fine detail of the cross-polarized maps. We linearly interpolated the data onto a 0.2-mm grid spacing and used a cross-correlation routine to find the amplitude centroid offset between the two map orientations. We then used a circular shift to coalign the two datasets.
Initially, a subset of 100 pixels in the center of the FPA was fed into the polarization algorithm using the range − π 2 < θ pro j < π 2 with increments of π 180 . Once the average projection angle was found, we ran the algorithm over the full array but narrowed the projection angle range to − π 6 < θ pro j < 0 with increments of π 360 . We find that the average rotation angle across the array is θ pro j = −14.9 ± 0.1
• . Fig. 3 shows the resulting E c and E x fields of a central array pixel in both amplitude and phase. The cross-polar maximum was 21.3 ±.9 dB below the co-polar field maximum on average across the array.
2) Linearity: To linearize the response of each MKID to the optical power, we compare each timestream to the relative frequency shift (f − f 0 )/f 0 , where f 0 is the MKID resonance frequency, which is linear to the detected optical power [31] , using the procedure in [32] . We check this technique by decreasing the drive power to the source probe for several iterations of a linear cut across the measurement plane.
Because of the close alignment to the co-and crosspolarization axes, the power absorbed by the array during the E h measurement was significantly stronger than during the E v measurement. Using the results of the linearity check, we increased the drive power to the source probe by +17.8 dB for the E v scan so that the detected power produced comparable signal-to-noise ratio in each map. For the polarization fitting, the scaling factor Ae iφ from [29, eq. 8] assumes that the source probe power is equal between the two measurement scans. We, therefore, scaled | E h | by +17.8 dB before fitting the values of A and φ. A encompasses the coupling difference between the source and detector at each orientation, and also adjusts for the relative power levels received by each individual pixel across the array.
3) KID Matching: As part of the automatic start-up routine, the KID frequencies are recalibrated between each measurement scan because the resonant frequency of each device can shift due to different thermal or optical loading conditions within the cryostat, as well as from changing the source probe drive power as mentioned earlier. The consequence of that step for this analysis was that the KID pixel read-out frequencies differ between the E h and E v scans, which must be frequency matched for further processing.
Therefore, a processing step was introduced to match individual pixels between the E h and E v datasets. We used a two-step matching technique that finds the closest match in frequency between the two scans but does a follow-up check on the location of the amplitude maximum. With an initial pixel count of 732 pixels, the routine matched 718 pixels corresponding to a matching yield of 98.1%.
B. Data Analysis 1) Beam Fitting:
The beam fitting analysis routine used in our pipeline is a scaled version of that presented in [18] and [22] to fit a fundamental Gaussian beam to the measurement data. As can be seen in Figs. 2-4 , there is a significant sidelobe structure in the beams of this test array, and this fit is only approximate. We could, in principle, recover different information about the optical system by fitting for a other beam functions, for example, a higher order Gaussian function or a first-order truncated two-dimensional (2-D) Bessel function [33] , [34] . The framework presented here is easily adaptable to other fitting functions while maintaining an approximately equal degree of computer processing time. Fig. 3 . Near-field co-polarization (upper two panels) and cross-polarization (bottom two panels) beam maps for the same representative pixel as shown in Fig. 2 . The left two panels show the amplitude, scaled to the peak of the co-polarization map, and the right two panels show the phase structure. The image has been cropped to a square 8 × the beam width, centered on the amplitude peak in the co-polarized map to cut out the wide-field noise. Fig. 4 . Cuts in both theÊ (left) andĤ (right) planes of the near-field 2-D co-polarized beam patterns E c ,meas are projected back to the focal plane at z = −33 mm (see Section V). We also plot the results of the fitting function E c ,fit , which is the first-order Gaussian function |ψ 00 |, and the beam pattern cross-cuts from optical simulations E c ,sim . The simulated patterns include the effects of the truncation of the beam on the secondary mirror and more fully simulate the optical properties of the receiver system. We see a strong null in the measured cross-polar pattern E x ,meas , showing that we recover the cross-polar pattern after reprojection. However, the measured cross-polar peak is 15 dB higher than simulated E x ,sim , caused by coupling to stray light both optically and in the device substrate, nonidealized optical components and slight alignment errors, and a small amount of coupling to the cross-polarization field of the source probe. The Gaussian beam fitting routine fits for the fundamental beam parameters ω o,x and ω o,y by creating a new coordinate system at location x, y, z and is rotated with respect to the scan plane by the Tait Bryan angles θ TB1 , θ TB2 , θ TB3 from which to propagate an idealized, fundamental Gaussian beam ψ 00 . A minimization function takes the set of initial seed parameters to define a fundamental Gaussian beam in a coordinate system relative to the focal plane, propagates the beam forward to the measurement plane, calculates the coupling loss coefficient between the measurement and fit data, and iterates over the parameter space until a convergence criterion is met.
The first pass of the beam fitting routine used an unbounded Nelder-Mead [30] minimization function, which efficiently probes the parameter space and has a low probability of converging to a local rather than global minima. The output parameters were passed as the initial guess for a second-pass beam fitting function, which used a nonlinear least-squares minimization function [35] , which is also unbounded. The least-squares algorithm allowed us to more easily find the confidence intervals for the solution set of beam parameters. This is the most computationally expensive step in the analysis routine, but can be accomplished in a small number of hours depending on a number of analyzed pixels, closeness of the initial guesses, and hardware capabilities of the machine used for the analysis. Table II presents the initial values used to seed the firstpass minimization algorithm, as well as the average of the final fit values for all 718 matched pixels. Initial parameters for the beam characteristics were taken from optical simulations using the parameters from lens-antenna simulations in CST [36] , which were then ported into GRASP [27] for full end-to-end beam pattern simulation. The simulation data are included in Fig. 4 , which compare amplitude crosscuts of the simulated beam pattern, the measured data |E c |, as well as the magnitude of the idealized first-order Gaussian beam |ψ 00 | for a representative array pixel. We include the comparisons of the measured and simulated cross-polar patterns. Because we use a first-order Gauss-Hermite polynomial for fitting, we do not fit for sidelobes. We discuss the choice of fitting function in Section V. Fig. 5 . This plot simultaneously shows the beam ellipticity and coupling coefficient for each pixel across the array. The shape of each beam is proportional to ω x and ω y at the distance z (focal plane) fit for each pixel according to the coordinate system transformation outlined in Section IV-B1. The color of each beam is proportional to the coupling value c 00 . Not shown are pixels for which the beam fitting algorithm does not converge. Note that we have rotated the array footprint compared to the black box shown in Fig. 2 . Fig. 5 shows the coupling coefficient between the co-polar map and the first-order Gaussian beam. The shape of each pixel is representative of the beam's ellipticity. Optical simulations predict 91% coupling [37] to a fundamental Gaussian. We attribute the slight discrepancy between the simulation and measured Gaussicity to the remaining stray light scattering within the chip. We see no significant trend between coupling and pixel position, although we have eliminated pixels for which the beam fitting algorithm did not converge to a solution, which typically signifies crosstalk in the beam.
Initial testing of the beam fitting algorithm included a value to parameterize the beam's astigmatism, as presented in [22] . This value is the z offset between the phase centers in the x and y directions (parameter δz x,y as defined in [18] ). However, when analyzing the beam fitting equation, we found that the function is fairly insensitive to the z parameter, where a 10 mm change in z produces only a ∼ 1% change in the beam coupling. Upon further inspection, we found that the minimization function was oscillating between two minima for different values of z and δz x,y ; thus, these two parameters are not sufficiently independent for the level of noise present in this dataset. We removed this parameter from the fitting routine and kept the fit in z only. We still solve for the beam ellipticity by independently fitting the beam along the x and y axes, to find ω x and ω y . Fig. 6 shows the value of the fit in z, effectively the distance of the measurement plane from the focal plane of the optical system, as a function of pixel position. The mean fit distance was − 33 ± 6 mm. The sensitivity of the algorithm is only weakly coupled to the distance in z, and the ±6 mm spread falls within the noise level. Though the spread is still large, we see no significant trend across the array.
2) Near-to-Far-Field Transformation: We took advantage of the external focus of the optical system to measure the complex beam pattern in the near field of the reimaged focal Fig. 6 . Projection of the calculated distance to the focal plane for each pixel as viewed from the XZ plane. As in Fig. 5 , the color of each pixel is related to the coupling percentage. Pixels with z fits outside the standard deviation of the focal plane distance tend to also have atypical coupling coefficients.
plane. At this plane, the confocal distance is z c = πω o 2 /λ = π3. 25 2 /0.833 ≈ 40 mm [38] . We then solved for the far-field beam pattern following an angular plane wave spectrum technique [13] , [39] , which was accomplished with an FFT.
Instead of clipping the data in a boxed region as in Section IV-B1, we applied a circularly symmetric Hanning window function over the full 260 mm × 260 mm co-polar map. The windowing region was centered on the amplitude maximum and had a radius of r Hann = 24 mm. Masking reduces the contribution from the noise floor outside the beam, as well as stray light "speckling" that arises from either the residual scattering inside the optics system [40] or from the residual stray light within the chip [25] , not absorbed by the on-chip absorber. If the desire is to characterize the stray light performance of the array, the masking step can be skipped. Here, we use the filter mask to bring out the features of the cross-polar far-field map, which would otherwise be dominated by the stray-light noise.
The upper two panels of Fig. 7 show the far-field amplitude and phase of the co-polar field, and the bottom two panels show the amplitude and phase of the cross-polar field. Here, the phase pattern has been shifted by E ff = E ff * exp [i (k x x o + k y y o + k z z)] to propagate from beam center rather than the center of the scan coordinates. The far-field pattern represents the illumination of the beams at the aperture stop of the optical system (i.e., the secondary mirror of the telescope). Though it appears mostly flat, the field in the central amplitude region of the co-polar far-field projection is a truncated Gaussian with an edge taper of −5 dB on average across the array due to the oversampling of the focal plane [41] .
Once the phase correction was applied, we found the phase center in angular coordinates k x , k y by setting all coordinates of the co-polar map with amplitude > −10 dB to unity and nulling all coordinates with amplitude < −10 dB. We then averaged all the coordinates with signal to find the central coordinates of the beam, which corresponds to the boresight angle of each pixel fitted in the far field. Each pixel is shown with an arrow representing the boresight angle in Fig. 8 , where the direction of each arrow is the representative of the boresight angle and the length is proportional to the magnitude in that direction.
V. DISCUSSION
As a result of the complex field radiation pattern measurement, the AMKID array was measured with a dynamic range of >50 dB, a two to three orders of magnitude improvement over thermal beam scans of the same array. This dynamic range revealed the presence of a − 30-dB optical surface wave in an early fabrication run of the AMKID array, which was removed by adding an absorbing mesh for subsequent fabrication runs [25] . The results we present here are measurements from an array fabricated with an absorbing mesh in the substrate. Our results show a decrease in the magnitude of the surface wave to −40 dB, at a power level only easily measurable with the complex mapping technique that offers such a high dynamic range.
We summarize the trends in beam fitting parameters across the array in Fig. 9 . The overall trend of the beam parameters, such as presented in Fig 9, can be used in conjunction with spatially correlated beam parameters, such as Fig. 5 , to help diagnose individual errors likely caused during device fabrication from correlated errors likely arising from the optical system. It is even possible to propagate the beams backward or forward to the different optical planes in order to confirm these effects.
The far-field transformation in Section IV-B2 demonstrates the ability to measure the near-field beam pattern of direct detectors, which is possible from amplitude-only measurements but requires multiple measurement planes [42] . It is also worth noting that complex field measurements can be propagated and recreated at any distance from the measurement plane. We achieve this with a 2-D inverse FFT of the beam after propagating by a chosen value of ±z. Beam propagation was used in Fig. 4 , which compares the cross-cuts of the beam patterns at the focal plane, − 33 mm from the measurement plane. Fig. 10 shows the 2-D beam patterns at the focal plane and at 100 mm from the measurement plane at the exit aperture position of the optics. The exit aperture is visible in the data as a rectangular truncation of the low-level stray light. We demonstrate that with this technique it is possible to check the illumination and alignment of the beams with respect to this aperture or any other major limiting apertures in the system.
The far-field co-polarized beam map confirmed the secondary edge taper of only ∼− 5 dB, verifying the optical design of the system at planes other than the measurement plane. The results of both the near-field beam fitting and far-field radiation pattern confirms the fact that they are only somewhat Gaussian in nature, and the highly truncated beams are dominated by diffraction effects through the cold stop. The choice to fit for a Gaussian beam stems from the desire to know the coupling to a point source for each individual pixel. In this analysis with the AMKID array, the fundamental beam produced by the lenslet array was designed to produce more Fig. 7 . Far-field radiation patterns of the representative MKID pixel. The upper two panels are the co-polar far field, lower two panels show the cross-polar far field. The left two panels are the amplitude patterns and the right two are the corrected phase patterns. We recover a null in the central region of the cross-polar amplitude map, demonstrating that we are able to fit for the proper cross-polarization field even at an elevated signal compared to the design. Fig. 8 . Black arrows overlaid on the MKID pixels point in the direction of the boresight angle. The length of the arrow is proportional to the magnitude along the pointing direction, but scaled by a factor of 25 to be visible in this image. The color of each pixel is the representative of the magnitude of the difference between the pointing direction and boresight. Because the beams have to be scaled by a large factor to show the pointing direction, we demonstrate that overall the beams are very well aligned to the optical axis.
Gaussian beams, but the significant truncation at the pupil degrades the Gaussian coupling produced at the measurement plane.
The results of beam mapping for this array show an asymmetry in the first-order sidelobes of the beam, first appearing in the H-plane of the near-field pattern. This is seen also as the off-center midpoint in the amplitude and phase of the far-field pattern, and is most pronounced in the asymmetric phase of the cross-polar pattern. By analyzing the combined beam projections and removing the scan system misalignments during beam fitting, we conclude the error is caused by a misalignment in the cold optics, which may arise either from a misalignment of the lenslet [43] array or the cold stop. Amplitude-only near-field measurements would reveal only a sidelobe asymmetry, which can be difficult to interpret and are not as conclusive as complex field measurements.
This level of detailed analysis will be crucial to ascertain the accuracy of instrument fabrication when looking to the future of space missions using direct detectors with thousands to hundreds of thousands of pixels. For example, the next generation of CMB mapping satellites envisioned for CMB-S4 need unprecedented pointing knowledge to detect or set limits for the energy in primordial B-modes of CMB photon polarization. For imaging instruments studying extended sources, accurate pointing knowledge of the beams is necessary to fully reconstruct the source. The technique we present here is a highly accurate and efficient measurement of the co-and cross-polarization fields of an instrument and can be located at any scan plane convenient for in situ beam scanning. Fig. 9 . Histograms of Gaussicity, sidelobe level, and maximum cross-polar level versus number of pixels across the array. We include the expected value as a dashed line taken from simulations of the co-and cross-polarized field data. To get the maximum sidelobe level from the 2-D co-polar data, we masked out the main beam and found the next highest peak. The pixels with a −5 to 0 dB sidelobe magnitude in that histogram are likely the number of pixels with crosstalk. For this particular array, we show slight variation between the measurement and simulated values for all three beam properties. The dominant reasons for this are 1) an optical misalignment leading to increased sidelobe level, 2) stray light from the optics and residual surface wave in the array, and 3) slight elevation of the cross-polarization level due to the cross polarization of the open-ended waveguide source probe. Fig. 10 . Demonstration of propagating a beam from the focus position found during the beam fitting routine in Section IV-B1 at z = −33 mm (the fit waist position), and outward from the measurement plane at z = 100 mm (location of exit aperture of the warm optics). The choice of propagation distance aligns with the location of the pupil plane. In this demonstration, we propagate the beam from unmasked data in the measurement plane.
VI. CONCLUSION
A phase mapping technique for direct detector arrays was demonstrated with sufficient sensitivity and accuracy to determine fundamental beam parameters of the individual pixels as well as the optical performance of the system. New analysis techniques were included in a data reduction pipeline for beam pattern characterization of direct detector arrays, including extracting co-and cross-polarization maps from data scanned with an arbitrary source probe polarization orientation and near-tofar-field optical propagation. ACKNOWLEDGMENT First, the authors would like to thank R. Hesper for his contributions to the hardware optical system and software to run the motion stages. The authors would also like to thank O. Yurduseven and N. Llombart from the Delft University of Technology for work on the beam simulations of the array.
