Adaptive immunity is initiated in secondary lymphoid tissues when naive T cells recognize foreign antigen presented as MHC-bound peptide on the surface of dendritic cells. Only a small fraction of T cells in the naive repertoire will express T cell receptors specific for a given epitope, but antigen recognition triggers T cell activation and proliferation, thus greatly expanding antigen-specific clones. Expanded T cells can serve a helper function for B cell responses or traffic to sites of infection to secrete cytokines or kill infected cells. Over the past decade, two-photon microscopy of lymphoid tissues has shed important light on T cell development, antigen recognition, cell trafficking and effector functions. These data have enabled the development of sophisticated quantitative and computational models that, in turn, have been used to test hypotheses in silico that would otherwise be impossible or difficult to explore experimentally. Here, we review these models and their principal findings and highlight remaining questions where modeling approaches are poised to advance our understanding of complex immunological systems.
Introduction
Understanding and ultimately manipulating the human immune response is key to improving human health. In many cases, the first line of defense (innate immunity) is sufficient to control an infection. However, the development of long-lived adaptive immunity to common bacterial and viral pathogens is vital. Although adaptive immune responses often confer protection through humoral mechanisms (antibody production), the generation of activated CD4þ and CD8þ T cells within secondary lymphoid tissues such as the lymph nodes (LNs) and spleen are central to fighting infections such as those caused by Mycobacterium tuberculosis, HIV-1, streptococci spp. and influenzae. Until recently, LNs have been in large part considered a ''black box'' by those studying immune dynamics. In this review, we first discuss recent two-photon work that has allowed a ray of light into this ''black box'' and then focus on modeling studies that are being conducted in parallel to better understand the role of LNs in initiating and regulating immunity.
There are many challenges to modeling the generation of activated T cells in LNs. At a basic level, an attempt must be made to recapitulate the detailed structure of the LN and understand how the environment and cell-cell interactions influence cell behavior. From this framework, one can then begin to ask questions such as: how do cells locate each other to exchange information? What is the impact of infection on cell behavior? What is the relationship between LN input (circulating naive T cells and antigen-presenting cells) and LN output (activated T cells), and does that change over the course of infection and for different infections? In vitro or in vivo experimental approaches to these questions are time consuming, costly, and often not tractable with currently available techniques, and thus a systems biology approach is warranted (Bogle and Dunbar, 2010b; Kirschner et al., 2007) . After first summarizing experimental studies on LNs and their function, we discuss how modeling approaches are being used to probe the fundamental cell dynamics that underlie immune responses.
Experimental studies on lymph node anatomy and cell dynamics

Structure and components of the T cell zone of a lymph node
LNs in humans and non-human primates vary in size from a few millimeters to a few centimeters. The LN paracortex or T cell zone is that region occupied by T cells and professional antigenpresenting cells (APCs), such as dendritic cells (DCs) (Fig. 1a) . In the steady-state, circulating naïve T cells enter the T cell zone of a LN via high endothelial venules (HEVs) . Adhesion molecules such as L-selectin facilitate T cell rolling along the endothelial surface. Chemokines and integrins expressed by endothelial cells induce increased T cell adhesion, ultimately leading to firm arrest and transendothelial migration across the endothelium (extravasation) (Sage and Carman, 2009) .
T cells exist in large numbers within the T cell zone of a LN, on the order of 10 6 in a 2 mm diameter LN (Catron et al., 2004) , consuming roughly 60% of the volume (Bogle and Dunbar, 2008) . A feature of a LN-T cell zone is the dense fibroblastic reticular cell (FRC) network. The FRC network was originally thought solely to provide structural support, but it is clear that it also serves as a conduit through which low molecular weight antigens may enter a LN to be taken up by DCs for processing and display (Anderson and Shaw, 1993) . More recently, T cells have been observed crawling along the surface of the FRC network, suggesting that it serves as a track for T cell movement (Bajenoff et al., 2006; Mueller and Germain, 2009 ). The extracellular and intracellular factors controlling T cell motility in the LN are complex and are the topic of a recent review (Worbs and Forster, 2009) . As T cells migrate through LN parenchyma they eventually enter the medullary sinuses, which drain into the efferent lymphatic (EL) vessels, returning cells into the circulation. Resting T cells transit through LNs (transit time) in less than one day, on average, for humans and in less than 12 h, on average, for mice and rats (Ford and Simmonds, 1972; Tomura et al., 2008; Westermann et al., 1988 Westermann et al., , 1993 . T cell egress from the LN is sphingosine-1-phosphate (S1P) dependent, and its receptor (S1P 1 ) is down-regulated during T cell activation (Matloubian et al., 2004; Wei et al., 2005) , leading to retention of activated T cells in LNs for a number of days. In response to inflammation, conventional DCs acquire antigen from peripheral tissues and ferry them into LNs by trafficking through the lymphatics. When immature DCs take up (phagocytose) bacteria, they undergo a maturation process that reduces phagocytosis activity and induces processing and presentation of antigen on major histocompatibility complexes I and II (MHCI and MHCII) (von Andrian and Mempel, 2003; Randolph et al. 2005) . During maturation, the expression of chemokine receptors on DCs, in particular CCR7, facilitate DC recruitment to nearby lymphatic vessels (Sallusto et al., 1998) . Antigen-bearing DCs (Ag-DCs) enter LNs from afferent lymphatic (AL) vessels and migrate to T cell zones where they interact with T cells. In contrast to T cells, Ag-DCs are thought to be relatively short-lived so presumably once they enter the LN paracortex they will remain there until they die. DCs, while much less motile than T cells, are able to sample a large volume using their dendrites, which extend up to twice their body length (Miller et al., 2004a) , T cell zones of LNs serve as meeting grounds for DCs and T cells. The specificity of T cell receptors (TCRs) for peptide bound to MHC (peptide-MHC complexes, or pMHC) on an Ag-DC is highly diverse. Estimates for ab TCR repertoire diversity range from greater than 2 Â 10 7 in humans (Arstila et al., 1999; Naylor et al., 2005) to approximately 2 Â 10 6 in mice (Casrouge et al., 2000) . Therefore, within the LN, only a small fraction of naïve T cells will have TCRs capable of recognizing any given antigenic epitope (Blattman et al., 2002; Casrouge et al., 2000) . DCs typically express tens to thousands of pMHC molecules on the surface; a minimum of approximately 200-350 pMHC molecules have been found to be necessary to elicit a T-cell response (Demotz et al., 1990; Harding and Unanue, 1990) . The specific binding of the TCR to pMHC sets in motion an intracellular signaling cascade within a T cell that leads to activation and proliferation. After several rounds of proliferation, differentiated T cells begin to egress from a LN and enter the circulation via efferent lymphatics. In response to inflammation, circulating effector T cells are recruited to sites of infection where they can directly kill infected cells or secrete cytokines to augment cellular immune responses to clear a pathogen.
Measurement of cell motion and behavior in lymph nodes
LNs in mice, rats, sheep and humans have been studied for centuries with dissection and optical microscopy (e.g. Hall et al. 1976; Gowans 1959) . These studies have provided a general sense of LN size, shape, weight, and sub-architecture. Stunning images that identify LN anatomical features and provide insight into the localization of components and their densities have more recently become available (Fig. 1b) . Cell density information can be obtained through flow cytometry.
Since 2002, two-photon microscopy (2PM) has been used extensively for the quantitative analysis of cell motility and behavior in LNs. In a typical 2PM experiment, cells are labeled with fluorescent dyes or by the expression of a fluorescent protein. Fluorescence excitation is achieved when two near IR photons from a femtosecond pulsed Ti:Sapphire laser are absorbed by the fluorophore nearly instantaneously. The two photons together provide the same quantum of energy (equivalent to a single higher energy photon) to promote a pi orbital electron to an excited state. The electron loses energy by nonradiative processes and then returns to the ground state, emitting the remaining energy as photon, just as with single photon fluorescence excitation. However, unlike single photon excitation, 2P excitation requires very high photon densities and is therefore restricted to the point of focus in the sample. Because 2PM uses long wavelength near IR light, it can image several hundred microns deep into scattering tissues. Moreover, because excitation is confined to a small volume of the sample, less photodamage is induced, which translates into better tissue viability and more physiological cell behaviors Miller 2010) .
2PM of mouse LNs (Fig. 2) has revealed specific T cell motility patterns in the absence of infection (e.g. Miller et al., 2002; Wei et al., 2003) . Visually, cells appear to move in straight lines, on average for several minutes at a time (short-term persistence), and to traverse a mean free path of $ 20-30 mm. Longer-term T cell motion resembles diffusion, with a motility coefficient, analogous to a diffusion coefficient, of 50-100 mm 2 /min. Initially, the instantaneous speed of T cells was measured in 2-dimensional (2-D) maximum intensity projections and gave values that ranged from 9.6 to 11.8 mm/min for CD4þ T cells, though the distribution of speeds is long-tailed and some move as quickly as 25 mm/min (Miller et al., 2002 (Miller et al., , 2004b . These 2-D speed measurements underestimate actual T cell speeds since motion in the z-plane is not measured. Moreover, reported values for T cell speed can vary considerably due to differences in experimental approach, image acquisition rate and the tracking methods are used. However, subsequent 3-dimensional (3-D) measurements for CD4þ and CD8þ T cell speeds in vivo are roughly in agreement with the early 2D estimates giving values of $ 9 mm/min for CD4þ T cells (Shakhar et al., 2005) and CD8þ T cells (Mempel et al., 2004) .
Several 2PM imaging studies have examined T cell priming dynamics in LNs [Miller et al., 2002 [Miller et al., , 2004b Bousso and Robey, 2003; Mempel et al., 2004; Shakhar et al., 2005] . In the absence of cognate antigen, naïve CD4þ T cells display random motility and make multiple contacts with DCs within minutes (search time) as a consequence of robust T cell motility and a dynamic extension of DC dendrites into the surrounding space (repertoire scanning) (Miller et al., 2004a (Miller et al., , 2004b . Various reports have estimated that DCs can contact between 500 and 5000 T cells/h (scanning rate) and that initial contacts last about 3 min on average (contact time) (Bousso and Robey, 2003; Miller et al., 2004a) . Similar to CD4þ T cells, CD8þ T cells were also found to migrate randomly preceding contact with DCs Robey, 2003, Mempel et al., 2004) , while more recent work reported that licensed DCs enhanced the recruitment of CD8 þ T cells by chemotaxis (Castellino et al., 2006 , Beuneu et al., 2006 . For both CD4þ and CD8þ T cells, the recognition of cognate antigen leads to stereotypical changes in both in cell motility and T cell-DC contact durations. Miller et al. (2004b) suggested that CD4 þ T cell priming behaviors could be grouped into five distinct stages (although certainly a continuum might exist). The initial contact of a T cell with a DC is represented by Stage I, which last for several minutes and is antigen independent. If cognate pMHC is not detected, the T cell will break contact with the DC and move away, allowing another T cell to interact with the DC. However, if antigen is detected, then a T cell enters Stage II, which is characterized by decreased T cell speed and increased turning behavior (stop signal). This change in motility facilitates multiple interactions with both the original stimulating DC as well as other DCs in the vicinity that are likely to be presenting cognate antigen. For CD4þ T cells, Stage II interactions occur typically on DC dendrites, last tens of minutes and frequently involve serial contacts with multiple DCs during (Miller et al., 2004b) . At 2 h after T cells are added, many T cells will begin to enter Stage III, characterized by stable contacts with DCs, in some cases persisting for greater than several hours producing T cell clusters on DCs. While clusters can be observed over the first 24 h of priming, beginning $ 18 h after cells are added, some cells will display an additional dynamic interaction stage, or Stage IV behavior (Miller et al., 2004b) . The percentage of T cells that find their cognate Ag-DC during their time in the LN is defined as the match percentage . Stage IV is characterized by partial resumption of T cell motility and a decrease in the duration of T cell-DC contacts from 430 min to tens of minutes. After 24 h, CD4þ T cell behavior is described as Stage V. This stage is characterized by a resumption of motility and brief interactions with DCs (similar to naïve T cells) that is interspersed with periods of cell arrest and cytokinesis. In contrast, the activation behavior of antigen-specific CD8þ T cells has been divided into 3 stages: an early dynamic interactions, stable interactions and the resumption of motility [Bousso and Robey, 2003; Mempel et al., 2004] . These stages are similar to Stages II, III and IV described for CD4þ T cell priming dynamics, with the exception that a late dynamic DC interaction stage (Stage IV) has not been well documented for CD8þ T cells. As a caveat, the contact between T cells and DCs can take various forms depending on both the T cell type, activation state and the antigen presenting cell phenotype (Lin et al., 2005) , so the choreography of T cell priming must be taken as a general description of potential behaviors during antigen recognition rather than an immutable sequence of events. For example, Bousso's group showed that a large dose of soluble peptide could cause T cells to bypass the dynamic interaction phase and form sustained contacts directly with DCs (Celli et al., 2007) . Moreover, while long-lived T cell contacts are typically associated with antigen recognition, dynamic serial interactions that last on the order of minutes have also been reported in other systems [Zinselmeyer et al., 2005; Shakhar et al., 2005] . Fig. 3 provides an overview summary of current thought regarding activity in a LN T cell zone: it captures dynamics from recruitment and movement of T cells and DCs, influenced by the dense LN environment, the FRC network and the cytokine environment, through T cell dynamics during activation, proliferation, and egress.
While 2PM studies have uncovered important features of cell motion and interactions in LNs, they do so only over short distances (a few hundred microns) and short times (minutes to a few hours); in other words, T cells travel greater distances and remain in a LN longer than can documented by 2PM. In addition, adoptive transfer approaches result in super-physiological precursor frequencies for antigen-specific T cells, e.g., an increase in frequency from 10 -5 or 10 -6 to 3 Â 10 -2 (Bousso and Robey, 2003; Celli et al., 2008; Mempel et al., 2004; Miller et al., 2002 Miller et al., , 2004a Miller et al., , 2004b . Computational biology approaches can complement and extend experimental results, for example by determining how local (observed) motility is translated into global long range trafficking behavior through the entire LN, or how the output of effector T cells from a LN scales with precursor frequency. Such approaches can test competing mechanistic explanations for observed phenomena or suggest novel hypotheses, as we discuss in the sections below. Early 2PM studies examined T cell and DC dynamics following immunization with model protein antigens (non-pathogenic and non-replicating) such as ovalbumin in adjuvants or in response to transferred peptide-pulsed DCs. However, during an actual infection, the pathogen-induced inflammatory response, as well as the amount and distribution of foreign antigen, will profoundly impact the T cell response elicited. Moreover, pathogens have evolved an arsenal of counter measures and immune evasion strategies to modulate host immune responses. As the ultimate goal is to understand immune dynamics during infection, the use of a model antigens might preclude some insights. Recently, 2PM has been used to examine host-pathogen interaction dynamics and study T cell responses during infection (Konjufca and Miller, 2009) . Listeria monocytogenes (Lm) is an intracellular bacterial pathogen widely used to study innate and adaptive immune responses to infection in mice. Several groups are using Lm as a model pathogen in their 2PM studies (Aoshi et al., 2008; Sathaliyawala et al., 2010; Waite et al., 2011) . Aoshi et al. showed that splenic DCs transport live Lm from the marginal zone, where it is initially captured, to the periarteriolar lymphoid sheath (PALS) to initiate antigen presentation to T cells. Preventing the entry of Lm into the PALS by pre-treating mice with pertussis toxin inhibited both the progression of Lm infection and antigen presentation to CD8 þ T cells. This finding suggests that DC trafficking from the marginal zone to the PALS serves an analogous antigen transport function to the migration of DCs from inflamed peripheral tissues to draining LNs. Waite et al. (2011) focused on the effector responses that serve to capture and kill Lm in the red pulp of the spleen. There is also great interest in understanding the pathogenesis of Mycobacterium tuberculosis (M. tuberculosis) infection and 2PM studies have generated beautiful images during granuloma formation; however, BCG (a nonpathogenic cousin of M. tuberculosis) was used in this work and imaging was performed on the livers of mice (Egen et al., 2008) . Thus, it is unclear how well results from this experimental system reflect infection with pathogenic M. tuberculosis in human lungs, the major site of infection. Bacterial pathogenesis and outcomes are highly dependent on the host organism, the species of bacteria and the tissue that is infected (Engelmayer et al., 1999; McFadden and Murphy, 2000; Tortorella et al., 2000) . For example, M. tuberculosis may interfere with processing and presentation of antigen by DCs (Harding et al., 2003; Hmama et al., 1998; Mazzaccaro et al., 1996; Moreno et al., 1988; Noss et al., 2000) and Shigella and Salmonella sp. can activate DC apoptosis via caspase 1 (Yrlid and Wick, 2000; Yrlid et al., 2001) . In theoretical models, the effects of pathogens on particular pathways or mechanisms, e.g. on recruitment, maturation or survival of DCs, and the implications for immunity can be explored and perhaps bridge the gap between model systems and human infections (c.f. Chang et al., 2005; Linderman et al., 2010) .
Types of models
Many early models of LNs were built as systems of differential equations and were used to describe flux through a LN and changes in constituent concentrations of cells over time (e.g., Bajaria et al. (2002) and Marino et al. (2004) ). These deterministic models are fairly easy to build, both conceptually and practically, and one can obtain a numerical solution quickly. These advantages continue to make them an occasional modeling choice (Marino et al., 2010b) . However, they fail to capture stochastic and discrete behaviors inherent in cell dynamics and less flexibly describe spatial variation. More importantly, these models tend to be phenomenological rather than mechanistic, making them less appealing for studies aimed at elucidating biological mechanisms.
2PM data show individual T cells and DCs crawling in LNs and, when they contact each other, interacting. It is thus typically assumed that interactions between T and DC cells are transport-limited (e.g., Preston et al. (2006) ) or at least partially transport-controlled (e.g., Linderman et al. (2010) and Riggs et al. (2008) ). If the process is transport-limited, activation of cognate T cells by DCs is governed by how long it takes two cells to find each other. If partially transportcontrolled, activation depends not only on the time for cells to find each other but also on the details of the interactions. With either assumption, modeling T cell activation in LNs requires a reasonable representation of the dynamics of cell motion.
Monte Carlo and agent-based models (ABMs, also known as individual based models, or IBMs) have recently become preferred for representing cell motion and cell interactions within LN T cell zones, because events can be made stochastic quite naturally and because sophisticated rules can be established to govern behavior of individual agents (cells) and their associations (Bauer et al., 2009 ). Though there is no requirement that these simulations be spatially discrete (i.e., built on a 2-D or 3-D lattice), the norm is to do so to restrict possible locations of agents, making computation more tractable. Agents (e.g., T cells or DCs) are positioned within a lattice according to their known distributions and densities. The size of a lattice compartment and time it takes for an agent to move from one micro-compartment to another are scaled to conform to known biology. Probabilities are established for motion in each allowed direction. Additional features, like ALs, ELs, HEVs, and the FRC network can be added to the lattice to allow for influx and efflux of cell components and stromal structure. To capture dynamics of an immune response, rules are established based on known interactions of T cells and DCs, including conditions leading to T cell activation, duration of the activation period and rate of T cell proliferation.
Cellular Potts models (CPM), which can be considered specialized types of ABMs, have also been employed to describe T cell motility in LNs. Individual agents (e.g. T cells) are depicted as collections of contiguous lattice compartments and agents evolve according to a Hamiltonian that determines the probability of lattice-site updates (Glazier and Graner, 1993; Graner and Glazier, 1992) . In this way, shapes of individual cells are allowed to change with time, giving a more realistic representation of motion. Additionally, CPMs allow for incorporation of cell-cell interactions (e.g., adhesion), although due to computational demands the number of cells that can be simulated at such high resolution is typically limited to a few cells, as compared to thousands for an ABM.
Building a lymph node model in stages
One can think of building a LN model in stages, first describing individual cell motion, then incorporating cell-cell interactions that lead to T cell activation, and finally capturing the dynamics of an entire LN T zone by including influx and efflux of cells and proliferation occurring over the time course of an infection (Fig. 3) . The modeling community has met some of these challenges individually and some in combination as first steps toward building a complete LN representation (Table 1) .
T cell motility in lymph nodes
Several models of T cell motion in the LN have been developed and are successful at reproducing key features of 2PM data ( Table 1 ). The first model was a CPM formulated by MeyerHermann and Maini (2005) . During each time step, subunits that comprise a single cell are allowed to change location on a lattice while maintaining contiguity, but overall cell volume is held constant. Thus, there is a correlation between movement and deformation. Their model predicts that movement can be described as a random walk; however, over 2 min horizons, persistence of orientation is maintained. Beauchemin et al. (2007) simulate T cell motility as a random walk expressible via three parameters that describe an inherent motility program: the duration a T cell travels along a free path (short-term persistence), the speed of a T cell along that path, and a pause time after which the cell chooses a new random orientation. Several 2PM data sets were used to fit parameters, and a mean free path of 38 mm is predicted, about twice the mean FRC network branch length (Bajenoff et al., 2006) . Assuming T cells do in fact migrate on the network, they would therefore change branches $ 50% of the time when arriving at an intersection.
In contrast to the inherent motility program assumed by Beauchemin et al. (2007) , Beltman et al. (2007b) employ a 3-D CPM incorporating realistic cell densities to suggest that observed T cell motility could arise solely from a dense LN environment. T cells are given a preferred direction of motion and allowed to move only into empty compartments (not containing other T cells or FRC). The lattice contains an FRC network composed of rods, and the modeler can choose the extent to which the T cells adhere to the FRC network. The authors find that T cells move persistently for small amounts of time and randomly over larger amounts of time, with the latter caused both by the random changes in T cell direction and an environment that keeps the T cells from moving in straight lines. These results are obtained whether or not T cells are allowed to adhere preferentially to the FRC network. While this finding does not speak definitively to the degree of involvement of the FRC network in the coordination of T cell motion in vivo, it does indicate that reasonable agreement with 2PM data can be achieved without it. Moreover, the model predicted the existence of dynamic T cell streams (an emergent phenomena), which were subsequently confirmed by experiment (Beltman et al., 2007b) . T cell streams were indicated by the correlation between the angles of cell displacement and the cell distances in space and time. The average angle between T cell displacement vectors for cells that were within 6 mm of each other was significantly different from cells that were farther away. T cell streams persisted for several minutes before dissipating and can be thought of T cell ''drafting'' behavior (e.g., bicycle or car racing) such that nearby cells moving in the same direction tend to follow the path of least resistance, until a collision or obstacle induces a change in their direction. It is worth noting that the existence of short-lived and localized T cell streams is inconsistent with a popular notion of T cell trafficking where cells move exclusively along the LN FRC network (Bajenoff et al., 2006) , since if this were true, then sustained and well defined T cell paths should be evident in the in vivo data.
T cell motion has also been successfully described using ABMs. The 2-D simulations of Riggs et al. (2008) use realistic cell densities, lattice compartments that hold at most one T cell, and motion only into empty compartments. Purely random motion was found to be inconsistent with 2PM data; the addition of short-term persistence was necessary. Three-dimensional ABM simulations of T cell motion in Bogle and Dunbar (2008) also include short-term persistence with a biased random walk but use a somewhat different approach for filling their lattice and allowing T cell movement. Their model is capable of handling biologically realistic numbers of T cells (up to 1,000,000) at realistic densities. When a compartment contains a T cell, $ 60% of the volume of the compartment is occupied by the cell. Since the authors initiate their model with all compartments filled, $ 60% of the volume of the T cell zone of a LN is consumed by T cells-roughly in accord with known experimental data. Since all compartments are filled at the initiation of a simulation, no movement would occur if T cells were not permitted to double up in compartments. The authors allow this to occur with some small probability such that, at most, $ 17% of the compartments Preston et al. 
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are doubly occupied, temporarily. Two additional parameters are employed and fit to experimental data: one (r) establishes the probability that motion will continue in the direction taken at the previous time step (short-term persistence), and a second (b) establishes the probability that a T cell will move. Thus, T cell motility described by several different model formulations can produce reasonable agreement with 2PM data. 2PM data also show movement of DCs, but these larger cells move much more slowly than T cells (Miller et al., 2004a) and thus their motion is less important in determining the rate at which T cells and DCs find each other. In ABM models, DC motion is typically captured by a simple random walk with a speed much less than seen for T cells Riggs et al., 2008) or they are immobile (Zheng et al., 2008) .
The current understanding of lymphocyte recirculation from LNs into lymphatics under non-inflammatory conditions is that naive lymphocytes encounter their exit sites (medullary sinuses) within LNs while moving through a LN, driven by a stromally guided random walk (Grigorova et al., 2009; Pham et al., 2008; Sinha et al., 2009 ). Upon encounter they either turn back into parenchyma or transmigrate into the sinuses, where they can become captured by flow and carried into the efferent lymphatics (Grigorova et al., 2009 (Grigorova et al., , 2010 . To study whether this scenario is consistent with the measured residence time of T cells in inguinal LNs, Grigorova et al. (2010) also developed a quantitative model of T cell recirculation through murine LNs. T cell residence time in the LNs was then calculated using two different approaches to model T-cell motility within the LN: (1) their own approach (see below, the conditional probability model) and (2) a simple model previously developed by Beauchemin et al. (2007) (discussed above). Both models of lymphocyte egress predict that $ 30% of T cells arriving in inguinal LNs through HEVs encounter the exit structures within the first 30 min, and by 2 h half of them encounter the sinuses at least once. Their results suggest that the overall correlated random walk characteristics describing T cell motility may be sufficient to explain T-cell movement along the sinus border, and no additional mechanism for T-cell retention at the sinuses has to be present. The conditional probability model of Grigorova et al. (2010) is based on cells retaining memory of a previous trajectory.
T cells find and interact with DCS in lymph nodes
Before a cognate T cell can be activated, it must contact an Ag-DC. Several models have been developed that predict the key metrics identified by 2PM (and defined earlier) to characterize T cell-DC interactions, e.g. search time, scanning rate and contact time. Beltman et al. (2007b) evaluate interactions between T cells and non-antigen-bearing DCs using a CPM and find contact times of up to 10 min but averaging 1-2 min, compared to 3 min observed in vivo (Bousso and Robey, 2003; Miller et al., 2004a) . Each DC scans $ 3000 total (and 2000 unique) T cells/h, compared to 500-5000 T cells/h estimated from experiments (Bousso and Robey, 2003; Miller et al., 2004a) . Moreover, each DC is in contact with $75 T cells at any instant, compared to 250 from experiments (Miller et al., 2004a) . From these simulation data the authors estimate that, with 95% probability, a set of 100 Ag-DCs in their system volume of 1 Â 10 6 mm 3 would find a cognate T cell within 2 h if the fraction of cognates in the T cell population is 10 -5 . In Beltman et al. (2007a) the authors extend their CPM to include the cognate interactions between Ag-DCs and T cells. T cells are provided with a strong preference to adhere to the FRC network. Here, the authors create virtual DCs that differ significantly in character from T cells: successive actin bundles push against the cell membranes in directions that are randomly chosen, giving rise to multiple dendrites which subsequently retract. DCs themselves have no preferential direction of motion and are mostly fixed in space. Simulations suggest that movement from repertoire scanning to Phase 1 DC-T cell interactions requires a specific stop signal but not strong Ag-DC/cognate T cell adhesion while transition to Phase 2 DC-T cell interactions require both (c.f., Fig. 3 ). The model is also able to predict an average total contact time between T cells and DCs, which is not presently determinable by direct observation via 2PM, because the imaging experiments are limited to a 30-60 min observation window. Analysis of the simulation data in Beltman et al. (2007a) leads to the conclusion that the average contact time is $ 1.5 h. However, while some biophysical data (e.g., calcium response (Agrawal and Linderman (1995) ) support the notion that T cell activation is quickly initiated, other data suggest an extended period ( 410 h) of T cell/DC association (Miller et al., 2004b) . A recent mathematical interpretation of the available 2PM data (Beltman et al., 2009) concludes that the period of T cell/DC association lasts $3 h. Clearly more study is required. Some studies suggest that DCs secrete chemokines to lure T cells to them, although that work was done with CD8þ T cells (Castellino et al., 2006) . Riggs et al. (2008) use an ABM that accurately captures T cell motility to help determine the impact of chemotactic attraction of T cells to DCs on repertoire scanning. To accommodate the long dendrites of DCs, which can contact T cells at some distance from the body of the DC, simulations allow contact to occur even when cells are separated by 1-2 neighboring micro-compartments (Moore neighborhood; Weisstein, 2011) . A T cell moves randomly with short-term persistence until it encounters a chemokine gradient around a DC, at which point probabilities are chosen so that T cells are more likely to move toward the DC. Chemokine gradients were captured in a simple way, by assigning concentrations in the Moore neighborhood up to $ 20 mm from the DC surrounding a DC. Chemotaxis parameters include strength (related to the likelihood of moving toward the DC), duration (time before desensitization occurs; DeFea, 2007) and recovery (time before a T cell can again detect a chemokine gradient). Without chemotaxis, search times averaged $ 30 min and scanning rates were $ 2000 T cells per hour, both within experimental ranges. As strength and duration increased, the total number of T cell-DC contacts increased but the number of unique T cell-DC contacts decreased, suggesting an increased competition of T cells for DCs results from chemotactic-driven movement of T cells toward DCs that interferes with efficient repertoire scanning. They conclude that a better strategy for efficient scanning is to briefly contact and then clear non-cognate T cells away from an Ag-DC to make room for different, potentially cognate T cells, to scan. Zheng et al. (2008) use a 3-D ABM to explore the nature of the transition in cognate T cells from high-motility behavior to low-motility behavior (c.f., Fig. 3 ). T cells that move to compartments abutting a DC are held immobile for three time steps (3 min) while being scanned by the DC. The authors explore two scenarios of cognate T cell-cognate DC interaction leading to a stop signal and subsequent T cell activation: one in which a T cell requires sufficient antigen display (i.e., pMHC concentration) on a single DC, and one in which T cells can integrate pMHC levels from multiple DCs. While both scenarios produced activated T cells, it was found that T cell activation is elevated in those in silico environments where signal integration from multiple cognate DCs is permitted, an important conclusion that requires more elaboration and mechanistic detail. The authors find, additionally, that the initial concentration of pMHC and its TCR binding characteristics, the pMHC degradation rate, and the number of DCs presenting antigen determine the average time required to transition from high-to lowmotility behavior.
In the models described in this review, molecular details of APC-T cell interactions are not included. Instead, simple descriptions such as a sigmoidal relationship between pMHC concentration and T cell binding or activation are used . We note that there are several models exploring the molecular details of APC-T cell interactions, including formation of the immune synapse (e.g., Coombs et al. (2002) , Gonzalez et al. (2005) , Meier-Schellersheim et al. (2006), Figge and MeyerHermann (2009) and Wylie et al. (2007) ) although as yet these details have not been integrated into the larger scale models for T cell and DC motion described above.
Toward a model of overall lymph node function
The models described above aim to mechanistically reproduce features of cell motility and T cell/DC interactions, often in an attempt to match 2PM data. But of course we are interested in the behavior of immune cells within a whole LN: what is the relationship between cellular input (numbers of DCs, pMHC concentration on DCs, numbers of cognate and non-cognate T cells, etc.) and output (activated CD4þ or CD8 þ T cells), and how does it depend on a pathogen in question? Although no current model captures all the necessary biology, several recent ones are making strides in that direction.
First, in order to accurately capture the time it might take a T cell to traverse a LN and to calculate the probability that a cognate T cell finds its Ag-DC match during that time, it is necessary to have an accurate model of LN anatomy-the size of a T cell zone as well as the locations of cellular entrances (HEVs and ALs) and exits. Riggs et al. (2008) used their ABM model to explore the impact of variation in HEV-to-EL distance and the effect of variation in EL number on search and transit times. Mice images suggest an average HEV-to-EL distance of 325 mm, although there is likely wide variation in this distance (see Fig. 1 ) (Riggs et al. 2008) . Riggs et al. (2008) also used a model and found that increases in HEV-to-EL distance increased transit times while increases in the number of EL lowered transit times. In mouse LNs, ALs are oriented in such a way that as T cells enter they flow past DCs near the HEVs on their way toward the ELs and MS; currently, there are no data available for primates on this orientation. Thus, the authors hypothesize that this arrangement is optimal for maximization of DC-T cell contacts and subsequent T cell activation and proliferation. To test this hypothesis using a computer model, the positions of the ALs and HEVs on the grid was ''flipped'' while maintaining AL-HEV and HEV-to-EL distances. This arrangement leads to a substantial increase in search times and significant reductions in DC-T cell contacts and activated T cell output while maintaining transit time and efflux rates for non-cognate T cells, validating their hypothesis. These simulations suggest that the configuration of the LN T zone is optimal in terms of simultaneously accommodating short search times, large scanning rates and reasonable transit times.
LNs may become larger during infection (lymphadenopathy), due to a reduced ability of T cells to exit the LN, an increase in flow of T cells to the LN, and the proliferation of T cells within (Cahill et al., 1976; Catron et al., 2004; Chyou et al., 2008; Hay and Hobbs, 1977; Jain, 2003; Lo et al., 2005; Smith and Ford, 1983; Soderberg et al., 2005; Steeber et al., 1987; Webster et al., 2006; Westermann et al., 1988) . This may be an important phenomenon that has implications for T cell-DC interactions and has been initially addressed by Bogle and Dunbar (2010a) . Here, they allow their 3-D simulation to change size (i.e., grow) during an immune response by incrementing the size of their grid by one emptyedge compartment each time a T cell enters through an HEV or divides and decrementing the grid by one empty edge compartment each time a T cell exits or dies (and also decrementing the grid by seven empty edge compartments each time a DC dies), although they do not study in detail how this expanding LN affects output.
Both Bogle and Dunbar (2010a) and Linderman et al. (2010) model infection in the LN by incorporating T cell influx though HEVs and efflux through ELs. DCs are able to interact with T cells arriving in a neighborhood close to the DC. Both models assume that interactions between non-cognates last only a few minutes, but cognate T cells can bind DCs for hours (Fig. 3) . Activation of T cells is modeled as a function of pMHC density on the Ag-DC, which decays exponentially with time to account for peptide degradation. Linderman et al. (2010) looked at the dynamics of both acute and chronic infection scenarios. In order to simulate acute infection, the time course of total DC numbers was estimated from a human experimental study, and the influx rate of cells flowing into their model LN was calibrated accordingly. This approach produces a spike in mature DCs that peaks $ 1 day after the start of infection and a secondary spike in licensed DCs (mature DCs that have interacted with activated CD4þ T cells) that peaks $ 3 days after infection. Cumulatively, activated CD4þ T cell output levels off at $5 days after infection with less than a 3 order-of-magnitude expansion, while cumulative activated CD8þ T cell output levels off at $6 days post-infection with more than a 3 order-of-magnitude expansion, both roughly recapitulating (scant) experimental data (see Linderman et al., 2010) . A comparative computational study of a virtual chronic infection scenario, in which total DC numbers reach a steady state value after $1 day past infection, produced similar results-though total cumulative activated CD4þ and CD8þ T cell output continue to rise with time.
Unlike the model studies described earlier that compare easily to 2PM data, few data are available to indicate what are reasonable cellular inputs and outputs to LNs (number of cells as a function of time) or pMHC concentrations on entering Ag-DCs . In addition, values of many fundamental parameters and probabilities used in these ABMs are largely not measurable. Thus, techniques to perform parameter uncertainty and sensitivity analyses are particularly helpful and have been used in many ABMs (Marino et al., 2008; Fallahi-Sichani et al., 2011) , including ABMs of the LN. Both Bogle and Dunbar (2010a) and Linderman et al. (2010) find that the simulated response (production of activated T cells leaving the LN) is roughly proportional to the cognate frequency. Experimental preparations such as 2PM often increase the density of cognate CD4þ T cells (and DCs) beyond physiological range to facilitate observation (Bousso and Robey, 2003; Celli et al., 2008; Mempel et al., 2004; Miller et al., 2002 Miller et al., , 2004a Miller et al., , 2004b , so understanding the relationship between activated T cell production within LNs and cognate frequency using a theoretical model will indicate how information from these studies can be interpreted. Linderman et al. (2010) further calculate what might be termed a LN efficiency, the ratio of activated CD4 þ T cells leaving the LN to the number of cognate CD4þ T cells entering the LN, and find it to be approximately 2-4, providing a potentially useful rule of thumb for simpler calculations. Responses are not proportional to Ag-DC frequency; at higher frequencies saturation is seen. They also find that high numbers of mature DCs can compensate (or trade-off) for low initial levels of pMHC on each mature DC, and vise-versa. These features of the response have implications for responding to an infection, e.g., what is the optimal number of Ag-DCs to be generated and trafficked to the LN, and what should the distribution of the number of pMHC on those Ag-DCs be?
Further enlarging the scope of LN biology included in an ABM, Baldazzi et al. (2009) produced a 3-D ABM of the entire LN (not just the T cell zone) that incorporates CD4þ T cells, B cells and DCs as agents. In addition, the secretion and diffusion of four chemokines with time are tracked deterministically. In the presence of antigen, CD4þ T cells and B cell influx rates rise proportionally. Each cell type has receptors for antigen and chemokine, and DCs and B cells also have MHCII receptors for antigen presentation. Receptors and ligands are represented as binary strings and binding is based on early works by Celada and Seiden (1992) . Baldazzi et al. (2009) do not attempt to produce realistic-looking T cell motility in agreement with 2PM data but rather a representative immune response and a platform to do in silico experiments to assess LN output. The authors use their model to study and manipulate the timing of the immune response, e.g. by removal of DCs at various points in the immune response or by down-regulation of the S1P receptor.
We are aware of no models of T cell activation in the LN that address a particular pathogen directly. However, Linderman et al. (2010) have used their ABM together with sensitivity analyses to identify parameters that most significantly control the generation, proliferation and egress of activated CD4 þ T cells. They predict that these processes are most affected by half-life of pMHC on the Ag-DC surface and thresholds that describe binding, priming and release of T cells by DCs. Do pathogens target these processes, alone or in combination, to improve their success? Given vast data on the effects of both bacteria and viruses on DC recruitment, maturation and survival as well as DC-T cell interactions (McFadden and Murphy, 2000; Tortorella et al., 2000; Yrlid and Wick, 2000; Yrlid et al., 2001) , it is likely that pathogens have evolved strategies to specifically target these highly sensitive processes.
Open questions
Existing computational models of dynamics of immune cells interacting within LNs have successfully mimicked many aspects of T cell motility, DC-T cell interactions, and the generation of adaptive immunity. These models have helped to address controversies (e.g. whether T cells use chemotaxis to locate DCs) and have even identified previously unrecognized behaviors (e.g., T cell streaming). Nevertheless, many open questions regarding within LN dynamics remain. Even our understanding of T cell anatomy is still evolving. For example, only recently was the proximal relationship between HEVs and sinuses (leading to T cell egress from the LN) clarified, at least for mice (Grigorova et al., 2009 (Grigorova et al., , 2010 ; it is now known that they can be extremely close to one another, that many newly arrived T cells leave via these sinuses in as little as 20 min, and that many T cells make multiple round trips between the sinuses and the T cell zone (Grigorova et al., 2009 (Grigorova et al., , 2010 . Similarly, imaging of the LN has just now advanced to the point where trustworthy T cell density numbers can be established (see Fig. 1b ). In light of these newer data, which suggest that T cell volume densities in the T cell zone are $60%, it may be that some models (Table 1 ) have used T cell densities that are too low. These new data will need expression in next-generation models.
The work of Beltman et al. used a CPM of the T cell zone of the LN, and showed that T cell movement exclusively along the FRC network is not necessary to produce realistic T cell motility (Beltman et al., 2007b) . In addition, other models have validated many of the cell motility and cell-cell interactions without the FRC present. Obvious questions remain. What is the actual preference of T cells for the FRC network and does it vary with time? Is the preference lower during infection, when the LN swells and the number of T cells rises dramatically? If so, what role, if any, does this serve in the immune response? Formulating models to specifically address these questions may play an important role here in elucidating biological mechanisms.
One can imagine that the distribution of T cells, or T cell density, in the T cell zone of a LN is not uniform. If this is the case, then it is likely that these spatial variations would manifest as local differences in T cell motility and that productive DC-T cell encounters could be affected by their location. Analysis in vivo would be difficult, but modeling can offer an opportunity for exploration. Indeed, it is likely that at least some of the existing models display non-uniform T cell density gradients, but none have shown or discussed this emergent behavior. However, as described above, Riggs et al. (2008) have shown that reversal of AL and HEV position substantially increases T cell search times, lowers scanning rates and decreases production of activated T cells. Could it be that these observed rate changes are the result of a dramatic alteration in T cell density at the site of maximal DC concentration?
While Zheng et al. (2008) have shown that integration of signals from multiple DCs leads to more efficient CD8 þ T cell activation than from a single DC, the mechanism by which this might be accomplished remains unclear. Further, whether these results translate to CD4 þ T cells remain unknown. Can modeling help to suggest how signaling pathways might allow signals from individual DCs to be summed by scanning cognate T cells?
The cytokine environment of the T cell zone surely affects LN output of activated cells. For example, CCL19 and CCL21 levels play a role in T cell motility (Okada and Cyster, 2007; Worbs et al., 2007) . Yet, the role of the cytokine environment in LN models has not been studied in any detail. Of particular interest is the role that chemotaxis might play in the movement of T cells toward DCs. Though it was demonstrated through modeling that chemotactic attraction of CD4 þ T cells by DCs actually lowers output of activated T cells (Riggs et al., 2008) , further study is required. For example, experiments have shown that CD8þ T cells move toward activated CD4 þ T cell-DC complexes (Castellino et al., 2006) . Whether an attraction is necessary for cells, or for which types, is not definitive, and models developed to specifically address these issues can lend important insights. Obviously, the development of any model requires a tradeoff between an attempt to capture reality and computational efficiency. The tendency not to build cytokine diffusion into LN models likely arises in part from the realization that doing so would greatly increase simulation time, although not to an untenable level (Baldazzi et al., 2009; Fallahi-Sichani et al., 2011; Zheng et al., 2008) . This is clearly a larger problem when the model is three, rather than two, dimensional or when performing numerous simulations needed for sensitivity analyses. Several models Riggs et al., 2008) have been devised in 2-D for this reason. Nonetheless, it is not altogether clear how well conclusions drawn in 2-D relate to 3-D, and further study here is also required.
In immunocompetent individuals, all infectious diseases (and some non-infectious ones) engage LNs as the site of generation of adaptive immunity. While sharing some similar characteristics, many diseases elicit unique responses both in LN and also at the site of infection, where the host-pathogen interaction occurs. The manifestations specific to each pathogen invasion must be studied individually, in the same way that pathogens are studied individually in a wet-lab setting. Thus once developed, it is likely that the general immune response models of a LN described above must be tailored to study unique infection scenarios. The creation of computer models to address particular diseases will be a challenging task and will require the incorporation of additional agents (e.g., macrophages, B cells, etc.) and cytokine and chemokine diffusion. Further, a number of diseases, including cancer and HIV-1, can also induce infection within LNs, either by disrupting the LN environment or immune cells (or both). In other diseases such as tuberculosis, cat scratch disease, and sarcoidosis, granulomas can develop in LNs as a result of pathogen presence there (Diedrich et al., 2010) . In cases where specific infections are explored, treatment and vaccine strategies can also be studied using models (e.g. Fallahi-Sichani et al., 2010) .
To understand whether or not interventions are successful, one may need a multi-compartment model (such as lung and LN) to test whether the immune response generated in LNs is sufficient to combat the localized infection (Marino et al., 2004 (Marino et al., , 2010b . Finally, to explore, for example, potential gene therapies or immunotherapies, one may need a multi-scale model that accounts for events occurring at multiple scales of the immune system (genetic, molecular, cellular, tissue) to allow a more comprehensive study capturing events occurring over biological levels (Fallahi-Sichani et al., 2011; Kirschner et al., 2007; Kirschner, 2007; Kirschner and Linderman, 2009; Marino et al., 2010a; Young et al., 2008) . It is clear that theoretical approaches can assist experimentation in understanding immune responses, but the close collaboration between scientists will likely lead to the most realistic models and greater chance of success.
