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a b s t r a c t
In this study, a practical matrix method, which is based on collocation points, is
presented to find approximate solutions of high-order linear Volterra integro-differential
equations (VIDEs) under the mixed conditions in terms of Bessel polynomials. Numerical
examples are included to demonstrate the validity and applicability of the technique
and comparisons are made with the existing results. The results show the efficiency and
accuracy of the present work. All of the numerical computations have been performed on
the computer using a program written in MATLAB v7.6.0 (R2008a).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The solutions of integral and integro-differential equations have a major role in many applied areas which include
engineering, mechanics, physics, chemistry, astronomy, biology, economics, potential theory, electrostatics, etc. [1–11].
Since the mentioned equations are usually difficult to solve analytically, numerical methods are required.
In recent years, many authors have worked on numerical methods such as the Taylor-series expansion method [12],
the hybrid function method [13], Adomian decomposition method [14], the Legendre wavelets method [15], the Tau
method [16–20], the finite difference method [21], the numerical methods given in [22], the Haar function method
[23,24], the Cas wavelet method [25], the homotopy perturbation method [26], the differential transform method [27],
the Chebyshev collocation method [28], the Taylor collocation method [29] and the sine–cosine wavelet methods [30,31]
for solutions of the mentioned equations.
Recently, Brunner et al. [32–36] have studied numerical methods for solutions of the delay differential, Volterra integral
and integro-differential equations. In addition, the numerical solution techniques [37,38] have been used for the linear
Fredholm integro-differential-difference equations and the Volterra integro-differential equations.
Since the beginning of 1994, the Taylor, Chebyshev and Legendre matrix methods have been used by Sezer et al.
[28,29,39–44] to solve the linear differential, Fredholm integral and Fredholm integro-differential-difference equations.
Also, Yüzbaşı et al. [45–47] have studied the Bessel collocation method for the approximate solutions of the neutral delay
differential, Lan–Emden differential and the pantograph equations.
In this paper, in the light of the above-mentioned methods and by means of the matrix relations between the Bessel
polynomials and their derivatives, we develop a new method, which is called the Bessel matrix method, for solving the
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mth-order linear VIDE
m−
k=0
Pk(x)y(k)(x) = g(x)+ λ
∫ x
a
K(x, t)y(t)dt, 0 ≤ a ≤ x, t ≤ b (1)
under the mixed conditions
m−1−
k=0
(ajky(k)(a)+ bjky(k)(b)) = λj, j = 0, 1, . . . ,m− 1 (2)
where y(0)(x) = y(x) is an unknown function, the known functions Pk(x), g(x) and K(x, t) are defined on interval a ≤ x, t ≤
b, the function K(x, t) can be expanded Maclaurin series and ajk, bjk, λj and λ are real or complex constants.
Our aim is to find an approximate solution of (1) expressed in the truncated Bessel series form
y(x) =
N−
n=0
anJn(x) (3)
so that an, n = 0, 1, 2, . . . ,N are the unknown Bessel coefficients. Here, N is chosen any positive integer such that N ≥ m,
and Jn(x), n = 0, 1, 2, . . . ,N are the Bessel polynomials of first kind defined by
Jn(x) =
[[ N−n2 ]]−
k=0
(−1)k
k!(k+ n)!
 x
2
2k+n
, n ∈ N, 0 ≤ x <∞.
2. Fundamental matrix relations
Firstly, we can write Jn(x) in the matrix form as follows
JT (x) = DXT (x)⇔ J(x) = X(x)DT (4)
where
J(x) = [J0(x) J1(x) · · · JN(x)] and X(x) = [1 x x2 · · · xN ],
if N is odd,
D =

1
0!0!20 0
−1
1!1!22 · · ·
(−1) N−12N−1
2
! N−12 !2N−1 0
0
1
0!1!21 0 · · · 0
(−1) N−12N−1
2
! N+12 !2N
0 0
1
0!2!22 · · ·
(−1) N−32N−3
2
! N+12 !2N−1 0
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
if N is even,
D =

1
0!0!20 0
−1
1!1!22 · · · 0
(−1) N2N
2
! N2 !2N
0
1
0!1!21 0 · · ·
(−1) N−22N−2
2
! N2 !2N−1 0
0 0
1
0!2!22 · · · 0
(−1) N−22N−2
2
! N+22 !2N
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
.
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Let us show Eq. (1) in the form
D(x) = g(x)+ λV (x) (5)
where
D(x) =
m−
k=0
Pk(x)y(k)(x) and V (x) =
∫ x
a
K(x, t)y(t)dt.
Now we convert the solution y(x) and its derivative y(k)(x), the parts D(x) and V (x), and the mixed conditions (2) to matrix
form.
2.1. Matrix relation for the differential part D(x)
We first consider the desired solution y(x) of Eq. (1) defined by the truncated Bessel series (3). Then the function defined
in relation (3) can be written in the matrix form
[y(x)] = J(x)A; A = [a0 a1 · · · aN ]T (6)
or from Eq. (4)
[y(x)] = X(x)DTA. (7)
On the other hand, it is clearly seen from [41] that the relation between the matrix X(x) and its derivative X(1)(x) is
X(1)(x) = X(x)BT (8)
where
BT =

0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · N
0 0 0 · · · 0
 .
From the matrix equation (8), it follows that
X(0)(x) = X(x)
X(1)(x) = X(x)BT
X(2)(x) = X(1)(x)BT = X(x)(BT )2
...
X(k)(x) = X(k−1)(x)BT = X(x)(BT )k. (9)
Note that (BT )0 = [I](N+1)×(N+1) is the unit matrix in here.
By using the relations (7)–(9) we have recurrence relations
y(k)(x) = X(k)(x)DTA
= X(x)(BT )kDTA, k = 0, 1, 2, . . . ,m. (10)
By substituting the expression (10) into (5), we have the matrix relation
[D(x)] =
m−
k=0
Pk(x)X(x)(BT )kDTA. (11)
2.2. Matrix relation for the integral part V (x)
The kernel function K(x, t) can be approximated by the truncated Maclaurin series [41], and the truncated Bessel series,
respectively,
K(x, t) =
N−
m=0
N−
n=0
ktmnx
mtn and K(x, t) =
N−
m=0
N−
n=0
kbmnJm(x)Jn(x) (12)
where
ktmn =
1
m!n!
∂m+nK(0, 0)
∂xm∂tn
; m, n = 0, 1, 2, . . . ,N.
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The expression (12) can be put in the matrix form
K(x, t) = X(x)KtXT (t), Kt = [ktmn], m, n = 0, 1, . . . ,N (13)
and
K(x, t) = J(x)KbJT (t), Kb = [kbmn], m, n = 0, 1, . . . ,N. (14)
From Eqs. (13) and (14), the following relation is obtained:
X(x)KtXT (t) = J(x)KbJT (t)⇒ X(x)KtXT (t) = X(x)DTKbDXT (t)
Kt = DTKbD or Kb = (DT )−1KtD−1. (15)
By substituting the matrix forms (6) and (14) into integral part V (x) in Eq. (5), we have the matrix relation
[V (x)] =
∫ x
a
J(x)KbJT (t)J(t)Adt
= J(x)KbQ(x)A (16)
so that
Q(x) =
∫ x
a
JT (t)J(t)dt
=
∫ x
a
DXT (t)X(t)DTdt
= DH(x)DT ;
where
H(x) =
∫ x
a
XT (t)X(t)dt = [hi,j(x)], hi,j(x) = x
i+j+1 − ai+j+1
i+ j+ 1 , i, j = 0, 1, 2, . . . ,N.
By substituting the matrix forms (4) into expression (16), we have the matrix relation
[V (x)] = X(x)MH(x)DTA, M = DTKbD. (17)
2.3. Matrix relation for the conditions
We can obtain the corresponding matrix forms for the conditions (2), by means of the relation (10), as
m−1−
k=0
[ajkX(a)+ bjkX(b)](BT )kDTA = [λj], j = 0, 1, 2, . . . ,m− 1. (18)
3. Method of solution
We are now ready to construct the fundamentalmatrix equation corresponding to Eq. (1). For this purpose, we substitute
the matrix relation (11) and (17) into Eq. (5) and obtain the matrix equation
m−
k=0
Pk(x)X(x)(BT )kDTA = g(x)+ λX(x)MH(x)DTA. (19)
By using in Eq. (19) collocation points xi defined by
xi = a+ (b− a)N i, i = 0, 1, . . . ,N,
the system of matrix equations is obtained as
m−
k=0
Pk(xi)X(xi)(BT )kDTA = g(xi)+ λX(xi)MH(xi)DTA, i = 0, 1, . . . ,N
or briefly the fundamental matrix equation
m−
k=0
PkX(BT )kDT − λX¯M¯H¯D¯

A = G (20)
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where
Pk =

Pk(x0) 0 0 0
0 Pk(x1) 0 0
...
...
. . .
...
0 0 0 Pk(xN)
 , G =

g(x0)
g(x1)
...
g(xN)
 , X =

X(x0)
X(x1)
...
X(xN)
 =

1 x0 x20 · · · xN0
1 x1 x21 · · · xN1
...
...
... · · · ...
1 xN x2N · · · xNN
 ,
X¯ =

X(x0) 0 · · · 0
0 X(x1) · · · 0
...
...
. . .
...
0 0 0 X(xN)
 , M¯ =

M 0 · · · 0
0 M · · · 0
...
...
. . .
...
0 0 0 M

(N+1)×(N+1)
,
H¯ =

H(x0) 0 · · · 0
0 H(x1) · · · 0
...
...
. . .
...
0 0 0 H(xN)
 , D¯ =

DT
DT
...
DT

(N+1)×1
and A =

a0
a1
...
aN
 .
When the matrices X¯, M¯, H¯ and D¯ in Eq. (20) are written in full, it can be seen that their dimensions are respectively
(N + 1)× (N + 1)2, (N + 1)2 × (N + 1)2, (N + 1)2 × (N + 1)2, (N + 1)2 × (N + 1).
Hence, the fundamental matrix equation (20) corresponding to Eq. (1) can be written in the form
WA = G or [W;G]; W =
m−
k=0
PkX(BT )kDT − λX¯M¯H¯D¯. (21)
Here, Eq. (21) corresponds to a system of (N + 1) linear algebraic equations with the unknown Bessel coefficients
a0, a1, . . . , aN .
On the other hand, the matrix form (18) for conditions can be written as
UjA = [λj] or [Uj; λj]; j = 0, 1, 2, . . . ,m− 1 (22)
where
Uj =
m−1−
k=0
[ajkX(a)+ bjkX(b)](BT )kDT
= [uj0 uj1 uj2 . . . ujN ], j = 0, 1, 2, . . . ,m− 1.
To obtain the solution of Eq. (1) under conditions (2), by replacing the rowmatrices (22) by the lastm rows of the matrix
(21), we have the new augmented matrix [40–42,44–47]
[W˜; G˜] =

w00 w01 w02 . . . w0N ; g(x0)
w10 w11 w12 . . . w1N ; g(x1)
w20 w21 w22 . . . w2N ; g(x2)
...
...
...
. . .
...
...
...
wN−m0 wN−m1 wN−m2 . . . wN−mN ; g(xN−m)
u00 u01 u02 . . . u0N ; λ0
u10 u11 u12 . . . u1N ; λ1
u20 u21 u22 . . . u2N ; λ2
...
...
...
. . .
...
...
...
um−10 um−11 um−12 . . . um−1N ; λm−1

. (23)
If rank W˜ = rank [W˜; G˜] = N + 1, then we can write
A = (W˜)−1G˜.
Thus the matrix A (thereby the coefficients a0, a1, . . . , aN ) is uniquely determined. Also the VIDE (1) with conditions (2)
has a unique solution. This solution is given by the truncated Bessel series (3). On the other hand, when |W˜| = 0, if
rank W˜ = rank [W˜; G˜] < N + 1, then we may find a particular solution. Otherwise if rank W˜ ≠ rank [W˜; G˜] < N + 1,
then it is not a solution. If λ = 0 in Eq. (1), the equation becomes high-order linear differential equation; if Pk = 0 for k ≠ 0,
then the equation becomes the Volterra integral equation.
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4. Accuracy of solution and error analysis
We can easily check the accuracy of themethod. Since the truncated Bessel series (3) is an approximate solution of Eq. (1),
when the function yN(x) and its derivatives are substituted in Eq. (1), the resulting equationmust be satisfied approximately;
that is,
for x = xq ∈ [a, b] q = 0, 1, 2, . . . E(xq) =
 m−
k=0
Pk(xq)y(k)(xq)− g(xq)− λV (xq)
 ∼= 0 (24)
and E(xq) ≤ 10−kq (kq positive integer).
If max 10−kq = 10−k (k positive integer) is prescribed, then the truncation limit N is increased until the difference E(xq)
at each of the points becomes smaller than the prescribed 10−k, see [41–49]. On the other hand, the error can be estimated
by the function
EN(x) =
m−
k=0
Pk(x)y
(k)
N (x)− g(x)− λV (x).
If EN(x)→ 0 when N is sufficiently large enough, then the error decreases.
5. Numerical examples
In this section, several numerical examples are given to illustrate the accuracy and effectiveness properties of themethod
and all of them were performed on the computer using a program written in MATLAB v7.6.0 (R2008a). In this regard, we
have reported in tables and figures, the values of the exact solution y(x), the approximate solution yN(x) and the absolute
error function eN(x) = |y(x)− yN(x)| at the selected points of the given interval.
Example 1. Let us now consider the linear Volterra integro-differential equation given by
y′′(x)+ xy′(x)− xy(x) = ex + 1
2
x cos x− 1
2
∫ x
0
cos xe−ty(t)dt, 0 ≤ x, t ≤ 1 (25)
with the initial conditions
y(0) = 1, y′(0) = 1
and the approximate the solution y3(x) by the truncated Bessel series
y3(x) =
3−
n=0
anJn(x)
wherem = 2, N = 3, P0 = −x, P1 = x, P2 = 1, g(x) = ex + 12x cos x, λ = − 12 , K(x, t) = cos x e−t .
Hence, the set of collocation points for N = 3 becomes
x0 = 0, x1 = 13 , x2 =
2
3
, x3 = 1

and from Eq. (20), the fundamental matrix equation of the given VIDE becomes
{P0XDT + P1XBTDT + P2X(BT )2DT − λX¯M¯H¯D¯}A = G
where
X(0) = [1 0 0 0], X(1/3) = [1 1/3 1/9 1/27],
X(2/3) = [1 2/3 4/9 8/27], X(1) = [1 1 1 1],
X =

X(0)
X(1/3)
X(2/3)
X(1)
 =
1 0 0 01 1/3 1/9 1/271 2/3 4/9 8/27
1 1 1 1
 , P0 =
0 0 0 00 −1/3 0 00 0 −2/3 0
0 0 0 −1
 ,
P1 =
0 0 0 00 1/3 0 00 0 2/3 0
0 0 0 1
 ,
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P2 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , G =
 1775/4991823/825
2842/951
 , DT =
 1 0 0 00 1/2 0 0−1/4 0 1/8 0
0 −1/16 0 1/48
 ,
BT =
0 1 0 00 0 2 00 0 0 3
0 0 0 0
 , X¯ =
X(0) 0 0 00 X(1/3) 0 00 0 X(2/3) 0
0 0 0 X(1)
 ,
M =
 1 −1 1/2 −1/60 0 0 0−1/2 1/2 −1/4 1/12
0 0 0 0
 ,
M¯ =
M 0 0 00 M 0 00 0 M 0
0 0 0 M
 , H¯ =
H(0) 0 0 00 H(1/3) 0 00 0 H(2/3) 0
0 0 0 H(1)
 , H(0) =
0 0 0 00 0 0 00 0 0 0
0 0 0 0
 ,
H(1/3) =
 1/3 1/18 1/81 1/811/18 1/81 1/324 1/3241/81 1/324 1/1215 1/1215
1/324 1/1215 1/4374 1/15309
 ,
H(2/3) =
 2/3 2/9 8/81 4/812/9 8/81 4/81 32/12158/81 4/81 32/1215 32/2187
4/81 32/1215 32/2187 128/15309
 ,
H(1) =
 1 1/2 1/3 1/41/2 1/3 1/4 1/51/3 1/4 1/5 1/6
1/4 1/5 1/6 1/7
 and D¯ =

DT
DT
DT
DT
 .
The augmented matrix for this fundamental matrix equation is
[W;G] =
 −1/2 0 1/4 0 ; 1−546/731 −163/16984 176/643 113/2583 ; 775/499−2387/2109 −273/1763 86/263 198/2021 ; 1823/825
−1201/749 −898/1913 547/1440 342/2045 ; 2842/951
 .
From Eq. (22), the matrix forms for initial conditions are
UjA = [λj] or [Uj; λj]; j = 0, 1
or clearly
[U0; λ0] = [1 0 0 0 ; 1]
[U1; λ1] = [0 1/2 0 0 ; 1].
From system (23), The new augmented matrix based on conditions can be obtained as follows
[W˜; G˜] =
 −1/2 0 1/4 0 ; 1−546/731 −163/16984 176/643 113/2583 ; 775/4991 0 0 0 ; 1
0 1/2 0 0 ; 1
 .
Solving this system, the Bessel coefficient matrix is obtained as
A = [1 2 6 2321/150]T .
Thereby, the approximate solution of the problem for N = 3 becomes
y3(x) = 1+ x+ 0.5x2 + 0.197361407472x3.
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Table 1
Numerical results of solutions y(x) of Eq. (25).
xi Exact solution Present method
y(xi) = exi N = 3, y3(xi) N = 7, y7(xi) N = 10, y10(xi)
0 1 1 1 1
0.2 1.2214027581602 1.2215788912598 1.2214027614222 1.2214027581600
0.4 1.4918246976413 1.4926311300782 1.4918247044117 1.4918246976409
0.6 1.8221188003905 1.8226300640140 1.8221188108838 1.8221188003899
0.8 2.2255409284925 2.2210490406257 2.2255409520234 2.2255409284915
1 2.7182818284590 2.6973614074720 2.7182815307470 2.7182818284279
Table 2
Numerical results of the absolute error functions eN (x) of Eq. (25).
xi Present method
N = 3, e3(xi) N = 7, e7(xi) N = 10, e10(xi)
0 0 0 0
0.2 1.7613e−004 3.2620e−009 1.6920e−013
0.4 8.0643e−004 6.7705e−009 3.6748e−013
0.6 5.1126e−004 1.0493e−008 5.7976e−013
0.8 4.4919e−003 2.3531e−008 9.4724e−013
1 2.0920e−002 2.9771e−007 3.1105e−011
In similar way, we obtain the approximate solutions of the problem for N = 7 and N = 10, respectively,
y7(x) = 1+ x+ 0.5x2 + 0.166668944000x3 + (0.416485846103e−1)x4 + (0.839475574036e−2)x5
+ (0.128372299558e−2)x6 + (0.285523400783e−3)x7
and
y10(x) = 1+ x+ 0.5x2 + 0.166666666402x3 + (0.416666702527e−1)x4 + (0.833331024645e−2)x5
+ (0.138897592868e−2)x6 + (0.198207578074e−3)x7 + (0.251068752144e−4)x8
+ (0.247880486517e−5)x9 + (0.412339957040e−6)x10.
Tables 1 and 2 show the numerical results of the exact solution, the approximate solutions and the absolute error
functions of Eq. (25) by the presented method for N = 3, 7, 10. We display the exact and the approximate solutions in
Fig. 1(a). The absolute error functions eN(x) for N = 3, 7, 10 are compared in Fig. 1(b), and (c) shows the zoomed of Fig. 1(b)
in the interval 0.2 ≤ x ≤ 1. Also, as can be seen from the Table 1 and Fig. 1(a), the results obtained by the Bessel polynomials
for N = 10 are almost the same as the results of the exact solution. Table 2 and Fig. 1(b) show that as N increases, the errors
decrease more rapidly.
Example 2 ([29]). Let us now consider the linear Volterra integro-differential equation
y′(x) = 1−
∫ x
0
y(t)dt, 0 ≤ x ≤ 1 (26)
with the initial condition y(0) = 0 and the exact solution y(x) = sin x so thatm = 1, P1 = 1, g(x) = 1, λ = −1, K(x, t) =
1 and from Eq. (20), the fundamental matrix equation of the problem is
{P1XBTDT − λX¯M¯H¯D¯}A = G.
Thus, following the method given in Section 3, we obtain the approximate solution by the Bessel polynomials for N = 5 as
y5(x) = x+ (0.519273964102e−4)x2 − (0.167011007897)x3 + (0.815190187759e−3)x4
+ (0.762454157655e−2)x5.
The numerical results of the absolute error function and the approximate solution obtained by the present method are
compared with the absolute error function and the approximate solution of the Taylor method given in [29] for N = 5 in
Table 3. Fig. 2(a) displays the exact solution and the approximate solutions obtained by the present method and the Taylor
method [29] for N = 5, and in Fig. 2(b) we compare the absolute error functions obtained by the present method and the
Taylor method [29] for N = 5. It is seen from Fig. 2 and Table 3 that the results obtained by the present method is very
superior to that obtained by Taylor method [29].
Example 3 ([20]). Consider the linear Volterra integro-differential equation given by
y′(x)+ y(x) = 1+ 2x+
∫ x
0
x(1+ 2x)et(x−t)y(t)dt, 0 ≤ x, t ≤ 1 (27)
1948 Ş. Yüzbaşı et al. / Computers and Mathematics with Applications 62 (2011) 1940–1956
(a) Comparison of the exact solution and the approximate solutions. (b) Comparison of the absolute error functions eN (x).
(c) The zoomed in figure of (b) in the interval 0.2 ≤ x ≤ 1.
Fig. 1. ForN = 3, 7, 10 of Eq. (25): (a) Comparison of the solutions y(x); (b) comparison of the absolute errors functions eN (x) and (c) the zoomed of figure
of (b) in the interval 0.2 ≤ x ≤ 1.
with the initial conditions y(0) = 1 and the exact solution y(x) = ex2 . Here,m = 1, P0 = 1, P1 = 1, g(x) = 1+ 2x, λ =
1, K(x, t) = x(1+ 2x)et(x−t) and the fundamental matrix equation of the Example 3 from Eq. (20) is written as
{P0XDT + P1XBTDT − λX¯M¯H¯D¯}A = G.
Therefore, the solutions of the linear Volterra integro-differential equation is obtained for N = 10 and N = 14. We give
the numerical results of the absolute error functions obtained by present method for N = 10, 14, Tau method [20] and
Makroglou [50] in Table 4. Fig. 3(a) denotes the absolute error functions obtained by the present method for N = 10, 14,
Tau method [20] and Makroglou [50], and Fig. 3(c) displays the zoomed of Fig. 3(b) in the interval 0.2 ≤ x ≤ 1. It is seen
from Table 4 and Fig. 3 that the results obtained by the present method for N = 10, 14 is better than that obtained by
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Table 3
Comparison of the absolute errors and the solutions of Eq. (26) for the xi values.
xi Exact solution Taylor method [29] Present method
y(xi) = sin(xi) N = 5, y5(xi) N = 5, e5(xi) N = 5, y5(xi) N = 5, e5(xi)
0 0 0 0 0 0
0.1 0.0998334166 0.09983341667 0.2e−10 0.099833666030 2.4938e−007
0.2 0.1986693308 0.1986693333 0.25e−8 0.198669733190 4.0240e−007
0.3 0.2955202067 0.2955202500 0.433e−7 0.295520506929 3.0027e−007
0.4 0.3894183423 0.3894186667 0.3244e−6 0.389418548053 2.0574e−007
0.5 0.4794255386 0.4794270833 0.15447e−5 0.479425822173 2.8357e−007
0.6 0.5646424734 0.5646480000 0.55266e−5 0.564642849158 3.7576e−007
0.7 0.6442176872 0.6442339167 0.162295e−4 0.644217852582 1.6534e−007
0.8 0.7173560909 0.7173973333 0.412424e−4 0.717355909175 1.8172e−007
0.9 0.7833269096 0.7834207500 0.938404e−4 0.783328098272 1.1886e−006
1 0.8414709848 0.8416666667 0.1956819e−3 0.841480651264 9.6665e−006
(a) Comparison of the exact solution and the approximate
solutions.
(b) Comparison of the absolute error functions eN (x).
Fig. 2. For N = 5 of Eq. (26): (a) Comparison of the solutions y(x) and (b) comparison of the absolute errors functions eN (x).
Table 4
Numerical results of the absolute error functions eN (x) for N = 10, 14 of Eq. (27).
xi Tau method [20] Makroglou [50] Present method
N = 10, e10(xi) N = 10, e10(xi) e10(xi) e14(xi)
0 0 0 0 0
0.2 5.72156e−12 3.63e−8 4.2104e−008 3.7852e−012
0.4 2.38451e−08 1.60e−7 3.6931e−008 3.1235e−012
0.6 3.18608e−06 4.45e−7 7.4295e−008 7.3644e−011
0.8 1.04921e−04 1.11e−6 3.7483e−006 1.8345e−008
1 1.61516e−03 2.75e−6 1.1979e−004 1.2137e−006
Tau method [20] for N = 10. However, the results obtained by Makroglou [50] and the present method for N = 10 seem
like each other. On the other hand, the results obtained by the present method for N = 14 is better than that obtained by
Makroglou [50] for N = 10.
Example 4 ([51]). Let us consider the following fourth order linear VIDE
y(4)(x)− y(x) = x(1+ ex)+ 3ex −
∫ x
0
y(t)dt, 0 ≤ x, t ≤ 1 (28)
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(a) Comparison of the absolute error functions eN (x). (b) The zoomed in figure of (a) in the interval 0.2 ≤ x ≤ 1.
Fig. 3. (a) Comparison of the exact and approximate solutions of Eq. (27) and (b) comparison of the absolute errors functions of Eq. (27).
Table 5
Numerical results of solutions y(x) of Eq. (28).
xi Exact solution Present method
y(xi) = 1+ xiexi N = 4, y4(xi) N = 8, y8(xi) N = 13, y13(xi)
0 1 1 1 1
0.2 1.2442805516320 1.2409979398050 1.2442800283340 1.2442805516319
0.4 1.5967298790565 1.5885250925535 1.5967283719312 1.5967298790561
0.6 2.0932712802343 2.0841814582455 2.0932692071720 2.0932712802338
0.8 2.7804327427940 2.7759670368809 2.7804313469371 2.7804327427936
1 3.7182818284590 3.7182818284600 3.7182818284589 3.7182818284592
with the boundary condition y(0) = 1, y(1)(0) = 1, y(1) = 1 + e, y(1)(1) = 2e and the exact solution y(x) = 1 + xex.
Here, m = 4, P0 = −1, P4 = 1, g(x) = x(1 + ex) + 3ex, λ = −1, K(x, t) = 1 and the fundamental matrix equation of
the problem is
{P0XDT + P4X(BT )4DT − λX¯M¯H¯D¯}A = G.
Therefore, we obtain the approximate solution of the problem for N = 4, 8, 13, respectively,
y4(x) = 1+ x+ 0.884948495126x2 + 0.666666666667x3 + 0.166666666667x4,
y8(x) = 1+ x+ 0.999983244491x2 + 0.500018423649x3 + 0.166666666667x4
+ (0.416620379047e−1)x5 + (0.835872634960e−2)x6
+ (0.132915248091e−2)x7 + (0.263576916722e−3)x8
and
y13(x) = 1+ x+ 0.999999999996x2 + 0.500000000004x3 + 0.166666666667x4
+ (0.416666666682e−1)x5 + (0.833333331429e−2)x6 + (0.138888900945e−2)x7
+ (0.198412217932e−3)x8 + (0.248028675229e−4)x9 + (0.275341472796e−5)x10
+ (0.278383566362e−6)x11 + (0.228781606595e−7)x12 + (0.303834845764e−8)x13.
Tables 5 and 6 show the numerical results obtained by the presented method for N = 4, 8, 13 of Eq. (28). We give the
exact and approximate solutions in Fig. 4(a). The absolute error functions eN(x) for N = 4, 8, 13 are compared in Fig. 4(b)
and (c) denotes the zoomed of Fig. 4(b) in the interval 0.2 ≤ x ≤ 1. Also, as can be seen from the Table 5 and Fig. 4(a), the
results obtained by our method for N = 13 are almost the same as the results of the exact solution. Tables 5 and 6 and Fig. 4
show that the accuracy increases as N is increased.
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Table 6
Numerical results of the absolute error functions eN (x) of Eq. (28).
xi Present method
N = 4, e4(xi) N = 8, e8(xi) N = 13, e13(xi)
0 0 0 0
0.2 3.2826e−003 5.2330e−007 1.2745e−013
0.4 8.2048e−003 1.5071e−006 3.7526e−013
0.6 9.0898e−003 2.0731e−006 5.3269e−013
0.8 4.4657e−003 1.3959e−006 3.7970e−013
1 9.5479e−013 1.1324e−013 1.5277e−013
(a) Comparison of the exact solution and the approximate
solutions.
(b) Comparison of the absolute error functions eN (x).
(c) The zoomed in figure of (b) in the interval 0.2 ≤ x ≤ 1.
Fig. 4. For N = 4, 8, 13 of Eq. (28): (a) Comparison of the solutions y(x), (b) comparison of the absolute errors functions eN (x) and (c) the zoomed of figure
of (b) in the interval 0.2 ≤ x ≤ 1.
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Example 5. Finally, consider the following third order linear Volterra integro-differential equation
y(3)(x)− xy(2)(x) = 4
7
x9 − 8
5
x7 − x6 + 6x2 − 6+ 4
∫ x
0
x2t3y(t)dt, 0 ≤ x, t ≤ 1 (29)
with the initial conditions y(0) = 1, y(1)(0) = 2, y(2)(0) = 0 so that m = 3, P2 = −x, P3 = 1, λ = 4, g(x) =
4
7x
9 − 85x7 − x6 + 6x2 − 6 and K(x, t) = x2t3.
We write the fundamental matrix equation of the Example 5 from Eq. (20) as
{P2XDT + P3X(BT )4DT − λX¯M¯H¯D¯}A = G.
Thereby, we find the approximate solution by the Bessel polynomials of the problem for N = 3 is the same as y(x) =
−x3 + 2x+ 1, the exact solution.
6. Conclusion and discussions
High-order linear integral and integro-differential equations are usually difficult to solve analytically. In many cases, it is
needed to approximate solutions. In this paper, a newmethod using the Bessel polynomials of the first kind, to numerically
solve the high-order linear Volterra integro-differential equations is presented. The comparison of the results obtained by
the present method, the exact solution and the other methods reveals that themethod is very effective and convenient. One
of the considerable advantage of the method is that the Bessel coefficients of the solution are found very easily by using the
computer code written in MATLAB v7.6.0 (R2008a). As an example, we give the computer code written in MATLAB v7.6.0
(R2008a) of Example 1 in Appendices A and B. The approximate solutions of thementioned equations are obtained in shorter
time with the aid of this code.
The method can be extended to the linear Fredholm–Volterra integro-differential equations but some modifications are
required. In addition, it can be extended to the systems of linear integro-differential equations.
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Appendix A
function Example1(N)
format rat
D=BesselD(N)
D;
Dt=D’
format rat
a=0; b=1;
i=0:N;
col=a+(b-a)*i/N
B=zeros(N+1,N+1);
for i=1:N
B(i+1,i)=i;
end
B
for i=1:N+1
for j=1:N+1
P=zeros(1,j);
P(1,1)=1;
X(i,j)=polyval(P,col(i));
end
end
X
G=zeros(N+1,1);
for i=1:N+1
G(i,1)=exp(col(i))+(1/2)*(col(i))*cos(col(i));
end
G
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for i=1:N+1
P0(i,i)=-col(i)
end
P0
for i=1:N+1
P1(i,i)=col(i);
end
P1
for i=1:N+1
P2(i,i)=1;
end
P2
for i=1:N+1
P3(i,i)=1;
end
P3
for i=1:N+1
P4(i,i)=0;
end
P4
for i=1:N+1
Q0(i,i)=0;
end
syms x t
f=cos(x)*exp(-t)
for m=0:N
for n=0:N
kt(m+1,n+1)=(1/(factorial(m)*factorial(n)))*subs(diff(diff(f,x,m),t,n),{x,t
},{0,0});
end
end
kt
Kb=(D^-1)’*kt*(D^-1)
M=D’*Kb*D
MM=kron(eye(N+1),M)
syms x
for i=1:(N+1);
xx(i)=x^(i-1);
end
xx
Xx=kron(eye(N+1),xx)
for j=1:(N+1);
XXX(j,:)=subs(Xx(j,:),col(j));
end
XXX
L=-1/2
syms x
for i=1:(N+1)
for j=1:(N+1)
Hx(i,j)=(x^(i+j-1)-a^(i+j-1))/(i+j-1);
end
end
Hx
Hxx=kron(eye(N+1),Hx)
for j=1:(N+1);
for i=j*(N+1)-((N+1)-1):j*(N+1);
H(i,:)=subs(Hxx(i,:),col(j));
end
end
H
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for j=1:(N+1);
for i=1:(N+1);
DD(i+(j-1)*(N+1),:)=Dt(i,:);
end
end
DD
W=P0*X*D’+P1*X*B’^1*D’+P2*X*B’^2*D’-L*XXX*MM*H*DD
syms t
for i=1:(n+1);
xx(i)=t^(i-1);
end
xx
t0=0;yt0=1;
t1=0;yt1=1;
L0=yt0;
L1=yt1;
U0=subs(xx,t0)*D’
U1=subs(xx,t1)*(B’)^1*D’
W(N ,:)=[U0];
W(N+1,:)=[U1];
WW=W
G(N ,:)=[L0];
G(N+1,:)=[L1];
GG=G
A=WW\GG
syms x
for i=1:(N+1)
XX(1,i)=x^(i-1);
end
XX;
y=vpa(XX*D’*A,12)
h=diff(y,2)+x*diff(y,1)-x*y+(1/2)*int((cos(x)*exp(-t))*subs(y,t),t,0,x)-
(exp(x)+(1/2)*x*cos(x))
for i=0:0.2:1
ValuesofApproximateSolution=vpa(subs(y,i),14)
end
y1=exp(x);
for i=0:0.2:1
ValuesofExactSolution=vpa(subs(y1,i),14)
end
format short e
for i=0:0.2:1
ValuesofErrorFunction=abs(subs(h,i))
end
for i=0:0.2:1
ValuesofAbsolutEerrorFunction=abs(subs(y-y1,i))
end
Appendix B
function C=BesselD(N)
k=0;
m=0;
p=0;
C=zeros(N+1,N+1);
sg=0;
for i=1:N+1
p=i-1;
k=i-1;
for j=i:2:N+1
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C(i,j)=((-1)^(sg))/(factorial(m)*factorial(p)*2^(k));
m=m+1;
p=p+1;
k=k+2;
sg=sg+1;
end
sg=0;
p=0;
m=0;
end
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