How does competition affect the investment banking business and the risks individual institutions are exposed to? Using a large sample of investment banks operating in seven developed economies over 1997-2014, we apply a panel VAR model to examine the relationships between competition and risk without assuming any a priori restrictions. Our main finding is that investment banks' higher risk exposure, measured as a long-term capital-at-risk and return volatility, was facilitated by greater competitive pressures especially for full service investment banks but also for boutique investment banks. Overall, we find some evidence that more competition leads to more fragility before and during the recent financial crisis.
Introduction
Until the 2007 global financial crisis, the investment banking business enjoyed a prolonged period of prosperity and stability. Deregulation and technological improvements have contributed to the integration of investment and commercial banking and encouraged greater competitive pressures in the financial services sector (Goddard et al., 2007) . As the industry became more contestable, firms were increasingly driven by profit maximizing motives. Many developed as large full-service institutions and responded to the decline in commissions gained from their traditional securities business by seeking new income sources. In particular, product and services diversification has led to greater (and possibly excessive) risk-taking activities and exposure, including proprietary trading and dealing with complex financial securities (Altunbas et al., 2009; Carbó-Valverde et al., 2011 and . This increase in investment banks' risk exposure could have contributed significantly to the greater fragility of the banking and financial sector.
But how do investment banks compete? And how does competition affect the investment banking business and the risks these banks are exposed to? So far, we could not find any answer to these questions in the existing academic literature. Previous studies on this topic mainly focus on the commercial banking industry and largely overlook investment banks, although these latter played a critical role in generating and spreading the global financial crisis. Therefore, shedding lights on the mechanisms through which they can raise their risk-exposure is of great importance to policy-makers to identify prompt and efficient interventions to make the system less fragile. This paper covers this gap and contributes to the existing literature in several ways. First, we empirically provide new insights on the relationship between competition and risk for a large sample of investments banks, covering a relatively long time span for both the pre-and postcrisis period (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . Our first contribution is to construct a unique dataset of investment banking institutions operating in seven developed economies (i.e. France, Germany, Italy, Japan, Switzerland, UK and the US). Not only our dataset is larger than those analyzed in published studies on investment banks (e.g. Mamatzakis and Bermpei 2014; Radić et al., 2012; and Beccalli, 2004) , but it also contains detailed information obtained from several sources: Bankscope, DataStream, the World Bank's World Development Indicators, and the Heritage Foundation.
Second, we measure competition in the investment banking business at the firm level using both the Efficiency-Adjusted Lerner Index of Monopoly Power (Koetter et al., 2012 ) and the Excess Price-Cost Margin (Gaspar and Massa, 2006) . These measures have a number of advantages over traditional competition measures as they enable us to better account for investment banking features and for risk originated from profit maximisation. We also calculate several ad-hoc measures of investment banks' risk-taking that proxy for two measures of volatility of an investment banks' performance (i.e. rolling volatility for both ROA and total revenues), earnings-at-risk exposure and market risk.
Thirdly, we distinguish between boutique investment banks (BIBs) and full service investment banks (FSIBs). The former specialize in particular segments of the market; they do not offer a broad range of services and are not part of larger financial institutions; while the latter offer clients a range of services including underwriting, merger and acquisition advisory services, trading, merchant banking and prime brokerage.
1 Globalization, through cross border investment flows, and M&As, as well as direct and portfolio investment in emerging markets have fuelled the profitability particularly of FSIBs while, at the same time, exposing them to foreign market risks. Buch et al. (2013) note that international diversification may reduce but also increase the risk of an international financial firm depending on the correlation between domestic and foreign returns and on the volatility of foreign markets. Therefore, it is important to examine the relationship between competition and risk by considering the different exposures to international markets of investments banks.
Finally, we formalize the relationship between risk exposure and market conditions in investment banking by implementing a panel-data vector auto-regression (VAR) methodology. This econometric approach fits very well our research aims since it allows us to test the impulse responses of risk exposure to changes in the market structure and competition levels, and vice versa, while considering bank-and industry-specific effects. We test for the short-and long-run effects of a change in risk exposure on the changes in competition and vice versa. As far as we are aware our study is the first to apply a panel VAR approach in assessing the bank competitionrisk taking relationship. We also perform several robustness and sensitivity checks to assess the reliability of our baseline results.
Our evidence shows that higher competition (low market power) measured by the EfficiencyAdjusted Lerner index of Monopoly Power or the Excess Price-Cost Margin is associated with higher risk exposure for both BIBs and FSIBs in terms of increase in earnings-at-risk or revenue volatility. We therefore find some support for the competition-fragility hypothesis in the investment banking industry both before and during the crisis. These results are consistent with several previous studies on commercial banks (e.g. Keeley, 1990, Allen and Gale, 2004; Repullo, 2004; Forssbaeck and Shehzad, 2015) . However, we also find a positive relationship between market power and market risk. This result is not unusual in the literature since market measures change more frequently than accounting measures and better take into account market perceptions of the bank's soundness in the future (Zigraiova and Havranek, 2016) . Finally, compared to the existing research on commercial banks, we show that business models matter for risk-exposure. We find that smaller and more specialised boutique investment banks are less likely to be affected by changes in competition, while bigger and full-service banks appear to increase their risk-exposure as competition increases as well.
The remainder of the paper is structured as follows. Section 2 reviews the main literature and sets out the research hypotheses. Section 3 describes the data sources and the empirical framework. Section 4 discusses the results and Section 5 concludes.
Literature review
Over the 1990s the deregulation process that was carried out in the banking sectors of most developed countries was rooted in the idea that stimulating competition and increasing contestability in banking was the way forward to better quality of provision and sustainable growth (Molyneux et al., 1994) . More competition in banking was expected to foster efficiency, stimulate innovation and boost international competitiveness. Various studies (e.g. Claessens and Laeven, 2004) , in contrast, notably suggested that the view that competition is unambiguously good is more naïve in banking than in other industries.
The empirical literature on the relationship between bank competition and risk, at least for commercial banks, is generally well established (for comprehensive reviews see Dick and Hannan, 2010; and Casu et al., 2012) and can broadly be related to the investment banking business. The theoretical approaches identify two views: the 'competition-fragility' (Keeley, 1990, Allen and Gale, 2004; Repullo, 2004; Forssbaeck and Shehzad, 2015) that argues that competition leads to more fragility and posits that in uncompetitive markets, banks earn monopoly rents resulting in higher profits, capital ratios and charter values. This makes them better placed to withstand demand-or supply-side shocks and discourages excessive risk-taking.
Conversely, the 'competition-stability' view (Boyd and De Nicolò, 2005; De Nicolò and Lucchetta, 2009) , argues against less competition claiming that the considerable market power of only a few banks will cause them to raise the interest rate on loans. This will adversely select the firms with risky projects and produce a negative impact on the stability of the banking system.
Yet, there are theories suggesting that this relationship may not be so simple in that higher competition may transform the nature of banking and induce banks to become more or less relationship-oriented (Boot and Thakor, 2010) .
Despite the importance of the investment banking industry and the potential costs for society in case of insolvency as shown in the recent global crisis, there are only a handful of studies on the subject. The focus is typically on either the performance of investment banks (Radić, et al., 2012; Mamatzakis and Bermpei, 2014) , or relationship-lending in investment banking (Anand and Galetovic, 2006; Boot and Thakor, 2000) . While the former stream of literature deals with determinants of profitability in the industry based on their risk levels, the latter focuses on the link between relationship lending and competition. For example, Anand and Galetovic (2006) find evidence that investment banks establish relationships without either local or aggregate monopoly power, but do not assess the reasons behind this. The authors also poise that competition need not 'kill' relationships. Boot and Thakor (2000) predict that capital market competition reduces relationship lending and that this could ultimately affect the nature of the investment banking business.
One of the main limitations of studies assessing the link between relationship lending and competition is that these dealings are considered in-direct (i.e., the sunk costs incurred by investment banks in establishing and maintaining each relationship are large and have already been incurred). Equally, due to better information processing, growth of securitization market, and availability of new rating tools and credit scoring information, a close bank-firm relationship gets seemingly less important. Hence, banks will compete and earn higher margins mainly due to their risk exposure.
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In this study, we expect that changes in competition will affect the investment banking industry and the risks these banks are exposed to. As far as we are aware, it is the first to explore the intertemporal relationship between investment banking sector competition and risk using panel VAR approach. Our results shed light on the competition-fragility puzzle (i.e. greater industry competition predicts an increase in banks' risks) with specific reference to the investment banking industry.
Data and methodology

Data
We analyze worldwide professional service firms: investment banks, securities houses, private banking and asset management companies. The data used in the empirical analysis is drawn from various sources: Bankscope, DataStream, the World Development Indicators of the World Bank, and the Heritage Foundation's Index of Economic Freedom database. We apply a number of selection criteria to arrive at our final sample. We consider unconsolidated data and we omit banks for which essential financial information is either not available (i.e., assets, equity, net income, specialization description) and/or is available for fewer than three consecutive years. We also exclude banks where that do not provide the financial information we need to estimate our measures of market power. Lastly, we exclude countries for which we have information on fewer than 50 bank-year observations.
Our final sample comprises 116 investment banks operating in five European countriesnamely France, Germany, Italy, Switzerland, UK and Japan and the US over 1997-2014. Table 1 reports some key financial indicators including mean profitability, asset size and sector concentration (HHITA). In the US, banks appear to be the largest and the most profitable, while
German and Swiss banks are comparatively smaller and less profitable. In terms of asset composition, we observe that US institutions have the largest share of securities holding (about 2/3 of their total assets) compared to the other countries; whereas Italian banks have the largest share of loans (45% of their total assets). The least concentrated markets are those in the US, the UK, and Switzerland, while the most concentrated are found in continental Europe (France, Germany and Italy).
<<< INSERT TABLE 1 >>>
In order to investigate the specialization effect, we create a cluster sample by investment bank type. As in Radić et al. (2012) , we distinguish between boutique investment banks (BIBs) and full service investment banks (FSIBs). The former are typically smaller in size and specialize in particular segments of the market in order to achieve greater profitability and survive competitive pressures from their larger peers in the industry, while full service investment banks strive to control their cost base in order to maximize their shares of revenue globally. To correctly identify these two groups of banks we collected information from three different sources so that to have a comprehensive and accurate profile of each bank. As in Koetter et al., (2012) , the EALER is derived by estimating a translog cost function with three inputs, two outputs and a time trend as follows:
(1)
Businessweek classification information. Finally, we dropped all cases of inconsistent or missing data and where banks were identified as trading or asset management companies only.
where TC denotes total cost, TP denotes profit before tax; P kjt input factors to the production process of investment banks i= 1,2,..,n at time t, respectively P 1 , the price of labour, calculated as personnel expenses over total assets, P 2, the price of physical capital, measured as other administrative expenses plus other operating expenses over total fixed assets; and P 3, the price of other interest bearing liabilities and deposits short term funding; on the output side, we follow Radić et al. (2012) and consider investment banks' business as follows: total earning assets (Y 1 ), that is the sum of loans and other earning assets of bank i in year t, and investment banking fees (Y 2 ), calculated as the sum of commission, fee and trading income of bank i in year t; and T is a time trend to capture technical change. We assume that ε j = v j +u j , where random error v j is assumed to be i. We specifically employ the time-varying stochastic frontier model for panel data for both the cost and profit functions.
From equation (1), the marginal costs can be derived by taking the sum of the derivatives with respect to total earning assets (Y 1it ) and investment banking fees (Y 2it ) which yields:
The EALER is dependent on the "price" set by the bank and the marginal cost of producing one additional "unit". While in commercial banking industry the price is proxied by total revenue over assets, and marginal costs is estimated for an additional unit of assets based on total personnel and other costs, this is less so in the case of the investment banking industry.
Investment banks can perform several advisory services without requiring a large asset basis; and there are also substantial economies of scale in the industry (e.g. market making activities in securities and derivatives markets, etc.) with some business lines that have large fixed costs.
Potentially, only investment banks' activities for which revenue over assets is an adequate price measure would seem to be the underwriting of private placements or syndicated loans. Therefore, in order to estimate the price p in the Lerner Index for the investment banking industry, we conjecture that forgone profits due to sub-optimal production levels are substantially larger compared to potential cost inefficiencies, so we also consider profit inefficiencies in the measurement of average revenues.
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Using predicted total costs (PTC), corresponding marginal costs (MC), and predicted profits (PTP) relative to total output (TO = total earning assets + investment banking fees), an
Efficiency-Adjusted Lerner index can be calculated as follows:
EALER is thus derived from frontier estimates of PTP, PTC, and MC. Higher EALER (higher market power) is interpreted as lower competition.
Our second proxy for market power at the bank level is Excess Price-Cost Margin (EPCM), defined as the difference between a bank's operating profit margin (PCM) and the average operating profit margin of its industry. We follow Gaspar and Massa (2006) and their implementation of the price-cost margin (as equal to operating profits over revenues) and assumption, that average variable cost is a meaningful proxy for marginal cost. We then calculate the logarithm value of this difference after having rescaled it by subtracting the minimum value at the bank level. Higher EPCM is associated with lower competition. Our second proxy, EPCM variable is better able to capture intra-industry differences in pricing power, that are due to the fact that different industries might have structurally different rates of profit for reasons unrelated to market power. 
Measuring risk
We measure investment banks' risk-taking by using a detailed set of tailored measures that proxy for overall risk exposure: earnings-at-risk; a measure of rolling standard deviation of ROA over 3 years; a measure of rolling standard deviation of logarithm of total revenues over 3 years; and market risk.
Firstly, we further advance the existing literature (see for example Davis, 2003) by employing a measure of earnings-at-risk exposure. In particular, we measure the investment banks' Capital-AtRisk (CAR) using the alternative Earnings-at-Risk (EAR) estimation. Specifically, CAR can be defined as the amount of risk capital that a firm requires to cover the risks that it is running or collecting as a going concern. In order to do so we employ EAR that is a standard risk management technique (Andrén et al., 2005; Stein et al., 2001 ) which allows us to estimate the worst variation in earnings of the company, for a fixed time horizon and with a pre-established confidence level. Specifically, the EAR is obtained using a parametric model as follows:
where η is the investment banks' profit before tax (PBT); σ is the standard deviation of PBT over the sample period; and z (1-α)/2) is the probability associated with the α confidence level estimated assuming a normal distribution of earnings. In particular, if we assume that the earnings decline is permanent (long-term), consequently, the investment bank needs to hold an equity level equal to the present value of perpetuity of EAR as follows:
where, roe is the mean bank Return On Equity estimated over the sample period. It is evident that higher measures of CAR correspond to higher risk for the banks.
Secondly, we follow Beck et al. (2013) and make our next dependent variable directly proportional to banking stability. In particular, we calculate the rolling volatility for both ROA and total revenues over a period of three years. This is a measure of the volatility of an investment bank's performance. A higher volatility can exert a negative effect on a bank's viability and growth opportunities.
Finally, we use a market risk measure (MR), which captures the standard deviation of stock returns at the bank level. This risk proxy only accounts for listed banks and takes in account the idiosyncratic volatility of the stock of investment banks as suggested by Deng and Elysiani (2008) . To recap, an increase in CAR, σlnTR, σROA and MR means more risk-exposure for an investment bank.
The correlation coefficients between the risk measures are usually positive and significant at one percent, while the correlation between EALER and EPCM is also positive, albeit insignificant.
<<< INSERT TABLE 2 >>>
The relationships between risk and competition: a panel VAR approach
To formalize the relationship between risk exposure and market conditions in investment banking industry, we rely on panel-data vector autoregression methodology (PVAR). This econometric approach fits very well our research aims since it allows us to test the impulse responses of risk exposure to changes in competition levels, and vice versa, while taking into account bank and country-specific effects. This methodology enables us to avoid imposing a priori assumptions about the relationship between risk and competition variables in the model. As such, we follow Love and Zicchino (2006) , and Abrigo and Love (2016) and specify our model as follows 7 :
where, Y (t) is a two-variable vector of endogenous variables that consist of risk and competition, is a (1 ) vector of exogenous covariates; and are (1 ) vectors of dependent variablespecific panel fixed-effects and idiosyncratic errors. Therefore, risk and competition variables enter the model as endogenous variables. In this way we are able to deal with endogeneity concerns due to reverse causality. Previous recent papers (e.g. Beck et al., 2013) employed IV (2SLS) estimator and two-step generalized method of moments (GMM) estimator to address endogeneity issue, or Granger causality to examine competition-stability nexus (e.g. Fiordelisi and Mare, 2014). In our study, we not only take into account endogeneity issues, but we also explore the short and long-run effects of a change in risk (competition) for the effect of a change in competition (risk).
As suggested by Love and Zicchino (2006) Equation (6) shows that we incorporate in the model a X it set of variables that describe different bank-specific and macro factors that we believe should be controlled for when investigating the relationships between risk and competition in the investment banking industry. As discussed above, we control for bank type by splitting the sample into boutique and full investment banks. We also recognize the possibility that regulation, supervision and other related factors that restrict banks' activities may have a significant impact on competition and market structure. Therefore, we include an Index of Economic Freedom that provides us with a portrait of a country's economic policies over time (ECF). We also control for business cycle effects by adding the annual real GDP growth (ΔGDP) to the model. This macroeconomic variable is commonly used in the banking literature (e.g. Salas and Saurina, 2003; Yildirim and Philippatos, 2007; Brissimis et al., 2008) and is expected to influence the relationship among risk-capital-efficiency-competition. A summary of the variables used for the empirical investigation is provided in 
Discussion of results
Analysis of PVAR
We run a panel vector autoregressive (PVAR) model to explore the effect of the risk exposure shocks on bank competition and vice versa. We first estimate the coefficients of the PVAR system given in equation (6) after country-time and bank-specific fixed effects have been removed. Table 4 and Table 5 report the results of the main model with the Efficiency-Adjusted
Lerner Index (EALER) and the model with Excess Price-Cost Margin (EPCM), respectively.
Results include the full sample of banks in each country. Table 5 show that the response in risk exposure to increase in EPCM is significant and negative in the case of CAR and σlnTR. Additionally, an increase in EPCM appears to be positively and significantly related to MR. This result is not unusual in the literature since market measures change more frequently than accounting measures and better take into account market perceptions of a bank's soundness in the future (Zigraiova and Havranek, 2016) .
<<< INSERT TABLE 4 >>>
As in the case of EALER we find that an increase in competition is followed by increase in earnings-at-risk and revenue volatility. Consistently with the arguments of Hellman et al., (2000) and Allen and Gale (2004) , our results for CAR and σlnTR imply that banks in competitive markets (and lower market power) increase their risk profile.
Focusing on the institutional environment in Table 4 , a higher ECF appears to be associated with an increase in risk exposure and competition only for σROA (at the 1 per cent confidence level). In the case of EPCM model (Table 5) we find no such effect. GDP growth does not appear strongly linked to investment banks' risk (with the exception of CAR), however we find that GDP growth at time t-1 is negatively and significantly related to both EALER and EPCM.
Impulse responses
We also examine the orthogonalized impulse-responses of the banks' risk measures to competition shock. 
<<< INSERT FIGURE 1 >>>
After running the full sample analysis, we notice that for some risk measures, the confidence interval for the impulse-response function is large. 9 This suggests that after transforming the data there is still heterogeneity in the response function to a shock of either EALER or EPCM. So, we identify the business model of investment banks as a possible source of heterogeneity in our sample. As discussed in Section 3.1, boutique and full service investment banks differ because of their business specialization. Boutique banks mainly deal with specific lines of activities and geographical regions, while full service investment banks are more diversified both in terms of products and services offered and covered geographical area. As boutique investment banks 9 These results are available upon the request from the authors.
operate in niche markets, they tend to be less exposed to a shock in competition, but they tend to be more vulnerable to macro-economic or demand shocks as they are less diversified. Therefore, we could expect full service investment banks to react differently to a shock in competition compared to boutique banks. Consequently, we run the PVAR analysis by splitting the sample for boutique banks and full-service investment banks only. Specifically, Figure 1 reports the orthogonalized impulse-response function for risk measures to shock to EALER for both groups of banks. 
<<< INSERT FIGURE 2 >>>
By focusing only on changes to risk measures for the effect of EPCM, we notice that boutique and full service investment banks react almost in the same way to a shock to EPCM. Especially in the case of CAR, both boutique and full-service investment banks are negatively and significantly related to a shock to EPCM. In fact, the reaction is almost identical. Equally, the impact on σlnTR (FSIBs) is also significant and negative. σlnTR (BIBs) and MR appear to not react significantly to a shock to EPCM, as the effect of shock to EPCM seems to wear off relatively quickly. Boutique investment banks tend to exhibit a reverse trend after 1-year horizon.
σROA follows similar pattern but the positive magnitude of the shock in the case of boutique investment banks is even greater, then again wears off in period 3. Overall, for the above variables we seem to find evidence of only a significant short effect.
Differently from EALER in Figure 2 , we find that the confidence intervals are smaller. This indicates that there may be less heterogeneity left in the response functions between risk measures and EPCM.
Overall, by splitting the sample based on banks' specialization we observe some interesting patterns. Smaller and more specialised boutique investment banks are less negatively affected by changes in competition than bigger and full-service banks. This is plausible since the former are likely to be affected by higher volatility of earnings in the short-run while it is plausible to contend that full service banks, due to their more diversified income streams, are more likely to get affected in the long run if there are changes to their viability and growth opportunities.
Risk and competition before the outbreak of the global financial crisis
The global financial crisis and the more recent eurozone sovereign debt crisis, have had a profound impact on the stability of the financial system, its ability to smooth flow of funds and help promote growth in economic activity. It is well known that several large banking institutions failed and exited the market (e.g. Lehman Brothers), while others were either taken over or nationalised (i.e. Merrill Lynch, Royal Bank of Scotland). Public authorities have adopted wideranging interventions (i.e. recapitalization, debt guarantees, asset purchases) to help reduce the fragility of the banking system and restore confidence in the markets. However, it is reasonable to expect that the crisis could have altered both the overall risk exposure and the competitive dynamics in the banking sector (e.g. Berger and Bouwman, 2013; Calderon and Schaeck, 2015) .
Given the above, we rerun our analysis by solely focusing on the years before the financial crisis. Table 7 shows that EPCM is again negatively related to CAR and to σlnTR. However, EPCM does not appear to enhance market risk volatility of investments banks anymore. Overall, and apart from σROA, our result support our main conclusion from Section 4.1 where we find that more competition leads to more fragility for the investment banking sector, both in crisis and non-crisis years. Monte Carlo draws to estimate the standard errors and confidence intervals. We finally exclude the exogenous variables from the baseline PVAR model to get reliable FEVD (Abrigo and Love, 2005) . Differently from the impulse-response function, the FEVD allows us to get more insights on the magnitude of each shocks exerted by a change on the competition measures. This is important to grasp the economic meaning of changes in risk measures because of shock to competition measures. Table 8 (part 8a) illustrates that shock to CAR accounts for large variations in EALER with an average effect of 13% over the forecast horizon. Further, with a variation of about 5% and 2%, the contribution of respectively σlnTR and σROA shock to fluctuations of EALER is also sizeable. We find similar figures in the case of EPCM. More specifically, σlnTR, σROA and this time also MR provide the largest contribution in EPCM's variation. In particular, these risk measures account even up to 34% in the case of σROA, 12% in the case of σlnTR and 10% in the case of MR. These findings are in line with our results from Tables 4-7.
<<< INSERT TABLE 7 >>>
Variance decomposition
<<< INSERT TABLE 8 >>>
Focusing on Table 8 (part 8b) we observe that a shock to EALER only covers a minor part of fluctuations in risk measures. It only explains a variation of 1-4% of risk measures starting from year 2 (namely for CAR and σROA). Similarly, a shock to EPCM seems to explain a small portion of the variation of only σROA (one per cent). These findings suggest that a shock to competition does not have a direct impact on contemporaneous risk measures.
Robustness Check
The main results reported in Table 4 are robust to several sensitivity checks. First, we re-run the cost and profit functions by using the Fourier Flexible functional form. Following Bolt and
Humphrey (2015) we add the sin and cos terms to add flexibility to the U-shaped translog specified in equation (1). The results derived from the Fourier specification are reported in Table 9 and they are broadly consistent with those in Table 4 , as EALER impacts negatively and significantly CAR and σlnTR, while it has a positive and significant impact on σROA.
<<< INSERT TABLE 9 >>>
Second, we employ as robustness check the Boone indicator , that is a relatively new measure of competition that is essentially a profit elasticity and focuses the strength of the relationship between efficiency (measured in terms of marginal costs) and performance (profitability). Following e.g. Liu et al., (2013) and Schaeck and Cihak (2014) , we calculate the elasticity of profits (π) to marginal costs by country and year as shown in equation (7).
where the marginal cost (mc) is calculated using a translog cost function (see Equation 2 ). The
Boone is negative because profits and marginal cost exhibit a negative relationship; a larger Boone indicator in absolute value indicates a more competitive banking industry.
Results are reported in Table 10 and are consistent with the results reported in Table 4 in only two cases (CAR and σROA). Although the Boone indicator has many appealing qualities it often underperforms in comparative tests of banking market conditions hence results should be treated with some caution (Liu et al., 2013; Schiersch and Schmidt-Ehmcke, 2010 
Conclusions
Competition is usually regarded an indispensable force in the economy because it triggers greater efficiency, innovation, enhanced consumers' choices and generally promotes a better allocation of resources. In banking, though, the issue of benefits derived from competition has always been controversial as these should be weighed against the danger of financial instability.
Post crisis many viewed competition as a factor leading to higher bank risk-taking.
In this paper, we empirically formalize the relationship between risk exposure and market conditions in the investment banking industry. We employ a panel VAR approach that allows us to capture the impulse responses of risk exposure to changes in competition levels, and vice versa.
We use a large dataset of banks from the seven most developed investment banking industries (France, Germany, Italy, Japan, Switzerland, the UK and the US) over 1997-2014 and test alternative measures of market power (as lack of competition) and risk.
We show that investment banks' response in risk exposure to a competition change is significant and negative as evidenced in the estimated coefficients and impulse responses. We also find that excess price-cost margin raises uncertainty about the banks' market returns.
Further, when we check for impulse responses and cluster our sample by business models we find that both boutique investment banks and full-service investment banks exhibit significant changes to earnings-at-risk and revenue volatility due to shock to competition (for both EALER and EPCM), whereas other risk proxies either exhibit no change or the change wears off quickly.
Our results provide some evidence to support the 'competition-fragility view' which argues that competition induces excessive risk-taking and therefore is detrimental for stability because it could result in a higher likelihood of individual banks' failures. These can be very costly for society as witnessed by the events that followed the outbreak of the global financial crisis a decade ago. Our findings appear to hold both prior to the crisis and for the whole period under study, and by investment banks' specialization,BIBs vs FIBS, with a stronger effect for the latter ones. These findings raise at least two implications for policy-makers. On the one hand, the need to better balance policy prescriptions so that to allow a healthy degree of rivalry necessary for ensuring dynamic efficiency of the industry. On the other hand, the findings of this study provide support that a certain level of market power maybe necessary in the investment banking industry to give institutions less incentives to undertake risky business. EPCM is another proxy for market power, defined as the difference between a bank's operating profit margin and the average operating profit margin of its industry.
Control variables (1)
Bank type/specialization BT is a dummy variable, where the bank is full service or specialised, where 1 = FSIB; 0 = BIB.
Institutional environment (3)
Economic freedom 4.289 0.092
ECF is an indicator of economic freedom (ranging from 0 to 100). Greater values signify more freedom. It is in logarithm form.
Macroeconomic variables (4)
GDP growth 0.9682 2.041 GDP represents the growth in GDP (annual %).
Table 4. Main results of the panel VAR model focusing on EALER (1997-2014)
Note: Risk is alternatively CAR (for column 1), σlnTR (for column 2), σROA (for column 3) and MR (for column 4). Robust standard errors in brackets. Significance at *** p<0.01, ** p<0.05, * p<0.1. Variable definitions are provided in Table 2 . Note: Risk is alternatively CAR (for column 1), σlnTR (for column 2), σROA (for column 3) and MR (for column 4). Robust standard errors in brackets. Significance at *** p<0.01, ** p<0.05, * p<0.1. Variable definitions are provided in Table 2 . Note: Risk is alternatively CAR (for column 1), σlnTR (for column 2), σROA (for column 3) and MR (for column 4). Robust standard errors in brackets. Significance at *** p<0.01, ** p<0.05, * p<0.1. Variable definitions are provided in Table 2 . Note: Risk is alternatively CAR (for column 1), σlnTR (for column 2), σROA (for column 3) and MR (for column 4). Robust standard errors in brackets. Significance at *** p<0.01, ** p<0.05, * p<0.1. Variable definitions are provided in Table 2 . Note: Risk is alternatively CAR (for column 1), σlnTR (for column 2), σROA (for column 3) and MR (for column 4). Robust standard errors in brackets. Significance at *** p<0.01, ** p<0.05, * p<0.1. Variable definitions are provided in Table 2 . 
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