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Abstract
Compressive phase retrieval refers to the problem of recovering a structured n-dimensional complex-valued
vector from its phase-less under-determined linear measurements. The non-linearity of measurements makes designing
theoretically-analyzable efficient phase retrieval algorithms challenging. As a result, to a great extent, algorithms
designed in this area are developed to take advantage of simple structures such as sparsity and its convex generaliza-
tions. The goal of this paper is to move beyond simple models through employing compression codes. Such codes
are typically developed to take advantage of complex signal models to represent the signals as efficiently as possible.
In this work, it is shown how an existing compression code can be treated as a black box and integrated into an
efficient solution for phase retrieval. First, COmpressive PhasE Retrieval (COPER) optimization, a computationally-
intensive compression-based phase retrieval method, is proposed. COPER provides a theoretical framework for
studying compression-based phase retrieval. The number of measurements required by COPER is connected to κ, the
α-dimension (closely related to the rate-distortion dimension) of the given family of compression codes. To finds the
solution of COPER, an efficient iterative algorithm called gradient descent for COPER (GD-COPER) is proposed.
It is proven that under some mild conditions on the initialization, if the number of measurements is larger than
Cκ2 log2 n, where C is a constant, GD-COPER obtains an accurate estimate of the input vector in polynomial time.
In the simulation results, JPEG2000 is integrated in GD-COPER to confirm the superb performance of the resulting
algorithm on real-world images.
I. INTRODUCTION
A. Motivation
Consider the problem of recovering x ∈ Q from m noisy phase-less linear observations
y = |Ax|+ ,
where A ∈ Cm×n and  ∈ Rm denote the sensing matrix and the measurement noise, respectively. Here Q denotes
a compact subset of Cn and | · | denotes the element-wise absolute value operator. Assume that the class of signals
denotes by Q is “structured”, but instead of the set Q, or its underlying structure, for recovering x from y, we have
access to a compression code that takes advantage of the structure of signals in Q to compress them efficiently. For
instance, consider the class of images or videos for which compression algorithms, such as JPEG2000 or MPEG4,
capture complicated structures within such signals and encode them efficiently. Employing such structures in a phase
retrieval algorithm can reduce the number of measurements or equivalently increase the quality of the recovered
signals. This raises the following questions:
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21) Is it possible to use a given compression algorithm for the recovery of x from its undersampled set of phaseless
observations?
2) What is the required number of observations (in terms of the rate-distortion performance of the code), for
almost zero-distortion recovery of x?
3) Can we find polynomial time algorithms to use a given compression algorithm to recover x from its under-
sampled set of phaseless observations? If so, how does the answer to the second question change if we want
to approximate the solution in the polynomial time?
By answering these questions we can immediately use the structures that are employed by the state-of-the-
art compression algorithms, such as JPEG2000 or MPEG4, to improve the quality of the recovered signals or
decrease the required number of measurements for a given quality. Furthermore, if the image or video compression
communities discover new compression algorithms that are capable of employing new and more complicated
structures, then the framework we develop in this paper obtains a phase retrieval algorithm, with no extra effort,
that uses such complicated structures.
In the remainder of this section, we first review the formal definitions of compression algorithms and their rate-
distortion performance measures. We will then briefly sates our responses to the above three questions. Finally, we
compare our contribution with the existing work in the literature.
B. Background on compression algorithms
A rate-r compression code is composed of an encoder mapping E and a decoder mapping D, where
E : Cn → {0, 1}r , and D : {0, 1}r → Cn.
The distortion performance of the compression code defined by mappings (E ,D) on set Q is measured as
δ , sup
x∈Q
∥∥x−D(E(x))∥∥ .
Throughout the paper sometimes we use subscript r for the encoder and decoder mappings as (Er,Dr) to highlight
the rate of the code. The codebook of compression code (Er,Dr) operating at rate r is defined as
Cr , Dr(Er(Q)) = {Dr(Er(x)) : x ∈ Q}.
It is straightforward to confirm that |Cr| ≤ 2r.
In many application areas, the user has access to a family of compression codes. For instance, in image processing,
a user can tune the rate in JPEG2000. Given a family of compression codes F = {(Er,Dr)}r∈N for set Q indexed
by their rate r, let δ(r) denote the distortion performance of the code operating at rate r, i.e., (Er,Dr). Then, the
rate-distortion function of this family of codes is defined as
r(δ) , inf{r : δ(r) < δ}.
Define the α-dimension of this family of codes as
dimα(F) , lim sup
δ→0
r(δ)
log 1δ
. (1)
3We will later show that this quantity is closely connected to the number of measurements our proposed recovery
methods require for accurate phase retrieval. To offer some insight on this quantity and what it measures consider
the following well-known example. Let
Bn =
{
x ∈ Rn
∣∣∣‖x‖ ≤ 1} ,
and
Sn,k =
{
x ∈ Bn
∣∣∣‖x‖0 ≤ k}
denote the unit n-dimensional ball and the set of k-sparse signals in the unit ball, respectively. It is straightforward
to show that the α-dimension of any family of compression codes for Bn and Sn,k are lower-bounded by n and
k, respectively. As shown in [18], there exist compression codes that achieve these lower bounds in both cases. A
straightforward generalization of this result implies that for k-sparse signals in the unit ball in Cn, the α-dimension
of any family of compression codes is lower-bounded by 2k, and this bound is achievable.
C. Summary of our contributions
Consider the problem of noiseless phase retrieval, i.e., recovering x up to its phase from y = |Ax|. To answer
the first two questions we raised in Section I-A, we propose COmpressible PhasE Retrieval (COPER) that employs
a given compression code to solve the described phase retrieval problem. Given measurement matrix A ∈ Cm×n,
define the distortion measure dA : Cn × Cn → R+ as follows
dA(x, c) ,
m∑
k=1
(
|ak∗x|2 −|ak∗c|2
)2
=
m∑
k=1
(
ak
∗(xx∗ − cc∗)ak
)2
, (2)
where ak∗ denotes the kth row of A. When there is no ambiguity about the signal on interest x, we use dA(c)
instead of dA(x, c). Throughout the paper, for complex matrix A, A∗ and A¯ denote its transposed-conjugate, and
conjugate, respectively. Based on the defined distance measure, we define COPER, a non-convex optimization
problem for recovering x from measurements y, as follows:
xˆ = arg min
c∈Cr
dA(x, c). (3)
In other words, among all elements of the codebook, COPER finds the one for which |Ac| is closest to measurements
y. Note that since yk = |ak∗x|, to calculate dA(x, c), we do not need to know x.
In phase retrieval, since the measurements are phaseless, the recovery of x can never be exact; if x satisfies
y = |Ax|, then so does eiθx, for any θ ∈ R. Hence, following the standard procedure in the phase retrieval
literature, we measure the quality of our estimate xˆ as
inf
θ∈[0,2pi)
∥∥∥eiθx− xˆ∥∥∥2 .
In Section II, we will bound inf
θ
∥∥eiθx− xˆ∥∥2 in terms of the number of measurements and the rate-distortion function
of the code. We will then show that m > dimα(F) observations suffice for an accurate recovery of x by COPER.
For the aforementioned set of k-sparse signals that lie in the unit ball in Cn, using a family of compression codes
4with an α-dimension of 2k, our results imply that COPER requires slightly more than 2k noise-free phase-less
measurements for an accurate recovery.
Despite the nice theoretical properties of COPER, it is not directly useful in practice as it is based on an
exhaustive search over the set of all codewords, which is exponentially large. This leads us to the third question
asked in Section I-A. In response to this question, we introduce an iterative algorithm called gradient descent for
COPER (GD-COPER). Let z0 denote some selected initial point, and define gradient of real-valued function d as
∇dA(z) ,
(
∂dA
∂z
)∗
, where
∂dA
∂z
, ∂dA(z, z¯)
∂z
∣∣∣
z¯=constant
,
is the Wirtinger derivative [20]. The iterations of GD-COPER proceed as follows:
st+1 , zt − µ∇dA(zt),
zt+1 , PCr (st+1), (4)
where t represents the iteration index. Moreover, here, for z ∈ Cn,
dA(z) = dA(x, z) =
m∑
k=1
(
|a∗kz|2 −|a∗kx|2
)2
=
m∑
k=1
(
ak
∗(xx∗ − zz∗)ak
)2
,
and therefore,
∇dA(z) = 2
m∑
k=1
(
|a∗kz|2 −|a∗kx|2
)
aka
∗
kz.
Here, Cr, as defined earlier, is the set of codewords of the code, and PCr : Cn → Cr denotes the projection
operator on this set. That is, for s ∈ Cn,
PCr (s) = arg min
c∈Cr
‖c− s‖2 .
We show that, under some mild conditions on the initialization, given m > C dimα(F)2 log2 n phase-less measure-
ments, GD-COPER finds an accurate estimate of x. Note that the number of measurements GD-COPER requires
is considerably larger than what is needed by the combinatorial COPER optimization; in addition to the extra log
factor, the number of measurements GD-COPER requires is proportional to dimα(F)2, unlike for COPER which
only requires dimα(F) observations. While it might be the case that the difference is due to our proof techniques
and the gap is not something fundamental, based on our study of the problem, it seems more plausible to us that
the difference is the cost paid for having a polynomial time algorithm and cannot be closed (except for probably
removing the log factors).
Finally, we perform extensive numerical experiments to understand the algorithmic properties of GD-COPER,
and evaluate the amount of gain a compression algorithm can offer for a simple ‘gradient descent’-type algorithm.
D. Related work
The problem of phase retrieval has been extensively studied in the literature [1]–[17]. (Refer to [6] for a
comprehensive review of the literature.) Since, unlike compressed sensing, in phase retrieval, the measurements
are a non-linear function of the input, even if the number of measurements is more than the ambient dimension of
5the signal, the recovery problem is still challenging. Hence, the primary focus of the field has been on developing
and analyzing efficient recovery algorithms for general input signals. However, similar to compressed sensing, in
most applications, the input signals are in fact structured. Therefore, taking such structures into account can lead
to more efficient recovery algorithms with a lower number of required measurements or smaller reconstruction
error. Hence, in more recent years, there has been work on phase retrieval of structured sources. In this domain,
most papers are concerned with standard structures, such as sparsity. Assuming the signal is k-sparse, i.e., all of
its coordinates but k of them are 0, a variety of recovery algorithms have been proposed in the literature. In the
following, we briefly review some of such methods.
It is assumed in [21] that the signal is sparse, or can be approximated well with few non-zero coefficients.
Furthermore, the authors suppose that l1-norm of the signal is known, and employ an iterative phase retrieval
algorithm. However, no theoretical guarantee is offered for the performance of the proposed recovery algorithm.
The lifting is used in [22], [23] to convexify the problem and take advantage of semidefinite programming (SDP) for
signal recovery. Since x ∈ Cn is lifted to the space of Cn×n matrices, the proposed algorithm is computationally
demanding. Furthermore, the performance of the algorithm is guaranteed only under the assumption that the linear
operator that appears in the SDP satisfies either the restricted isometry property or the coherence condition. Similarly,
[24] poses the problem of sparse phase retrieval as a non-convex optimization problem and uses the alternating
direction method of multipliers (ADMM) to solve the problem. Generalized approximate message passing (GAMP)
has been used in [25] for the recovery of sparse signals. Despite the success of the ADMM and GAMP in simulation
results, the theoretical properties of the algorithms are unknown. Inspired by the Wirtinger flow algorithm, [26]
proposes a projected gradient descent for the recovery of k-sparse signals that resembles GD-COPER, proposed in
this paper. However, GD-COPER uses a generic compression algorithm, while the projected gradient descent of [26]
uses the projection on the set of all k-sparse vectors. Also, by combining the alternating minimization idea with
Compressive Sampling Matching Pursuit (CoSaMP) [27] has obtained another theoretically-supported algorithm
for sparse phase retrieval with sample complexity of O(k2 log n). In a more general setting, [28] considers the
regularized PhaseMax formulation, proposed in [10], [11], and show that if a good anchor is available, then the
algorithm is capable of recovering the signal from a number of measurements proportional to the minimum required
number of measurements.
More recently, a few papers have used more sophisticated structures that are present in images to improve the
performance of the recovery algorithms [29]–[31]. For instance, by integrating a generic image denoiser in the
iterations of the approximate message passing, similar to the approach of [34], [29] improved the performance of
the approximate message passing for the recovery of images. Since the message passing framework works mainly
for measurement matrices drawn independent and identically distributed (i.i.d.), [29] used the RED formulation,
proposed originally in [33], for the phase retrieval. The simulation results presented in [29] suggest that the
algorithms that are based on the RED formulation (and a neural net denoiser) work well on Gaussian as well
as coded diffraction and Fourier measurement matrices. Similarly, [31] adds a total variation penalty to the non-
convex formulation of phase retrieval problem and uses the ADMM approach for finding a local minimizer. Finally,
[32] uses a deep generative network to model images and then uses the learned model as a prior to help the phase
6retrieval recovery algorithms.
Finally, using generic compression algorithms for compressed sensing and image restoration problems has been
investigated before in [18], [19], [36], [38]. However, given the nonlinear nature of the measurement process in
phase retrieval, similar to other compressed sensing methods, neither the theoretical nor the algorithmic tools and
techniques developed in the area of compression-based compressed sensing are directly applicable to phase retrieval.
In this paper, we develop a theoretical framework for phase retrieval, i.e., recovering a signal from its under-
determined noise-free phase-less measurements, that is applicable to general structures employed by compression
codes. This allows developing theoretically-analyzable algorithms that employ structures much beyond those that
have been studied so far in the phase retrieval literature. We first propose an idealistic compression-based phase re-
trieval recovery method that guides us on the potential of such recovery methods. We then propose a computationally-
efficient and theoretically-analyzable algorithm that given enough measurements is guaranteed to convergence to
the desired solution. We also obtain an upper bound on the gap between the performance of the efficient algorithm
and that of the idealistic computationally-infeasible method.
E. Organization of the paper
The organization of the paper is as follows. Sections II and III state and prove our main theoretical contributions
regarding the performance of COPER and GD-COPER, respectively. Section IV summarizes our simulation results.
Finally, section V gathers lemmas and theorems we have used to obtain the main results and proves them.
II. THEORETICAL GUARANTEES OF COPER
Consider a class of signals Q ⊂ Cn and a compression code with encoding and decoding mappings (Er,Dr)
and codebook Cr. Using the given compression code, COPER recovers x ∈ Q from measurements y = |Ax| by
solving the following combinatorial optimization:
xˆ = arg min
c∈Cr
dA(x, c).
The main goal of this section is to analyze the performance of this optimization. Toward this goal, we make the
following assumptions that are standard in the analysis of phase retrieval algorithms:
1) For every x ∈ Q, we have ‖x‖2 ≤ 1.
2) The elements of A are i.i.d. drawn from N (0, 1) + iN (0, 1), where i denotes the square root of −1.
The following theorem obtains an upper bound on the accuracy of the COPER’s estimate.
Theorem 1. Let (Er, Cr) be a rate-r compression code with distortion δ. Let x ∈ Q denotes the desired sig-
nal, and define sensing matrix A, as above. Let xˆ denotes the solution of COPER optimization. That is, xˆ =
arg min
c∈Cr
dA(x, c). Then, we have
inf
θ
∥∥∥eiθx− xˆ∥∥∥2 ≤ 16√31 + τ2√
τ1
mδ, (5)
with probability at least
1− 2rem2 (K+ln τ1−lnm) − e−2m(τ2−ln(1+τ2)), (6)
7where K = ln 2pie, and τ1, τ2 are arbitrary positive real numbers.
The general form of this theorem enables us to set τ1, τ2, and δ, and obtain different types of performance
guarantees. Hence, before proving this theorem, we mention one specific choice that connects this result to the
α-dimension of the compression code in the next corollary.
Corollary 1. For large enough r, we have
P
(
inf
θ
∥∥∥eiθx− xˆ∥∥∥2 ≤ Cδ) ≥ 1− 2−cηr − e−0.6m, (7)
where C = 32
√
3, and m = η r
log 1δ
. Given η > 11− , cη is a positive number less than η(1− )− 1.
Proof. Given  > 0, η > 0, in Theorem 1, let τ1 = m2δ2−2, and τ2 = 1. It follows that,
inf
θ
∥∥∥eiθx− xˆ∥∥∥2 ≤ 32√3δ, (8)
with probability
1− er
(
ln 2+ η ln 2
2 ln 1
δ
(K+lnm2δ2−2−lnm)
)
− e−2m(1−ln 2). (9)
Note that 1− ln 2 > 0.3, and
1 +
η
2 ln 1δ
(
K + lnm2δ2−2 − lnm
)
= 1 +
η(K + lnm)
2 ln 1δ
− η(1− ).
Since K, η are constants, and m→ η dimα(F) as δ → 0. Therefore,
η(K + lnm)
2 ln 1δ
δ→0−−−→ 0.
Set any positive number cη such that 0 < cη < η(1− )− 1, so for large enough r we have
1 +
η(K + lnm)
2 ln 1δ
− η(1− ) < −cη,
Thus
e
r ln 2
(
1+ η
2 ln 1
δ
(K+lnm2δ2−2−lnm)
)
< 2−cηr.
We would like to emphasize on a few points about this corollary:
Remark 1. Corollary 1 shows that COPER recovers the signal x from η dimα(Q) measurements for any η > 1 with
desired small distortion. This happens with very high probability as r →∞. One simple implication of this result is
that, in the case of k-sparse complex signals, COPER needs 2ηk measurements for almost accurate recovery. Even
if we had access to the sign of Ax, we could not recover x accurately with less than 2k measurements. Hence, in
some sense this result is sharp.
Remark 2. This theorem guarantees the minimizer of the COPER optimization. However, note that the COPER
optimization is highly non-convex (optimization of a non-convex function over a discrete set). Hence, it is still
not clear how we can get a good approximation of xˆ in polynomial time. This issue will be discussed in the next
section.
8Next we briefly review the main steps of the proof of Theorem 1.
Roadmap of the proof of Theorem 1. Here we mention the roadmap of the proof to help the readers understand the
main ideas. The details are presented in section V-C. Let
x˜ = D(E(x)).
Clearly, x˜ ∈ Cr. Note that by definition of δ(r), ‖x− x˜‖ ≤ δ(r). Moreover, by definition of xˆ, we have
dA
(|Ax| ,|Axˆ|) ≤ dA (|Ax| ,|Ax˜|) . (10)
For a complex vector c, let λ1(c), λ2(c) denote the two non-zero eigenvalues of xx∗ − cc∗. Furthermore, let
λmax(c) denote the one with the largest absolute value. In Theorem 3 (proved in Appendix B) we prove that for
any positive τ1 and τ2 we have
P
(
dA(|Ax| ,|Ac|) > λ2max(c)τ1, ∀c ∈ Cr
)
≥ 1− 2rem2 (K+ln τ1−lnm), (11)
where K = ln 2pie and
P
(
dA(|Ax| ,|Ax˜|) < λ2max(x˜)
(
4m(1 + τ2)
)2) ≥ 1− e−2m(τ2−ln(1+τ2)). (12)
Combining (10), (11), and (12), we obtain
λ2max(xˆ)τ1 < dA
(|Ax| ,|Axˆ|)
≤ d (|Ax| ,|Ax˜|)
< λ2max(x˜)
(
4m(1 + τ2)
)2
. (13)
Therefore,
λ2max(xˆ) <
16m2(1 + τ2)
2
τ1
λ2max(x˜), (14)
with a probability larger than 1 − 2rem2 (K+ln τ1−lnm) − e−2m(τ2−ln(1+τ2)). Hence, the main remaining step is to
connect λ2max(xˆ) with inf
θ
∥∥eiθx− xˆ∥∥2. According to Lemma 7 (proved in the Appendix) we have
λ2max(xˆ) ≥
1
2
(
λ21(xˆ) + λ
2
2(xˆ)
)
(15)
=
1
2
(
‖x‖2 −‖xˆ‖2
)2
+
(
‖x‖2‖xˆ‖2 −|x∗xˆ|2
)
.
Recall ‖x− x˜‖ ≤ δ and since x, x˜ ∈ Q we have ‖x‖ ,‖x˜‖ ≤ 1, thus(‖x‖+‖x˜‖)2 (‖x‖ −‖x˜‖)2 ≤ 4δ2. (16)
Moreover,
δ2 ≥‖x− x˜‖2
=‖x‖2 +‖x˜‖2 − x∗x˜− x˜∗x
≥‖x‖2 +‖x˜‖2 − 2|x∗x˜|
≥ 2 (‖x‖‖x˜‖ −|x∗x˜|) ,
9so we have
(‖x‖‖x˜‖ −|x∗x˜|) ≤ δ22 , which implies(
‖x‖2‖x˜‖2 −|x∗x˜|2
)
≤ δ2. (17)
Similarly, Lemma 7 implies
λ2max(x˜) ≤
(
λ21(x˜) + λ2(x˜)
2
)
(18)
=
(
‖x‖2 −‖x˜‖2
)2
+ 2
(
‖x‖2‖x˜‖2 −|x∗x˜|2
)
≤ 6δ2.
Therefore, combining (14),(15),(18), we have
1
2
(
‖x‖2 −‖xˆ‖2
)2
+
(
‖x‖2‖xˆ‖2 −|x∗xˆ|2
)
≤ λ2max(xˆ)
<
16m2(1 + τ2)
2
τ1
λ2max(x˜)
≤ 96m
2(1 + τ2)
2
τ1
δ2 (19)
with probability larger than 1− 2rem2 (K+ln τ1−lnm) − e−2m(τ2−ln(1+τ2)). Finally, Lemma 2 connects the left hand
side of (19) with
(
inf
θ
∥∥eiθx− xˆ∥∥2)2. Hence, using Lemma 2 we have
(
inf
θ
∥∥∥eiθx− xˆ∥∥∥2)2 ≤ 768m2(1 + τ2)2
τ1
δ2,
which means
P
(
inf
θ
∥∥∥eiθx− xˆ∥∥∥2 ≤ 16√31 + τ2√
τ1
mδ
)
≥ 1− 2rem2 (K+ln τ1−lnm) − e−2m(τ2−ln(1+τ2)),
where K = ln 2pie, τ1, τ2 > 0.
III. THEORETICAL GUARANTEES OF GD-COPER
As discussed before, COPER is based on an exhaustive search over the space of all codewords, and is hence
computationally very demanding, if not infeasible. This section aims to prove that with more measurements GD-
COPER, introduced in Section I-C, reaches a good approximation of the solution of COPER in polynomial time.
For simplicity of the presentation of the results, in this Section, we assume1
‖x‖ = 1, ‖z‖ = 1, ∀ z ∈ Cr. (20)
1Note that this assumption does not reduce generality of our results. One can easily obtain a good estimate of the norm of the signal, and
normalize measurements and pretend that the signal is normalized. Below we clarify this claim. Note that with observations y = |Ax| we have
access to ‖x‖ because,
E
[∣∣yk∣∣2] = E [y∗kyk] = E [x∗xa∗kak] = 2‖x‖2 .
Hence, 1
2m
‖y‖2 P−→‖x‖2.
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Recall that the iterations of the GD-COPER algorithm are given by
st+1 , zt − µ∇dA(zt),
zt+1 , PCr (st+1), (21)
Remark 3. The projection step in GD-COPER, i.e., zt+1 , PCr (st+1), might seem computationally expensive, as
the codebook Cr is exponentially large. However, for a good compression code, it is natural to expect the projection
on the set of codewords to be equivalent to the successive application of the encoder and the decoder mappings
of the compression code. In other words, we expect PCr (·) = Er(Dr(·)) or, at least, Er(Dr(·)) to be very close to
PCr (·). Hence, in our simulations, we use this observation and run the GD-COPER algorithm as follows:
st+1 = zt − µ∇dA(zt),
zt+1 = Dr(Er(st+1)).
We first mention our generic result. We will then, simplify this result in a few corollaries to interpret it and
compare with the existing work.
Theorem 2. For a fixed signal x ∈ Q, define zt ∈ Cr as in (21) with µ = 18m . Suppose that for all θ ∈ R, eiθx ∈ Q.
Define θ0 , arg min
θ∈R
∥∥z0 − eiθx∥∥. For all  ≥ C2m− 13 , with probability at least 1 − C3e−C1√m+(2 ln 2)r, where
C1, C2, C3 > 0 are absolute constants, for t = 1, 2, . . ., we have∥∥∥zt+1 − eiθ0x∥∥∥ ≤ (∥∥∥zt − eiθ0x∥∥∥+ )∥∥∥zt − eiθ0x∥∥∥+ 3δr. (22)
Before proving this theorem, we first simplify the statement of this theorem and compare it with Corollary 1.
The following Corollary shows having enough measurements, we may get arbitrary close to the COPER’s solution
with this algorithm, with exponentially high probability.
Corollary 2. Consider the same setup as in Theorem 2. Assume that inf
θ∈R
∥∥eiθx− z0∥∥ = 1 − 2τ < 1, for some
τ > 0. Then, if δ ≤ τ(1−2τ)3 , and
m ≥ max
{(
C2
τ
)3
,
C4
τ
(dimα(F) log 1
δ
)2
}
,
after T iterations of GD-COPER,
inf
θ∈R
∥∥∥eiθx− zT∥∥∥ ≤ (1− 2τ) (1− τ)T + 3
τ
δr, (23)
with probability at least
1− C3e−
C1
√
τ
2
√
m. (24)
Here, C1, C2, C3 are the constants introduced in Theorem 2 with  = τ , and C4 is an absolute constant.
Proof. Without loss of generality, assume inf
θ∈R
∥∥eiθx− z0∥∥ =‖x− z0‖ and apply Theorem 2 with  = τ , thus we
need τ =  ≥ C2m− 13 , hence
m ≥
(
C2
τ
)3
. (25)
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With a probability larger than 1− C3e−C1
√
mτ+(2 ln 2)r at each iteration we have
‖zt+1 − x‖ ≤
(‖zt − x‖+ τ)‖zt − x‖+ 3δ, (26)
hence,
‖zt+1 − x‖ ≤
(‖zt − x‖+ τ)‖zt − x‖+ 3δ
≤ (1− τ)(1− 2τ) + 3δ
≤ 1− 2τ, (27)
since δ ≤ τ(1−2τ)3 . Therefore, by (26) and (27), we may deduce that
‖zt+1 − x‖ ≤ (1− τ)‖zt − x‖+ 3δ.
Hence we get,
‖x− zT ‖ ≤ (1− τ)T ‖x− z0‖+ 3δ
(
1 + 1− τ + (1− τ)2 + . . .+ (1− τ)T−1
)
≤ (1− 2τ) (1− τ)T + 3δ
τ
. (28)
Moreover if G denotes the event under which Theorem 2 holds, i.e. (22) is satisfied, then
P (G) ≥ 1− C3e−C1
√
mτ+(2 ln 2)r
≥ 1− C3e−
C1
√
τ
2
√
m,
once we have (2 ln 2)r ≤ C1
√
τm
2 , or equivalently
m ≥ C
′
4
τ
r2, C ′4 =
(
4 ln 2
C1
)2
.
Since lim
r→∞
r
log 1δ
= dimα(F), for large enough r, we have r ≤ 1.5 dimα(F) log 1δ . Hence,
m ≥ C4
τ
(
dimα(F) ln 1
δ
)2
, (29)
where C4 = 2.25C ′4.
Since we assumed m ≥ max
((
C2
τ
)3
, C4τ
(
dimα(F) ln 1δ
)2)
, both (25) and (29) are satisfied. Then by (28) we
obtain
inf
θ∈R
∥∥∥eiθx− zT∥∥∥ ≤‖zT − x‖ ≤ (1− 2τ) (1− τ)T + 3δ
τ
. (30)
Remark 4. Consider the same setup as in Corollary 2 and let τ = 14 . Then, for δ ≤ 124 , and
m ≥ max
{
(4C2)
3
, 4C4(dimα(F) log 1
δ
)2
}
,
after T iterations of the GD-COPER algorithm,
inf
θ∈R
∥∥∥eiθx− zT∥∥∥ ≤ 1
2
(
3
4
)T
+ 12δ, (31)
with a probability greater than 1− C3e−
C1
4
√
m, where Ci, i ∈ {1, . . . , 4}, are positive constants.
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Remark 5. If n is a large number (which is the case in almost all the applications of the phase retrieval), then we can
set δ = 1n in Corollary 4, and conclude that with m ≥ C ′4 dimα(F)2 log2 n measurements, GD-COPER can with
high probability obtain an accurate estimate of x (with O(1/n) distortion). Hence, the number of measurements
GD-COPER requires is substantially more than the number of observations COPER requires. At this stage it is not
clear whether this discrepancy is an artifact of our proof technique, the limitation of the GD-COPER algorithm, or
a fundamental limitation of the polynomial time algorithms. However, some evidences suggest that this could be a
limitation of the polynomial time algorithms. For instance, in the case of sparse phase retrieval [39] has shown that
convex relaxation method will not work if the number of measurements is less than ck2/ log n for some constant
c.
Roadmap of the proof of Theorem 2. Let x˜ = PCr (eiθ0x). Since zt+1 = PCr (st+1) and x˜ ∈ Cr, we have
‖st+1 − x˜‖2 ≥‖st+1 − zt+1‖2
=‖st+1 − x˜‖2 +‖x˜− zt+1‖2 + 2<
(
(x˜− zt+1)∗(st+1 − x˜)
)
. (32)
Therefore,
‖x˜− zt+1‖2 ≤ 2<
(
(x˜− zt+1)∗(x˜− st+1)
)
. (33)
Let
vt ,
x˜− zt+1
‖x˜− zt+1‖ . (34)
Using this definition, (33) can be written as
‖x˜− zt+1‖ ≤ 2<
(
v∗t (x˜− st+1)
)
. (35)
Recall that E
[∇dA(z)] = 8m(zz∗ − xx∗)z. Hence,
x˜− st+1 = x˜− eiθ0x+ eiθ0x−
(
zt − 1
8m
E
[∇dA(zt)]+ 1
8m
(
E
[∇dA(zt)]−∇dA(zt)))
= x˜− eiθ0x+ eiθ0x− (zt − zt + (x∗zt)x)+ 1
8m
(
∇dA(zt)− E
[∇dA(zt)])
= x˜− eiθ0x+ (1− (eiθ0x)∗zt)eiθ0x+ 1
8m
(
∇dA(zt)− E
[∇dA(zt)]) . (36)
Note that
∥∥x˜− eiθ0x∥∥ ≤ δr. Also, since 1− (eiθ0x)∗zt = 12∥∥eiθ0x− zt∥∥2 and∥∥eiθ0x∥∥ =‖vt‖ = 1, by the triangle
inequality, from (35) and (36), we have∥∥∥eiθ0x− zt+1∥∥∥ =∥∥∥eiθ0x− x˜∥∥∥+‖x˜− zt+1‖
≤ δr + 2<
(
v∗t (x˜− st+1)
)
(37)
≤ δr + 2‖vt‖
∥∥∥x˜− eiθ0x∥∥∥+ 2(1− (eiθ0x)∗zt)‖vt‖∥∥∥eiθ0x∥∥∥+ 1
4m
<
(
v∗t
(
∇dA(zt)− E
[∇dA(zt)]))
≤ δr + 2δr +
∥∥∥eiθ0x− zt∥∥∥2 + 1
4m
<
(
v∗t
(
∇dA(zt)− E
[∇dA(zt)])) . (38)
Define event G as follows
G ,
{
1
4m
<
(
v∗
(
∇dA(z)− E
[∇dA(z)])) ≤  inf
θ∈R
∥∥∥eiθx− z∥∥∥ , v = x˜− z′‖x˜− z′‖ , ∀z, z′ ∈ Cr
}
. (39)
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One difficulty in bounding P (G) is that ∇dA(z) is summation of heavy-tailed random variables. To address this
issue, in Lemma 9 (stated and proved in Section V-D), we develop a technique that yields sharp concentration
bounds for such summations. Applying Lemma 9 with 4, for a given v ∈ Cn with ‖v‖ = 1 and z ∈ Cr, we get
constants C1, C2, C3 > 0 for which, for every  ≥ C2m− 13 ,
P
∣∣∣∣∣<
(
v∗
(
∇dA(z)− E
[∇dA(z)]))
∣∣∣∣∣ > 4m infθ∈R∥∥∥eiθx− z∥∥∥
 ≤ C3e−C1√m. (40)
Hence, combining (40) with the union bound, for every  ≥ C2m− 13 , we have
P (G) ≥ 1− 22rC3e−C1
√
m. (41)
Therefore, conditioned on G we have
1
4m
<
(
v∗t
(
∇dA(zt)− E
[∇dA(zt)])) ≤  inf
θ∈R
∥∥∥eiθx− zt∥∥∥ ≤ ∥∥∥eiθ0x− zt∥∥∥ , (42)
hence, (38) implies that, for all t ∈ {1 · · · , T},∥∥∥zt+1 − eiθ0x∥∥∥ ≤ (∥∥∥zt − eiθ0x∥∥∥+ )∥∥∥zt − eiθ0x∥∥∥+ 3δr, (43)
which in turn leads to (22).
IV. SIMULATION RESULTS
The main goal of this section is to experimentally evaluate the performance of our algorithm. Furthermore,
comparisons between our algorithm and Wirtinger flow will be presented to empirically evaluate the amount of gain
a compression scheme offers. Since the publicly available compression algorithms work with real-valued images, in
our simulation results we focus on real-valued signals and measurements only. Note that even though our theoretical
results are presented for complex-valued signals, the extension to real-valued signals is straightforward. For the sake
of brevity, we did not include such extensions.
A. Measurement matrices
We consider two types of measurement matrices: (i) Gaussian measurement matrices in which Aij
iid∼ N(0, 1),
and (ii) coded diffraction patterns in which the measurements are constructed in the following way:
yi,l =
∣∣∣∣∣∣
n∑
k=1
xk cos
(
ipi
n
(
k +
1
2
))
M l,k
∣∣∣∣∣∣ . (44)
In these measurements, Ml,k modulates the entries of the signal and is drawn from the following distribution:
M l,k
iid∼

1 with probability
1
4
−1 with probability 1
4
0 with probability
1
2
, 1 ≤ k ≤ n, 1 ≤ l ≤ L. (45)
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(a) q = 0 (b) q = 50 (c) q = 100
Fig. 1: Compression with different quality-layers
Coded diffraction patterns have recently received attention in the phase retrieval problem since they can outperform
the Fourier matrices. Note that due to the construction of the coded diffraction measurement matrices, the imaging
system is over-sampled by the factor L. Our simulation results will cover L ∈ {1, 2, . . . , 15}. As we will discuss
later, GD-COPER algorithm is capable of performing well even when L = 1. Note that given that the signs are
missing, this can be considered as an under-sampled situation.
B. Setting the parameters
1) GD-COPER: In our simulation results, we will be using natural images, and JPEG2000 compression algorithm.
In particular, we have used a python implementation of the JPEG2000 which is a part of the PIL package available
at : https://pillow.readthedocs.io/en/3.1.x/handbook/image-file-formats.html#jpeg-2000. The compression algorithm
has multiple inputs. The first one is the image itself. The other parameter that is important in our implementation is
the parameter “quality-layer”, denoted by q in our paper, that controls compression ratio (or equivalently the rate).
Figure 1 shows the result of the compression-decompression for three different values of the parameter q. It is clear
from this figure that as q decreases, the distortion in the reconstructed image reduces. The value q = 0 corresponds
to the lossless compression.
The GD-COPER algorithm has three different parameters that require tuning: (i) initialization, (ii) the quality
parameter of the compression algorithm q at every iteration, and (iii) the step size µ. As will be discussed in Section
IV-D, our algorithm is not sensitive to the the initialization and in our simulation results, we start the algorithm with
the white image. Hence, in this section, we only describe how we set the step-size µt and the quality parameter qt
at every iteration. The problem of parameter tuning for iterative algorithms is a challenging problem that has not
been settled properly yet [35]. Hence, after doing multiple runs of the algorithm we have found a set of parameters
that work well in practice. Below we summarize the chosen parameters for the Gaussian and coded diffraction
patterns. We should emphasize that better tuning are expected to improve the performance of GD-COPER. Below
we discuss our choice of parameters for the Gaussian and coded diffraction patterns separately.
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• Gaussian matrices: The “quality-layer” and step-size parameters at step t are set in the following way:
qt = 40, µt = .2× ‖zt‖∥∥∇dA(zt)∥∥ 1 ≤ t ≤ 10
qt = 0, µt = .02× ‖zt‖∥∥∇dA(zt)∥∥ t ≥ 11
(46)
Note that qt = 0 means that the algorithm employs an almost-lossless compression. The main reason an
almost-lossless compression is used in the final iteration is that we are considering noiseless observations. We
run the GD-COPER for 50 iterations, since the error does not decrease much after that.
• Coded diffraction patterns: The value of parameters we chose for the coded-diffraction patterns is somewhat
different from the ones we chose for Gaussian matrices. For such matrices, we adopt the following parameters:
µt = max
(
e0.7−0.41t, 0.02
)
× ‖zt‖∥∥∇dA(zt)∥∥ ,

qt = 50 1 ≤ t ≤ 5
qt = 20 6 ≤ t ≤ 30
qt = 0 t > 30
. (47)
We run the GD-COPER for 50 iterations, since the error remains almost the same for further iterations. Again
these parameters are obtained by comparing a number of choices and choosing the one that seems to perform well
on a wide range of images and problem instances.
2) Setting the parameters of Wirtinger flow: The following parameters of the Wirtinger flow require tuning: (i)
initialization, (ii) step size. Most of the papers, including [20] suggest using the spectral method for the initialization
of the algorithm. Our simulation results, some of which are reported in Section IV-E, show that the algorithm works
better when it is initialized with the white image. Hence, in all our simulations, except the ones in Sections IV-E
and IV-D, we initialize the algorithm with a white image.
For setting the step size, we follow the suggestions of [20], and adopt the following policy:
µt = min
(
1− e− tto , µmax
)
, (48)
where to = 330, µmax = 0.4. Moreover, 300 iterations are used in all runs of Wirtinger Flow ( this is the number
which is suggested in the simulations of [20]) except for the cases that due to the divergence of algorithm the
machine terminates the run earlier. Divergence happens when the norm of zt goes to infinity.
C. Results
We present our results for Gaussian and coded diffraction patterns separately.
1) Gaussian measurement matrices: In our simulations, we consider seven different images shown in the first
column of Table I. All these images are chosen from “The Miscellaneous volume data-set”, which is publicly
available at \protecthttp://sipi.usc.edu/database/database.php?volume=misc. Since the images are colored we have
extracted the luminance of the image and all the simulations are performed on gray-scale images. To reduce the
computational complexity of our algorithm (in the case of Gaussian measurements only) we downsample images
to reduce their size to 128× 128. This size reduction helps us avoid the issues we face in storing i.i.d. Gaussian
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TABLE I: Results for the Gaussian measurement matrices. Both the GD-COPER algorithm and the Wirtinger flow
are initialized with a white image. The setting of all the other parameters is described in Section IV-B. The notation
DVG in the table refers to the fact that the algorithm either stops since the norm of z diverges to infinity, or returns
a result with negative PSNR.
Target m
n
GD-COPER Wirtinger Flow
PSNR Run time PSNR Run time
0.5 23.22 11.2 DVG 8.68
0.73 24.44 15.2 DVG 15.2
1.0 25.63 18.9 DVG 30.6
2.0 31.79 29.3 DVG 106.
0.5 22.58 13.1 4.83 39.3
0.73 24.79 15.6 6.5 60.3
1.0 26.43 17.9 8.68 79.6
2.0 31.91 31.3 17.71 135.
0.5 21.42 11.9 DVG 13.4
0.73 23.73 15.2 DVG 33.1
1.0 25.84 18.8 10.94 82.8
2.0 32.36 30.1 29.66 136.
0.5 25.5 12.2 DVG 14.2
0.73 27.43 13.9 DVG 22.1
1.0 29.15 18.3 DVG 41.7
2.0 34.76 29.6 33.36 140.
0.5 22.03 12.4 3.92 43.1
0.73 24.08 15.1 5.68 59.0
1.0 26.67 17.4 7.94 74.2
2.0 33.07 28.4 14.35 143.
0.5 21.83 11.2 DVG 7.64
0.73 23.35 15.7 DVG 20.7
1.0 24.52 19.9 DVG 34.1
2.0 32.67 28.8 35.65 135.
0.5 17.49 10.9 DVG 10.9
0.73 18.68 14.4 DVG 20.9
1.0 21.44 19.0 DVG 37.8
2.0 29.04 29.8 32.74 140.
matrices. However, it also reduces the structures that exist in an image. Hence, JPEG2000 loses some of its efficiency.
Hence, we expect the GD-COPER to perform better as the image size increases. This will become clearer when
we work with larger images in the coded diffraction pattern simulations.
After the downsampling, the signals’ dimensions are n = 16384. In Table I, we have considered m = 32786, 16384,
12000, and 8192. Note that, in most of these systems, not only the measurements are phaseless, but also they are
undersampled.
In each setup, we compare the performance of our algorithm with that of the Wirtinger flow. In addition to
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comparing the quality of the reconstruction via evaluating the peak-signal-to-noise-ratio (PSNR),2 we report the
run time of the algorithms as well. The run times of the algorithm are measured on a laptop computer with 2.8
GHz Intel Core i7 processor and 16 GB RAM. We can draw the following conclusions from the results reported
in Table I:
(i) As expected, the Wirtinger flow does not do well when mn ≤ 1. This is in contrast to the performance of
GD-COPER that can obtain reasonable estimates even for m/n ≤ 1. Note that in some cases, the Wirtinger
flow can do as well as GD-COPER when mn = 2. This happens because we have downsampled the images to
128× 128 size, and hence we have removed some structures that JPEG2000 could otherwise employ. In other
words, JPEG2000 cannot efficiently reduce the size of such images, and hence GD-COPER is not capable of
employing the structures of such images either. In the next section, GD-COPER works with large images (we
can do this with coded diffraction patterns), and will outperform the Wirtinger flow with a larger margin. See
Figure 2 for a visual comparison of the GD-COPER and Wirtinger flow algorithms.
(a) Original Image (b) m
n
= .5 (c) m
n
= .73 (d) m
n
= 1 (e) m
n
= 2
(f) Original Image (g) m
n
= .5 (h) m
n
= .73 (i) m
n
= 1 (j) m
n
= 2
Fig. 2: First row: outcomes of GD-COPER for different values of m/n. Second row: outcomes of Wirtinger Flow
for different values of m/n. The original image is shown in the left column. The measurement matrix is Gaussian.
(ii) GD-COPER is faster than the Wirtinger flow. Note that each iteration of GD-COPER is computationally more
demanding than that of the Wirtinger flow. However, GD-COPER requires less steps to obtain a good estimate
of the signal. Figure 3 compares the normalized MSE (we have normalized the mean square error, by the energy
of the underlying signal) of GD-COPER as a function of the iteration number with that of the Wirtinger flow.
2PSNR is defined as
PSNR = 20 log10
(
255√
MSE
)
,
where MSE is the mean squared error obtained from the last iteration of the algorithm.
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We can see that GD-COPER converges in 10 iteration, while Wirtinger flow requires around 200 iterations to
get to a comparable error if it does not diverge.
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Fig. 3: Normalized mean square error as a function of the iteration number for three different values of m/n. The
original image is the same as the one chosen for Figure 2.
2) Coded diffraction model: In this section, we evaluate the performance of our algorithm on the more practical
coded-diffraction measurements. Again, we work with the seven images we introduced in the last section. However,
given the fact that in the case of the coded diffraction patterns the measurement matrix is not explicitly stored
we will use images in their original sizes, 256 × 256. We compare the performance of GD-COPER with that of
the Wirtinger flow for different m/n ratios. Tables II and III summarize our simulation results. Again we should
emaphasize that both the GD-COPER and Wirtinger flow are initialized with an all-white image. We can draw the
following conclusion from Tables II and III:
1) Again for lower values of the sampling ratio m/n such as m/n ≤ 5 Wirtinger flow is not capable of finding
a good estimate. However, GD-COPER obtains an accurate estimate for m/n ≤ 5, and even for m/n = 1.
If we compare these simulations with the ones we had for Gaussian matrices, it seems to be the case that
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the discrepancy between the performance of the Wirtinger flow and GD-COPER has increased in the coded-
diffraction simulation. Part of this is a result of the fact that our simulations have been performed on larger
images for which JPEG2000 is more efficient.
2) As we increase the number of masks, usually after L = 10 the performance of GD-COPER saturates, while
Wirtinger flow continues to improve. There are two effects that cause the saturation of the GD-COPER: (i)
Given that the compression is applied at every iteration, even though it is in its loss-less mode, it still imposes
some quantization to the estimates. (ii) Suboptimal parameter tuning. We believe that the performance saturation
of the algorithm does not cause a major issue in practice since it happens at very high values of PSNR, e.g.
40 dB. However, as a result of the saturation, we see that in most cases, when m/n > 15, then the Wirtinger
flow outperforms GD-COPER (for the sake of brevity we have not included the results of m/n > 15 in our
tables). Hence, if extremely accurate estimates of the signal are required (e.g. PSNR= 50 dB) and we have
enough masks, then the Wirtinger flow should be preferred over GD-COPER.
3) The computational complexity of GD-COPER is comparable with that of the Wirtinger flow. Note that each
iteration of GD-COPER is computationally more demanding than that of the Wirtinger flow. However, GD-
COPER requires less steps to obtain a good estimate of the signal.
TABLE II: Comparison between the Wirtinger flow and the GD-COPER with the coded diffraction patterns for
different values of m/n. The true images of the simulations are shown in the first column.
Target m
n
GD-COPER Wirtinger Flow
PSNR Run time PSNR Run time
1 27.8 13.0 DVG 1.2
2 34.7 16.9 DVG 2.0
3 36.2 18.1 DVG 2.7
4 39.7 19.8 DVG 4.2
5 42.1 14.2 DVG 4.1
6 38.5 14.6 DVG 4.3
7 42.7 15.4 DVG 5.7
8 44.5 15.6 DVG 6.2
9 38.9 16.1 23.6 18.9
10 49.1 15.1 17.8 12.7
15 38.6 17.3 13.0 23.0
1 19.4 14.3 4.1 2.8
2 28.6 19.5 7.2 5.1
3 33.4 17.6 10.1 7.4
4 34.5 14.4 13.1 5.9
5 39.0 14.9 16.2 7.4
6 40.2 15.0 18.9 8.0
7 44.0 14.8 22.4 9.1
8 45.9 15.3 25.2 10.0
9 45.6 15.1 28.0 11.4
10 47.4 15.7 31.8 12.9
15 50.9 19.6 44.1 29.8
Target m
n
GD-COPER Wirtinger Flow
PSNR Run time PSNR Run time
1 22.2 14.2 5.1 2.9
2 30.8 18.0 8.1 5.5
3 34.8 16.9 11.1 6.3
4 38.0 15.7 14.1 6.3
5 38.9 18.1 17.2 8.0
6 43.3 14.8 19.9 7.9
7 43.3 15.0 23.5 9.1
8 47.4 15.1 26.5 10.1
9 45.3 16.3 29.4 13.4
10 45.8 15.7 33.0 12.8
15 49.3 17.1 47.8 22.8
1 25.2 13.8 DVG 1.4
2 32.5 18.1 DVG 3.2
3 35.9 17.2 13.4 6.8
4 38.7 14.8 16.4 5.8
5 38.2 15.8 19.5 7.8
6 43.1 14.9 22.4 8.1
7 45.1 15.0 25.8 9.2
8 42.9 15.2 28.9 10.0
9 44.7 15.3 31.7 11.8
10 50.0 16.0 35.2 13.1
15 43.9 17.4 50.8 24.5
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TABLE III: Comparison between the Wirtinger flow and the GD-COPER with the coded diffraction patterns for
different values of m/n. The true images in the simulations are shown in the leftmost column.
Target m
n
GD-COPER Wirtinger Flow
PSNR Run time PSNR Run time
1 29.3 14.2 DVG 1.4
2 34.0 18.5 DVG 2.7
3 36.8 17.6 DVG 4.7
4 38.0 15.1 17.6 6.1
5 40.7 15.9 20.4 8.0
6 44.2 14.6 22.8 8.2
7 42.1 14.9 28.1 9.2
8 40.7 16.2 30.5 9.8
9 42.2 16.0 33.8 11.8
10 49.9 16.3 37.6 13.1
15 41.8 16.9 52.1 23.0
1 27.2 13.8 DVG 1.4
2 32.3 16.6 DVG 2.1
3 35.8 16.9 DVG 3.9
4 36.4 17.1 15.6 7.3
5 38.7 15.1 17.9 6.7
6 39.4 14.9 20.1 7.8
7 42.9 15.1 27.1 8.9
8 47.5 15.6 30.5 10.1
9 40.9 18.2 33.2 18.9
10 47.6 15.9 36.9 13.0
15 48.6 17.7 53.3 23.0
Target m
n
GD-COPER Wirtinger Flow
PSNR Run time PSNR Run time
1 23.1 13.8 DVG 1.4
2 28.0 17.9 DVG 2.6
3 32.0 17.9 DVG 3.7
4 34.3 18.4 16.2 7.1
5 38.1 16.9 19.0 9.2
6 38.5 15.3 21.2 8.0
7 42.0 15.2 22.6 9.2
8 44.6 15.6 29.2 9.9
9 43.2 19.4 32.3 14.7
10 43.0 16.3 36.1 13.1
15 52.0 17.5 49.7 23.4
D. Stability of GD-COPER with respect to initialization
As we discussed in Section IV-B, the performance of GD-COPER is not sensitive to the initialization. In this
section, we present some of our evidence that supports this claim. Given that our simulation results are similar for
both coded diffraction patterns and Gaussian measurements, we only report our simulations for the coded diffraction
patterns. In order to observe the impact of initialization we considered the following initialization: Let x denote the
underlying signal we want to recover, and let xo denote the vector that corresponds to an all-white image. A simple
initialization that we can use in practice is xo, while the best oracle-initialization is x. Hence, we can consider the
family of initializations
xinit = λxo + (1− λ)x,
for λ ∈ {0, 0.1, 0.2, . . . , 0.9, 1}. We expect the smaller values of λ to return better initializations. Tables VII and
VIII evaluate the performance of GD-COPER for different initializations and different images. The other parameters
of GD-COPER are set according to the strategy described in Section IV-B. As is clear from our simulation results,
the initialization schemes have much larger impacts on the Wirtinger flow compared to GD-COPER. In fact, the
GD-COPER is not very sensitive to the choice of initialization and in most cases, the difference between the best
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initialization and worst initialization is less than 2 dB. In contrast to GD-COPER, the performance of the Wirtinger
flow is very sensitive to the choice of the initialization. For this reason, the spectral method is often used for
the initialization of the Wirtinger flow algorithm. In the next section, we will show that the initialization of the
Wirtinger flow algorithm with an all-white image is often better than the spectral initialization. However, we should
emphasize that this phenomenon is only true for the real-valued signals, and has not been tested on complex-valued
signals.
E. Spectral Initialization
Another claim we made in Section IV-B regarding the initialization was the fact that Spectral initialization does
not seem to help the Wirtinger flow beyond what is offered by an all-white image initialization. We show part of
our evidence regarding this claim. Tables IV - VI summarize some of our findings. In these table the ‘n-init-err’
shows the normalized mean square error of the initialization. Note that in most cases the spectral methods does
not offer a closer point than the all-white image except when we have mn ≥ 7. Moreover, when we have many
observations and the initial point offered by the Spectral method is closer than the white image, Wirtinger Flow
usually performs better starting from the white image. This shows the initial distance is not the only important
factor to the convergence of Wirtinger flow (this is an artifact of the fixed parameter tuning that has been proposed
for the Wirtinger flow). For instance, if the norm of the gradient at the starting steps, when the step-size defined in
(48) is large, remains high, then the algorithm may diverges.
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TABLE IV: Wirtinger Flow performance with spectral and all-white initialization
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 0.57 DVG 1.7 1.39 DVG 2.4
2 0.57 DVG 1.4 1.39 DVG 4.4
3 0.57 17.1 4.3 1.39 DVG 6.2
4 0.57 20.3 5.5 1.37 DVG 7.4
5 0.57 23.2 6.5 1.37 DVG 9.3
6 0.57 26.9 7.7 1.38 DVG 11.2
7 0.57 29.4 9.8 1.13 DVG 12.3
8 0.57 32.8 13.5 0.89 DVG 16.2
9 0.57 36.2 17.5 0.63 9.4 74.8
10 0.57 39.0 44.5 0.64 DVG 32.5
15 0.57 51.3 50.6 0.49 20.5 99.4
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 0.86 DVG 2.8 1.39 DVG 4.8
2 0.86 12.1 9.1 1.39 DVG 8.4
3 0.86 15.1 11.4 1.39 DVG 10.9
4 0.86 18.2 14.9 1.39 DVG 13.6
5 0.86 21.1 20.0 1.41 DVG 15.1
6 0.86 24.2 25.1 1.37 DVG 17.1
7 0.86 27.4 28.2 1.06 DVG 19.5
8 0.86 30.4 28.4 0.9 DVG 22.8
9 0.86 33.4 31.6 1.33 DVG 26.0
10 0.86 35.5 32.2 0.6 24.4 56.1
15 0.86 56.7 43.7 0.48 11.0 81.7
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 0.98 DVG 2.6 1.39 DVG 5.0
2 0.98 DVG 2.8 1.39 DVG 7.2
3 0.98 14.0 9.6 1.39 DVG 8.9
4 0.98 17.0 11.9 1.4 DVG 10.6
5 0.98 20.0 15.9 1.38 DVG 12.6
6 0.98 23.2 17.7 1.21 DVG 15.0
7 0.98 26.1 21.8 1.31 DVG 17.0
8 0.98 29.0 24.1 1.39 DVG 17.9
9 0.98 32.2 26.2 0.65 20.4 30.8
10 0.98 34.7 13.6 0.6 21.3 30.9
15 0.98 57.1 21.9 0.48 21.2 55.3
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TABLE V: Wirtinger Flow performance with spectral and all-white initialization
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 2.84 5.1 2.6 1.39 DVG 3.1
2 2.84 8.1 3.6 1.4 DVG 4.9
3 2.84 11.0 4.7 1.39 DVG 7.1
4 2.84 14.1 5.5 1.4 DVG 8.8
5 2.84 17.3 6.9 1.38 DVG 10.6
6 2.84 20.3 8.3 1.36 DVG 12.3
7 2.84 22.9 9.7 1.36 DVG 14.2
8 2.84 26.2 11.1 1.39 DVG 16.2
9 2.84 28.4 12.8 1.1 DVG 17.8
10 2.84 32.3 13.4 0.6 20.8 30.8
15 2.84 45.0 22.2 0.48 39.7 53.4
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 0.83 DVG 1.4 1.39 DVG 3.1
2 0.83 12.6 3.8 1.39 DVG 5.1
3 0.83 15.6 4.7 1.39 DVG 6.8
4 0.83 18.6 5.6 1.39 DVG 8.7
5 0.83 21.5 6.7 1.31 DVG 10.1
6 0.83 24.8 8.1 1.36 DVG 12.2
7 0.83 28.0 9.5 1.27 DVG 14.1
8 0.83 30.9 10.7 0.7 DVG 21.6
9 0.83 33.6 12.3 1.05 DVG 17.9
10 0.83 36.3 13.0 0.85 DVG 19.6
15 0.83 59.3 22.5 0.48 28.5 54.0
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 1.25 7.4 2.5 1.4 DVG 3.0
2 1.25 10.4 3.3 1.39 DVG 4.9
3 1.25 13.5 4.9 1.39 DVG 6.5
4 1.25 16.5 5.7 1.38 DVG 8.1
5 1.25 19.3 7.1 1.4 DVG 10.2
6 1.25 22.6 8.0 1.32 DVG 12.2
7 1.25 25.9 9.9 1.02 DVG 13.7
8 1.25 28.6 10.6 0.71 11.1 23.9
9 1.25 31.9 22.3 0.77 DVG 22.1
10 1.25 34.3 27.3 0.64 DVG 25.2
15 1.25 55.2 42.8 0.49 24.2 79.6
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TABLE VI: Wirtinger Flow performance with spectral and all-white initialization
Target m
n
All-white Spectral
n-init-err PSNR Run time n-init-err PSNR Run time
1 4.92 4.1 5.0 1.4 DVG 5.3
2 4.92 7.1 6.1 1.39 DVG 8.1
3 4.92 10.1 10.1 1.38 DVG 10.0
4 4.92 13.2 9.6 1.39 DVG 13.0
5 4.92 16.0 8.8 1.39 DVG 13.0
6 4.92 19.0 13.0 1.36 DVG 17.2
7 4.92 21.5 13.6 1.29 DVG 19.3
8 4.92 24.1 21.0 0.86 DVG 23.6
9 4.92 25.9 17.6 1.34 DVG 18.4
10 4.92 28.4 13.7 0.62 30.9 35.1
15 4.92 37.2 31.5 0.48 36.0 64.5
V. PROOFS
A. Preliminaries
Lemma 1. inf
θ∈[0,2pi)
∥∥eiθx− y∥∥ achieves its minimum at a value of θ that makes e−iθx∗y a positive real number,
and for that θ we have ∥∥∥eiθx− y∥∥∥2 =‖x‖2 +‖y‖2 − 2|x∗y|
=
(‖x‖ −‖y‖)2 + 2 (‖x‖‖y‖ −|x∗y|) .
Proof. Let z = eiθx
‖z − y‖2 = (z − y)∗ (z − y)
=‖z‖2 +‖y‖2 − 2<(z∗y)
≥‖z‖2 +‖y‖2 − 2|z∗y|
=‖x‖2 +‖y‖2 − 2|x∗y| .
Note that equality holds only when <(z∗y) = |z∗y|, which proves our claim.
Lemma 2. For any two vectors x and xˆ in Cn, we have
1
8
(
inf
θ
∥∥∥eiθx− xˆ∥∥∥2)2 ≤ 1
2
(
‖x‖2 −‖xˆ‖2
)2
+
(
‖x‖2‖xˆ‖2 −|x∗xˆ|2
)
.
Proof. Note that according to Lemma 1 we have((‖x‖ −‖xˆ‖)2 + 2 (‖x‖‖xˆ‖ −|x∗xˆ|))2 ≤ (1 + 1)((‖x‖ −‖xˆ‖)4 + 4 (‖x‖‖xˆ‖ −|x∗xˆ|)2)
≤ 2
(
‖x‖2 −‖xˆ‖2
)2
+ 8
(
‖x‖2‖xˆ‖2 −|x∗xˆ|2
)
.
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TABLE VII: The impact of initialization on the performance of GD-COPER and Wirtinger flow. “n-init-error” is
the normalized mean square error of the initialization. The initializations chosen in this simulation are in the form
of xinit = λxo + (1− λ)x, where xo is an all-white image and x is the true signal.
Target n-init-error λ
m
n
= 1 m
n
= 2 m
n
= 3
GD-C WF GD-C WF GD-C WF
0.0 0.0 29.94 inf 32.55 inf 34.23 inf
0.49 0.1 29.46 DVG 32.03 DVG 33.79 26.78
0.98 0.2 29.25 DVG 32.03 DVG 34.03 24.11
1.48 0.3 28.36 14.55 32.19 17.57 33.96 20.59
1.97 0.4 27.12 12.06 31.22 15.07 33.18 18.09
2.46 0.5 25.0 10.13 30.63 13.13 33.59 16.15
2.95 0.6 23.03 8.54 30.67 11.55 33.32 14.57
3.44 0.7 21.41 7.2 29.66 10.21 33.21 13.22
3.94 0.8 20.59 6.04 28.51 9.04 31.37 12.05
4.43 0.9 20.36 5.01 27.69 8.01 30.89 11.01
4.92 1.0 18.52 4.09 27.95 7.09 31.82 10.07
Target n-init-error λ
m
n
= 1 m
n
= 2 m
n
= 3
GD-C WF GD-C WF GD-C WF
0.0 0.0 30.17 inf 34.68 inf 37.67 inf
0.08 0.1 29.53 DVG 34.59 DVG 37.32 DVG
0.17 0.2 29.6 DVG 33.67 DVG 37.35 DVG
0.25 0.3 29.65 DVG 33.6 DVG 37.74 DVG
0.34 0.4 29.32 DVG 33.7 DVG 37.51 DVG
0.42 0.5 28.18 DVG 34.19 DVG 36.64 18.73
0.5 0.6 27.68 DVG 34.92 DVG 35.95 19.86
0.59 0.7 28.37 DVG 35.08 DVG 35.92 18.66
0.67 0.8 28.13 DVG 35.12 14.24 36.23 17.56
0.76 0.9 29.21 DVG 34.79 13.43 36.04 16.54
0.84 1.0 29.15 DVG 34.16 12.59 35.64 15.63
Hence,
1
8
(
inf
θ
∥∥∥eiθx− xˆ∥∥∥2)2 ≤ 1
4
(
‖x‖2 −‖xˆ‖2
)2
+
(
‖x‖2‖xˆ‖2 −|x∗xˆ|2
)
≤ 1
2
(
‖x‖2 −‖xˆ‖2
)2
+
(
‖x‖2‖xˆ‖2 −|x∗xˆ|2
)
.
Lemma 3. Let Φ(x) denote the CDF of a standard normal variable. Then, for any u > 0,
g(u) = e
1
u2 Φ
(
−
√
2
u
)
≤ 1.
Proof. With a change of variable v =
√
2
u , proving g(u) ≤ 1 is equivalent to proving h(v) = e−
v2
2 − Φ(−v) ≥ 0
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TABLE VIII: The impact of initialization on the performance of GD-COPER and Wirtinger flow. “n-init-error” is
the normalized mean square error of the initialization. The initializations chosen in this simulation are in the form
of xinit = λxo + (1− λ)x, where xo is an all-white image and x is the true signal.
Target n-init-error λ
m
n
= 1 m
n
= 2 m
n
= 3
GD-C WF GD-C WF GD-C WF
0.0 0.0 27.84 inf 31.55 inf 35.11 inf
0.09 0.1 28.04 DVG 31.5 DVG 35.19 DVG
0.17 0.2 27.44 DVG 31.24 DVG 35.12 DVG
0.26 0.3 26.99 DVG 31.47 DVG 35.26 DVG
0.35 0.4 26.68 DVG 31.23 DVG 35.02 DVG
0.43 0.5 26.89 DVG 31.62 DVG 34.66 19.12
0.52 0.6 26.5 DVG 32.18 DVG 33.89 18.97
0.61 0.7 26.69 DVG 32.4 DVG 33.54 17.94
0.7 0.8 26.56 DVG 31.97 13.86 33.71 17.13
0.78 0.9 26.26 DVG 31.74 12.92 34.16 16.12
0.87 1.0 26.71 DVG 32.0 12.11 34.6 15.21
Target n-init-error λ
m
n
= 1 m
n
= 2 m
n
= 3
GD-C WF GD-C WF GD-C WF
0.0 0.0 23.65 inf 26.23 inf 27.53 inf
0.1 0.1 23.55 DVG 26.26 DVG 27.65 DVG
0.2 0.2 23.69 DVG 26.14 DVG 27.68 DVG
0.3 0.3 23.49 DVG 26.28 DVG 27.46 DVG
0.39 0.4 23.45 DVG 26.14 DVG 27.49 DVG
0.49 0.5 23.49 DVG 26.13 DVG 27.6 DVG
0.59 0.6 23.45 DVG 26.19 DVG 27.56 DVG
0.69 0.7 23.48 DVG 26.18 DVG 27.43 16.88
0.79 0.8 22.82 DVG 26.44 12.72 27.53 15.9
0.89 0.9 22.97 DVG 26.43 11.9 27.5 14.92
0.99 1.0 22.62 DVG 26.27 11.03 27.56 14.0
for all v ≥ 0. We have
h′(v) =
(
−v + 1√
2pi
)
e−
v2
2 =⇒

h′(v) ≥ 0 v ≤ 1√
2pi
h′(v) < 0 v >
1√
2pi
.
In addition, h(0) = 12 > 0 and h(∞) = 0.
Lemma 4 (Chi squared concentration). For any τ ≥ 0, we have
P
(
χ2(m) > m(1 + τ)
)
≤ e−m2 (τ−ln(1+τ)).
The proof of this lemma can be found in [18].
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B. Heavy-tailed concentration
Lemma 5 (Bounded random variable MGF upper bound). Let X be a random variable and c a positive constant
such that
(i) ‖X‖∞ ≤ cL,
(ii) E [X] = 0,
(iii) ‖X‖p =
(
E
[|X|p]) 1p ≤ cp2, for all p ∈ N.
Then there exist constants C1, C2, such for all λ ∈ [0, C2L− 12 ],
E
[
eλX
]
≤ 2eC1λ2 . (49)
Proof. By replacing X with 1cX we may assume ‖X‖∞ ≤ L, ‖X‖p ≤ p2 instead of (i) and (iii), respectively.
Hence, without loss of generality we consider this normalized X . According to assumptions (i), (ii), we have
E [Xp] ≤ E [|X|p] ≤ min(p2p, Lp). In addition, by Stirling’s approximation we have p! ≥ (pe )p ∀p ∈ N. Hence,
we have
E
[
eλX
]
= 1 + λE [X] +
b√Lc∑
p=2
λp
p!
E [Xp] +
∞∑
p=b√Lc+1
λp
p!
E [Xp]
≤ 1 +
b√Lc∑
p=2
λpp2p
(pe )
p
+
∞∑
p=b√Lc+1
λpLp
(pe )
p
≤ 1 +
b√Lc∑
p=2
(λpe)p +
∞∑
p=b√Lc+1
(
λLe
p
)p
≤ 1 + (2eλ)2 +
∞∑
p=3
(
λ
√
Le
)p
. (50)
Note that since
n∑
i=0
(λX)n
n!
≤
n∑
i=0
(λ|X|)n
n!
≤ eλ|X| ≤ eλL, (51)
and the constant function eλL is integrable with respect to any probability measure, in particular law of X , DCT
guarantees the convergence of infinite sums in the above statements. Let λ ≤ 1
2e
√
L
, thus by (50) we have
E
[
eλX
]
≤ 2 + (2eλ)2
≤ 2e2e2λ2 ,
which proves the Lemma with C1 = 2e2, C2 = 12e .
Lemma 6 (Heavy tail concentration). Let {Yk}k∈N be i.i.d. random variables. Assume there are constants c >
0, c′ ≥ 1 such that ‖Yk‖p ≤ cp2, for all p ∈ N and P
(|Yk| > τ) ≤ c′e−√ τc , for all τ > 0 . Then, there exist
positive constants C3, C4 > 0, such that, for every  ∈ (C4m− 13 , 1),
P

∣∣∣∣∣∣ 1m
m∑
k=1
Yk − E [Yk]
∣∣∣∣∣∣ > 
 ≤ (4 + 2c′)e−C3√m. (52)
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Proof. Without loss of generality, assume that c = 1 and define truncated random variables Y Lk as follows
Y Lk = Yk1|Yk|<L2 − E
[
Yk1|Yk|<L2
]
.
Y Lk satisfies all assumptions of Lemma 5. To see this, note that
∣∣Y Lk ∣∣ ≤ L2 + L2 = L, E [Y Lk ] = 0. Moreover,
applying the Minkowskis inequality followed by the Jensen’s inequality, it follow that∥∥∥Y Lk ∥∥∥
p
≤
∥∥∥Yk1|Yk|<L2 ∥∥∥p +
∥∥∥∥E [Yk1|Yk|<L2 ]
∥∥∥∥
p
≤ 2
∥∥∥Yk1|Yk|<L2 ∥∥∥p ≤ 2‖Yk‖p ≤ 2p2.
Next we prove that P
(
1
m
∑m
k=1 Yk − E [Yk] > 
) ≤ (2 + c′)e−C3√m, which automatically implies the desired
result, since we can repeat the proof for −Yk. First, note that for large enough L, we have E
[
|Yk|1|Yk|≥L2
]
<

2
.
We find the required lower bound for L in the following:
E
[
|Yk|1|Yk|≥L2
]
=
∫ ∞
0
P
(
|Yk|1|Yk|≥L2 ≥ u
)
du
=
∫ ∞
L
2
P
(|Yk| ≥ u) du
≤
∫ ∞
L
2
c′e−
√
udu. (53)
Note that
e−
√
u ≤ 1√
u
e−
1
2
√
u ∀ u ≥ 0. (54)
Therefore, combining this bound with (53), it follows that
E
[
|Yk|1|Yk|≥L2
]
≤
∫ ∞
L
2
c′e−
√
udu
≤
∫ ∞
L
2
c′√
u
e−
1
2
√
udu
= −4c′e− 12
√
u
∣∣∣∞
L
2
= 4c′e−
1
2
√
L
2 . (55)
Hence, if
L > 8
(
ln
8c′

)2
, (56)
then E
[
|Yk|1|Yk|≥L2
]
<

2
, and also
∣∣∣∣E [Yk1|Yk|≥L2 ]
∣∣∣∣ < 2 , which implies

2
+ E
[
Y11|Y1|≥L2
]
> 0. (57)
Furthermore,
1
m
m∑
k=1
Yk − E [Yk] = 1
m
m∑
k=1
Y Lk +
1
m
m∑
k=1
Yk1|Yk|≥L2 − E
[
Y11|Y1|≥L2
]
, hence,
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P
 1
m
m∑
k=1
Yk − E [Yk] > 
 ≤ P
 1
m
m∑
k=1
Y Lk >

2
+ P
 1
m
m∑
k=1
Yk1|Yk|≥L2 − E
[
Y11|Y1|≥L2
]
>

2

≤ P
 1
m
m∑
k=1
Y Lk >

2
+ P
 1
m
m∑
k=1
Yk1|Yk|≥L2 >

2
+ E
[
Y11|Y1|≥L2
]
≤ P
 1
m
m∑
k=1
Y Lk >

2
+ P
 1
m
m∑
k=1
Yk1|Yk|≥L2 > 0

≤ e−λ2 E
[
e
λ
m
∑m
k=1 Y
L
k
]
+ P
(
∃ k ∈ {1, . . . ,m} ; |Yk| ≥ L
2
)
≤ e−λ2 E
[
e
λ
mY
L
1
]m
+mP
(
|Y1| ≥ L
2
)
. (58)
Recall we assumed c = 1, therefore, for any λ such that λm ≤ C2L−
1
2 , we have
P
 1
m
m∑
k=1
Yk − E [Yk] > 
 ≤ 2e−λ2 +C1 λ2m +mc′e−√L2 . (59)
Now, set
L = m,
λ = C2
√
m

. (60)
These choices satisfy (59). Furthermore, for (56) to hold, we need
m > 8
(
ln
8c′

)2
. (61)
Note that in the statement of the theorem we assumed that  ≥ C4m− 13 , which implies m ≥ C
3
4
3 . Hence, if
C34 > 8
(
 ln
8c′

)2
is satisfied, then (61) will hold as well. The right-hand side of this equation is an increasing function of  ∈ (0, 1]
for c′ ≥ 1 whose maximum value in (0, 1] is 8 ln(8c′)2. Hence, the condition
C4 >
3
√
8 ln(8c′)2, (62)
is sufficient for (56). Therefore, the parameter setting of (60) implies that
P
 1
m
m∑
k=1
Yk − E [Yk] > 
 ≤ 2eC1C22 1−C22 √m + c′e− 1√2√m+ln(m) (63)
Since we assumed  ≥ C4m− 13 , we obtain
−
3
2 ≤ C− 324 m
1
2 ,
or
1

≤ C− 324
√
m. (64)
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Moreover, since for all u >, lnu
u
1
3
≤ 32 , and m ≥ C4m
2
3 , it follows that
lnm√
m
≤ lnm√
C4m
1
3
≤ 3
2
√
C4
,
or
lnm ≤ 3
2
√
C4
√
m. (65)
Hence, by (63),
P
 1
m
m∑
k=1
Yk − E [Yk] > 
 ≤ 2eC2(C1C2C− 324 − 12 )√m + c′e( 32√C4− 1√2 )√m. (66)
One can choose C3 and C4, such that
C1C2C
− 32
4 −
1
2
≤ −1
4
,
(
3
2
√
C4
− 1√
2
) ≤ − 1
2
√
2
,
and
C3 ≤ min
{
C2
4
,
1
2
√
2
}
,
which concludes the proof.
C. Properties of dA(·, ·)
Lemma 7. If λ1(c) and λ2(c) denote the two non-zero eigenvalues of xx∗ − cc∗, then we have
1) λ1(c) + λ2(c) =‖x‖2 −‖c‖2.
2) λ1(c)2 + λ2(c)2 =
(
‖x‖2 −‖c‖2
)2
+ 2
(
‖x‖2‖c‖2 −|x∗c|2
)
.
3) λ1(c)λ2(c) =
(
|x∗c|2 −‖x‖2‖c‖2
)
≤ 0
Proof. First note that
λ1(c) + λ2(c) = Tr(xx
∗ − cc∗) =‖x‖2 −‖c‖2 . (67)
Similarly,
λ1(c)
2 + λ2(c)
2 =Tr(xx∗ − cc∗)2
= Tr(xx∗xx∗) + Tr(cc∗cc∗)− Tr(cc∗xx∗)− Tr(xx∗cc∗)
=‖x‖4 +‖c‖4 − 2|x∗c|2
=
(
‖x‖2 −‖c‖2
)2
+ 2
(
‖x‖2‖c‖2 −|x∗c|2
)
. (68)
Finally,
2λ1(c)λ2(c) = (λ1(c) + λ2(c))
2 − (λ1(c)2 + λ2(c)2)
= 2
(
|x∗c|2 −‖x‖2‖c‖2
)
≤ 0.
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Lemma 8. Let Z = (λ1(c)U + λ2(c)V )2, where U and V are independent χ2(2). Then, for any α > 0, we have
f(α) , E
[
e−αZ
]
≤
(
pi
λmax(c)2α
) 1
2
.
Proof.
f(α) =
∫
x,y≥0
e−α(λ1(c)x+λ2(c)y)
2 e−
x
2
2
e−
y
2
2
dxdy. (69)
Consider changing the variable (x, y) in the above integral to (u, v) defined as
(u, v) =
(
λ1(c)x+ λ2(c)y,
x+ y
2
)
.
The determinent of the Jacobian of this mapping is given by∣∣∣∣∂u, v∂x, y
∣∣∣∣ =
∣∣∣∣∣∣λ1(c) λ2(c)1
2
1
2
∣∣∣∣∣∣ = λ1(c)− λ2(c)2 .
Furthermore,
v − u
2λ2(c)
=
(
1
2
+
λ1(c)
−2λ2(c)
)
x.
Since λ1(c)−2λ2(c) > 0, we have
x ≥ 0 ⇐⇒ v ≥ u
2λ2(c)
.
Similarly,
v ≥ u
2λ1(c)
.
Therefore,
f(α) =
2
4(λ1(c)− λ2(c))
∫ ∫
v≥ u
2λ1(c)
,v≥ u
2λ2(c)
e−αu
2
e−vdvdu
=
1
2(λ1(c)− λ2(c))
∫
u≥0
∫ ∞
v= u
2λ1(c)
e−αu
2
e−vdvdu+
1
2(λ1(c)− λ2(c))
∫
u<0
∫ ∞
v= u
2λ2(c)
e−αu
2
e−vdvdu
=
1
2(λ1(c)− λ2(c))
∫ ∞
u=0
e
−αu2− u
2λ1(c) du+
1
2(λ1(c)− λ2(c))
∫ 0
u=−∞
e
−αu2− u
2λ2(c) du
=
e
1
16λ1(c)
2α
2(λ1(c)− λ2(c))
∫ ∞
u=0
e−α(u+
1
4λ1α
)2du+
e
1
16λ2(c)
2α
2(λ1(c)− λ2(c))
∫ 0
u=−∞
e
−α(u+ 1
4λ2(c)α
)2
du
=
√
pi
2(
∣∣λ1(c)∣∣+∣∣λ2(c)∣∣)√αe 116λ1(c)2αΦ
(
−
√
2
4
∣∣λ1(c)∣∣√α
)
+
√
pi
2(
∣∣λ1(c)∣∣+∣∣λ2(c)∣∣)√αe 116λ2(c)2αΦ
(
−
√
2
4
∣∣λ2(c)∣∣√α
)
,
(70)
where Φ(x) = 1√
2pi
∫∞
x
e−
1
2u
2
. According to Lemma 3 we have
e
1
16λ1(c)
2αΦ
(
−
√
2
4
∣∣λ1(c)∣∣√α
)
= g
(
4
∣∣λ1(c)∣∣√α) ≤ 1. (71)
Hence, by combining (70), (71), and the fact that 1|λ1(c)|+|λ2(c)| ≤
1
|λmax(c)| we can complete the proof.
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Theorem 3 (Concentration of dA(·, ·)). Suppose Cr is set of codewords at rate r, and x denotes the signal of
interest. For a given c ∈ Cn, let λ2min(c) ≤ λ2max(c) be squared of the two non-zero eigenvalues of xx∗ − cc∗.
For any positive real numbers τ1, τ2,
P
(
dA(|Ax| ,|Ac|) > λ2max(c)τ1, ∀c ∈ Cr
)
≥ 1− 2rem2 (K+ln τ1−lnm), (72)
where K = ln 2pie and
P
(
dA(|Ax| ,|Ac|) < λ2max(c)
(
4m(1 + τ2)
)2) ≥ 1− e−2m(τ2−ln(1+τ2)). (73)
Proof. Recall from (2) that
dA(|Ax| ,|Ac|) =
m∑
k=1
(
ak
∗(xx∗ − cc∗)ak
)2
. (74)
First, for fixed x and c, we derive the distribution and the moment-generating function (mgf) of dA(|Ax| ,|Ac|).
Note that xx∗ − cc∗ is a Hermitian matrix of rank at most two, and therefore it can be written as
xx∗ − cc∗ = QT

λ1(c)
λ2(c)
. . .
0

Q¯, (75)
where QT Q¯ = In. Combining (74) and (75), we have
m∑
k=1
(
ak
∗(xx∗ − cc∗)ak
)2
=
m∑
k=1

ak
∗QT

λ1(c)
λ2(c)
. . .
0

Q¯ak

2
=
m∑
k=1

B∗k

λ1(c)
λ2(c)
. . .
0

Bk

2
=
m∑
k=1
(
λ1(c)
∣∣Bk,1∣∣2 + λ2(c)∣∣Bk,2∣∣2)2 ,
where Bk = Q¯ak. Since Q¯ is an orthonormal matrix, B = Q¯A¯ has the same distribution as A, and therefore the
χ2 variables in the above sum are all independent. Let Zk =
(
λ1(c)
∣∣Bk,1∣∣2 + λ2(c)∣∣Bk,2∣∣2)2. Then we have
dA(|Ax| ,|Ac|) =
m∑
i=1
Zi, (76)
where Z1, . . . , Zm are i.i.d. as (λ1(c)U + λ2(c)V )2, where U and V are independent χ2(2) random variables.
Define λmin(c), λmax(c) to denote λ1(c), λ2(c) with smaller and larger absolute value respectively, i.e.,∣∣λmin(c)∣∣ = min{∣∣λ1(c)∣∣ ,∣∣λ2(c)∣∣} , ∣∣λmax(c)∣∣ = max{∣∣λ1(c)∣∣ ,∣∣λ2(c)∣∣} .
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To derive (72), note that according to Lemma 8 for any α > 0, we have
P
(
dA(|Ax| ,|Ac|) ≤ t
)
= P
e−α m∑i=1Zi ≥ e−αt

≤ eαtE
[
e−αZ1
]m
≤ eαtf(α)m
≤ eαt
(
pi
λmax(c)2α
)m
2
,
where α > 0 is a free parameter. Let α = m2λ2max(c)τ1 and t = λ
2
max(c)τ1. Therefore,
P
(
dA(|Ax| ,|Ac|) ≤ λ2max(c)τ1
)
≤ em2
(
2piτ1
m
)m
2
≤ em2 (K+ln τ1−lnm),
where K = ln 2pie. Hence, we have
P
(
dA(|Ax| ,|Ac|) > λ2max(c)τ1
)
≥ 1− em2 (K+ln τ1−lnm),
and with n union bound on Cr we get
P
(
dA(|Ax| ,|Ac|) > λ2max(c)τ1 ∀c ∈ Cr
)
≥ 1− 2rem2 (K+ln τ1−lnm).
To prove (73), note that for Zi defined in (76), one has Zi ≤
(∣∣λmax(c)∣∣χ2(4))2, thus
m∑
i=1
Zi ≤ λ2max
m∑
i=1
χ4(4)
≤ λ2max
 m∑
i=1
χ2(4)
2
d
= λ2max
(
χ2(4m)
)2
,
where the notation d= implies that they have the same distributions. Therefore, by Lemma 4 we have
P
(
dA(|Ax| ,|Ac|) ≥ λ2max(c)
(
4m(1 + τ2)
)2)
= P
 m∑
i=1
Zi ≥ λ2max
(
4m(1 + τ2)
)2
≤ P
(
χ2(4m) ≥ 4m(1 + τ2)
)
≤ e−2m(τ2−ln(1+τ2)).
Hence, for any τ2 > 0, we have
P
(
dA(|Ax| ,|Ac|) < λ2max(c)
(
4m(1 + τ2)
)2) ≥ 1− e−2m(τ2−ln(1+τ2)).
Remark 6 (Expectation of dA(., .)). Note that (76) implies
E
[
d
(|Ax| ,|Ac|)] = 8m(λ1(c)2 + λ2(c)2 + λ1(c)λ2(c)) (77)
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Proof. By (76) we obtain
E
[
d
(|Ax| ,|Ac|)] = mE [Z1]
= m
(
λ1(c)
2E
[
U2
]
+ λ2(c)
2E
[
V 2
]
+ 2λ1(c)λ2(c)E [UV ]
)
= m
(
8λ1(c)
2 + 8λ2(c)
2 + 2× 4λ1(c)λ2(c)
)
= 8m
(
λ1(c)
2 + λ2(c)
2 + λ1(c)λ2(c)
)
D. Concentration of the gradient
Lemma 9. Let v ∈ Cn with ‖v‖ = 1 and z ∈ Cr be fixed. Then there exist constants C1, C2, C3 > 0 such that,
P
∣∣∣∣∣<
(
v∗
(
∇dA(z)− E
[∇dA(z)]))
∣∣∣∣∣ > m infθ∈R∥∥∥eiθx− z∥∥∥
 ≤ C3e−C1√m, ∀  ≥ C2m− 13 . (78)
Proof. In this proof, we will use the notations we introduced in (75) in the proof of Theorem 3. Since we have
assumed that for any codeword c, ‖x‖2 = ‖c‖2 = 1, according to Lemma 7, λ1(c) + λ2(c) = 0. Hence,
∇dA(z) = 2
m∑
k=1
(
|a∗kz|2 −|a∗kx|2
)
aka
∗
kz,
= 2
m∑
k=1
aka
∗
kz
(
Q¯ak
)∗

−λ1(z)
λ1(z)
. . .
0

Q¯ak
= 2λ1(z)
m∑
k=1
aka
∗
kzUk, (79)
where λi(z), Q are as defined in (75), and
Uk ,
(∣∣∣(Q¯ak)2∣∣∣2 −∣∣∣(Q¯ak)1∣∣∣2) . (80)
It is straightforward to check that
E
[∇dA(z)] = 8m(zz∗ − xx∗)z. (81)
We also have
λ1(z) = −λ2(z) = λmax(z).
By (79) we have,
<
(
v∗
(
∇dA(z)− E
[∇dA(z)])) = 2λmax(z) m∑
k=1
<
(
(v∗ak)(a∗kz)Uk − E
[
(v∗ak)(a∗kz)Uk
])
= 2λmax(z)
m∑
k=1
< ((v∗ak)(a∗kz)Uk)− E [< ((v∗ak)(a∗kz)Uk)]
= 2λmax(z)
m∑
k=1
Yk − E [Yk] , (82)
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where Yk = <
(
(v∗ak)(a∗kz)Uk
)
. We claim Yk satisfies all assumptions of Lemma 6. To prove this note that since
‖v‖ =‖z‖ = 1, all v∗ak, a∗kz, (Q¯ak)1, (Q¯ak)2 have the same distribution as N (0, 1) + iN (0, 1). Therefore, Yk
can be written as
Yk =
16∑
j=1
W1,j,kW2,j,kW3,j,kW4,j,k, Wl,j,k ∼ N (0, 1) 1 ≤ l ≤ 4, 1 ≤ j ≤ 16, 1 ≤ k ≤ m. (83)
We should emphasize that W1,j,k,W2,j,k,W3,j,k,W4,j,k may be dependent on each other but are independent of
W1,j,k′ ,W2,j,k′ ,W3,j,k′ ,W4,j,k′ , if k 6= k′. Hence, we have
‖Yk‖p ≤
16∑
j=1
∥∥W1,j,kW2,j,kW3,j,kW4,j,k∥∥p
=
16∑
j=1
(
E
[∣∣W1,j,kW2,j,kW3,j,kW4,j,k∣∣p]) 1p
≤
16∑
j=1
(
1
4
E
[∣∣W1,j,k∣∣4p +∣∣W2,j,k∣∣4p +∣∣W3,j,k∣∣4p +∣∣W4,j,k∣∣4p]) 1p
≤ 16E
[
|W1,j,k|4p
] 1
p
≤ 16(cp2p) 1p
≤ c′p2. (84)
Moreover,
P
(|Yk| > τ) ≤ P(∃j ∈ {1, . . . , 16} ; ∣∣W1,j,kW2,j,kW3,j,kW4,j,k∣∣ > τ
16
)
≤ P
(
∃j ∈ {1, . . . , 16} , l ∈ {1, . . . , 4} ; ∣∣Wl,j,k∣∣ > 4√ τ
16
)
≤ 16× 4× e− 1c2
√
τ
16
≤ 64e−
√
τ
c′ . (85)
To have both (84), (85), one may choose
c′ = max
{
16c, 16, 16c4
}
, (86)
where c is a constant for which
∥∥N (0, 1)∥∥
p
≤ c√p, P
(∣∣N (0, 1)∣∣ > τ) ≤ e− τ2c2 .
Hence, by Lemma 6, there exist constants C1, C2 such that
P

∣∣∣∣∣∣
m∑
k=1
Yk − E [Yk]
∣∣∣∣∣∣ > m2
 ≤ (4 + 2c′)e−C1√m, ∀  ≥ C2m− 13 . (87)
Thus,
P
∣∣∣∣∣<
(
v∗
(
∇dA(z)− E
[∇dA(z)]))
∣∣∣∣∣ > mλmax(z)
 ≤ C3e−C1√m, ∀  ≥ C2m− 13 .
Furthermore, note that by (68) and Lemma 2 we have
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λmax(z)
2 ≤ λ1(z)2 + λ2(z)2 = 2(1−|x∗z|) = inf
θ∈R
∥∥∥eiθx− z∥∥∥2 .
VI. CONCLUSIONS
In this paper, we have studied the problem of employing compression codes to solve the phase retrieval problem.
Given a class of structured signals and a corresponding compression code, we have proposed COPER, which
provably recovers structured signals in that class form their phaseless measurements using the compression code.
Our results have shown that, in noiseless phase retrieval, asymptotically, the required sampling rate for almost
zero-distortion recovery, modulo the phase, is the same as noiseless compressed sensing.
COPER is based on a combinatorial optimization problem. Hence, we have also introduced an iterative algorithm
named gradient descent COPER (GD-COPER). We have shown that GD-COPER can return an accurate estimate
of the signal in polynomial time. However, GD-COPER requires more measurements than COPER. The simulation
results not only confirms the excellent performance of GD-COPER, but also shows the GD-COPER can perform
pretty well even with a far initial point from the target. This confirms that the very mild condition we had in
Corollary 2 for the theoretical guarantee, also works in practice.
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