Abstract. Let A be a commutative Noetherian ring, and let R = A[x 1 , x 2 , . . .] be the polynomial ring in an infinite number of variables x i , indexed by the positive integers. Let S∞ be the symmetric group on an infinite number of letters {1, 2, 3, . . .}. The group S∞ gives a natural action on R, and this in turn gives R the structure of a left module over the (left) group ring RS∞. We prove that ideals I ⊆ R invariant under the action of S∞ are finitely generated as RS∞-modules. The proof involves introducing a new partial order on monomials and showing that it is a quasi-well-ordering. We also introduce the concept of an invariant chain of ideals for finite dimensional polynomial rings and relate it to the finite generation result mentioned above. Finally, a motivating question from chemistry is presented, with the above framework providing a suitable context in which to study it.
Introduction
A pervasive theme in invariant theory is that of finite generation. A fundamental example is a theorem of Hilbert stating that the invariant rings of finite dimensional group algebras over finite groups are finitely generated [4, Corollary 1.5] . In this article, we study invariant ideals of infinite dimensional polynomial rings. Of course, when the number of indeterminates is finite, Hilbert's basis theorem tells us that any ideal (invariant or not) is finitely generated.
Our setup is as follows. Let S n be the symmetric group acting on {1, 2, . . . , n}, and let S ∞ be permutations of the positive integers. Fix a commutative Noetherian ring A and let R = A[x 1 , x 2 , . . .] be the polynomial ring in variables x i , indexed by the positive integers. The group S ∞ acts naturally on R: if σ ∈ S ∞ , then σf (x 1 , x 2 , . . .) = f (x σ(1) , x σ(2) , . . .), and this in turn gives R the structure of a left module over the noncommutative (left) group ring RS ∞ . An ideal I ⊆ R is called invariant under S ∞ (or simply invariant ) if For the purposes of this work, we will use the following notation. Let B be a ring and let G ⊆ M be a set of elements of a B-module M . Then, f : f ∈ G B will denote the B-submodule of M generated by elements of G. Example 1.2. Let I = x 1 , x 2 , . . . R . This invariant ideal is clearly not finitely generated over R, however, it does have the compact representation I = x 1 RS∞ .
The outline of this paper is as follows. In Section 2, we define a partial order on monomials and prove that it gives a well-quasi-ordering of the monomials in R. Section 3 then goes on to detail our proof of Theorem 1.1, using the main result of Section 2 in a fundamental way. In the penultimate section, we discuss a relationship between invariant ideals of R and chains of increasing ideals in finite dimensional polynomial rings. The notions introduced there provide a suitable framework for studying a problem arising from chemistry, the subject of the final section of this article.
A Special Partial Order on Monomials
We begin this section by briefly recalling some basic set relation notions. A quasiordering on a set S is a binary relation ≤ on S which is reflexive and transitive. A quasi-ordered set is a pair (S, ≤) consisting of a set S and a quasi-ordering ≤ on S. When there is no confusion, we will omit ≤ from the notation, and simply call S a quasi-ordered set. If in addition the relation ≤ is anti-symmetric (x ≤ y ∧ y ≤ x ⇒ x = y), then ≤ is called a partial ordering on the set S. A quasi-ordering ≤ on a set S induces a partial ordering on the set S/∼ = {a/∼ : a ∈ S} of equivalence classes corresponding to the equivalence relation x ∼ y ⇐⇒ x ≤ y ∧ y ≤ x on S. If x and y are elements of a quasi-ordered set, we write as usual x ≤ y also as y ≥ x, and we write x < y if x ≤ y and y ≤ x. An antichain of S is a subset A ⊆ S such that x ≤ y and y ≤ x for all x ∼ y in A.
A final segment of a quasi-ordered set (S, ≤) is a subset F ⊆ S which is closed upwards: x ≤ y ∧ x ∈ F ⇒ y ∈ F , for all x, y ∈ S. We can view the set F (S) of final segments of S as a partially ordered set, with the ordering given by reverse inclusion. Given a subset M of S, the set y ∈ S : ∃x ∈ M with x ≤ y is a final segment of S, the final segment generated by M .
A quasi-ordered set S is well-founded if there is no infinite strictly decreasing sequence s 1 > s 2 > · · · in S. The set S is well-quasi-ordered if it is well-founded, and every antichain of S is finite. Of course, when ≤ is a total ordering, this definition coincides with that of a well-ordering of S. The following characterization of wellquasi-orderings is classical (see, for example, [7] ). An infinite sequence s 1 , s 2 , . . . in S such that s i ≤ s j for some indices i < j is called good, and bad otherwise. With these preliminaries in place, let Ω be the set of monomials in indeterminates x 1 , x 2 , . . ., including the unit monomial 1. Order the variables x 1 < x 2 < · · · , and let ≤ be the induced lexicographic (total) ordering of monomials. The following fact is immediate.
Lemma 2.2. The ordering ≤ is a well-ordering.
Proof. Let S be any nonempty set of monomials and m = x a1 1 · · · x an n ∈ S. It suffices to show that T = {u ∈ S : u ≤ m} has a smallest element. If u = x u1 1 · · · x ut t ∈ T with u t = 0, then t ≤ n. In particular, u only involves the variables x 1 , . . . , x n . But it is well-known that a set of monomials in the variables x 1 , . . . , x n with lexicographic order has a least element (Dickson's Lemma).
Given the set of monomials Ω, we define our new relation as follows. Although this definition appears technical, we will present a nice interpretation of it that involves leading term cancellation. First, we verify that it is indeed a partial order. Proof. First notice that u u since we may take m = 1 and σ = (1), the identity permutation. Next, suppose that u v y. Then, there exist permutations σ, τ and monomials m 1 , m 2 such that v = m 1 σu, y = m 2 τ v. In particular, y = m 2 (τ m 1 )(τ σu). Additionally, if w ≤ u, then m 1 σw ≤ v so that m 2 τ (m 1 σw) ≤ y. It follows that m 2 (τ m 1 )(τ σw) ≤ y, which is the requirement for transitivity. Finally, anti-symmetry follows since ≤ is a total order.
We offer a useful interpretation of this partial order (which motivates its name). Suppose that m 1 m 2 and f 1 , f 2 are two polynomials with lexicographic leading terms m 1 , m 2 ∈ Ω, respectively. Then, from the definition, there exists a permutation σ and a monomial m such that has a smaller leading monomial than f 2 .
As we shall soon see, is a well-quasi-ordering, a crucial fact needed for our proof of Theorem 1.1. We begin with some preliminary lemmas. In what follows, it will be convenient to represent monomials x a1 1 · · · x an n as vectors (a 1 , . . . , a n , 0, . . .) ∈ N ω , and we will move freely from one representation to the other.
Proof. First notice that we may assume that n ≤ t since (a 1 , . . . , a n , 0, .
=σu, since we are using lex order. Finally, the condition x
t+1 is obvious, completing the proof.
Proof. As before, we may assume that n ≤ t. Since we are using lex order, it is clear that (a, a 1 , . . . , a n , 0, .
, and let τ be the cyclic permutation τ = (12 · · · (t + 1)). Settingσ = τ στ −1 , we havê
Then, since we are using lex order, it follows that
. By assumption, this implies that στ
and thuŝ σx Proof. The proof uses some ideas from Nash-Williams' proof [9] of a result of Higman [6] . Assume for the sake of contradiction that m (1) , m (2) , . . . is a bad sequence
in Ω, in which m
2 , . . . ). Given a monomial m ∈ Ω, we let j(m) denote the smallest index j such that m j = m j+1 = · · · = 0. We may assume that the bad sequence is chosen in such a way that for every i, j(m (i) ) is minimal among the j(m), where m ranges over all elements of Ω with the property that m (1) , m (2) , . . . , m (i−1) , m can be continued to a bad sequence in Ω. Clearly, we have
for all i. Now consider the sequence m
1 , . . . , m
. . is good; that is, there exist j < i 1 and k with m 
. In the first case we have m 
A Proof of the Finiteness Theorem
If f ∈ R, we define the leading monomial of f , lm(f ), to be the largest monomial occurring in f with respect to the lexicographic ordering ≤. We now come to the proof our main result.
Proof of Theorem 1.1. Let I be an invariant ideal of R that is not finitely generated. Clearly I = {0} so that we may define a sequence of elements of I as follows: f 1 is an element of I \ {0} with minimal leading monomial; f i+1 is an element of I \ f 1 , . . . , f i RS∞ with minimal leading monomial.
It is clear that lm(f i ) ≤ lm(f i+1 ). We, therefore, obtain a sequence of nondecreasing monomials m i = lm(f i ). By the well-quasi-ordering result above (Theorem 2.10), there exist 0 < i 1 < i 2 < · · · such that m ij m ij+1 for all j. Let a ij ∈ A be the coefficients of the leading monomials of each f ij . Since A is Noetherian, the ideal J = a ij : j > 0 A ⊆ A is finitely generated; therefore, let N be such that J = a i1 , . . . , a iN A . In particular, there exist elements c ij ∈ A such that
Next, let σ ij be a permutation inducing m ij m iN+1 for j = 1, . . . , N . Then, m iN+1 = n ij σ ij m ij for some monomial n ij ∈ Ω. Examine the (nonzero) element
The leading monomial of g cannot come from any of the (necessarily, strictly smaller) monomials occurring in f iN+1 by our choice of f iN+1 .
On the other hand, any monomial occurring in each n ij σ ij f ij is of the form n ij σ ij u for a monomial u < m ij occurring in f ij . The relation m ij m iN+1 now implies that n ij σ ij u < m iN+1 . In particular, g has a smaller leading monomial than f iN+1 . This contradiction finishes the proof.
Invariant Chains of Ideals
In this section we describe a relationship between certain chains of increasing ideals and invariant ideals of infinite dimensional polynomial rings. We begin with an abstract setting that is suitable for placing the motivating problem (described in the next section) in a proper context. For each positive integer n, let R n be a commutative ring, and assume that R n ⊆ R n+1 for each n. Suppose that the symmetric group on n letters S n gives an action on R n that induces a ring homomorphism σ : R n → R n for each σ ∈ S n . Furthermore, suppose that the natural embedding of S n into S m for n ≤ m is compatible with the embedding of rings R n . That is, if σ ∈ S n andσ is the corresponding element in S m , then
Let G ⊂ R n be a set of generators for an ideal I G = GR n . We will need a method for lifting ideals of smaller rings into larger ones, and one such technique is as follows.
Definition 4.1. The m-symmetrization, L m (G), of a set of elements G ⊂ R n (m ≥ n) with respect to the symmetric group S m is the ideal in R m given by
In order for us to apply this definition sensibly, we must make sure that the m-symmetrization of an ideal can be defined in terms of generators.
Lemma 4.2. If G ⊂ R n is a set of generators for the ideal
I G , then L m (I G ) = L m (G).
Proof. Suppose that G generates the ideal
Next express each h j = rj i=1 p ij g ij for p ij ∈ R n and g ij ∈ G. Substitution into the expression above for h gives us
This is easily seen to be an element of L m (G), completing the proof.
, and consider the natural action of S n on R n . Let Q be the kernel of the homomorphism induced by the map φ :
, and φ(x 3 ) = t 1 t 2 . Then,
, and L 4 (Q) ⊂ R 4 is generated by the following 12 polynomials: We would also like a way to project a set of elements in R m down to a smaller ring R n (n ≤ m).
The n-projection, P n (G), of G with respect to R m is the ideal in R n given by
Suppose now that we have an increasing chain of ideals I n ⊆ R n :
Of course, such chains will fail to stabilize since they are ideals in larger and larger rings. However, it is possible for these ideals to stabilize "up to the action of the symmetric group," a concept we make clear below. For the purposes of this work, we will only consider a special class of chains; namely, a symmetrization invariant chain (projection invariant chain) is one for which L m (I n ) ⊆ I m (P n (I m ) ⊆ I n ). Furthermore, if I • is both a symmetrization and a projection invariant chain, then it will simply be called an invariant chain. We will encounter some concrete invariant chains in the next section. The stabilization definition alluded to above is as follows.
Definition 4.5. A symmetrization invariant chain of ideals I • stabilizes modulo the symmetric group (or simply stabilizes) if there exists a positive integer
To put it another way, accounting for the natural action of the symmetric group, the ideals I n are the same for large enough n. Let us remark that if there is some integer N such that L m (I N ) = I m for all m > N , then a symmetrization invariant chain I • stabilizes. This follows from the inclusions, For the remainder of this section, we consider the case of R n = K[x 1 , . . . , x n ], endowed with the natural action of S n , and where K is a field. As an extension of the techniques used to prove Theorem 1.1, we demonstrate the following. Proof. Given a symmetrization invariant chain, construct the invariant ideal I = I(I • ). One would now like to apply Theorem 1.1, however, more care is needed to prove stabilization. Specifically, we must appeal to the quasi-well-ordering formulation (4) in Proposition 2.1. To this end, let lm(I) = {lm(f ) : 0 = f ∈ I}, and let J be the final segment of Ω for generated by lm(I). By Theorem 2.10 and Proposition 2.1, there are u 1 , . . . , u r ∈ Ω such that J is generated (as a final segment) by these monomials. Since J is generated by lm(I), there exist 0 = f 1 , . . . , f r ∈ I such that lm(f i ) u i for all i. In particular, lm(f 1 ), . . . , lm(f r ) generate J.
If I m = R m for some m, then the theorem is obvious. Otherwise, choose N such that f 1 , . . . , f r ∈ I N ; we show I m = L m (I N ) for all m ≥ N . Suppose that L m (I N ) = I m , and let g / ∈ K be an element of I m \L m (I N ) whose leading monomial is minimal with respect to ≤. By a relabeling if necessary, let f 1 be such that m 1 := lm(f 1 ) lm(g), and let σ ∈ S ∞ be the permutation inducing m 1 lm(g) with u ∈ Ω the corresponding monomial such that lm(g) = uσm 1 . Since m 1 and lm(g) are elements of Ω involving only the variables x 1 , . . . , x m , the same is true of u.
We next construct τ ∈ S m such that τ m 1 = σm 1 and such that τ also satisfies w ≤ m 1 ⇒ τ w ≤ τ m 1 . For every inequality w ≤ m 1 , we have that σw ≤ σm 1 . In particular, since we are using a lexicographic order, it follows that σ(i) ∈ {1, . . . , m} for all i ≤ t := max{i : x i divides m 1 }. Define τ ∈ S m by setting τ (i) = σ(i) for i ≤ t and τ (i) = i otherwise; it is readily verified that this element τ proves the claim.
Finally, to complete the proof, we proceed as in Theorem 1.1. For a suitable 0 = a ∈ K, the polynomial g − auτ f 1 ∈ I m \ L m (I N ) has smaller leading monomial (with respect to ≤) than g, a contradiction.
A Chemistry Motivation
We can now discuss the details of the basic problem that is of interest to us. It was brought to our attention by Bernd Sturmfels, who, in turn, learned about it from Andreas Dress. Let K be a field and let
..,i k ≤n ], and consider the homomorphism of polynomial rings:
induced by the association x i1...
determined by such a map is the prime ideal of algebraic relations between the quantities f (t i1 , . . . , t i k ). Such ideals arise in chemistry [8, 10, 11] ; of specific interest there is when f is a Vandermonde polynomial i<j (t i − t j ). In this case, the ideals Q n correspond to relations among a series of experimental measurements. One would then like to understand the limiting behavior of such relations, and in particular, to see that they stabilize up to the action of the symmetric group.
There is a natural action by elements σ in the symmetric group S n on the set of k-element ordered subsets of {1, . . . , n}. That is, we can define
and this in turn, defines an action on the ring generators x i1···i k by way of σx i1···i k = x σ(i1)···σ(i k ) .
Example 5.1. The permutation σ = (123) ∈ S 3 acts on { (1, 2), (2, 1), (1, 3), (3, 1), (2, 3) , (3, 2) } to give { (2, 3), (3, 2), (2, 1), (1, 2), (3, 1), (1, 3) }. In other words, σ induces a permutation (145)(236) ∈ S 6 of the variables (respectively) x 12 , x 21 , x 13 , x 31 , x 23 , x 32 . Let f (t 1 , t 2 ) = t It is easy to see that by construction, the chain of ideals
induced by a polynomial f is an invariant chain. As in the proof of Theorem 4.7, we would like to form a new ideal Q = i≥k Q i in an infinite dimensional polynomial ring R = i≥k R i , and then apply a finiteness theorem. Unfortunately, this approach fails since there are examples of invariant ideals in R that fail to be finitely generated as RS ∞ -modules (even for k = 2). Our first goal is to give a basic condition for these chains to stabilize in the sense mentioned above (Definition 4.5).
Given g ∈ R n , we define the variable size of g to be the number of variables that appear in g. For example, g = x Proof. Since Q • is an invariant chain, we need only verify that
For this inclusion, it suffices that each generator in a generating set for Q m is in L m (Q n ). Since m > N , there are generators G for Q m with variable sizes at most M . If g ∈ G, then there are at most kM different integers appearing as subscripts of variables in g. We can form a permutation σ ∈ S m such that σg ∈ R N ′ and thus in R n . But then Although this condition is a very simple one, it will prove useful. If the given polynomial f is a monomial, then the homomorphism above produces a (homogeneous) toric kernel Q n . In particular, there is a finite set of binomials that generate Q n (see [13] ). Although a proof for the general toric case alludes us, we have the following. To prepare for the proof of this result, we discuss in detail the toric encoding associated to our problem (see [13, Chapter 14] for more details). Fix a positive integer k, and let f be a square-free monomial in K[t 1 , . . . , t k ]. Consider the set of vectors
View A n as an n-byn k matrix with columns indexed by variables x u , in which u is a k-element subset of {1, . . . , n} written as a sorted list, and rows indexed by t i (i = 1, . . . , n) (see Example 5.5 below). In this case, we say that the subscripts u (variables x u ) are sorted ; otherwise, we call the subscripts u (variables x u ) unsorted. For example, x 135 is a sorted variable, whereas x 315 is not. Let G be a set of binomial generators for the toric ideal I An associated to A n , and as before, let Q n be the kernel of the homomorphism sending x i1···i k → f (t i1 , . . . , t i k ). We first record an elementary relationship between Q n and I An .
Lemma 5.4. A generating set for Q n is given by S = G ∪ {x u − x τ u : τ ∈ S k , u is sorted}.
Proof. Elements of Q n are of the form g = x u1 · · · x ur − x v1 · · · x vr , in which the u i and v i are ordered k-element subsets of {1, . . . , n}. We induct on the number t of u i and v i that are not sorted. If t = 0, then g ∈ I An , and we are done. Suppose now that t > 0 and assume without loss of generality that u 1 is not sorted. Let τ ∈ S k be such that τ u 1 is sorted, and consider the element in Q n :
This element has t − 1 unsorted elements, and, therefore, inductively can be expressed in terms of S. But then g can as well, completing the proof. We are now in a position to prove Theorem 5.3.
Proof of Theorem 5.3. By Lemma 5.2, we need only show that there exist generators for Q n which have bounded variable sizes. Using [13, Theorem 14.2] , it follows that I An has a quadratic (binomial) Gröbner basis for each n. By Lemma 5.4, it follows that there is a set of generators for Q n with variable sizes at most 4. This proves the theorem.
We close with a conjecture that generalizes Theorem 5.3.
Conjecture 5.6. The sequence of kernels induced by a monomial f stabilizes modulo the symmetric group.
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