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Abstract 
 
Development and Application of a  
Parallel Compositional Reservoir Simulator  
 
Mojtaba Ghasemi Doroh, M.S.E. 
The University of Texas at Austin, 2012 
 
Supervisor:  Kamy Sepehrnoori 
 
Simulation of large-scale and complex reservoirs requires fine and detailed 
gridding, which involves a significant amount of memory and is computationally 
expensive. Nowadays, clusters of PCs and high-performance computing (HPC) centers 
are widely available. These systems allow parallel processing, which helps large-scale 
simulations run faster and more efficient.  
In this research project, we developed a parallel version of The University of 
Texas Compositional Simulator (UTCOMP). The parallel UTCOMP is capable of 
running on both shared and distributed memory parallel computers. This parallelization 
included all physical features of the original code, such as higher-order finite difference, 
physical dispersion, and asphaltene precipitation. The parallelization was verified for 
several case studies using multiple processors. The parallel simulator produces outputs 
required for visualizing simulation results using the S3graph visualization software.  
The efficiency of the parallel simulator was assessed in terms of speedup using 
various numbers of processors. Subsequently, we improved the coding and 
 vii 
implementation in the simulator in order to minimize the communications between the 
processors to improve the parallel efficiency to carry out the simulations.  
To improve the efficiency of the linear solver in the simulator, we implemented 
three well-known high-performance parallel solver packages (SAMG, Hypre, and 
PETSc) in the parallel simulator. Then, the performances of the solver packages were 
improved in terms of the input parameters for solving large-scale reservoir simulation 
problems.  
The developed parallel simulator has expanded the capability of the original code 
for simulating large-scale reservoir simulation case studies. In other words, with 
sufficient number of processors, a field-scale simulation with a million grid cells can be 
performed in few hours. Several case studies are presented to show the performance of 
the parallel simulator. 
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Chapter 1:  Introduction 
Development of parallel computer systems has created a significant interest in the 
application of parallel processing in reservoir simulation. Advanced reservoir simulation 
involves modeling and simulation of large-scale complex reservoirs. The scale of 
simulation problems has increased from hundreds of cells to millions of cells over the last 
30 years. Furthermore, simulation of complex enhanced oil recovery (EOR) processes 
requires a significant amount of computational time and memory.  Traditionally, those 
simulations were done on supercomputers and expensive workstations. Although 
supercomputers can run considerably large-scale problems, they are not economical and 
are not accessible to all users. Because the oil industry requires lower simulation 
turnaround times, advances in parallel computers have received considerable attention 
from reservoir simulation researchers.  
Early attempts to apply parallel processing to reservoir simulation started in the 
late 1980s. Scott et al. discussed the application of parallel computers for reservoir 
simulation (Scott et al., 1987). Wheeler et al. (1990) presented a black oil simulator for 
distributed-memory parallel machines. Additional research was done on high-
performance parallel computing in reservoir simulation over the last 20 years.  
The University of Texas Compositional simulator (UTCOMP) is widely used in 
the oil industry. However, its serial structure limits the size of the reservoir model that 
can be realistically simulated to relatively small and at the scale of a pilot. Moreover, its 
speed cannot compete with other commercial reservoir simulators. Therefore, UTCOMP 
needed to be modified for the purpose of parallel processing. 
In this work, we developed a parallel version of UTCOMP named UTCOMPP, 
capable of running on parallel computers. We started the development of UTCOMPP 
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under the Integrated Parallel Accurate Reservoir Simulator (IPARS) framework (Parashar 
et al., 1997). We optimized communications between the processors governed by MPI 
and memory allocations to achieve excellent parallel efficiencies.   
To increase the efficiency of the simulator, we implemented three high-
performance parallel solvers (PETSc, SAMG, and Hypre) in the simulator and optimized 
them for reservoir simulation. The old fixed format of reading the input parameters was 
modified to keyword-based format. Moreover, we included other options such as include 
files, inactive cells, and visual post-processing of the results using S3graph software 
(Sciencesoft, 2012).  We verified the results of parallel simulation using several case 
studies. 
This thesis is organized as follows: 
Chapter 2 describes the background for parallel processing: key definitions, 
review of parallel programming interfaces, and literature review of parallel reservoir 
simulation. 
Chapter 3 gives an overview of UTCOMP formulation. 
Chapter 4 describes the development methodology, new features, and capabilities 
of Parallel UTCOMP (UTCOMPP).  
Chapter 5 presents case studies and discusses parallel efficiency of UTCOMPP. 
Chapter 6 describes the high-performance parallel solvers implemented in 
UTCOMPP and case studies. 
Chapter 7 summarizes and concludes the thesis and gives recommendations for 
future research. 
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Chapter 2:  Background and Literature Review 
This chapter reviews the concept of parallel processing, parallel computer 
architectures, parallel programming interfaces, and application of parallel processing in 
reservoir simulation. 
 
2.1 THE CONCEPT OF PARALLEL PROCESSING 
2.1.1 Definition 
Parallel processing, in the context of computer science, is defined as the 
simultaneous use of multiple processors to execute one program. Basically the job is 
divided between different processors and each processor is responsible for doing its own 
task.   
 
 
Figure 2.1: Definition of parallel processing (Willmore, 2012) 
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2.1.2 The purpose 
The main purpose of parallel processing is to reduce wall-clock time, which is the 
difference between the time at which a job finishes and the time at which the job has 
started. Ideally, a job which is divided among N processors should be done N times 
faster. Another advantage of parallel computing is memory management. Large-scale 
problems may not be allocated in a regular computing node. Increasing the memory of a 
computing node is expensive, while connecting multiple nodes to each other is cheaper,  
The oil industry requires simulation of large-scale problems with millions of grid 
blocks, possibly several times. Consequently, parallel processing is a key in modern 
reservoir simulation. 
2.1.3 Speedup and parallel efficiency 
Once a code is parallelized, it is important to measure its parallel efficiency. 
Speedup (Sp) shows how much faster a parallel code is compared to its serial code. The 
speedup is defined as 
Ts is the computational time corresponding to the serial run (using one processor), 
and Tp is the computational time corresponding to the parallel run (with p processors). In 
this context, the computational time is called wall-clock time, which is defined as the 
time that elapses from the start of the run to the end.  
Speedup depends on the portion of the code that has been parallelized: if 100% of 
the code is parallelized and the problem runs on p processors, then a speedup of p will be 
obtained. This speedup is called linear. Therefore, linear speedup is defined as: 
 =	  (2.1) 
 = 	 (2.2) 
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However, commonly portion of the code is serial, such as input and output (I/O), 
which reduces the parallel efficiency percentage. In this situation, Sp is less than p and is 
called sub-linear speedup. Under rare conditions, specifically for large-scale problems, 
we may have a speedup which exceeds linear. Such speedup is called super-linear and is 
caused by efficiencies related to usage of cache memory.   
The speedup curve, which provides a good measure of efficiency for the parallel 
implementation, is generated when one problem is run with a different number of 
processors and the corresponding speedups are plotted versus the number of processors.  
 
  
Figure 2.2: Speedup curves 
 
 Parallel Efficiency is another efficiency measurement and is defined as 
 =	  (2.3) 
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Parallel Efficiency of 1 (or 100%) is equivalent to a linear speedup. If parallel 
efficiency is greater than 1, speedup is super-linear and if it is less than 1, speedup is sub-
linear. 
Although in theory, it is claimed that speedup cannot be greater than linear speedup; 
in practice such speedup has been observed. There are two main reasons for having a 
super linear speedup (Agrawal et al., 1994): 
1) When a search is done, the required time can be less when the search domain is 
divided in several parts and all are done simultaneously compared when search 
is done in the whole domain. 
2) Although processors communicate between each other which decreases the 
parallel efficiency, they can achieve a super-linear speedup through efficient 
utilization of the resources. One situation would be when the size of the problem 
is greater than the corresponding cache size. In that situation, if we use lager 
number of processors, we decrease the size of the problem per processor and 
therefore, this would give us a super-linear speedup.  
2.1.4 Theoretical limits of parallel efficiency 
There are two common theoretical laws which determine the upper limits of 
parallel efficiency. 
2.1.4.1 Amdahl’s law  
As it was mentioned above, the optimum speedup which can be obtained from a 
parallel program is linear. However, most of the parallel algorithms, especially for large 
number of processors, have speedup less than linear.  
Amdahl’s law gives the potential maximum speedup which theoretically can be 
obtained from a parallel algorithm. This law was originally presented by Gene Amdahl in 
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the 1960s (Amdahl, 1967). According to his law, the small part of an algorithm which 
cannot be parallelized reduces the efficiency and hence the linear speedup may not be 
obtained.   
The maximum speedup could be gained from a parallel algorithm, according to 
Amdahl’s law, is: 
in which fs is the fraction of the code which cannot be parallelized and fp is the parallel 
fraction and p refers to the number of processors.  
 
 
Figure 2.3: Maximum speedup estimated by Amdahl’s law. The solid line is for 
fs=0.01; the dashed line is for fs=0.1; and the dotted line is for fs=0.5 (Gebali, 2011) 
,
 =	 	   , (2.4) 
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 2.1.4.2 Gustafson’s law  
This law was presented by John L. Gustafson (Gustafson, 1988), which was a 
modification to Amdahl’s law. Gustafson’s law considers the effect of increasing the 
number of processors and problem size and gives the maximum speed up based on the 
following formula: 
in which p is the number of processors and  represents the fraction of the code which is 
not parallelizable.  
 
 
Figure 2.4: Maximum speedup estimated by Gustafson’s law. The solid line is for 
a=0.01; the dashed line is for a=0.1; and the dotted line is for a=0.5 (Gebali, 2011) 
,
 = 	 − 		( − 1) , (2.5) 
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2.2 PARALLEL ARCHITECTURES 
Computer architecture refers to the way the hardware elements are interconnected 
for the desired functionality. Parallel computers can have three general architectures:  
• Shared Memory 
• Distributed memory 
• Hybrid 
2.2.1 Shared Memory  
The shared memory architecture is an extension of the single processor 
architecture, where only one processor is connected to the memory. Processor in the 
context of this thesis refers to the unit (CPU) which is responsible for performing the job 
which is assigned to.  
 
 
Figure 2.5: Single processor architecture 
 
In shared memory architecture, all processors have access to the main memory 
which allows processors to exchange or share data in an efficient manner.   
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Figure 2.6: Shared memory architecture 
This model of parallelization has both advantages and disadvantages. The global 
shared memory provides a friendly and easy way of programming from the point of 
memory. Furthermore, data sharing between the processors is fast and uniform. The main 
disadvantage of this architecture is the limitation in the number of CPUs that can share 
the memory. As the number of processors increases, it becomes more difficult and 
expensive to design the shared memory architecture. In addition, a machine with a high 
amount of memory is expensive.  
In this architecture, it is the programmer’s responsibility to manage the memory 
access to the processors. The programmer must ensure correct access to the global 
memory, because processors simultaneously share and work using the same memory 
storage. 
OpenMP (Open Multi-Processing) is a common interface that supports shared 
memory parallel programming in C, C++, and FORTRAN. 
2.2.2 Distributed Memory  
Distributed memory architecture refers to a multiple-processor system in which 
all processors have their own memory. These memories are separate; however, they are 
connected using an interconnection network which enables processors to communicate 
and exchange data. Consequently, although in this architecture processors do not have 
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direct access to other processors’ memories, they can access those memories using the 
network that connects the processors. 
 
 
Figure 2.7: Distributed memory architecture 
MPI (Message Passing Interface) is a standard system which supports parallel 
programming in distributed memory architecture. However, programs written with MPI 
can also be run in shared memory architecture. 
2.2.3 Hybrid  
Hybrid architecture refers to computers that take advantage of both shared and 
distributed memories. In this architecture, multiple shared memory systems are connected 
through the network that allows these shared memory boxes to communicate. 
 
 
Figure 2.8: Hybrid architecture 
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In these systems, there are different approaches to parallel programming. One 
approach could be using pure MPI; another could be a combination of both MPI and 
OpenMP. In the latter approach, OpenMP handles parallelization inside the nodes and 
MPI manages the data exchange between the nodes. 
 
2.3 PARALLEL PROGRAMMING 
Parallel computers are connected together through high-performance switches 
which give the parallel computers access to each other’s memories (Distributed memory 
parallel computers). Moreover, from software point of view, parallel computers should 
have parallel programming tools. These tools help to program the communication 
between the processors. The most common parallel programming tools, as mentioned in 
the beginning of the chapter, are OpenMP and MPI. There tools can parallelize the 
compiler and be used in programming.  
OpenMP is an interface which is designed for parallel programming for shared 
memory parallel computers. This interface can be used in C, C++, and FORTRAN 
languages. Parallelization with OpenMP does not need considerable amount of 
development. However, it could be tricky, because the memory is shared by all 
processors and different values could be assigned to one variable. In general, OpenMP 
mainly parallelizes Do loops. OpenMP divides the loop between the processors and each 
processor does one portion. Because all processors have access to the memory, no 
communication is necessary between the processors.  
MPI is an interface which is designed for parallel programming for distributed 
memory parallel computers. However, MPI programming can be used on shared memory 
machines as well. This interface is a protocol which leads the communications between 
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the processors. MPI is the dominant model used in high-performance computing today 
(Wikipedia, 2012). MPI assigns a unique number to each processor (communicator) and 
manage all the communications between the processors using the unique numbers. MPI 
provides several functions for the communications between the processors such as 
sending data to another processor, receiving data from another processor, sending data to 
all other processors.  
 
2.4 APPLICATION OF PARALLEL PROCESSING IN RESERVOIR SIMULATION 
Advanced simulation of oil reservoirs needs very detailed geological and physical 
models which are computationally expensive. Hence, large scale simulations have to be 
performed on large supercomputers and powerful workstations. Recently, as clusters of 
PCs are widely available, through the application of parallel processing, it is possible to 
do large scale field simulations where a cluster of PCs is available or there is access to a 
high performance computing (HPC) center.  
The serial part of a reservoir simulator is usually small which helps to achieve an 
excellent parallel efficiency. Once we divide the reservoir model among the processors, 
the communication between the processors during simulation is relatively insignificant 
compared to the computation time.  
Application of parallel processing in reservoir simulation was intensified in the 
late 1980s. Scott et al. (1987) presented a parallel processing approach for reservoir 
simulation. They focused on parallelization of the solver, which could be the most time 
consuming part of a simulator, they assumed. Wheeler et al. (1990) developed a 3D 
parallel implicit reservoir simulator for distributed memory parallel computers. Killough 
et al. (1991) focused on application of distributed memory parallel computers to the 
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solution of compositional simulations.  All the works showed an excellent performance 
of parallel reservoir simulation. After 1995, the interest in parallel simulation projects 
remained high and most of the simulator developers considered parallel computing. Rame 
and Delshad (1995) parallelized The University of Texas Chemical Flooding Simulator 
(UTCHEM) for distributed memory parallel computers. Chien et al. (1997) presented a 
scalable parallel multi-purpose reservoir simulator. They could achieve a super-linear 
speedup in one of their examples. Wang et al. (1997) developed a fully implicit parallel 
compositional reservoir simulator for large-scale simulations. Their development was 
using IPARS framework (Parashar et al., 1997). 
A parallel simulator gives us significant benefits and advantages but, the 
development of such program may be very complex (Schiozer, 1999). Shared memory 
parallelization of simulators using OpenMP, could be easy to do but its use is limited to 
one computing node. On the contrary, MPI parallelization is more complex but, its 
parallel program is runnable on a network which can have several computing nodes. 
Consequently, MPI parallelization would be a general recommendation for parallel 
computing in reservoir simulation. The developed simulator for this thesis was 
parallelized using MPI.   
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Chapter 3:  General Description of UTCOMP 
UTCOMP is a 3-D compositional reservoir simulator and capable of simulating a 
variety of important enhanced oil recovery processes. This simulator has been developed 
at The University of Texas at Austin (Chang, 1990, Perscke, Qin and others). UTCOMP 
has several numerical and physical features (User’s Guide for UTCOMP 3.8, May 2003). 
 Four phase flow 
 Three-phase flash calculations 
 Reduced method of flash calculations 
 Higher-order finite difference methods 
 Full physical-dispersion tensor 
 Vertical / Horizontal well capability 
 Tracer flood 
 Polymer flood 
 Dilute surfactant  
 Gas-foam flood  
 Asphaltene precipitation 
 Compositional / Black oil  
 CO2 sequestration 
In this chapter, overall solution structure of UTCOMP and its governing equations 
are reviewed.  
3.1 SOLUTION STRUCTURE 
UTCOMP (the version used in this work) is an isothermal EOS compositional 
(with a black-oil option) reservoir simulator written in FORTRAN (Chang, 1990). Figure 
3.1 shows the overall flowchart of UTCOMP. 
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Figure 3.1: Overall flow chart of UTCOMP 
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UTCOMP employs an IMPEC scheme for solving the governing equations. 
IMPEC refers to a formulation in which pressure is solved implicitly, and concentrations 
and saturations are solved explicitly. Therefore, the main solution strategy of UTCOMP 
at each time-step is structured as follows: 
 Pressure equation is solved. In this step, pressure values of the grid blocks 
are updated by solving a large sparse matrix. Elements of the matrix are 
determined by taking saturations and physical properties at the previous 
time step.  
 Compositions are calculated. In this step, using the updated pressure 
values, the component molar-balance equation is explicitly solved to find 
overall compositions of grid blocks.  
 Phase compositions are determined using known pressures and overall 
compositions from flash calculations.  
3.2 GOVERNING EQUATIONS 
Governing equations of UTCOMP are detailed in Chang, 1990. Pressure equation 
is derived based on the volume constraint, which stipulates that total volume of fluids 
inside a cell completely fills the pore volume. This statement can be expressed by the 
following equation: 
where   is the total fluid volume,  is pressure,  is the component moles, and  is the 
pore volume.  
It is assumed that the fluid volume is dependent on cell pressure and overall moles 
of each component. Moreover, pore volume is a function of pressure only. We can 
(, ) = 	() , (3.1) 
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differentiate both sides of Eq. (3.1) with respect to time. In the next step, we use chain 
rule to expand the equation for the derivatives of independent variables (Eq. 3.2).  
where  is the total number of moles for component i. The component molar 
conservation equation is needed to substitute the term	 ! . 
 Component mass conservation equation is derived from a general mass 
conservation equation for component i. The mass conservation equation simply states that 
mass of component is conserved. Therefore, the summation of accumulation, flux, and 
source terms is zero. In the conservation equation, component concentrations in mass unit 
are replaced by concentrations in moles because we are not modeling chemical reactions. 
Equation 3.3 is the molar conservation equation of component i, used in 
UTCOMP (Technical document for UTCOMP, May 2003).  
where "	is the bulk volume, # is the number of moles for component i per bulk volume, 
# is the number of phases, $% is the molar density of phase j, &% is the mobility of phase 
j, '% is the mole fraction of component i in phase j, % is the pressure of phase j, (% 	is the 
specific weight of phase j, ) is depth from datum plane, *	is porosity, % is saturation of 
phase j, +% is the dispersion tensor, and , is the molar flow rate of component i.  
 The pressure equation is derived by combining Eq. 3.2 and Eq. 3.3 and assuming 
that the formation is slightly compressible and therefore porosity changes linearly with 
pressure. The assumption of Darcy’s law for multiphase flow is also applicable. The final 
pressure equation is expressed as follows: 
-./0.123 -
.1
.2 +	∑ -./0.3621,37	(786) (
.36
. )9:;< = -=/=1 2 -.1.2 , (3.2) 
" -.96. 2 − "∇. @∑ $%&%'%A∇% − (%∇)B + *$%%+%∇'%9%< C − , = 0 , (3.3) 
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where E is pore volume at reference pressure, F is formation compressibility, G is the 
partial derivative of total fluid volume with respect to component i, H is absolute 
permeability diagonal tensor, and &I% is relative mobility of phase j.  
The pressure equation is discretized and solved numerically. Pressure is the only 
unknown in the left hand side of Eq. 3.4 and all the terms in the right hand side are 
known from previous time-step.  Discretization of the pressure equation, considering 
implicit scheme of solution, will result in a linear system of NB equations, where NB is 
the number of active cells in the reservoir. This system is solved at every time-step and 
its computational time is a considerable portion of total computational time. The 
importance of solver efficiency is discussed in chapter 6.  
Once new pressures in all cells are calculated, the total number of moles for each 
component in each cell is calculated using the component molar conservation equation 
(Eq. 3.3). This equation is solved explicitly. Then flash calculations are done for all cells 
to determine the equilibrium phase compositions. Subsequently, phase saturations are 
evaluated. The physical properties are calculated using new pressure, phase 
compositions, and saturations in each cell. 
    
 
JEF − K J

!K −	" L G∇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Chapter 4:  General Description of UTCOMPP 
UTCOMPP, the parallel version of the UTCOMP simulator, includes all the 
physical and numerical features of the serial UTCOMP. This parallel simulator can be 
used in shared memory, distributed memory, or hybrid architectures. Development of 
UTCOMPP was conducted under the IPARS framework and optimized to achieve 
excellent parallel efficiency. In UTCOMPP, the reservoir is divided between the 
processors in the Y direction, and the required communications are managed by MPI.  
 
4.1 NEW FEATURES 
UTCOMPP is an optimized parallel version of UTCOMP. The new features 
included in UTCOMPP are the following: 
 Optimized memory: UTCOMPP is able to run simulation problems up to 
1,350,000 cells (6 components, 3 phases, and 2 wells) using one processor 
on the Petros cluster, which has 16 GB of memory on each computing 
node. 
 Inactive cell Exclusion: UTCOMPP excludes inactive cells in the 
calculations and memory allocations. UTCOMPP considers a cell as 
inactive in two ways: give index numbers of the inactive cells numbers 
using a keyword in the input file; UTCOMPP considers cells with non-
positive porosities and permeabilities as inactive. 
 Keyword-based INPUT file: The fixed format of the UTCOMP input file 
required the data to be in the order given in user’s guide so that removing 
even one line caused problems. The input file for UTCOMPP has a 
keyword format for a more flexible data entry in the input file. Moreover, 
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any part of an input file can be included as an include file. In particular, 
grid-dependent data such as permeability and porosity can be included. 
The include files have the same format as the main input file and are also 
keyword based. The new format is convenient and user friendly.  
 High-performance parallel solvers: UTCOMPP has three high-
performance parallel solver packages: SAMG, Hypre and PETSc. We 
optimized these solvers to achieve excellent efficiency.  
 Post-processing of simulation results: The results of parallel simulations 
with UTCOMPP can be visualized using S3graph software (Sciencesoft, 
2012).   
 
4.2 METHODOLOGY 
UTCOMPP benefits MPI functions by enabling processors to communicate with 
each other. The simulator divides the reservoir model cells among the processors in an 
optimized manner such that processors have approximately the same number of cells. 
Subroutines of serial UTCOMP were modified for parallelization. Furthermore, while 
parallelizing the subroutines, the code was optimized where possible.  
4.2.1 Variables 
The variables of UTCOMP belong to two categories. One category consists of 
scalars or arrays, which are not grid block dependent. Those variables are distributed 
among the processors and are accessible by all processors of the same size. The second 
category consists of arrays which are grid block dependent. These arrays can be divided 
into two groups. The first group consists of arrays in which the value of each cell is not 
directly dependent on the value of its neighboring cells. These arrays are allocated 
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linearly to NB, which counts only for total active cells corresponding to the related 
processor. Figure 4.1 shows how NB is calculated. NB is calculated locally and can be 
different for each processor. KEYOUT is an array that determines whether a cell is active 
or inactive. If KEYOUT has a value of 1, that cell is active, and if KEYOUT has a value 
of 0 then the cell is inactive. The values of KEYOUT are either given as direct input in 
the INPUT file or determined based on porosity values, such that cells with non-positive 
porosities are are considered inactive. 
 
 
Figure 4.1: Calculation of NB 
The second group consists of arrays in which the value of each cell is directly 
dependent on the value of its neighboring cells. These arrays are allocated in 3 
dimensions in X, Y, and Z directions and include inactive cells. Extra storage is added to 
these arrays. Those extra cells, called ghost cells, are used to store the values inside the 
neighboring cells, which belong to next or previous processor. The values of KEYOUT 
for ghost cells are -1.   
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The ghost cells at the end of the local domain store the values of the first cells in 
the next processor. The ghost cells at the beginning of the local domain store the values 
of the last cells in the previous processor. In Figure 4.2 a part of the reservoir is 
decomposed between processor (i) and processor (i+1). Ghost cells are shown in light 
orange.   
 
 
Figure 4.2: Domain decomposition and allocation of ghost cells  
Ghost cells need to be updated where necessary. Therefore, ghost cells are 
updated before a subroutine in which a grid block needs to have its neighbor’s value.  
Consequently, the ghost cells contain the values of next and previous processors’ 
boundary cells. In other words, processors are connected through these ghost cells. Ghost 
cells are not included in any calculation and are only used for storage.  
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4.2.2 Indexing 
As explained above, we use two types of indices for grid block arrays. In the first 
type, the array has one grid block dimension which goes from 1 to NB, where NB is the 
total number of local active cells. In the second type, the array has three grid block 
dimensions: one for the X direction, one for the Y direction, and one for the Z direction. 
The second type includes ghost cells as well. Therefore, the loops are different from 
serial code and need to be modified for parallelization. Figure 4.3 shows how the loops 
are modified. The lower and upper limits of the Y direction could be different for each 
processor. However, those limits do not include ghost cells. Ghost cells are the cells 
above the upper limit and below the lower limit, and correspond to the boundary cells in 
previous and next processors.  
The I index is used for the first type of grid block arrays; I1, J1, and K1 are used 
for the second type of grid block arrays. Moreover, KEYOUT drops inactive cells from 
calculations. All these indices are local to each processor; however, they can be 
converted to global indices if necessary.  
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Figure 4.3: Loop modifications 
4.2.3 Communications 
The processors need to communicate for input/output tasks, even though one 
processor is responsible for I/O; well management; updating ghost cells; solving the 
linear system of equations for pressure; time step selection; etc. All communications are 
controlled by MPI functions.  
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Chapter 5:  Case Studies 
In this chapter, several case studies are presented. The first part contains the 
problems used to verify the simulator. In this section, our main purpose is to validate the 
parallel implementation by testing different physics and features to ensure that the entire 
code is verified.  
The second part contains large-scale problems where speedup curves are 
presented to demonstrate the parallel code efficiency. 
Most of the simulations, specifically those used for parallel efficiency, were run 
using TACC-Lonestar cluster. This cluster is owned by the Texas Advanced Computing 
Center (TACC) at The University of Texas at Austin. TACC is one of the most well-
known high performance computing centers in the world (TACC, 
http://www.tacc.utexas.edu). The Lonestar 64-bit Linux cluster has 1,888 compute nodes; 
each has 12 cores, which are processors in the context of this thesis, for a total of 22,657 
cores. Each node has 24 GB memory and all cores have a frequency (clock-speed) of 
3.33 GHz.  Detailed specifications of the machine can be found on the TACC website. 
Few simulations, where explicitly stated, were performed using CPGE-Petros 
cluster. Petros is owned by the Center for Petroleum and Geosystems Engineering 
(CPGE) at The University of Texas at Austin. This 64-bit Linux cluster is still under 
expansion and currently has 32 compute nodes. Each node has 16 GB memory and 4 
CPUs with the frequency of 2.73 GHz. 
An Intel Fortran compiler with an optimization level of three (-O3) is used to 
compile the simulators.  
For consistency, wherever the results or computational times are compared, the 
same solver (PETSc) is selected including the simulations using serial UTCOMP. 
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For parallel efficiency measurements and speedup calculations, the simulation 
cases are repeated without any outputs except computational times.  
 
5.1 VERIFICATIONS 
5.1.1 Case Study 1: Compressible Single Phase Flow 
This case is a 2-D compressible flow. Fluid is injected in the middle of the 
reservoir and flows through the reservoir. The analytical solution for such flow can be 
used to find the pressure distribution in a rectangular field (Hovanessian, 1961).  
 
 
Table 5.1 describes the reservoir and fluid properties. Figure 5.1 presents the 
gridding for Case Study 1.  
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Table 5.1: Reservoir and fluid description (Case Study 1) 
Two-dimensional Compressible Single Phase Flow 
Dimensions (ft) 
Length 2000 
Width 2000 
Thickness 1 
Number of Cells  625	(25x25x1) 
Number of Components 1 
Max. Number of Phases 3 
Porosity (fraction) 0.2 
Permeability (md) 1.5 
Rock Compressibility (psix) 5 × 10xz 
Water Compressibility (psix) 0 
Initial Water Saturation (fraction) 0.2 
Irreducible Water Saturation (fraction) 0.2 
Reservoir Temperature ( F| ) 200 
Initial Reservoir Pressure (psi) 2000 
Number of Wells 1 
Injection Rate ( }~) 8.3 
Simulation Time (days) 365 
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Figure 5.1: Simulation model with grid cells (Case Study 1) 
 
After one year, the pressure distribution in the middle of the reservoir (Y=840 ft) 
and along the X direction can be obtained using analytical solutions and numerical 
reservoir simulators. CMG (GEM, 2011) and UTCOMPP (with 1 and 5 processors) were 
used to match the analytical solution. Figure 5.2 shows the pressure distribution, which is 
symmetric because of homogeneous permeability/porosity. 
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Figure 5.2: Pressure distribution along the X direction (Case Study 1) 
5.1.2 Case Study 2: CO2 Flooding 
A gas mixture, but mainly CO2, is injected at constant bottom hole pressure of 1250 psi. 
The production well also operates at a constant bottom hole pressure equal to 1100 psi.  
Table 5.2 describes this case study. 
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Table 5.2: Reservoir and fluid description (Case Study 2) 
Two-dimensional CO2 Flooding 
Dimensions (ft) 
Length 500 
Width 1000 
Thickness 20 
Number of Cells  800	(20x40x1) 
Number of Components 7 
Max. Number of Phases 4 
Porosity (fraction) 0.25 
Permeability (md) 
X 250 
Y 250 
Z 10 
Rock Compressibility (psix) 5 × 10x 
Water Compressibility (psix) 3 × 10x 
Initial Water Saturation (fraction) 0.25 
Irreducible Water Saturation (fraction) 0.25 
Reservoir Temperature ( F| ) 105 
Initial Reservoir Pressure (psi) 1100 
Number of Wells 2 1 Injector 
1 Producer 
Simulation Time (days) 1000 
 
 
A quarter of a five spot with 2 wells is modeled as shown in Figure 5.3. 
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Figure 5.3: Simulation model with grid cells and well locations (Case Study 2) 
 
To verify the accuracy of the parallel code, different simulation features were 
used and the results were compared. Table 5.3 shows the keywords of the features 
verified in this case study. 
Table 5.3: The keywords of tested features (Case Study 2) 
Features KEYWORD 
Flash Calculations Method IFLASHTYPE 
Method of Numerical Dispersion Control IUPSTW  
Well Model for Equivalent Well Radius IWM  
  
In the following sub sections, selective results are presented.  
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5.1.2.1 Conventional flash calculations and first-order upwind scheme 
Conventional flash calculations with one-point upstream weighting method are 
selected for the first study. The Babu and Odeh well model (Babu and Odeh, 1989) is 
used for well management. 
 The simulations were performed with UTCOMP, UTCOMPP with multiple (1, 2, 
4, 8, and 10) processors. Figure 5.4 shows the 2-D pressure distribution (in psi) at the end 
of the simulation. The results are perfectly consistent. 
 
 
Figure 5.4: Pressure distribution (in psi) at the end of simulation (Case Study 2.1) 
 
Figures 5.5, 5.6, and 5.7 show the average reservoir pressure, daily oil production 
rate, and daily gas production rate, respectively. 
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Figure 5.5: Average reservoir pressure (Case Study 2.1) 
 
Figure 5.6: Daily oil production rate in standard conditions (Case Study 2.1) 
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Figure 5.7: Daily gas production rate in standard conditions (Case Study 2.1) 
 
Material balance error is calculated as shown in Equation 5.2, in which CIPT is 
the total moles of hydrocarbon currently in place, CPRODT is the cumulative moles of 
hydrocarbon produced, CINJT is the cumulative moles of hydrocarbon injected, and 
OCIPT is the original total moles of hydrocarbon in place in the reservoir. 
Material balance errors were checked for all the runs. As shown in Figure 5.8, the 
errors are in the order of 10-14.  
 
 
`	(%) = 	 + () − #)	 × 100	 (5.2) 
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Figure 5.8: Material Balance Error (%) (Case Study 2.1) 
 
This problem is small (800 cells) and therefore, communications between the 
processors dominate the computational time. Hence, we should not expect a linear 
parallel efficiency.  Table 5.4 presents the computational time spent on the runs. As 
shown in Figure 5.9, above a certain number of processors, parallel efficiency is not as 
good as lower number of processors. For high number of processors, the problem size per 
processor is not large enough and therefore, communications considerably affect wall-
clock time. In the application part of this chapter, we present large scale simulations 
which give linear speedups.  
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Table 5.4: Computational times (Case Study 2.1) 
 
Computational time 
(seconds) 
UTCOMP 23.36 
UTCOMPP – 1 processor 23.64 
UTCOMPP – 2 processors 15.48 
UTCOMPP – 4 processors 10.13 
UTCOMPP – 8 processors 6.89 
UTCOMPP – 10 processors 6.81 
 
 
 
Figure 5.9: Computational times versus number of processors (Case Study 2.1) 
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5.1.2.2 Modified flash calculations 
The keyword IFLASHTYPE represents the method of flash calculations. When 
this keyword is set to 2, modified flash calculation will be done. Okuno (2009) 
implemented this method into the serial UTCOMP. 
Figure 5.10 plots the average reservoir pressure and Figure 5.11 plots the total oil 
production rate. 
 
 
Figure 5.10: Average reservoir pressure (Case Study 2.2) 
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Figure 5.11: Daily oil production rate in standard conditions (Case Study 2.2) 
5.1.2.3 Reduced flash calculations 
Okuno (2009) implemented reduced flash calculations into UTCOMP. This case 
was simulated with reduced flash and Figures 5.12 and 5.13 are the resulting average 
pressure and oil production rate for the reservoir. 
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Figure 5.12: Average reservoir pressure (Case Study 2.3) 
 
Figure 5.13: Daily oil production rate in standard conditions (Case Study 2.3) 
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5.1.2.4 Higher-order finite difference methods 
Higher order finite difference methods can be selected through IUPSTW 
keyword. When the value of flag IUPSTW is 1, the one-point upstream weighting 
scheme is used for numerical finite difference discretization. A Value greater than 1 
represents the higher order methods in which more points are used for upstream 
weighting. Chang (1990) presents the corresponding equations in detail.  Table 5.5 shows 
the higher order methods implemented in UTCOMP. 
Table 5.5: Higher-order finite differences available in UTCOMP   
Higher order finite difference method IUPSTW value 
Two-point upstream weighted 2 
Exponential upstream weighted third order 3 
Total variation diminishing third order 4 
 
The simulation results of three possible higher order methods available in 
UTCOMP are presented. For each method, average reservoir pressure and total oil 
production rate is plotted. There is very little difference in results of serial run and 
parallel. This difference is reasonable. In parallel UTCOMP, for those grid block arrays 
which affect their neighboring cells, we define one ghost layer between the processors. 
These layers are used for data exchange between the processors. Hence, a cell which is 
the processor boundary can have access to its next cell which is in the next processor 
through these ghost cells. In higher order finite difference methods, a cell needs to know 
the values of the next two cells. However, the cell in the processor’s boundary only has 
access to its next cell. Therefore, for those cells which are in the boundary of processors 
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we use lower order finite difference method, while we use higher order method for the 
rest of the grid blocks. This approximation causes a negligible error, but simplifies the 
development.  
 
5.1.2.4.1 Two-point upstream weighted method 
 
 
Figure 5.14: Average reservoir pressure (Case Study 2.4.1) 
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Figure 5.15: Daily oil production rate in standard conditions (Case Study 2.4.1) 
5.1.2.4.2 Exponential upstream weighted third order  
 
 
Figure 5.16: Average reservoir pressure (Case Study 2.4.2) 
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Figure 5.17: Daily oil production rate in standard conditions (Case Study 2.4.2) 
5.1.2.4.3 Total variation diminishing third order  
 
 
Figure 5.18: Average reservoir pressure (Case Study 2.4.3) 
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Figure 5.19: Daily oil production rate in standard conditions (Case Study 2.4.3) 
5.1.2.5 Peaceman well model 
Two different well index calculations were implemented into UTCOMP. Both 
methods are also available in UTCOMPP for parallel runs. In this section we show the 
accuracy of parallel code for Peaceman well index (IWM=2). 
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Figure 5.20: Average reservoir pressure (Case Study 2.5) 
 
Figure 5.21: Daily oil production rate in standard conditions (Case Study 2.5) 
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5.1.3 Case Study 3: Gas Injection 
This example is a reservoir containing 6 hydrocarbon components of “C1”, “C3”, 
“C6”, “C10”, “C15”, and “C20”. There is one production well and one injection well 
located in two opposite corners of the reservoir. Reservoir properties are homogeneous. 
We use 8000 cells to simulate gas injection into the reservoir. Injection well 
operates at constant bottom hole pressure of 3500 psi and production well operates at 
constant bottom hole pressure of 3100 psi. The simulation is for 1000 days.  
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Table 5.6: Reservoir and fluid description (Case Study 3) 
Three-dimensional Gas Injection 
Dimensions (ft) 
Length 3000 
Width 3000 
Thickness 250 
Number of Cells  8000	(40x40x5) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) 0.35 
Permeability (md) 
X 100 
Y 100 
Z 100 
Rock Compressibility (psix) 5 × 10x 
Water Compressibility (psix) 3 × 10x 
Initial Water Saturation (fraction) 0.2 
Irreducible Water Saturation (fraction) 0.2 
Reservoir Temperature ( F| ) 90 
Initial Reservoir Pressure (psi) 3100 
Number of Wells 2 1 Injector 
1 Producer 
Simulation Time (days) 1000 
 
The reservoir model is shown in Figure 5.22. 
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Figure 5.22: Reservoir model grid and well locations (Case Study 3) 
 
This simulation is performed using both serial UTCOMP and UTCOMPP with 1, 
2, 3, 4, 5, 6, 7, and 8 processors. The pressure distribution (psi) in the reservoir after 1000 
days is shown in Figure 5.23. Distributions are exactly the same which verifies the results 
of parallel simulation for arbitrary number of processors. 
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Figure 5.23: Pressure distribution (psi) the end of simulation (Case Study 3) 
 
For further verifications, average reservoir pressure and total oil production rate 
are also plotted.  
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Figure 5.24: Average reservoir pressure (Case Study 3) 
 
Figure 5.25: Daily oil production rate in standard conditions (Case Study 3) 
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Figure 5.26 plots the material balance error versus time for various numbers of 
processors. As shows, all the runs have an error in the order of 10-13. 
 
 
 
Figure 5.26: Material balance error versus time (Case Study 3) 
 
Although this problem was not large, we obtained a fairly significant speedup. If 
we run the problem using two processors, it is almost twice faster than using one 
processor, which is a linear speedup. However, as the number of processors increases 
communication becomes more considerable and speedup diverges from linear. 
Furthermore, number of grid blocks is not divisible by 3, 6, and 7. Hence, when 
simulation is performed using 3, 6, and 7 processors, all the processors do not have the 
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same number of cells. This issue decreases the parallel efficiency. Table 5.7 shows the 
wall-clock times for case study 3 and Figure 5.27 gives the plot. 
 
Table 5.7: Computational times (Case Study 3) 
 Computational time (seconds) 
UTCOMP 110.7 
UTCOMPP – 1 processor 126.8 
UTCOMPP – 2 processors 65.8 
UTCOMPP – 3 processors 47.9 
UTCOMPP – 4 processors 39.5 
UTCOMPP – 5 processors 31.6 
UTCOMPP – 6 processors 30.3 
UTCOMPP – 7 processors 24.9 
UTCOMPP – 8 processors 22.9 
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Figure 5.27: Computational time versus number of processors (Case Study 3) 
 
5.1.4 Case Study 4: CO2-Gas Injection 
In this example, we simulate injection of a combination of hydrocarbon gas and 
CO2 into a reservoir, which is described in Table 5.8. There are five wells, one 
production and four injection wells. Production well and one of the injection wells are 
vertical, while the other wells are horizontal. Figure 5.28 shows the reservoir model of 
this case study. 
Production well has a constraint to operate at bottom hole pressure of 4000 psi, 
while the injection wells work at pressure of 4800 psi.  
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Table 5.8: Reservoir and fluid description (Case Study 4) 
Two-dimensional CO2- Gas Injection 
Dimensions (ft) 
Length 6200 
Width 6400 
Thickness 10 
Number of Cells  992	(31x32x1) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) 0.3 
Permeability (md) 
X 90 
Y 90 
Z 90 
Rock Compressibility (psix) 4 × 10x 
Water Compressibility (psix) 3.3 × 10x 
Initial Water Saturation (fraction) 0.3 
Irreducible Water Saturation (fraction) 0.3 
Reservoir Temperature ( F| ) 335 
Initial Reservoir Pressure (psi) 4800 
Number of Wells 5 4 Injectors 
1 Producer 
Simulation Time (days) 365 
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Figure 5.28: Reservoir model with grid cells (Case Study 4) 
The reservoir fluid initially contains 17% CO2. All injection wells inject the same 
gas composition for one year. Figures 5.29 and 5.30 show the results of the simulation. 
Moreover, Figure 5.31 shows the material balance error versus time.  
 
 
Figure 5.29: Average reservoir Pressure (Case Study 4) 
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Figure 5.30: Daily oil production rate in standard conditions (Case Study 4) 
 
Figure 5.31: Material balance error (Case Study 4) 
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Table 5.9 shows the wall-clock time for different runs. Although the problem was small, 
a very good speedup values were obtained. As shown in Figure 5.32, the performances 
for 3 and 5 processors do not follow the expected path. The reason is that number of cells 
(992) is not divisible by 3 and 5. Therefore, all processors do not have the same number 
of cells. Consequently, we would not obtain the same performance as we obtained for 2 
and 4 processors.  
Table 5.9: Computational times (Case Study 4) 
 Computational time (seconds) 
UTCOMP 6.06 
UTCOMPP – 1 processor 6.85 
UTCOMPP – 2 processors 3.53 
UTCOMPP – 3 processors 3.26 
UTCOMPP – 4 processors 2.23 
UTCOMPP – 5 processors 2.83 
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Figure 5.32: Computational time versus number of processors (Case Study 4) 
 
5.1.5 Case Study 5: Asphaltene Precipitation 
Asphaltene precipitation was implemented in UTCOMP and described by Qin 
(1998). We used Case 5 from his thesis to verify the accuracy of parallel implementation 
for asphaltene precipitation.  
The reservoir is homogeneous and initially contains 4 mole% asphaltene. The 
detailed description of the reservoir is presented in Table 5.10.    
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Table 5.10: Reservoir and fluid description (Case Study 5) 
3-D Asphaltene Precipitation 
Dimensions (ft) 
Length 560 
Width 560 
Thickness 100 
Number of Cells  147	(7x7x3) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) 0.25 
Permeability (md) 
X 800 
Y 800 
Z 80 
Rock Compressibility (psix) 5 × 10x 
Water Compressibility (psix) 3.3 × 10x 
Initial Water Saturation (fraction) 0.3 
Irreducible Water Saturation (fraction) 0.2 
Reservoir Temperature ( F| ) 212 
Initial Reservoir Pressure (psi) 5200 
Number of Wells 2 1 Injector 
1 Producer 
Simulation Time (days) 1460 
 
The reservoir is divided into 147 cells to be simulated. The simulation time is 4 
years. In the first year, primary recovery is simulated. In this period, production well has 
a constant bottom hole pressure of 1500 psi. For the next 3 years, the reservoir is water 
flooded at constant rate of 300 stock tank barrels per day (STB/day). Asphaltene is 
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precipitated through the reservoir during the simulation and affects the production oil 
rate. 
 
 
Figure 5.33: Simulation model with grid cells (Case Study 5) 
We used 1, 2, and 3 processors to simulate this problem using UTCOMPP. For 
the purpose of verification, we run the same problem with UTCOMP as well. Figure 5.34 
shows the distribution of pressure through reservoir at the end of simulation (1460th day) 
for all runs. Furthermore, Figures 5.35, 5.36, and 5.37 show the average reservoir 
pressure versus time, surface oil rate versus time, and surface water production rate 
versus time, respectively.  
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Figure 5.34: Pressure distribution (in psi) at the end of simulation (Case Study 5) 
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Figure 5.35: Average reservoir pressure (Case Study 5) 
 
Figure 5.36: Daily oil production rate in standard conditions (Case Study 5) 
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Figure 5.37: Daily water production rate in standard conditions (Case Study 5) 
 
In Table 5.11, we show the computational times. Even though the problem is very 
small, we could achieve considerable speedup.  
 
Table 5.11: Computational times (Case Study 5) 
 Computational time (seconds) 
UTCOMP 8.00 
UTCOMPP – 1 processor 7.47 
UTCOMPP – 2 processors 4.61 
UTCOMPP – 3 processors 3.50 
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5.1.6 Case Study 6: CO2-Gas Injection (4 Phase Flow)  
This problem represents a continuous CO2-Gas injection to a reservoir described 
in Table 5.12. Crude oil contains 20 hydrocarbon components and there is water phase 
with maximum of 3 hydrocarbon phases (oil, gas, and second liquid). 
 
Table 5.12: Reservoir and fluid description (Case Study 6) 
Three-dimensional CO2-Gas Flooding {3-phase flash calculation} 
Dimensions (ft) 
Length 3750 
Width 3750 
Thickness 120 
Number of Cells  33,750	(75x75x6) 
Number of Components 20 
Max. Number of Phases 4 
Porosity (fraction) 0.25 
Permeability (md) 
X 100 
Y 100 
Z 10 
Rock Compressibility (psix) 50 × 10x 
Water Compressibility (psix) 3.3 × 10x 
Initial Water Saturation (fraction) 0.25 
Irreducible Water Saturation (fraction) 0.2 
Reservoir Temperature ( F| ) 260 
Initial Reservoir Pressure (psi) 2850 
Number of Wells 2 1 Injector 
1 Producer 
Simulation Time (days) 6000 
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As shown in Figure 5.38, the reservoir has two wells, one injector and one 
producer.  
 
Figure 5.38: Reservoir model and grid (Case Study 6) 
The mixture of CO2 and light hydrocarbon components are injected continuously 
for 6000 days at constant pressure of 2900 psi. Production well also operates at constant 
pressure of 2400 psi.  
We performed this simulation with UTCOMP and its parallel version using 1, 2, 
3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, and 15 processors. In Figure 5.39, we show the final 
gas saturation through the reservoir in the top layer for 1, 4, 8, and 15 processors’ runs. 
Moreover, Figure 5.40 plots the average reservoir pressure versus time for all the runs. 
As shown, there is an excellent match between the results obtained.  
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Figure 5.39: Gas saturation at the end of simulation (Case Study 6) 
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Figure 5.40: Average reservoir pressure (Case Study 6) 
 
Table 5.13 presents computational time spent for all the runs we performed for 
this problem. These data are plotted in Figure 5.41. The obtained parallel efficiency 
decreases as the number of processors increases. As shown in the plot, beyond a certain 
number of processors, we will not gain additional benefit from adding more processors. 
As we increase the number of processors, size per processor decreases. When there is 
substantial communication among processors compared to the actual computational time, 
there is no advantage to add more processors.  
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Table 5.13: Computational times (Case Study 6) 
 
Phase Behavior 
Computational 
time (seconds) 
Total 
Computational 
time (seconds) 
UTCOMP 9756 18416 
UTCOMPP – 1 processor 10602 21552 
UTCOMPP – 2 processors 5327 11661 
UTCOMPP – 3 processors 3535 7915 
UTCOMPP – 4 processors 2598 5939 
UTCOMPP – 5 processors 2070 4776 
UTCOMPP – 6 processors 1724 4085 
UTCOMPP – 7 processors 1466 3512 
UTCOMPP – 8 processors 1271 3174 
UTCOMPP – 9 processors 1146 2803 
UTCOMPP – 10 processors 1031 2552 
UTCOMPP – 11 processors 931 2284 
UTCOMPP – 12 processors 855 2222 
UTCOMPP – 13 processors 798 1986 
UTCOMPP – 14 processors 721 1905 
UTCOMPP – 15 processors 685 1707 
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Figure 5.41: Computational time versus number of processors (Case Study 6) 
 
5.2 APPLICATIONS 
5.2.1 Case Study 7: WAG Injection-Heterogeneous 
In this case study, a WAG injection process is simulated. The reservoir is depleted 
with natural driving force in the first 200 days followed by two and half WAG cycles. 
The general description of the reservoir is presented in Table 5.14. Crude oil contains 6 
components: “C1”, “C3”, “C6”, “C10”, “C15”, and “C20”.  
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Table 5.14: Reservoir and fluid description (Case Study 7) 
Three-dimensional WAG Injection 
Dimensions (ft) 
Length 3500 
Width 3500 
Thickness 100 
Number of Cells  200,000	(200x200x5) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) Heterogenous 
Permeability (md) 
X Heterogenous 
Y Heterogenous 
Z 10 
Rock Compressibility (psix) 5 × 10x 
Water Compressibility (psix) 3.3 × 10x 
Initial Water Saturation (fraction) 0.2 
Irreducible Water Saturation (fraction) 0.2 
Reservoir Temperature ( F| ) 160 
Initial Reservoir Pressure (psi) 4000 
Number of Wells 2 1 Injector 
1 Producer 
Simulation Time (days) 2410 
 
The reservoir has heterogeneous porosity and permeability distributions as shown 
in Figures 5.42 and 5.43, respectively.  
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Figure 5.42: Porosity distribution (Case Study 7) 
 
 
Figure 5.43: Permeability distribution (Case Study 7) 
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There are two wells as shown in Figure 5.44.  The production well is operating 
continuously during the simulation at constant pressure of 3000 psi. The injection well is 
closed for the first 200 days. Then water is injected for 1810 days continuously at 
constant pressure of 4500 psi. Water injection is followed by 100 days of gas injection 
with the same injection pressure. Then water is injected with the same pressure for 100 
days and followed by 100 days of gas injection. Water injection is the alternative for the 
last 100 days. 
 
 
Figure 5.44: Reservoir model (Case Study 7) 
To show the accuracy of the results and visualization of the outputs, we run the 
simulations on the Petros. The results of UTCOMPP are compared with those of 
UTCOMP and CMG (GEM, 2011). Figure 5.45 and Figure 5.46 show the average 
reservoir pressure and the surface oil production rate, respectively. These figures 
compare the results obtained from CMG, UTCOMP, and UTCOMPP (1, 2, 4, 8, 10, 20, 
and 25 processors).  
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Figure 5.45: Average reservoir pressure (Case Study 7) 
 
Figure 5.46: Daily oil production rate in standard conditions (Case Study 7) 
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Because TACC regularly has an upper limit for time required for the submitted 
jobs, not adequate for finishing 1 and 2 processors’ runs, we are not able to run this 
problem with 1 and 2 processors at TACC. Therefore, we use 4 processors’ run as the 
base of speedup calculations. In other words, we assume 4 processors’ run to have a 
linear speedup of 4. Then we calculate other speedups based on the 4 processors’ time. 
Table 5.15 contains computational times (in seconds) spent on different sections 
explained as follows: 
• “Communication” time mainly consists of the time spent for updating the 
ghost layers and exchanging data between the processors during 
simulation.  
• “Matrix Computation” time includes the time spent for the calculation and 
assembling the linear system of equations (matrix elements and right-
hand-side vector). 
• “Solver” time is the computational time spent for solving the linear system 
of equations.  
• “Concentration and properties” time refers to the time spent for explicit 
calculations of concentrations, saturations, and physical properties such as 
viscosities, densities, and relative permeabilities.  
• “Phase behavior” time is the time spent for flash calculations during the 
simulation. 
• “Others” consists of the time spent for reading data from the INPUT file 
and distributing among processors, communications for outputs, 
initializations such as calculation of initial oil and gas in-place, well 
management, time-step calculations, etc.  
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Table 5.15: Detailed computational times (Case Study 7) 
 
Figure 5.47 compares percentages of contribution of each section in total 
execution time. “Phase Behavior” takes the lion’s share. The percentage of “Others” 
increases as the number of processors increases because this section contains I/O, 
considering the heterogeneity, for which one processor is responsible to read input data 
and distribute between the processors. Percentages of “Solver”, “Phase Behavior”, and 
“Matrix Computations” are approximately constant which may demonstrate the 
parallelization efficiency. However, those percentages change for very high number of 
processors because percentages of “Others” and “Solver” increase considerably. The 
computational times could also be compared through Figure 5.48.  
 
 
 
4PRC 8PRC 10PRC 20PRC 25PRC 40PRC 50PRC 80PRC 
Communication 6664 7666 7032 4215 3307 1878 1420 936 
Matrix Computation 7359 3224 2411 1160 917 548 432 259 
Solver 6882 3268 2669 1488 1274 948 853 992 
Concentration 
& Properties 21622 9318 7048 2894 2195 1252 983 605 
Phase Behavior 102119 50871 40558 20260 16199 10139 8056 5052 
Others 496 256 267 886 1074 1263 1253 1823 
Total 145142 74603 59985 30903 24966 16028 12997 9667 
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Figure 5.47: Contributions of sections in total computational time (Case Study 7) 
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Figure 5.48: Computational times (Case Study 7) 
Considering wall-clock time of 4 processors’ run as the base, speedups could be 
calculated as shown in Table 5.16. These data are plotted in Figure 5.49. A linear 
speedup is approximately achieved below 20 processors. As shown in Table 5.15, for 80 
processors’ run, solver time increases compared to runs with lower number of processors; 
therefore, its speedup deviates considerably from linear. The problem size is 2500 cells 
per processor when we use 80 processors, which is not large enough. Consequently, 
0
20000
40000
60000
80000
100000
120000
140000
160000
4PRC 8PRC 10PRC 20PRC 25PRC 40PRC 50PRC 80PRC
C
o
m
pu
ta
tio
n
a
l t
im
e 
(se
co
n
ds
)
Others
Phase Behavior
Conc. & Prop.
Solver
Matrix Computations
Communications
 79 
communications in the solver are more time consuming and dominate the total solver 
computational time.  
 
Table 5.16: Speedup values (Case Study 7) 
# of 
Processors 
Wall-clock time 
(hours) Speedup 
4 40.32 4 
8 20.72 7.78 
10 16.66 9.68 
20 8.58 18.79 
25 6.94 23.25 
40 4.45 36.22 
50 3.61 44.67 
80 2.69 60.06 
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Figure 5.49: Speedup curve (Case Study 7) 
 
5.2.2 Case Study 8: WAG Injection-Homogeneous  
In this case study, WAG injection process is studied. The reservoir and fluid 
properties are presented in Table 5.17. The reservoir has 5 wells with an inverted 5-spot 
pattern in which one injection well is located in the center and 4 production wells in the 
corners visualized in Figure 5.50.  
The crude oil initially contains 0.2% Carbon Dioxide (CO2). The other 
components present in reservoir fluid are “C1”, “C2-C3”, “C4-C6”, “PS1”, and “PS2”. 
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Table 5.17: Reservoir and fluid description (Case Study 8) 
Three-dimensional WAG Injection  
Dimensions (ft) 
Length 4500 
Width 4800 
Thickness 50 
Number of Cells  240,000	(150x160x10) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) 0.3 
Permeability (md) 
X 90 
Y 90 
Z 90 
Rock Compressibility (psix) 4 × 10x 
Water Compressibility (psix) 3.3 × 10x 
Initial Water Saturation (fraction) 0.3 
Irreducible Water Saturation (fraction) 0.3 
Reservoir Temperature ( F| ) 90 
Initial Reservoir Pressure (psi) 4800 
Number of Wells 5 1 Injector 
4 Producers 
Simulation Time (days) 4500 
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Figure 5.50: Reservoir model (Case Study 8) 
 
The total simulation time is 4500 days according to the following recurrent 
schedule:  
1) 0<Time<100: The reservoir is in primary production period and injection 
well is closed. Four production wells operate at a constant pressure equal 
to 4700 psi. 
2)  100<Time<200: Injection well is still closed; however, pressure in 
production wells drops to 4600 psi. 
3) 200<Time<365: Injection well is still closed; however, pressure in 
production wells drops to 4500 psi. 
4) 365<Time<1460: Production wells continue operating at constant pressure 
of 4500 psi. Injection well is opened and water is injected at a constant 
rate of 1500 STB/day. However, the injection well switches to constant 
pressure constraint if the bottom hole pressure exceeds 6000 psi. 
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5)  1460<Time<1825: The constraint of production wells does not change, 
but the injection well switches from water to gas injection. The injected 
gas, mainly a mixture of CO2 and C1, injected at constant rate of 5000 
scf/day.  However, the constraint switches to constant pressure if the 
bottom hole pressure exceeds 6000 psi.  
6) 1825<Time<2200: In this period, wells operate the same as period (4) 
7) 2200<Time<2400: In this period, wells operate the same as period (5) 
8) 2400<Time<2800: In this period, wells operate the same as period (4) 
9) 2800<Time<3000: In this period, wells operate the same as period (5) 
10) 3000<Time<3350: In this period, wells operate the same as period (4) 
11) 3350<Time<3500: In this period, wells operate the same as period (5) 
12) 3500<Time<4000: In this period, wells operate the same as period (4) 
13) 4000<Time<4250: In this period, wells operate the same as period (5) 
14) 4250<Time<4500: In this period, wells operate the same as period (4) 
 
UTCOMPP was applied to simulate this problem. Multiple choices for number of 
processors were used to validate the accuracy and measure the parallel efficiency.  For 
validation, the problem was simulated using 1, 2, 4, 5, 8, 10, 16, 20, 32, and 40 
processors in the Petros cluster.  
Figure 5.51 and Figure 5.52 present the average reservoir pressure and oil rate in 
standard condition, respectively. The results obtained using multiple number of 
processors are perfectly matched. Saturation distributions could also be used for 
validations. Figure 5.53 maps gas saturation at the end of simulation.  
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Figure 5.51: Average reservoir pressure (Case Study 8) 
 
Figure 5.52: Daily oil production rate in standard conditions (Case Study 8) 
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Figure 5.53: Distribution of gas saturation at the end of simulation (Case Study 8) 
Material balance error is another measure to represent accuracy. Material balance 
errors, which are in the order of 10-12, are presented in Figure 5.54.  
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Figure 5.54: Material balance error (Case Study 8) 
Because of the same reason explained in Case Study 7, we could not run this case 
with 1 processor in the Lonestar cluster. Therefore, we take wall-clock time of 2 
processors as the base for the speedup calculations. Detailed execution times (in seconds) 
are presented in Table 5.18. In Figure 5.55, pie charts of the execution times for 2, 8, 16, 
and 32 processors are presented. Because the problem is homogeneous, the percentage of 
“Others” does not change. The percentage of “Communications” increases because of 
higher number of processors. The percentages of other parts are approximately constant, 
which shows the efficiency of parallelization.  
The detailed computational times could also be visualized via Figure 5.56. 
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Table 5.18: Detailed computational times (Case Study 8) 
 
 
 
Figure 5.55: Contributions of various sections to wall-clock time (Case Study 8) 
 
 
2PRC 4PRC 5PRC 8PRC 10PRC 16PRC 20PRC 32PRC 40PRC 
Communication 1069 1023 1198 1001 907 793 763 816 798 
Matrix Computation 19298 8262 6269 3581 2789 1605 1246 776 583 
Solver 7756 3613 2764 1699 1375 884 731 491 419 
Concentration 
& Properties 32971 17896 15653 9660 7835 4890 3883 2511 1791 
Phase Behavior 97207 49281 39260 24563 19707 12178 9808 6182 4811 
Others 944 482 366 260 219 165 127 119 104 
Total 159245 80557 65510 40764 32832 20515 16558 10895 8506 
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Figure 5.56: Computational times (Case Study 8) 
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Table 5.19 presents the measured speedups based on a linear speedup for the 2 
processors’ run. These data can be plotted to obtain the speedup curve as shown in Figure 
5.57. Below 20 processors, an approximate linear speedup can be obtained. Above this 
number, speedup curve starts to deviate from linear; however, even for 40 processors, we 
can still achieve an excellent speedup close to linear.  
 
Table 5.19: Speedup values (Case Study 8) 
# of 
Processors 
Wall-clock time 
(hours) Speedup 
2 44.23 2 
4 22.38 3.95 
5 18.20 4.86 
8 11.32 7.81 
10 9.12 9.70 
16 5.70 15.52 
20 4.60 19.23 
32 3.03 29.23 
40 2.36 37.44 
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Figure 5.57: Speedup curve (Case Study 8) 
 
5.2.3 Case Study 9: Simultaneous Water-Gas Injection 
In this problem, simultaneous water-gas injection is simulated. The reservoir 
description is presented in Table 5.20.  
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Table 5.20: Reservoir and fluid description (Case Study 9) 
Simultaneous Water-Gas Injection 
Dimensions (ft) 
Length 5600 
Width 5600 
Thickness 100 
Number of Cells  800,000	(400x400x5) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) Heterogenous 
Permeability (md) 
X Heterogenous 
Y Heterogenous 
Z 10 
Rock Compressibility (psix) 50 × 10x 
Water Compressibility (psix) 3 × 10x 
Initial Water Saturation (fraction) 0.17 
Irreducible Water Saturation (fraction) 0.17 
Reservoir Temperature ( F| ) 250 
Initial Reservoir Pressure (psi) 4000 
Number of Wells 25 13 Injectors 
12 Producers 
Simulation Time (days) 1095 
 
The reservoir fluid has 6 components and in the initial conditions is black oil. The 
P-T diagram of the initial composition of the reservoir fluid is shown in Figure 5.58.  
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Figure 5.58: P-T diagram of the reservoir fluid at initial conditions (Case Study 9) 
 
The porosity and permeability distributions are highly heterogeneous. 
Distributions of these properties are generated using Petrel (Schlumberger, 2011) as 
shown in Figure 5.59 and Figure 5.60. 
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Figure 5.59: Porosity distribution (Case Study 9) 
 
Figure 5.60: Permeability distribution (Case Study 9) 
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The reservoir has 25 wells of which 13 are injectors and 12 are producers, as 
visualized in Figure 5.61.  
 
 
Figure 5.61: Reservoir model (Case Study 9) 
 
The designed recurrent processes are as following: 
• In the first year, the injection wells inject water at a constant rate of 7500 
STB/day. If the bottom hole pressure exceeds 6000 psi, constraint 
switches to constant pressure. The production wells operate at constant 
pressure equal to 3700 psi. 
• In the second year, water and gas are simultaneously injected. Water 
molar fraction of the injected mixture is 0.75; and the injection wells 
operate at constant pressure of 4300 psi. Constraint of the production wells 
does not change.  
• In the third year, only water is injected at the same constraint as in the first 
year. The production wells continue operating at the same constraint. 
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This problem was simulated using 4, 5, 8, 10, 16, 20, 25, 40, 50, 80, and 100 
processors. The results are perfectly matched.  
Figure 5.62 illustrates the average reservoir pressure obtained.   
 
 
Figure 5.62: Average reservoir pressure (Case Study 9) 
Figures 5.63, 5.64, and 5.65 show water, oil, and gas rates, respectively. 
Moreover, oil recovery is plotted in Figure 5.66.  
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Figure 5.63: Daily water production rate in standard conditions (Case Study 9) 
 
Figure 5.64: Daily oil production rate in standard conditions (Case Study 9) 
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Figure 5.65: Daily gas production rate in standard conditions (Case Study 9) 
 
Figure 5.66: Oil recovery (Case Study 9) 
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To visualize the saturation distributions at the end of simulation, we used the 
results obtained of the run with 4 processors. Figures 5.67, 5.68, and 5.69 illustrate the 
distributions of water, oil and gas, respectively.  
 
 
Figure 5.67: Distribution of water saturation at 1000 days (Case Study 9) 
 
Figure 5.68:  Distribution of oil saturation at 1000 days (Case Study 9) 
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Figure 5.69: Distribution of gas saturation at 1000 days (Case Study 9) 
 
In order to verify the obtained distributions using multiple numbers of processors, 
oil saturation distribution is presented in Figure 5.70 for 4, 16, 40, and 80 processors.  
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Figure 5.70: Oil saturation distributions at 1000 days (Case Study 9) 
 
The last verification of the results was done by plotting the material balance 
errors. Figure 5.71 shows the material balance error curves.  
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Figure 5.71: Material balance error (Case Study 9) 
In Table 5.21, detailed computational times (in seconds) are presented. The 
portion of “Communication” increases as the number of processors increases. These 
results are shown in Figure 5.72. The portion of “Others” also increases, mainly because 
of the heterogeneity of the problem, as one processor is responsible for reading the input 
data. 
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Table 5.21: Detailed computational times (Case Study 9) 
 
 
 
Figure 5.72: Contributions of various sections to wall-clock time (Case Study 9) 
 
4PRC 8PRC 10PRC 16PRC 20PRC 40PRC 80PRC 100PRC 
Communication 1148 2173 1999 1806 1586 1083 650 551 
Matrix Computation 14517 6973 5352 2977 2244 940 439 345 
Solver 6114 2963 2292 1463 1114 587 431 311 
Concentration 
& Properties 19048 8427 8020 4911 3864 1704 796 606 
Phase Behavior 82062 40614 32802 20409 16337 8044 4010 3194 
Others 546 347 273 213 192 261 395 440 
Total 123435 61497 50738 31779 25337 12619 6721 5447 
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Figure 5.73 illustrates the results presented in Table 5.21.  
 
 
Figure 5.73: Computational times (Case Study 9) 
Speedup values could be estimated considering wall-clock time of the run with 4 
processors as the base. Speedup values are presented in Table 5.22. Subsequently, the 
speedup curve could be plotted, as shown in Figure 5.74. 
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Table 5.22: Speedup values (Case Study 9) 
# of 
Processors 
Wall-clock time 
(hours) Speedup 
4 34.29 4.00 
8 17.08 8.03 
10 14.09 9.73 
16 8.83 15.54 
20 7.04 19.49 
40 3.51 39.13 
80 1.87 73.46 
100 1.51 90.64 
 
 
Figure 5.74: Speedup curve (Case Study 9) 
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5.2.4 Case Study 10: CO2 Flooding 
Case Study 10 is a homogeneous problem designed to simulate CO2 injection in 
large scale. The reservoir is described in Table 5.23.  
 
Table 5.23: Reservoir and fluid description (Case Study 10) 
Three-dimensional CO2 Alternating Water Flooding  
Dimensions (ft) 
Length 4200 
Width 8960 
Thickness 150 
Number of Cells  1,920,000	(300x640x10) 
Number of Components 7 
Max. Number of Phases 3 
Porosity (fraction) 0.25 
Permeability (md) 
X 100 
Y 100 
Z 10 
Rock Compressibility (psix) 50 × 10x 
Water Compressibility (psix) 3 × 10x 
Initial Water Saturation (fraction) 0.25 
Irreducible Water Saturation (fraction) 0.25 
Reservoir Temperature ( F| ) 110 
Initial Reservoir Pressure (psi) 1250 
Number of Wells 50 30 Injectors 
20 Producers 
Simulation Time (days) 1000 
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There are 50 wells, of which 30 are injectors and 20 are producers, which form 20 
5-spot patterns. The reservoir is visualized in Figure 5.75. 
 
 
Figure 5.75: Reservoir model (Case Study 10) 
 
The production wells continuously operate at a constant pressure equal to 1200 
psi. The injection wells begin with water injection and switch to CO2 injection after 850 
days. Initial constraint of an injection well is constant rate of 500 STB/day. However, if 
the bottom hole pressure exceeds 2000 psi, the constraint switches to constant pressure. 
After 850 days, gas is injected at a rate of 2000 scf/day in each injection well.  
We simulated this problem using 2, 4, 5, 8, 10, 16, 20, 32, 40, 50, 64, 80, 100, and 
128 processors. To increase the accuracy of simulation results, total variation diminishing 
third-order method was used for numerical dispersion control. Figure 5.76 and Figure 
5.77 display the average reservoir pressure and the oil rate, respectively.   
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Figure 5.76: Average reservoir pressure (Case Study 10) 
 
Figure 5.77: Daily oil production rate in standard conditions (Case Study 10) 
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Figure 5.78 presents the material balance errors. The errors are significantly 
small, which could indicate the accuracy of the results.  
 
 
Figure 5.78: Material balance error (Case Study 10) 
Computational times (in seconds) are presented in Table 5.24 and are visualized 
in Figures 5.79 and 5.80. The lowest number of processors is 2. It was not possible to run 
this problem on one computing node due to lack of memory. Therefore, the minimum 
number of processors, which could run this case study, was 2.  
Because the problem is homogeneous and I/O is fast, the percentage of “Others” 
remains approximately constant as the number of processors increases. The fraction of 
“Communications” increases as expected. Percentages of other parts do not change 
significantly and remain constant, which demonstrate the excellent efficiency of 
parallelization.   
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Table 5.24: Detailed computational times (Case Study 10) 
 
 
2PRC 8PRC 10PRC 16PRC 32PRC 40PRC 64PRC 100PRC 128PRC 
Communication 652 264 137 317 356 251 310 219 220 
Matrix Computation 10949 2335 1720 1091 428 298 182 110 86 
Solver 3886 851 542 351 177 140 104 62 59 
Concentration 
& Properties 15218 3263 2290 1800 911 627 399 244 190 
Phase Behavior 52397 12580 9294 6310 3077 2233 1490 964 783 
Others 431 83 57 43 35 50 76 57 82 
Total 83533 19376 14040 9912 4984 3599 2561 1656 1420 
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Figure 5.79: Contributions of various sections to wall-clock time (Case Study 10) 
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Figure 5.80: Computational times (Case Study 10) 
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Speedup values are given in Table 5.25. Subsequently, the speedup curve is 
plotted, as shown in Figure 5.81. The speedup curve is perfectly linear until 100 
processors and then starts deviating. Surprisingly, a super-linear speedup is also obtained, 
which could be due to access time to RAM memory, as explained in Chapter 2.  
  
Table 5.25: Speedup values (Case Study 10) 
# of 
Processors 
Wall-clock time 
(hours) Speedup 
2 23.20 2 
5 8.09 5.73 
8 5.38 8.62 
10 3.90 11.90 
16 2.75 16.85 
32 1.38 33.52 
40 1.00 46.42 
50 0.83 55.82 
64 0.71 65.23 
100 0.46 100.89 
128 0.39 117.65 
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Figure 5.81: Speedup curve (Case Study 10) 
 
5.2.5 Case study 11: Water Flooding 
5.2.5.1 Part A 
This problem is designed to have 2,560,000 cells of which 1697680 are active. 
UTCOMPP excludes the inactive cells from the calculations and memory allocations, 
consequently, saves significant amount of memory and computational time.  
The reservoir description is presented in Table 5.26.  
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Table 5.26: Reservoir and fluid description (Case Study 11) 
Three-dimensional Water Flooding  
Dimensions (ft) 
Length 6000 
Width 4800 
Thickness 200 
Number of Cells  2,560,000	(400x320x20) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) Heterogenous 
Permeability (md) 
X Heterogenous 
Y Heterogenous 
Z Heterogenous 
Rock Compressibility (psix) 50 × 10x 
Water Compressibility (psix) 3 × 10x 
Initial Water Saturation (fraction) 0.17 
Irreducible Water Saturation (fraction) 0.17 
Reservoir Temperature ( F| ) 90 
Initial Reservoir Pressure (psi) 3100 
Number of Wells 30 17 Injectors 
13 Producers 
Simulation Time (days) 5000 
 
The heterogeneous properties of the reservoir were generated using Petrel. 
Permeability values have a mean of 850 md and standard deviation (logarithmic) of 0.35. 
The mean of porosity values is 0.2 and the standard deviation is 0.025. Figures 5.82 and 
5.83 show distributions of permeability and porosity, respectively.  
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Figure 5.82: Permeability distribution (Case Study 11) 
          
Figure 5.83: Porosity distribution (Case Study 11) 
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The log-normal distribution of permeability and the normal distribution of 
porosity are displayed in Figures 5.84 and 5.85, respectively.  
  
 
Figure 5.84: Normal distribution of permeability (Case Study 11) 
 
Figure 5.85: Normal distribution of porosity (Case Study 11) 
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The reservoir has 17 injection wells and 13 production wells, as shown in Figure 
5.86. Locations of the wells were selected based on the permeability distribution.  
 
 
Figure 5.86: Reservoir model (Case Study 11) 
Water is continuously injected into the reservoir for 5000 days. The injection 
wells operate at a constant rate of 1000 STB/day, however, if the bottom hole pressure 
exceeds 5000 psi, the constraint switches to constant pressure. The bottom hole pressure 
of the production wells is constant and is equal to 3050 psi.   
We run this problem using 1, 2, 4, 8, 10, 16, 20, 32, 40, 64, and 80 processors. 
The total variation diminishing third-order method was used for numerical dispersion 
control to increase the accuracy of simulation results. 
Figure 5.87 shows the pressure distribution at the end of simulation for runs with 
1, 16, 32, and 64 processors.   
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Figure 5.87: Pressure distribution (in psi) at the end of simulation (Case Study 11) 
 
Average reservoir pressure is plotted in Figure 5.88. Moreover, water rate and oil 
rate are displayed in Figure 5.89 and Figure 5.90, respectively.  
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Figure 5.88: Average reservoir pressure (Case Study 11) 
 
Figure 5.89: Daily water production rate in standard conditions (Case Study 11) 
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Figure 5.90: Daily oil production rate in standard conditions (Case Study 11) 
 
  
 Material balance error is also used to verify the results. Figure 5.91 demonstrates 
the material balance errors for the simulation runs. The error, as shown, is in the order of 
10-13, which is significantly small.  
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Figure 5.91: Material balance error (Case Study 11) 
 
Computational times (in seconds) are given in Table 5.27. 
  
Table 5.27: Detailed computational times (Case Study 11) 
 
1PRC 2PRC 4PRC 8PRC 16PRC 32PRC 40PRC 64PRC 80PRC 
Communication 0 276 1342 2265 1687 1156 958 596 456 
Matrix 
Computation 20369 9928 4905 2176 977 410 311 179 103 
Solver 27355 14891 7291 4528 1811 986 784 493 372 
Concentration 
& Properties 35539 17708 15452 7268 2889 1220 924 541 397 
Phase Behavior 94315 46336 23076 11571 5749 2884 2297 1455 1135 
Others 1043 551 326 298 268 272 292 364 385 
Total 178621 89690 52392 28106 13381 6928 5566 3628 2848 
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Pie-charts of execution times are presented in Figure 5.92. As mentioned in 
previous sections, because of heterogeneity, percentage of “Others” becomes 
considerable for large number of processors. As shown in Figure 5.92, the percentage of 
“Others” for 64-processors’ run is 10%.  Communications is also a large fraction for the 
run with 64 processors.  
 
 
Figure 5.92: Contributions of various sections to wall-clock time (Case Study 11) 
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Computational times are also shown in Figure 5.93. As depicted, a considerable 
fraction of wall-clock time belongs to phase behavior, even for a run with a large number 
of processors.  
 
 
Figure 5.93: Computational time (Case Study 11) 
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Speedup values are presented in Table 5.28 and are plotted in Figure 5.94. The 
speedup curve for this case study is not as linear as other case studies, justified in the next 
paragraph.  
 
Table 5.28: Speedup values (Case Study 11) 
# of 
Processors 
Wall-clock time 
(hours) Speedup 
1 49.62 1 
2 24.91 1.99 
4 14.55 3.41 
8 7.81 6.36 
10 6.08 8.16 
16 3.72 13.35 
20 3.01 16.46 
32 1.92 25.78 
40 1.55 32.09 
64 1.01 49.23 
80 0.79 62.81 
 
 
 
 125 
 
Figure 5.94: Speedup curve (Case Study 11) 
 
 
The reservoir is divided among the processors in the Y direction such that the 
total number of cells is approximately the same for all processors present in the parallel 
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for all the processors. For this case study, because of its irregular shape, the number of 
active cells in the processors is considerably different. For instance, for a run with 4 
processors as shown in Table 5.29, one processor has 304,420 active cells while another 
processor has 544,720 active cells. 
Table 5.29: Active cells statistics (Case Study 11) 
# of Processors Max. NB Min. NB Difference Between Max. & Min. 
1 1697680 1697680 0 
2 849140 848540 600 
4 544720 304420 240300 
8 283340 102160 181180 
10 227280 70960 156320 
16 141680 30860 110820 
20 114220 19740 94480 
32 71480 8140 63340 
40 57320 5440 51880 
64 35880 2420 33460 
80 28720 1680 27040 
 
Because in a parallel simulation no processor should remain idle, if one processor 
handles more computations than others, then the overall execution becomes slow and 
therefore a linear speedup will not be obtained.   
5.2.5.2 Part B 
In this part, the significance of the inactive cell option is demonstrated. The same 
reservoir as described in Part A is simulated for 3000 days. Two series of runs were 
performed. In the first series, the normal procedure of UTCOMPP was followed and the 
inactive cells were excluded and only active cells were considered in calculations. In the 
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second series, all cells (2,560,000) were included in the calculations, considering that the 
cells which were considered inactive in the previous series of runs had very small 
permeability values. This second approach is the same way in which inactive cells are 
treated as in the original code of UTCOMP. Both series of runs were performed using 
multiple processors.  
Figures 5.95 and 5.96 show the surface production rates of water and oil, 
respectively. As shown, results of both approaches using multiple processors are 
perfectly matched. 
 
 
Figure 5.95: Daily water production rate in standard conditions  
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Figure 5.96: Daily oil production rate in standard conditions  
 
Table 5.30 presents the computational times (in seconds) for the major time-
consuming sections, comparing two serious of runs. “Inactive” refers to first series in 
which inactive cells are excluded from calculations and “All-active” refers to second 
series in which all cells, as explained above, are considered active and included in the 
calculations. If one processor is used, the 24 GB memory of one computing node is not 
enough for including all cells; therefore, the second approach cannot be used on one 
computing node from the Lonestar cluster. This insufficient memory for the second 
approach demonstrates the advantage of UTCOMPP’s memory optimization by only 
allocating the memory required for the active cells. 
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Table 5.30: Computational times 
 
 
 Comm. Mat. Sol. Conc. Phase Others Total 
1 PRC 
Inactive 0 11554 11104 17634 48220 869 89381 
All-active Insufficient Memory 
2 PRC 
Inactive 284 5060 6864 9154 24535 808 46705 
All-active 392 7677 4294 11940 37385 566 62254 
4 PRC 
Inactive 900 2378 3504 7968 12193 266 27209 
All-active 838 3905 2121 6191 18622 330 32007 
8 PRC 
Inactive 1108 1138 1806 3764 6113 255 14184 
All-active 126 1759 809 2696 9262 226 14878 
10 PRC 
Inactive 1111 877 1440 2778 4904 213 11323 
All-active 156 1434 648 2221 7678 212 12349 
16 PRC 
Inactive 904 510 863 1511 3025 244 7057 
All-active 114 801 404 1255 4632 192 7398 
20 PRC 
Inactive 840 391 704 1163 2431 208 5737 
All-active 116 633 326 1027 3744 181 6027 
32 PRC 
Inactive 608 214 446 635 1519 231 3653 
All-active 132 334 204 601 2284 177 3732 
40 PRC 
Inactive 500 164 353 481 1220 249 2967 
All-active 105 262 172 506 1895 394 3334 
64 PRC 
Inactive 311 93 229 284 769 282 1968 
All-active 111 142 113 319 1164 180 2029 
80 PRC 
Inactive 239 71 181 210 604 271 1576 
All-active 92 108 109 238 910 183 1640 
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Speedup values with respect to execution time of the run with 2 processors could 
be estimated, as presented in Table 5.31.  
Table 5.31: Speedup values 
# of 
Processors  
Number 
of 
time steps 
Difference between 
Max. NB and Min. NB 
Wall-
clock 
time 
(hours) 
Speedup 
2 
Inactive 2704 600 12.97 2.00 
All-active 2719 0 17.29 2.00 
4 
Inactive 2733 240300 7.56 3.43 
All-active 2715 0 8.89 3.89 
8 
Inactive 2721 181180 3.94 6.59 
All-active 2708 0 4.13 8.37 
10 
Inactive 2731 156320 3.15 8.25 
All-active 2801 0 3.43 10.08 
16 
Inactive 2715 110820 1.96 13.24 
All-active 2724 0 2.06 16.83 
20 
Inactive 2703 94480 1.59 16.28 
All-active 2729 0 1.67 20.66 
32 
Inactive 2728 63340 1.01 25.57 
All-active 2702 0 1.04 33.36 
40 
Inactive 2735 51880 0.82 31.48 
All-active 2782 0 0.93 37.34 
64 
Inactive 2737 33460 0.55 47.46 
All-active 2719 0 0.56 61.36 
80 
Inactive 2720 27040 0.44 59.27 
All-active 2691 0 0.46 75.92 
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The wall-clock time (in hours) are compared for 2 series of runs in Figure 5.97.  
 
 
 
Figure 5.97: Wall-clock times versus number of processors 
As shown in Figure 5.97, for the lower number of processors, excluding inactive 
cells from computations will save a considerable amount of time. However, for the runs 
using more than 8 processors, the computational times for both approaches are 
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0
2
4
6
8
10
12
14
16
18
20
0 8 16 24 32 40 48 56 64 72 80
W
al
l-c
lo
ck
 
tim
e 
(ho
u
rs
)
Number of Processors
Inactive
No-
Inactive
All-
active 
 132 
the first approach is much lower than the second approach, the overall execution time is 
the same as of the second approach because of the difference in the number of active cells 
owned by the processors. 
As explained in the last paragraph of part A, NB is defined as the number of 
active cells which are included in calculations. In the second serious of runs, all cells in 
the domain are considered active and therefore, all processors will have the same number 
of cells in the calculations. Therefore, NB is the same for all processors. However, in the 
first approach (All-active), the cells outside of the reservoir are considered inactive and 
excluded from calculations. Subsequently, when the reservoir is divided between the 
processors in the Y direction, the processors may have different NBs. Speedup is 
considerably affected by the difference between maximum of NB and minimum of NB 
between the processors. Max. NB refers to the slowest processor, which has the highest 
amount of computations; while, Min. NB refers to the fastest processor, which has the 
lowest amount of computations. When processors are running in parallel, they are 
communicating several times during each time step. Therefore, if one processor is slow 
due to imbalance amount of computations, the entire computational process will suffer 
because all processors have to wait until the computations are completed in the entire 
system. Consequently, for the first series of runs (Inactive), the speedup curve will 
deviate from linear more than first series. 
Figure 5.98 shows the speedup curves obtained for two series of runs. Because 
NB is the same for all processors in All-active approach, speedup curve is almost linear 
with a super-linear speedup for 32 processors. On the other hand, because NB is not the 
same for all processors in Inactive approach, speedup curve deviates from linear.  
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Figure 5.98: Speedup curves 
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Chapter 6:  High-Performance Solvers 
In this chapter, the implemented high-performance parallel solvers in UTCOMPP 
are discussed. In UTCOMP, the linear system of equations( = ) is solved once at 
each time step: A is a non-symmetric sparse matrix, u is unknown vector (pressures), and 
f is the right-hand-side vector. A only has 3 non-zero diagonals for 1-D, 5 non-zero 
diagonals for 2-D, and 7 non-zero diagonals for 3-D Problems. Consequently, the matrix 
is extremely sparse.   
Solver is one of the major time-consuming sections of a reservoir simulator. This 
section could especially be computationally intensive for large-scale and heterogeneous 
problems in which the matrix (A) may not be well-conditioned.  
We implemented three-well known high-performance solver packages into 
UTCOMPP and optimized their performances, where possible. These solver packages are 
briefly discussed in this chapter.  
 
6.1 OVERVIEW OF IMPLEMENTED SOLVERS 
6.1.1 SAMG 
Algebraic Multigrid Methods for Systems (SAMG), developed in Fraunhofer 
Institute for Algorithms and Scientific Computing (SCAI), is a high-performance and 
robust commercial solver package written in FORTRAN 90 (SAMG user’s manual, 
2012). This package is based on Algebraic Multigrid (AMG) approach and has been 
developed for highly-efficient solution of large linear systems of equations resulting from 
the discretization of elliptic PDEs with sparse matrices. AMG is best-suited for 
symmetric positive definite matrices such as those resulted from the discretization of 
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scalar elliptic PDEs of second order; however, this approach has successfully been 
applied to several nonsymmetrical problems (Stüben, 1999).  
SAMG is not just a fixed solver but rather a very flexible multilevel framework, 
which can be adapted to various problem classes. Therefore, the performance can be 
optimized through the adjustment of the primary and hidden parameters passed to 
SAMG. These parameters can be determined inside the code at compile time or they can 
be given to SAMG at run time. Moreover, even though SAMG primarily has a multi-
level environment, this solver can be used as a one level solver.  
SAMG does two tasks when is called. The first part is the setup phase and the 
second is the solution phase. In the setup phase, the given matrix is analyzed and the 
coarse level and transfer operators are constructed. The details can be found in SAMG 
user’s manual (2012). In the solution phase, SAMG performs multigrid cycles to reach 
the desired tolerance. Figure 6.1 shows these phases. 
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Figure 6.1: Structure of SAMG (SAMG user’s manual, 2012) 
Because of the dynamic nature of SAMG, its performance could be optimized for 
any given problem. However, there are general optimizations for time-dependent 
simulation problems such as those of reservoir simulation implemented in UTCOMPP.  
UTCOMPP has an IMPEC solution scheme and therefore, the time steps are taken 
small to keep the stability. Consequently, the solution at time step n is a good initial guess 
for time step n+1.  In UTCOMPP, the previous solution is always passed to SAMG as 
the initial guess. Moreover, the matrix (A) does not change in size and non-zero structure, 
but the values may change slightly compared to previous time step. Consequently, 
previous setup data can be reused which saves considerable amount of computational 
time. The re-use of setup data is controlled by iswit, which is a primary parameter. Table 
6.1 shows the various choices of iswit. However, the matrix might change drastically in 
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situations such as when a new recurrent schedule is given. For those situations, reusing of 
the setup data may not be feasible anymore.  We use an algorithm to choose the 
appropriate reuse strategy based on the number of cycles. Each time a new setup is done, 
the output number of cycles is stored. Then in subsequent calls to SAMG, the numbers of 
cycles are compared with the stored value. If a considerable difference is detected, a new 
setup is done and new reference cycle number is stored, otherwise the setup is reused. 
The degree of difference determines the degree of reuse.    
 
Table 6.1: The setup data reuse choices (SAMG user’s manual, 2012) 
Parameter Explanation 
Enforcing SAMG to reuse setup data 
iswit 
5 
Complete SAMG run “from scratch”, that is, including a full setup phase. 
Upon return, all memory allocated by SAMG during run time is released and 
setup data is no longer accessible. 
4 
Identical to iswit=5 except that SAMG’s setup data is kept in memory upon 
return. This setting has to be used before any setup data can be reused in 
subsequent SAMG calls via any of the settings iswit=1-3 
3 
Indicates that SAMG shall do only a partial setup. That is, SAMG will reuse 
coarser grids and interpolations but update the Galerkin operators 
2 
Indicates that SAMG shall do no setup. That is, SAMG will reuse the 
complete hierarchy from the previous call, even the Galerkin operators. 
1 
Same as iswit=2 except that SAMG assumes the current matrix to be exactly 
the same as in the previous call 
 
 138 
Although SAMG is a multi-level solver, a one level solver may be more efficient 
for small size problems. There is such an option in SAMG and UTCOMPP takes 
advantage of it.  
Because SAMG is completely dynamic, it may not be possible to predict the 
required memory for constructing the hierarchy. However, after each call to SAMG, 
those requirements can be perfectly estimated and passed to SAMG for the next call.   
SAMG is basically available in two versions:  
• The first version (SAMG), which benefits OpenMP parallelization, is 
appropriate for shared memory parallel machines.  
• The second version (SAMGp), which benefits MPI (and OpenMP) 
parallelization, is appropriate for distributed memory parallel machines. 
However, it may be used in shared memory and hybrid architectures.  
A serial run is possible with both versions. In UTCOMPP, we use the distributed memory 
version (SAMGp) with its SAMGp_pcrs interface. 
SAMGp_pcrs as well as Hypre and PETSc need the entire input data to be local to 
each processor, except the column numbers which should be global. We calculate the 
global number of each cell in the beginning of simulation and use them to pass the global 
column numbers to the solver. Inactive cells are ignored and only active cells are 
counted.  
The matrix is transferred to a compressed row storage (CSR) format and then is 
passed to SAMG. The same approach is used for Hypre and PETSc. In this format, only 
non-zero elements of the matrix (a) and their global column numbers (ja) are stored. 
Moreover, the index of first non-zero element in each row (ia) should be stored. These 3 
vectors are passed to SAMG along with right-hand-side vector (f) and initial guess vector 
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(u) to represent the linear system of equations. Upon return, u is overwritten by the final 
solution. 
6.1.2 Hypre 
High-performance preconditioners (Hypre), developed in Lawrence Livermore 
National Laboratory, is a library for high-performance solution of large sparse linear 
systems of equations. Hypre package is distributed memory parallel and could be called 
in MPI parallelized programs such as UTCOMPP. However, most of the solvers have 
also been parallelized using OpenMP which makes it possible to execute hypre on a 
hybrid machine (Falgout and Yang, 2002). This solver package could be called in the 
programs written in FORTRAN and C languages.  Hypre has four conceptual interfaces 
of which we use Linear-Algebraic Interface (IJ) which is suited for applications with 
sparse linear systems such as those in reservoir simulation. Through this interface, Hypre 
provides several choices for the solver, which is available in UTCOMPP and is selected 
by user (IHYPRE keyword). In the presented case studies, BoomerAMG is used.  Hypre 
input parameters could also be optimized as those of SAMG, where possible. The setup 
data for BoomerAMG is reused as for SAMG.  
The sequence of steps to call hypre solver begins with creation of object vectors. 
Then, non-zero elements of the matrix along with global column indices and right-hand-
side and initial guess vectors are stored. Subsequently, the selected solver is created. The 
input parameters are passed to the solver. Preconditioner is set and is given its input 
parameters. The stored object vectors are loaded into the solver and the system is solved. 
Finally, the solution is retrieved.  
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6.1.3 PETSc 
The Portable Extensible Toolkit for Scientific computation (PETSc), developed in 
the Argonne National Laboratory, is a comprehensive package for the solution of linear 
and non-linear systems of equations on high-performance computers. PETSc uses MPI 
for the required communications between the processors. This solver package can be 
used in FORTRAN, C, C++, Python, and MATLAB written applications.  
PETSc is an extremely large library as shown in Figure 6.2; solution of linear 
systems of the equations is only one part of this huge library.   
 
Figure 6.2: Structure of PETSc (Brown, 2010) 
 
Table 6.2 presents the choices for linear solvers available in PETSc. Several tests 
were performed to study the performances of various solvers and preconditioners for our 
problems. 
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Table 6.2: The linear solvers and preconditioners (PETSc user’s manual, 2010) 
 
 
PETSc is intended to be used in large-scale problems (Wikipedia, 2012). The 
careful design of PETSc enables advanced users to control the solution process. PETSc 
also has several input parameters whose values may change the performance. These 
parameters, in UTCOMPP, are optimized, where possible.  
One of the main optimizations in PETSc could be performed through the memory 
allocation. Because allocation of the memory for a large sparse matrix is very expensive, 
accurate pre-allocation of memory is extremely important for assembling of the sparse 
matrix in an efficient manner and if is done efficiently, could significantly enhance the 
performance (PETSc user’s manual, 2010). 
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There are two input vectors which determine the allocated memory by PETSc. 
The first one (d_nnz) contains the number of nonzeros in various rows of the diagonal 
portion of the local matrix. This vector has a size equal to number of rows in local matrix. 
The local matrix is the matrix which the current processor is responsible for. The second 
vector (o_nnz) contains the number of nonzeros in various rows of the off-diagonal 
portion of the local matrix. This vector also has the size equal to number of local rows. 
Diagonal and off-diagonal portions are determined by considering the number of 
processors and the size of global matrix. The following example clarifies the concept.  
Consider a global matrix has 8 rows and 8 columns, as shown in Figure 6.3. Non-
zero elements are shown by 1 and zero elements are shown with 0.  
 
 
 
Figure 6.3:   A global matrix example 
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This problem is solved with 3 processors, as displayed in Figure 6.4. The entire 
elements of a row is owned by a specific processor, however the rows are divided 
between the processors.  
 
 
 Figure 6.4:   Decomposition of the matrix between the processors 
 
The section owned by each processor can also be divided into 3 submatices such 
that the whole matrix is represented as the collection of 9 smaller submatrices, as shown 
in Figure 6.5.  
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                Figure 6.5:   Division of global matrix into submatrices 
In general, when the system is solved using N processors, N2 submatrices could be 
considered; in other words, each processor has N submatrices.  
The submatrices are defined such that those on the diagonal are square. The 
submatrices shown in Figure 6.5 are named A, B, C, D, E, F, G, H, and I, as shown in 
Figure 6.6. Submatrices A, B, and C are owned by processor #1; D, E, and F are owned 
by processor #2; G, H, and I are owned by processor #3. 
 
 
Figure 6.6:   Diagonal and off-diagonal submatrices 
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The diagonal submatrices (A, E, and I) are square as shown in Figure 6.5. 
However, the off-diagonal submatrices (B, C, D, F, G, and H) may not be square.  
Subsequently, the numbers of nonzeros in each row for diagonal and off-diagonal 
portions are determined. Table 6.3 presents the nonzero numbers for this example.  
 
Table 6.3: Number of diagonal and off-diagonal nonzeros in each row 
 Nonzeros on the diagonal portion Nonzeros on the off-diagonal portion 
Row 1 2 2 
Row 2 2 2 
Row 3 2 2 
Row 4 3 2 
Row 5 3 1 
Row 6 2 1 
Row 7 1 4 
Row 8 1 4 
 
This memory optimization is perfectly performed in UTCOMPP. 
 
There are several calls to PETSc library before the main solve call. The sequence 
of PETSc calls implemented in UTCOMPP is as follows. The allocation of matrix object 
and creation of solver object are performed only one time in the very beginning. 
Moreover, features of the matrix such as structurally symmetric are passed to PETSc. 
Then, the linear system of equations is stored in a compressed row format. The input 
parameters and types of the selected linear solver and preconditioner are passed to 
PETSc. Finally, previous solution is passed as the initial guess and the system is solved. 
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6.2 CASE STUDIES 
In this section, performances of the implemented solver packages are 
demonstrated. Because the optimizations may not be the most possible and may be 
upgraded even further, the presented computational times might be possible to be 
improved. Furthermore, these Solvers have different solution strategies and comparisons 
might not be fair.  
The tolerance passed to SAMG is modified in order to obtain comparable results 
to Hypre and PETSc in terms of accuracy. Therefore, the criterion for iteration 
termination is uniform and the iterations will stop if  
where  is the right-hand-side vector,   is the user-given tolerance, and   ;  is the 
residual of iteration H and is equal to 
where   is the matrix and  is the solution vector at iteration H. 
 The simulations of this chapter were performed using CPGE-Petros cluster 
described in the beginning of Chapter 5. 
6.2.1 Case Study A: Gas Injection 
This problem is the same as Case Study 3 presented in chapter 5. As presented in 
Table 5.6, the reservoir is gridded in 8000 cells. Therefore, it could be considered as a 
small size problem. We run the problem with 1, 2, and 4 processors. Table 6.4 contains 
the computational times of the solver section, in seconds. Number of time steps which 
represent the number of calls to the solver is the same for all runs in this case study and is 
equal to 1145.   
‖;‖ ≤ ‖‖	, (6.1) 
‖;‖ = 	‖ − ;‖	, (6.2) 
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Table 6.4: Solver computational times (Case Study A)  
 1 Processor 2 Processors 4 Processors 
SAMG 24.5 11.1 7.4 
Hypre 14.4 8.2 5.0 
PETSc 15.8 8.8 4.5 
 
SAMG provides a multilevel environment, which - mainly due to its high setup 
cost - may not be as efficient as a reasonable one-level iterative method for such a small 
problem. More precisely, as long as a problem is so small that the alternate one-level 
solver can converge in only a few iterations, the use of SAMG is simply overkill. 
However, it is not easy to define what “small” means in this context. Roughly, mesh sizes 
much below 50,000 points may already be too small in this respect. But there are other 
properties of a matrix – besides its size - which are also important in judging whether or 
not the application of the multilevel environment of SAMG will pay (such as diagonal 
dominance or non-ellipticity). Of course, in limit cases for which SAMG’s multilevel 
environment does not pay, SAMG can also be applied in one-level mode. (Private 
communication, Klaus Stüben, SCAI). Therefore, one-level iterative solvers of SAMG 
package should be used for the small problems, for which AMG is not that efficient. If a 
one-level solver from SAMG package is used for this problem, the solver section will 
take 15.4, 10.5, and 7.0 seconds using 1, 2, and 4 processors, respectively.     
The AMG solvers such as SAMG and Hypre basically have three criteria to 
decide whether they start (and keep) coarsening: 
1) Size of the current level 
2) Diagonal dominance of the current level. A simple method is preferred for 
diagonally dominant matrices.  
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3) Efficiency of coarsening. Very ill-conditioned matrices often cannot be 
coarsened any more efficiently after a few levels are constructed. 
There are parameter settings on how to influence each of these controls, which 
might not be the same for SAMG and Hypre. Therefore, the two solver packages 
might not follow the same coarsening strategy, which may be the case, 
specifically for this problem in which Hypre might continue with one level while 
SAMG uses its multilevel environment. 
In conclusion, it is generally recommended to use a reasonable one-level 
method instead of the AMG method for such small size problems as described. 
However, this is not true for all situations. For instance in our experience with 
UTCHEM (The University of Texas Chemical Flooding Simulator), for a highly 
heterogeneous and fractured reservoir with 18490 cells simulating surfactant-
polymer flooding, the AMG method was considerably faster than one-level 
methods. Consequently, the performance of the AMG does not only depend on 
the size of problem, but also other factors such as the simplicity of problem.  
6.2.2 Case Study B: Primary Production and Water Injection 
The problem used for this study has the same description as Case Study 7 
presented in Chapter 5, except that the simulation is stopped at 1500 days. The reservoir 
has 200,000 cells and therefore, might be considered a large enough problem. 
A one-level solver (PETSc) and an AMG solver (SAMG) were used to perform 
the simulation with 1 and 2 processors. The performances are presented in Table 6.5. 
Reuse of the setup data for this case study using Hypre package produced erroneous 
results and we were not able to diagnose the problem. Moreover, to be consistent with 
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SAMG, we did not want to present the inefficient results of Hypre with a new setup 
phase at each time step. Therefore, Hypre's results are excluded from the table. 
Table 6.5: Solver computational times (Case Study B) 
 1 Processor 2 Processors 
 
time 
(seconds) 
Number of 
time steps 
time 
(seconds) 
Number of 
time steps 
SAMG 17,257 18,653 10,688 18,513 
PETSc 24,176 18,022 16,740 17,639 
 
This matrix for this problem has 200,000 rows and it could be large enough for 
SAMG. Moreover, time steps are not small, which is also beneficial to the performance 
of SAMG. Consequently, a multilevel solver such as SAMG would have a better 
performance than a one-level solver such as PETSc. 
6.2.3 Case Study C: Water Injection 
The reservoir in this case study has the same porosity and permeability 
distributions as of Case Study 9 in Chapter 5. However, the reservoir description is 
different and is presented in Table 6.6. The reservoir is continuously water flooded. 
Because time steps are very small, for the purpose of solver performance study, it is 
sufficient to perform the simulation only for half a day. 
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Table 6.6: Reservoir and fluid description (Case Study C) 
Simultaneous Water-Gas Injection 
Dimensions (ft) 
Length 8000 
Width 8000 
Thickness 50 
Number of Cells  800,000	(400x400x5) 
Number of Components 6 
Max. Number of Phases 3 
Porosity (fraction) Heterogenous 
Permeability (md) 
X Heterogenous 
Y Heterogenous 
Z 100 
Rock Compressibility (psix) 50 × 10x 
Water Compressibility (psix) 3 × 10x 
Initial Water Saturation (fraction) 0.25 
Irreducible Water Saturation (fraction) 0.25 
Reservoir Temperature ( F| ) 150 
Initial Reservoir Pressure (psi) 3100 
Number of Wells 16 12 Injectors 
4 Producers 
Simulation Time (days) 0.5 
 
Table 6.7 demonstrates the solver computational results obtained for different 
solvers. 
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 Table 6.7: Solver computational times (Case Study C) 
 1 Processor 2 Processors 4 Processors 
 
time  
(seconds) 
Number of 
 time steps 
time 
(seconds) 
Number of 
time steps 
time 
(seconds) 
Number of 
time steps 
SAMG 648 644 516 709 342 816 
Hypre 776 644 650 710 497 816 
PETSc 520 645 443 709 269 815 
 
Because time steps are very small, pressure variations between time steps are also 
small. This behavior typically results in a much higher degree of diagonal dominance in 
the matrix. Therefore, a one-level method has higher efficiency than a multilevel solver.  
 6.2.4 Case Study D: Simultaneous Water-Gas Injection  
This case study has a reservoir description identical to that of Case Study 9, 
presented in Chapter 5. However, the simulation is performed for only 10 days from the 
simultaneous water-gas injection schedule.  The computational times spent for solver are 
presented in Table 6.8. SAMG's results are excluded because of an unexpected 
performance drop-down in parallel runs. This issue will be investigated further in 
collaboration with the SAMG development group as a future study.  
 Table 6.8: Solver computational times (Case Study D) 
 1 Processor 2 Processors 4 Processors 
 
time 
(seconds) 
Number of 
time steps 
time 
(seconds) 
Number of 
time steps 
time 
(seconds) 
Number of 
time steps 
Hypre 5506 2354 2943 2353 1701 2349 
PETSc 3644 2354 1736 2353 924 2349 
Although the problem is large enough and is also heterogeneous, the AMG 
method does not perform as good as a one-level solver of PETSc. The reason for this 
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performance behavior could be the same as for Case Study C. The time steps are 
extremely small (in the order of 10-4 days). Therefore, the change in pressure from one 
time step to the next step is also very small. In this case, the matrix is strongly diagonally 
dominant and a one-level method with a few iterations can converge to the desired 
solution.   
6.2.5 Case Study E: Water Flooding 
This case study is exactly the same as Case Study 11 in Chapter 5. The reservoir 
has 2,560,000 cells of which 1,697,680 are active.  Four processors were used to simulate 
this problem using a multilevel method (SAMG) and a one-level method (PETSc). The 
computational times (in second) corresponding to the solver section are presented in 
Table 6.9. Hypre’s results are excluded because of the same reason described in Case 
Study B. 
Table 6.9: Solver computational times (Case Study E) 
 Computational time (seconds) Number of time steps 
SAMG 23,819 5,123 
PETSc 25,509 5,237 
 
The performance of a multilevel solver is more efficient than of a one-level 
method. However, because of the small time steps, a one-level method may also have a 
good performance close to that of an AMG solver. 
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Chapter 7:  Summary, Conclusions, and Recommendations 
In this chapter, the summary and conclusions of this thesis are presented. 
7.1 SUMMARY 
The work performed in this thesis is summarized as following: 
• A compositional reservoir simulator was parallelized. 
• The parallel simulator was successfully executed in shared and distributed 
parallel computers. 
• The parallel simulator was optimized in several areas such as memory and 
speed. 
• Several new features such as efficient key-word based input, visualizable 
output, and inactive cell option were included. 
• The parallel simulator was successfully verified using several case studies. 
• The parallel simulator was successfully applied to simulate various large-
scale problems. 
• The performance of the parallel simulator was studied in detail. The 
efficiency of the simulator in terms of speedup was measured and 
improved. 
• Three high-performance parallel solver packages were included and 
optimized in terms of their input parameters. Performances of the solvers 
were comprehensively studied.  
 
7.2 CONCLUSIONS 
The conclusions for this work are as follows: 
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• Parallel processing can efficiently be applied in reservoir simulation. 
Parallelization of reservoir simulators can significantly save computational 
time and memory usage.  
• Massage Passing Interface (MPI) is an efficient tool for parallelization of 
reservoir simulators in distributed memory computers.   
• Including the inactive cell option in a reservoir simulator can significantly 
reduce the computational and memory requirements, specifically for 
simulation of real case studies.  
• Memory could be optimized such that a large-scale reservoir simulation 
problem can be executed in a computer with modest amount of memory.  
• When using the parallel simulator in conjunction with a multiple processor 
machine, it was observed that the material balance error decreased as the 
number of processors increased. Analyzing this effect, which might be 
caused as explained, could be a fruitful field of future research. 
• A very good speedup curve may be obtained for a parallel reservoir 
simulator if the simulator is properly optimized. 
• For 1-D domain decomposition, if the reservoir has a large number of 
randomly distributed inactive cells, which are excluded from 
computations, the speedup deviates from linear trend. Moreover, the wall-
clock time will be approximately the same, when using a large number of 
processors, by either including or excluding the inactive cells in the 
computations. 
• PETSc is an efficient high-performance solver package, which performed 
very well for the most reservoir simulation case studies conducted in this 
work. 
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• Reuse of the setup data for the AMG method, if performed in an efficient 
manner, could significantly decrease the computational time of the solver 
section. 
• The AMG method may not be efficient for small problems because the 
setup cost may not pay off. Consequently, in general, it is not 
recommended to use AMG solvers for problems whose sizes are 
considered small.  
• The AMG method may not be efficient for simple problems in which time 
steps are extremely small. Because of small time steps, the initial guess is 
already very close to the desired solution. Moreover, the smaller the time 
step the stronger the diagonal dominance. Therefore, a few iterations of a 
good one-level solver turn out to be completely sufficient. In such 
problems, use of AMG is overkill and it simply cannot beat a reasonable 
one-level method.  
• The AMG method is a suitable approach for solution of large complex 
systems of equations, especially in case of large time steps and if the 
initial guess is not too close to the desired solution. Therefore, AMG 
solvers such as SAMG are recommended for such problems.  
 
7.3 RECOMMENDATIONS FOR FUTURE RESEARCH 
• Domain decomposition in X and Z directions should be included in the 
simulator, and then the best possible decomposition approach, which 
requires the minimum communication time for a given case study, is 
selected to achieve the highest parallel efficiency.  
 156 
• Corner point and unstructured grid should be implemented in the parallel 
simulator. 
• Alternative efficient domain decomposition should be considered when 
the reservoir has a large number of randomly distributed inactive cells. In 
that approach, active cells should almost be distributed equally among the 
processors such that all processors have approximately the same number 
of active cells.   
• Possible other timestepping methods such as IMPSAT (implicit pressure 
and implicit saturations) should be implemented in the parallel simulator. 
Subsequently, a comparison study could be performed to investigate the 
merit of such timestepping approach in conjunction with parallel 
processing in terms of computational time and speedup. 
• Further research could be performed to find proper strategies for 
automatically switching between AMG and one-level methods. 
• Research should be conducted to investigate if larger time-steps in general 
or a variable time-stepping with different steps for the pressure and the 
other unknowns could be an option for implementation in UTCOMPP. 
Such a variable timestepping has been proposed for instance by Hurtado, 
Maliska and da Silva (2006). Such a method offers on the first hand the 
potential to save a significant number of pressure updates, and on the other 
hand possibly a higher speedup by using multigrid solvers such as SAMG 
compared to the one-level methods. 
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