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CHAPTER 1 
INTRODUCTION 
1.1 General Remarks 
The traditional means of assuring structural safety through 
prescribing conservative conditions in design may not be economical nor 
adequate. Because the information used in the development of a design 
invariably contains uncertainty, the safety of a structure may be measured 
realistically in terms of the probability of failure. In fact the 
probabilistic approach to structural safety has been the subject of research 
for more than 30 years (e .. g .. Freudenthal, 1947, 1956; Brown, 1960) .. 
A structure or structural system, whether it is a bridge, a building 
or an offshore platform, is bui It up of many components or elements .. 
Naturally, its load-resisting capacity will be a function of the capacities 
of the individual components. Thus, the probability of collapse of the 
system will also depend on those of its components .. Civil engineering 
structures are invariably one-of-a-kind systems; as such, inf 0 rma tio n 
(statist ica1 or othexwise) may be available (at best) only for the 
components. For this reas on, the probability of collapse of a structure 
must be determined through the synthesis of the probabilistic information on 
the corresponding components .. A practical model for the reliability 
analysis of a structure should give a realistic, rather than conservative, 
estimate of the collapse probability of the structure. 
Depending on whether or not the failed components can continue to 
carry loads, the collapse of a redundant system mayor may not be a function 
of the sequence in which the components may fail (Ang & Amin, 196 8)" For a 
statically determinate system, failure of one component is tantamount to 
collapse of the system, whereas the failure of one or more components of a 
redundant system may not necessarily lead to the collapse of the system. 
2 
1.2 Objective and Scope of Study 
The primary objective of this study is the development of a practical 
method for determining the point estimate (not just bounds) of the collapse 
probability of a clas s of ductile redundant structural systems .. 
Specifically, systems that are made up of elastic-plastic materials, whose 
resistance functions can be idealized as rigid-plastic, are emphasized. Two 
common types of such ductile redundant structures, namely, plastic 
frameworks' and trusses are examined. 
It is assumed that the classical simple plastic method of analysis 
(Hodge, 1959; Neal, 1977) is applicable and the collapse of a truss is due 
to the yielding (tensile or compressive) of its members. It is further 
assumed that the magnitudes of the externally applied loads are stochastic 
with known distributions, whereas the points of applica tions of these loads 
are deterministic. Similarly, the resistance capacities of the components 
of a structure are stochastic with known or assumed distributions (e.g. 
normal) .. 
1.3 Organization 
Chapter 2 contains a technical review of previous work on the 
reliability analysis of structural systems .. 
In Chapter 3, the basic formula tions for the anal yses of redundant 
plastic frameworks and trusses ~re presented, with illustrative examples. 
Chapter 4 examines the available algorithms that can be used to 
identify the significant failure modes.. The solution technique of the 
algorithm selected in this study is then descr ibed, illustrated and 
implemented. Monte Carlo simulation procedures used to verify the accuracy 
of the results are also described. 
In Chapter 5, the method of reliability analysis developed in this 
study is applied to various examples of frames and trusses. The results are 
compared with those of Monte Carlo simulations; available bounds are also 
evaluated. 
3 
1 
Chapter 6 discusses the methods of analysis and observations obtained 
in this study. 
Chapter 7 contains the summary and conclusions of this study, with 
suggestions for further studies. 
4 
CHAPTER 2 
TECHNICAL REVIEW OF PREVIOUS WORK 
2 .. 1 Determinate Structural Systems 
The work done prior to 1964 on the safety analysis of structures was 
summarized in a paper by Freudenthal, Garrelts, and Shinozuka (1966), in 
which the probability of failure, Pf' for a statically determinate structure 
consisting of m members with statistically independent resistances under an 
external load S, was given as follows: 
m 
~ [1 - FR.(c;S)]} fS(S)ds 
i=l 1 
(2.1) 
where FR. denotes the CDF of the resistance of the ith member, and ci is a coefficie~t relating the load effect on the ith member induced by the 
external load S; and fs(s) denotes the PDF of the load S. In general, the 
member resistance or strength may also vary over two distinct ranges of 
strengths, such as tension and compression of an.axial member .. Therefore, 
the positive and negative ranges of the load should be considered separately 
in Eq. 2 .. 1. A more complete and general expression of Pf for a statically 
determinate structure, derived by Ang and Amin (1967), was given as: 
where 
f pI, •• 0 , 
drp1 ...... dr ] fS(s)ds - f
O [/~lS pm -00 -00 
(r l' ..... ,r ) dr 1 ...... dr ] fS ( s ) ds n nm n nm 
is the absolute value of 
(r l' e. e ,r ) pm p pm and f n1, 
the 
. .. , 
force 
nm(rn1 , 
(2.2) 
induced in member i .. 
.. ".. ,r ) 
nm 
are the 
5 
m-dimensiona 1 
r l' ...... , rm ~n 
respectively .. 
joint probability density functions for the resistances 
the positive and negative ranges of the member strengths, 
2.2 Parallel Systems 
2.2.1 Parallel Brittle Elements 
The collapse probability of a statically indeterminate structure 
consisting of parallel elements such as the one shown in Fig. 2.1, was 
investigated by Shinozuka, et al (1965) with the following assumptions: 
1. the structure consists of only brittle component members; 
2.. the load is divided equally among all the surviving members; 
3. the resistances of the members are statistically independent with 
identical distribution; 
4. collapse of 'the system requires the failure of all the members .. 
It is convenient to in,troduce the following sYmbols: 
P ' () = the probability that (~k) among m initially surviving members mk S 
will fail due to one application of a (deterministic) load s. 
= the probability that failure will occur to (j-k) members among the 
currently existing j members with strength greater than s/i; thus 
reducing the number of remaining members from j to k. 
p = the probability that (m-k) among m initially existing members will 
mk 
fail due to one application of the (statistical) load S. 
From these definitions, the probability of failure of the structure is: 
p = P f rno (2.3) 
6 
and, 
Also, from the definition, 
with 
+ ••• + ( mk)[F (~)Jm-k pmkk(s) 
m- 0 m 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
i For the probabilities Pjk(s), (.>i~>k) 19 the followiq recurrence forDUla 
applies; 
where, 
(2.9) 
7 
'The expression of p' (s) can be obtained by using the recurrence formulas 
mm 
of Eqs. 2.8 and 2.9 in Eqs. 2.5 through 2.7. 
2.2.2 Parallel Ductile Elements 
Shinozuka and Itagaki (1966) extended the results for brittle 
elements to materials that will fail through plastic yielding instead of 
brittle fracture. Again, the yield resistances of the members are 
identically distributed and statistically independent. In generai,for k ~ m 
and 'k10 , P~(m-k) is given by: 
P'm(m-k)(S) = 
k 
m(m-1) ••• (m - k +.1) f .00 f w fo(Y;) 
k-fo1d ;=1 
k 
S - L: y. 
[1 - Fo< m ~=~ ')]m-k dY1 ••• dY k (2.10) 
where fo(Y i ) is the PDF of Sand Yi is the dummy resistance variable, and 
the k-fold integral is to be carried out in the domain 
For It-o, 
m-1 
f ...... f w 
(m-1)-fo1d ;=1 
f (y.)[F (8 -
010 
m-l 
L: y.) 
1 1 
(2.11) 
(2.12) 
8 
For k=m, the expres sion for p v is given by Eq .. 
mm 
2.5. Having p' m(m-k) , 
Eq.. 2 .. 4 is then used to evalua te p .. 
m(m-k) 
2.3 General Brittle Systems 
Yao and Yeh (1967) presented an expression of P'mk(s) for brittle 
structures in which the load need not be divided equally among the surviving 
members (e.g. Fig. 2.2). The expression basically includes all possible 
'permutations of the sequences of member failures. Later, Yao and Yeh (1969) 
reformulated the reliability analysis of parallel brittle systems so that it 
is possible to count all the failure paths systematically .. 
Ishizawa (1968) modelled the brittle failure of a redundant 
structural system as a Markov process. For a structure of n degrees of 
indeterminacy, there are n+2 states in the state space of the process. Each 
state constitutes the se t of all elements repr esenting the stable 
configurations that have the same number of redundancy.. The original state 
of the system is represented by the Oth state and the (n+1)th state 
represents the collapse state, and is the only absorbing state of the 
space.. The transition probability matrix [y] with a typical element 
representing the conditional probability that after the application of 
state 
external load, the system is in state k given that it was in state i before 
the load was applied; [y] is an upper triangular matrix.. Ishizawa (1968) 
assumed that the CDF of the resistance of any member remains the same 
throughout the process and thus the process is a first-order Markov process .. 
Defining a~ Ik k S as 'the force in member i when the external load 
1. , ••• , "1 
o J-
S acts on the modified structure obtained by removing k , ... ,k. from the 
. 0 J-l 
original structure, and P~lk k S as the failure probability 
1. , ••• , "1 
0" J-
of 
member i under the load effect ailk 
0' 
j 
P"I' k 11<,· .. ·, .1 
o J-
= F. (a~ I k 
1 1 0' 
k S, it may be shown that 
j-1 
II •• , 
k S) 
j -1 
S k. 1 f.(r.)dr. J - 1 1 1 (2.13) 
9 
The probability that only members i , ••• i 1 will fail when the external 
o Q.-
load S acts on the modified structure, with mem"bers k "II II lI,k removed 
o j-1 
fr01ll the m:iaiu~ structure.is given by: 
p~ £,-1 pj 
i£._1 Iko' k. 1 
= 'IT 
'0' ...... .. .... , ialko' .. .. " J- a=O 
(1 - pj iSlko' II ... , 
The reliability of the modified structure, therefore. is: 
""'II, i .Ik, ...... , 
m-J 0 
m-j ( j 
k . = 'IT 1 - P. Ik j-l a=O 'a 0' 
,k. 1 J-
k. 1 ) J-
.. "'II , 
m-j 
'IT 
s=£. 
) k. 1 J-
(2.14) 
(2.15) 
By considering all the possible failure modes, the conditional probability 
llij that the s,ats will be in state j at time tn+1 s given that it is in 
state . i at ti_ t 11 can be expressed in terms of 
n ~ ~d ~ II io' .... , i m_j Iko' ••• , kj _ l io' ••• II iQ,"'llko ' • .., kj _l ij 
corresponds to the times at which a change in the system occurs. A one-step 
transition probability matrix, T., which corresponds to a transition from 
l. 
state i, i=O,1, .... ,n+1, during the time interval required for a system 
change can be written as: 
1 0 
o 1 
a 0 lli,i+1 ...... 
a 
a 
(2.16) 
10 
Since the system can only pass to a state of smaller number of redundancy, 
the Chapman-Kolmogorov equation yields, 
y = T 
o (2.17) 
So far, the reliability analysis of brittle redundant structures is 
limited to only one load variable, such that upon the failure of a member, 
the load effects on the remaining members caused by the redistribution of 
'the applied load can be expressed as a function of the original load.. The 
practical shortcoming of these models is that all the possible sequence of 
failures of the members has to be identified; the number of such failure 
sequences can be very large for a practical structure. 
2 .. 4 General Structural Systems 
2.4.1 A Conceptual Model 
Based on the premise that the failure of a structural system occurs 
when the capacity of the system is less than the applied load, a general 
model for the reliability analysis of any redundant system (brittle or 
ductile), was proposed by Ang and Amin (1967). The probability distribution 
function FR(r) of the ultimate capacity of a system R was given as follows: 
·k 
FR(r) = Prob (R ~ r) = L Prob [(V. < r) n (~ E G.)] 
. 1 1 - 1 1= 
(2.18) 
in which R is a random vector whose components R1 , ...... ,Rn are random 
variables representing the resistances of the individual members; G 
i 
is a 
set of vectored sample values of R such that if R is in G., failure will 
1 
occur through the ith path of failure; V. is the resistance of the system if 
1 
failure occurs through path i. The sets G., i=1,2, .... " ,k, ar e mutually 
1 
exclusive.. The determination of the sets G. requires an analysis of the 
1 
structural system which may best be described through examples. 
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Consider the system of three cables carrying a vertical load as a 
special case, as shown in Fig. 2 .. 1 .. Let Ct.. , i=1,2,3, be the force in 
1 
member i resulting from a unit load. Then, 
= 1.0 
Assume that the individual members are brittle.. Then member 1 will rupture 
first if 
and (2.19) 
and the rupture of member 2 will follow that of member 1, if in addition 
(2.20) 
The failure path denoted by the above sequence of member ruptures will occur 
Rl R2 R3 
if values of ! = {Rl ,R2 ,R3 } belongs to the sets Gl {-- < -- < --} ; and 
in which, 
Ct. l Ct. 2 Ct.3 
= III fer"~ r 2, r 3) dr3 dr2 dr1 
o (2.21) 
In this case, there are a total of 31 = 6 paths of failure 
corresponding to the number of permutations of the orders of rupture of the 
three members. 
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For the case where the cables are ductile (e .. g.. elastic-perfectly 
plastic material), the ultimate capacity of the system corresponds to the 
state in which all three members h8Y'e yielded.. The order in which the 
members yield is immaterial since the system capacity is determined when all 
the members have yielded and therefore there is only one failure path. 
Hence, for this ductile system, 
and 
3 
= P[( L: 
;=1 
R.) < r] 
1 
The formulation represented by Eq .. 
(2.23) 
(2.24) 
2.18 applies to general 
structural systems; however, the model has practical limitations.. The 
identification of the sets G is far from trivial and their physical 
i 
meanings may depend on whether the structure exhibits brittle or ductile 
behavior.. Another difficulty is associated with the evaluation of the 
multiple integrals for obtaining CDF of the syst em capacity FR (r) " 
2.4.2 Rosenblueth',@ Point Estimate 
For a function Y of N variables; i .. e. Y - Y (Xl, •• G,XN), Rosenblueth 
(1975) suggested that the joint probability density function be discretized 
at 2 N points defined by the coordinates llx. ~crx. II i == 1,2, ..... ,N .. The 
1 1 
probability concentration at each point is given by 
p 1 N -1 N = -- [1 + L: ~ (+) ] N ~ p .. 
2 ;=1 j=i+1 - lJ (2.25) 
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where the + sign is used if the ith and jth components of the point are 
given by ( llX. + ax. & llx. + a ) or (ll - a & II - a ); whereas the 
x· x. x. x. X. 
1 1 J J 1 1 J J 
sign is used if the ith and jth components of the point are given by 
( II - a & II + a ) or ( llx. + ax. & II - a ) p • . is the X . X . X
J
' X
J
' X ' X . 1.J 
1 1 1 1 J J 
correlation coefficient between X. and X .. 
1. J 
Then, by treating t he ext emal 10 ad s 
variables, the structure is evalua ted at 
and component resistances as 
each of these 2N point using 
of the structural system 
The accuracy of the method 
deterministic analysis, the mean and variance 
resistance can be estimated from these results .. 
is unknown and if N is large, 2N deterministic analyses are required, which 
could be computationally expensive .. 
2.4.3 Monte Carlo Simulation 
With the availability of high speed digital computers, Monte Carlo 
simulation techniques have been used in reliability studies (e.g. Warner, 
1968).. This could be a computationally expensive procedure for structures 
of practical complexity; however, it is a useful method for checking the 
results of other analysis procedures. 
Monte Carlo is used in this study (see Sect. 3.3.2 and Chapter 5) to 
verify and validate the PNET method developed herein for ductile systems. 
2.5 Redundant Ductile Systems 
2.5.1 Analysis of Plastic Frameworks 
Stevenson and Moses (1970) developed a method of reliability analysis 
for plastic frameworks that could collapse through the formation of plastic 
hinge mechanisms. The performance function Z. associated with a plastic 
1-
mechanism (failure mode) i is the difference between the internal virtual 
work and the external virtual work for that mechanism, such that a negative 
value of Z. implies the occurrence of col lap se through mechanism i .. 
1. 
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Mathematically, Zi can be written as: 
z. = 
1 (2.26) 
where aij and bik are the resistance and load coefficients, respectively; 
Mj is the plastic moment capacity a t the plas tic hinge j; and Sk is the load 
that is active in producing mechanism i. 
The reliability index S. for mechanism i may then be wr it ten as: 
1. 
(2.27) 
where 11Z & oz. are the mean-value and standard deviation, respectively, 
i . 1. 
of the performance function Z.; i. e. 
1. 
where llSk are the mean values of M j and Sk • 
(2.28) 
Assuming there is no correlation among the variables, the standard deviation 
of Z. is, 
1. 
2 2 2 
aZ. = [~a .. oM. + ~ bik 1 j lJ J k 
]1/2 aS 
k 
(2.29) 
If there are n possible mechanisms of the system, the probability of 
collapse of the system is given by: 
P(collapse) = Pf = P(Z, < 0 U Z2 < 0 U ••• U ~ < 0) (2.30) 
Treating the performance function of each mechanism Z. as a random variable, 
1. 
P f may be writ ten as: 
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P = fOf O e •• f O f Z Z (Zl'Z2'''·'''Zn) dZ1 dz2 "" .. dzn f -00-00 -00 Zl' 2 ' .. .... n 
n-fol d 
(2.31) 
where f Z Z (ZI'Z2'···'Zn) ZI' 2'··· n 
is the n-dimensional joint PDF of 
ZI,···,Zn" 
2.5.2 Gorman !. Moses',s Method 
Gorman and Moses (1979) assumed that Z., i = 1,2, .... ",n are random 
1 
variables with joint normal distribution and used Clark',s approximation 
(1961) for the CDF of max( ZI ' ...... ,Zn) to es tima te the syst em co 1 lap se 
probability Pf " 
Observe that 
Therefore, 
0) ::: 
As a first order esti~te, 
P(Y < 0) 
n 
(2.32) 
(2.33) 
(2.34) 
Clark's approximation for the CDF of max(Zl' .... 'Zn) may be summarized 
as follows: 
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Let 
x, = z, 
Then, for i = 3,4, ••• ,n+l 
and 
~X = ~X ~(a) + ~Z . ~(-a) + a ¢(a) 
i-1 i-2 i-1 
2 
E (Xi - 1) = 2 + aX 
;-2 
() ( 2 . 2 ~ a + ~Z + aZ~ , 
i -1 1- J 
+ (~X + ~Z ) a ¢(a) 
i-2 i-1 
From which, 
where: 
= E(X1?_1) - ~x2 
. 1 1-
- 2 ~. a p 
""X. 2 z. 1 X. 2' Z. 1 1- 1- 1- 1-
(2.35a) 
(2.35b) 
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and, 
a = (~x - ~z )/a 
;-2 ;-1' 
For each i, with j = i,.oe,n, the correlation is: 
Px ' Z ;-1 j 
For n = 2, the result is exact. 
2.5.3 Bounds £a Collapse Probability 
z .'~~'&)] 
J (2.36) 
General Bounds In practice, the joint probability density 
function, f Z (zl, ... ,zn) is generally not known. Furthermo~e, 
21 , · .. n 
even if it were known, the computational effort required in the evaluation 
of the n-fold integral of Eq. 2.31 is often prohibitive. If all the 
mechanisms are perfectly correlated, Eq. 2.30 can be simplified as: 
I 
P f = m~ X P ( Z; . < 0) = m~ X P f . (2 .. 37) 
ill
whereas, if all the mechanisms are assumed to be statistically independent, 
Eq. 2.30 becomes: 
For 
n 
1 - rr [1 - P(Z; < 0)] = 
i=1 
n 
1 - rr [1 - Pf .] i=1 1 
small p( Z. < 0), Eq .. 2 .. 38 can be approximated also by: 
1 
* 
n n 
Pf ~ l: P(z. < 0) = l: Pf . ;=1 1 ;=1 1 
(2.38) 
'(2.39) 
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As pointed out, e.g. by Ang and Amin (1967), Eqs. 2.37 and 2.39 represent 
respectively the lower and upper bounds of the true collapse probability of 
a ductile system. 
For a general determinate system subjected to an external load S, the 
forces induced in the members are always perfectly correlated. If the 
member resistances are assumed to be statistically independent, the 
resulting collapse probability poi' would be: 
m 
1f [1 - F . ( a . S ) ] f S ( s ) ds 
; = 1 pl 1 
m 
1f F .(a.S) fS(s)ds 
nl 1 ;=1 
Ang and Amin (1967) further proved that: 
(2.40) 
(2.41) 
Vanmarcke',s Bounds --- Moses and Kinser (196 7) have shown that Eq .. 
2 .. 30 can be expressed as follows: 
n 
P f + L ai P f . 1 ;=2 1 
(2.42) 
where a. is the conditional probability that the first i-I modes survive 
1 
given that mode i has failed i.e. 
(2.43) 
Vanmarcke (1971) suggested a set of upper bounds on a. when all but one of 
1 
the i-I first modal survival events are eliminated in Eq. 2.43; i.e. 
19 
i-1 
a. < min P[Zk > OIZi < OJ = 
1 k=l . 
* 
a. 
1 (2.44) 
The upper bound on the system collapse probability suggested by Vanmarcke is 
then: 
* with a. = 1. 
1 
* a. 
1 (2.45) 
The approximation of P(Zk> olzi < a ) may be expressed in terms of the 
correlation coefficient Pik between the performance functions Zi and Zk as 
follows: 
(2.46) 
where Si is the reliability index for mechanism i def ined in Eq.. 2.27 and 
Vanmarcke (1 Q'71 , \..A. :71 .A. I also used 
(2.47) 
2 .. 37 as the lower bounn = 
Dit levsen .... s Bounds Ditlevsen (1979) derived bounds for the 
structural collapse probability through "indica tor function" algebra. 
However, the relevant bounds can also be derived using conventional set 
theory as follows: 
Let: E = event that the system collapse; 
Ei = event that the system collapse through mode i; 
E, Ei = complements of E and Ei , respectively .. 
Assume that there are m posible failure modes. 
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Then, the event E can be written as 
U E 
m 
The events in Eq. 2.48 are mutually exclusve; therefore, 
For any two events A and B, 
P(AB) = P(B) - P(AB) 
E. 1 E.) 1- 1 
(2.48) 
(2.50) . 
= P(E;) - P[(E1 E;) U (E2 E;) U e.e (E;_l E;)] 
(2.51) 
Since the probabilities are nonnegative, 
21 
;-1 
P(I, ••• [,.-1 E,.) ~ max{[P(E,.) - ~ P(E.E.)], O} j=l ' J (2.52) 
Using Eq.2.52 in Eq.2.49 yields: 
m ;-, 
Pf = P(E) ~ P(E,) + ~ max{[P(E.) - ~ P(E. E.)], O} 02 1., 1 J 1= J= (2.53) 
On the other hand, for j=1,2, ••• ,i-l, since 
(2.54) 
P(E, E2 .•. E. 1 E.) < P(E.) - max P(E. E.) 
,- 1 - , j <; , J (2.55) 
Therefore, with Eq. 2.55, Eq. 2.49 also yields 
(2.56) 
or 
m m 
Pf=P(E) < ~ P(E;) - ~ max P(E. E.) 
;=1 ;=2 j<; 1 J 
(2.57) 
Eqso 2.53 and 2.51 are, respectively, the lower and upper bounds of PfG As 
pointed out by Ditlevsen (1919), the arrangement of the order of the failure 
modes will influence the right hand sides of Eq. 2.53 and Eq. 2.51. 
Observe that to apply Eqs. 2.53 and 2.57 requires the evaluation of 
the probability of the joint event E.E. (i .. e.. Z. < 0 n Z 0 <0).. In the case ]. J ]. J 
of the standardized m-dimensional normal distribution, the events 
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corresponding to any two half spaces with hyperplane boundaries orthogonal 
to each other are mutually independent. From the geometric interpretation 
of the failure mode reI iabil ity indice s S. and SJ.' and for p.. > 0, 
1 1J 
q. + q. > P(E. E.) = 
, J - 1 J (2058) 
where: 
S. DO p •. S· 
q. = \t>(-S.) \t>(- 1 lJ J) 
J J I, _ p? 
lJ 
(2.59) 
and ~ is the standardized normal distribution function. 
If p < 0 .. then ij ., 
q. + q. < P(E.E.) ~ min{q,., qJ.} 
, J - 1 J (2.60) 
Ditlevsen',s bounds on Pf are narrow when the system collapse probability 
-4 is small (e .. g. P f < 10 ) • 
Augusti ~ Baratta's Bounds --- So far, the bounds of the system 
collapse probability discussed above are based on the knowledge of all the 
possible failure mechanisms. In reality, this may sometimes be difficult to 
obtain. For plastic frames under proportional loads A({S}) ,where the 
load factor A is a random variable, Augusti and Baratta (1972) suggested a 
probabilistic equivalent of static and kinematic methods of limits analysis 
to dete~ine the bounds on the collapse probability. For a given value of 
A, a statically admissible bending moment diagram is found if the absolute 
23 
value of the moments M~ in equililrium with the given loads 
J 
exceeding the yield capacities 
are nowhere 
M... Then, the static 
J 
theorem of limit 
analysis ensures that the structure does not collapse .. This implies 
(2.61) 
where, 
1 - (2.62) 
andN is the total number of critical sections to be considered .. 
From the kinematic theorem of plasticity theory, a collapse mechanism 
will occur if Z of Eq.. 2.26 is iess than or equal to zero. Since the 
i 
plastic frame is restricted to proportional loading ",{S}, the external 
virtual york may be expressed in terms of a single variable A. , i .. e .. 
= C A 
o (2.63) 
Substitute Eq .. 2.63 into Eq .. 2.26, the frame will collapse in mode i if; 
where 
A > C + 
- 0 
N 
L 
j=l 
C. = a. ·/C J lJ· 0 
C. M. 
J J 
(2.64) 
In general, the computation of the lower bound curve P (A) involves the 
y 
n-fold integration of the joint PDF of the N variables M., i.e. 
p (A) = y II ...... I N 
A > C + L 
- 0 ;=1 
C. M. , , 
] 
(2.65) 
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For a given AI the collapse probability is bounded by: 
(2.66) 
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s. 
Fig. 2.1 A "Strictly" 'Parallel Redundant System 
\ 
s 
Fig. 2.2 A Multi-member Truss 
26 
CHAPTER 3 
FORMULATIONS OF SYSTEM RELIABILI'lY 
3.1 Introduction 
For the class of structural systems that are built up of elements of 
elastic-plastic material such as mild steel, failure or collapse of a frame 
system may be assumed to be caused by the formation of plastic hinge 
mechanisms, whereas the collapse of a truss structure of similar material 
may be assumed to be caused by the compressive or tensile yielding of the 
elements. The order in which the plastic hinges are formed, or the order in 
which the elements yield, is immaterial. 
A structural failure mode is a distinct combination of element 
failures that causes the structure to collapse (either partially or 
completely depending on the def inition of collapse).. In general, a 
structural sY9tem may collapse ~n different failure modes; and for a 
practical structure, the possible collapse modes may not be simple to 
identify. Nevertheless, if there are n potential collapse modes, E1, 
E2, ..... , En' the occurrence of anyone of them will constitute collapse of 
the system.. Hence, if E. is the event that the system collapses through 
1 
mode i, the probability of collapse of the system is: 
(301) 
For structural systems of plastic frameworks or trusses, the collapse of a 
system through mechanism i is the event (Zi<O), i.e. E. = (Z.< 0), where Z. 
111 
is defined by Eq .. 2.26 .. Therefore, for such a system, Eqo 3.1 becomes Eq. 
2.30. From Eq. 3.1, three essential steps may be observed in the analysis 
of collapse of structural systems. 
1. identification of all the significant failure modes; 
2. modeling and analysis of the individual failure modes; 
3. combining the individual failure mode probabilities to obtain the 
collapse probability of the system. 
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Previous works on the reliability analysis of structural systems 
using failure mode method (Stevenson & Moses 1970, Vanmarcke 1971, Gorman & 
Moses 1979, Ditlevsen 1979) ~plicitly assume that all the possible failure 
modes are known, and thus avoided the problem of identifying the significant 
failure modes. However, for structures of practical complexity, the number 
of potential failure modes under a given loading condition is too large to 
be enumerated, whereas the major failure modes may be difficult to identify. 
A method for the identification of the major modes of failure, therefore, is 
necessary.. A method for this purpose is discussed in Sect.. 3.4 through 
3.6, and steps 2 and 3 will be discussed in Sect. 3.2 and 3.3, 
respectively. 
3 .. 2 Reliability Analysis of Individual Fai luI' e Mode 
Following Stevenson and Moses (1971), the performance function Z. for 
J. 
a mechanism i may be expressed by Eq. 2.26. For a frame having p potential 
plastic hinges and 2 external loads, this equation may be written in matrix 
form as; 
(3 .. 2) 
{AI}' and {A }. are the column vectors of the resistance and load 
1 II 1 
coefficients defining mech.anism i ; whereas {M} and {s} are the column 
vectors of the plastic moment capacities and applied loads, respectively. 
The components of {M'} are always posit i ve .. 
However, if the deformed shape of mechanism i is also of interest, 
then an element a .. of vector .{A} . may be interpreted as the virtual 
1J 1 
displacement at hinge j. A component of {A }. will be positive or nega tive 
I 1 
depending on whether the rotation of hinge j is counterclockwise or 
clockwise, whereas the sign of a component of {A } will depend on whether 
II i 
the translation of joint j is in the opposite or the same direction as that 
of the global coordinates directions.. Also, the components of {M'} may not 
always be positive.. Each component of the vector {M} will take on the 
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same sign as its corresponding component of {AI}i such that the internal 
virtual work done by each potential hinge is non-negati ve ; whereas an 
element of {s} will have a positive or negative value according to whether 
the load is acting in the same or opposite direction of the global 
coordinates. 
-Eq.. 3.2 is more general than Eq.. 2 .. 26; the vector {M' } includes 
all plastic resistances and loads regardless of whether the resistances or 
loads are active in mechanism i.. If a particular load j is inactive in 
mechanism i, its corresponding a
ij in Eq .. 3.2 will be zero. 
Since the plastic moment capacities and the applied loads are assumed 
to be random variables with known distributions, the mean value of Z. is; 
1. 
(3.3) 
and the corresponding variance is; 
cr Z.
2 
= {A}~ [VM'] {A}i (3.4) 
1 
where [VM'] is the covariance matrix of resistances and loads. If all the 
components of {M'} are mutually statis tically independent, then 
will be reduced to a diagonal matrix of variances. 
[V '] 
M 
If all the components of {MY} are normal variates, Zi will also be 
normal.. Moreover, if sane of the components of {MY} are non-normal 
variates, the normal distribution may still be prescribed for Z. by virtue 
1. 
of the Central Limit Theorem, as Z. is the sum and differences of many 
1. 
random variables. In the worst case, when the number of loads and 
resistances active in mechanism i is small, the method of equivalent normal 
distribution suggested by Paloheimo (1974) and Rackwitz (1976) may be used. 
Prescribing the normal distribution for Z. the probability of 
1. 
collapse ot the system through the ith mechanism is given by, 
= P(Z. < 0) 
1 
(3.5) 
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Similar results may be obtained for trussed structures. 
3 .. 3 Point Estimate of System Collapse Probability 
3.3 .. 1 The PNET Method 
The performance functions Z , i=1,2, ••• ,m, are invariably positively 
correlated, as these correlations are the results of the plastic moments or 
loads that are common to two or more collapse mechanisms of a system .. 
terms of Eq. 3.2, it can be shown that the correlation coefficient 
between mechanisms i and j (i,j) is, 
{A}~ [VM'J {A}. 
1 J 
OZ. OZ. 
1 J 
In 
p .. 
1J 
(3.6) 
From Eqs. 3 .. 1 and 2 .. 26, it is seen that these correlations between 
the mechanisms are important in the evalua tion of the syst em col lap se 
probability_ 
The PNET (Probabilistic Network Evaluation Technique) method 
previously developed for the analysis of activity networks (Ang, et aI, 
1975) appears to be appropriate also for calculating the point estimate of 
the collapse probability of a stvJctural system, taking into account the 
effects of the correlations between potential collapse modes.. Applied to 
the collapse probability of redundant plastic frameworks or trusses, the 
PNET method is based on the premise that those plastic mechanisms that are 
highly correlated (e .. g.. with P •• > P ) may be assumed to be perfectly 
1J 0 
correlated; whereas tho se with low correIa tions ( with P •• < P ) may be 
1J - 0 
assumed to be statistically independent.. p is some specified "demarcating DU 
o 
correlation coefficient.. On this basis, the possible plastic mechanisms can 
be divided into several groups, such that within each group the mechanisms 
are highly correlated with a single DlrepresentativeDB mechanism; the 
Dlrepresentativeli mechanism within each group is the mechanism having the 
highest probability of failure in the group. The IOrepresentativeBV 
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mechanisms between the different groups may be as sumed to bestatis tically 
independent. Thus, the collapse probability of the system is approximated 
by, 
Pf ~ L: P(Zr < 0) r 
(3 .. 7) 
where r stands for the "representative" mechanisms. Observe that only 
individual collapse mode probabilities are required. 
Central to the PNET approach is the value of the demarca ting 
correlation P which def mes the transition between high and low 
o 
correlations.. A value of Po = 0.5 has been shown to be appropriate for 
activity networks (Ang, et aI, 1975); however, a value of P = 0.7 or 0.8 
o 
appears to be more appropriate for the collapse probability analysis of 
plastic frameworks and trusses. 
3.3.2 Illustrative Example 
For the purpose of illustrating the PNET method, consider the example 
of a simple one-story one-bay frame as shown in Fig. 3.1. The structure is 
subjected to the loads 8
1 
and 8 28 The load and resistance statistics are as 
follows: 
Mean ·C~O~V. 
360 ft-K 0.15 
480 ft-K D. 15 
100 K 0.10 
50 K 0.30 
Assume that the bars are prismatic and resistance capacities along a member 
are perfectly correlated; moreover, the resistance capacities of the members 
with the same labels (e.g. M) are perfectly correlated; whereas variables 
1 
of different labels (e.g. M, M , 8 , 8 ) are statistically independent 
1 2 1 2 
normal variates. Under these assumptions, the potential locations of 
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plastic hinges are limited to the points of high applied moments, which are 
those marked in Fig. 3.2. The corresponding collapse mechanisms are those 
summarized in Table 3.1. 
TABLE 3. 1 SUMMARY OF POSSIBLE MECHANISMS 
llZ. P(Z. < 0) , 
Mechanism Hinges Involved s· =-' Z. ' (fZ. = q;(-Si) i In Mechanism , , 
, , , 2, 3, 6 4M, + 2M2 - lOS, - '5S2 1.82 .0346 
2 1 , 2, 3, 4 4M, - 15S2 2.21 .0'35 
3 1 , 2, 5, 6 2Ml + 4M2 - 10S1 - 15S2 2.26 .0120 
4 5; 6, 7 4M2 - lOS, 3 .. 02 .0013 
5 1 , 2, 5, 7 2M, + 2M2 - 15S2 3.23 .0006 
6 3, 4, 6 2M, + 2M2 - 10S1 3.30 .0005 
In Table 3.1, the mechanimas are arranged in the order of decreasing 
probabilities of collapse, i.e" in decreasing F(Z. < 0)" The correla ton 
1 
coefficients between any pair of mechanisms are as follows: 
Modes 
1 
2 
3 
4 
5 
6 
Correlation Coefficients 
1 -. 2-3---------- - 4--, =S=. _n --~ '. 
1 . 0 0 . 87 O. 89 ~. q ..__ ~~ __ . ___ 0 ~ 7 ~ __ -
1 .0 0.60 0.0 : 0.82 __ .Q .• 36 
1.0 0.77 0.91 0.78 
symmetric 1.0 0.47 0.82 
4; 1.0 0.55 
~ 
~ .. --
'6':- 1.0 . 
1 \ .r-. 1 , ' ~ 
j'! '-j? 
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Using a demarcating correlation of p == 0.7" all the mechanisms" 
o 
except mechanism 4" are nrepresented" by mechanism 1.. Therefore, there are 
only two "representative" mechanisms, namely mechanisms 1 and 4, in this 
example. Thus, in accordance with Eq. 3.7, the collapse probability of 
the frame is estimated as 
= 0.0346 + 0.0013 -'O~036 
Observe that if the mechanisms are arranged in order of decreasing 
p(Z.< 0), as in this example, it is not necessary to evaluate all the p .. 
1 ~ 
in order to estimate P f (e .. g. P2 3 'P2 4 etc .. ).. The correlation of those 
" , 
mechanisms that are already "represented" by an earlier mechanism need not 
be evaluated subsequently. 
According to Eqs. 2 .. 37 and 2.39, the correct probability for this 
example is bounded as follows: 
0.0346 2 Pf 2 0.0625 
whereas, the corresponding bounds of Eqs. 2.53 and 2.57 are: 
0.0367 2 P f 2. 0.0447 / 
The accuracy and validity of the PNET method may be evaluated through 
large-sample Monte Carlo calculations.. For this example, a total of 20,000 
samples were performed, among which 80 2 failures were observed giving a 
collapse probability of the frame of 0.04. The procedure involved in the 
Monte Carlo calculations is described in Sect. 4.5. 
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3.4 Identification of Major Failure Modes 
The major failure modes are those collapse mechanisms whose 
contribution to the system collapse probability are significant. One of the 
main problems in the practical reliability analysis of general structural 
systems using failure mode analysis lies in the identification of the major 
failure modes. There are three general approaches that may be used for this 
purpose: 
I." Exhaustive enumeration 
2.. Simulation 
3. Heuristic search 
3.4.1 Exhaustive Enumeration 
The theory of 
enumeration of all 
plastic 
possible 
analysis may be used for 
mechanisms (including those 
an exhau s ti ve 
that are not 
kinematically admissible) through the superposition of certain independent 
mechanisms" (Hodge, 1959; Neal,1979) .. Then, by comparing the reliability 
index S. of the failure modes, the mechanisms can be arranged in order of 
J. 
significance. Unfortunately, the total number of possible failure modes 
will increase rapidly with the complexity of a structure. Exhaustive 
enumeration of all possible failure modes will easily become prohibitive for 
most structures of practical conf igurationse 
3.4 .. 2 S~ulation 
Through simulations, random loads and random element resistances are 
generated according to their respective distributions, and a structure is 
then analyzed to determine the corresponding failure mode. The process is 
repeated until enough failure modes are discovered.. Obviously, this 
approach requires large computational efforts; in addition, it ~s difficult 
to guarantee that all the significant modes have been found. 
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3.4.3 Heuristic Search 
Heuristic search schemes, if designed properly, may be efficient for 
identifying the major failure modes.. An ideal heuristic method should be 
able to identify failure modes in the order of decreasing failure 
probabilities, and with computational effort proportional (linearly) to the 
number of basic random variables, e.g. external loads and element 
resistance capacities.. Based on the observation that major failure modes 
(especially those exhibiting different structural behavior at collapse) will 
corrrespond 
here is to 
mathema tically to local minima, the heur is tic method proposed 
identify the major failure modes through mathematical 
programming; the failure modes, however, may not necessarily be in 
decreasing order of failure probabilities. 
Use of Optimization Techniques --- It can be seen from Eq. 3.2 that 
the mechanism having the smallest reliability index S is the most 
i 
significant collapse mechanism of the system.. The reliability index of a 
system S may be expressed in terms of a vector of variables {X} , in which 
the components may be the amount of rotations and translations of the 
potential hinges under the loads (Sect. 3 .. 5.1 & 3.6 .. 1) or the weights of 
certain independent mechanisms (Sect.. 3 .. 5 .. 2 & 3 .. 6.2) .. Then, the problem of 
identification of the most significant failure mode can be transformed into 
finding the values of the components of {X} such that the resulting S 
value is the minimum. The objective function for minimization is the 
general expression of S({X}). 
Of course, there may be more than one significant failure mode for a 
system; consequently, the minimization problem involves the determination of 
the local minima. Thus, in addition to the lBabsoluteUB minimum, 
identification of the local minima is also essential .. 
For a major mechanism i with its corresponding point X. that is not 
l. 
a local minimum in the n-dimensional space, it is assumed that X. will be 
l. 
close to a local minimum X. which corresponds to the major mechanism j .. 
J 
The implication of the closeness of two points in the n-dimensional space is 
that the two mechanisms will involve many common loads and plastic hinges 
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and hence are highly correlated. Thus, failure to identify mechanism i will 
not affect the accuracy of the estimate of the system collapse probability 
Pf because according to the PNETmethod, mechanism i, even if identified, 
will be "represented" by 11iechanim j.. Therefore, mechanism i will not have 
significant contribution to Pf " 
The formulation of the general safety index S({X}) is described 
below. 
3 .. 5 Formulations E.2L Frames 
3.5.1 Formulation F1-
Objective Function --- The reliability index S({X}) of a structural 
system may . be formula ted in more than one way. One is to consider the 
rotations and the translations of the potential hinges under the loads as 
the set of variables {X}.. With this formulation, the general expressien of 
the performance function Z fer a mechanism may be writ ten in matrix form as: 
where {XI} 
X t 
= {---!---} 
XII 
M {----- } 
S 
(3.8) 
= vector of rotatiens ef the potential hinges; a component xI. 
of potential hinge i will be pesitive for counterclockwis~ 
retation, and negative fer clockwise rotation. 
{XII} = vecter ot translations of the hinges; a cemponent xII. is 
positive or negative depending on whether the translati~n of 
hinge i is in the opposite or the same direction as the global 
coordinates .. 
{M'}= as defined in Eq. 3.2 when the deformed shape of the 
mechanism is also required .. 
Observe that for a particular mechanism i (under a unit deformation), 
the corresponding vector {X} is unique and a component x has the physical j 
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meaning of the virtual displacement of hinge j. Denote it as {X}, then 
l. 
it is clear that {xli is identical to the vector {A}i in Eq. 3.2 provided 
that the components of {Ml} are arranged in the same order .. 
From Eq. 3.8, the general expression for the reliability index 
becomes; 
s({X}) = (3.9) 
where {11M'} and [VM'] are the mean-value vector and the covariance matrix 
of {M'} , respectively. 
Since each of the components of {11} takes on the same sign as its 
M 
corresponding components of {XI} such that the internal virtual work done 
by the individual potential hinge is nonnegative, it is convenient to assign 
11M to be always positive.. Under this assignment of the sign convention, j 
the translation of a hinge under load S is which is positive or i XIIi' 
negative depending on whether the translation is in the opposite or the same 
direction as the load S._ 
l. 
s({X}) = 
S can be written as; 
(3.10) 
Constraints --- Not all the variables in {X} are independent of each 
other.. They must satisfied the conditions of kinematic admissibility, which 
may be divided into two parts: 
1. The external virtual work done by the external loads must be 
positive, i .. e .. 
- {Y It rS1 I\IIJ 1. J > 0 (3.11) 
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2. Continuity of the structure must be preserved, i.e. compatibility 
conditions must be maintained .. 
The inequality constraint of the external virtual work, Eq.. 3.11 is 
usually automatically satisfied since negative virtual work 
({XII}t {S} > 0 ) 'will not give a minimum value in Eq. 3.10.. Therefore, 
the inequality constraint can be released in the course of finding the 
minimum S .. The second condition of kinematic admis sibil ity can be 
further divided into two parts as follows: 
1. Relationship among the angles of rotations of potential hinges 
{XI} .. 
2. Relationship between the rotations and translations of the hinges 
under external loads. 
Given the geometric coni iguration of a structure, the second set of 
compatibility conditions can be easily written down by inspection. 
Generally, all the components of {X } can be expressed as linear functions 
II 
of the components of {XI}" The firs t set of compa tibil ity requirements may 
not be obvious; however, they can be generated systematically, e.g. by the 
method suggested by Fenves & Gonzalez-Carlo (1971). Appendix A describes 
the Fenves & Gonzalez-Carlo method in detail. 
In general the number of independent variables for a plane frame 
structure is always equal to the number of potential plastic hinges minus 
the degree of redundancy of the structure. 
Illustrative Example --- Consider the one-story one-bay rectangular 
frame discussed previously in Sect. 3.3.2 (see Fig. 3.1) with the same 
loads and resistance statistics. The coordinates of the nodes are shown in 
Fig. 3.3 and the components of the vector {X} are shown in Fig .. 3.4. 
From Eq. 3.9, the object i ve funct ion f3 is given as; 
s = 
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The r,elationship between the rotations and t ransla tions of the hinges can be 
obtained by inspection" which are: 
15x, + Xg = 0 
The compatibility equations governing the rotations of the potential hinges 
can be obtained fram the following observations: 
1. If the frame is going to sway" both columns must sway in an equal 
amount; i.e. 
2. The algebraic sum of the rotations of the potential hinges in a 
closed loop must be zero; i.e. 
3. Because of the s,..atry of the fr.-a" the following campa tibil ity 
equation must be satisfied; 
However" the above equations may not be obvious.. Therefore" a method for 
the systematic generation of the compatibility equations is necessary 
(Appendix A)" 
Observe that the campa tibil ity constraints are all linear equa tions; thus 
these equations may be "substituted" into the objective function (3 to 
reduce the number of variables (from 10 to 4 in this example) and the 
problem becomes essentially an unconstrained minimization problem. 
In general" the number of independent variables for a plane frame 
structure is equal to the number of potential plastic hinges minus the 
degree of redundancy of the structure. 
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In plastic-limit analysis, it is well known that every col lap se 
mechanism can be regarded as a linear combination of certain independent 
mechanisms (Hodge, 1959; Neal, 1977). Following Hodge';s terminology, these 
independent mechanisms will be called lIelementary" mechanisms.. The number 
of "elementary" mechanisms» .N , is equal to the number of potential plas tic 
e . 
hinges minus the number of degrees of redundancy of the system.. Actually, 
the set of "elementary" mechanisms' is not unique; any N mutually 
e 
independent mechanisms would constitute a set of "elementary" mechanisms. 
Each "elementary" mechanism sa tisf ies the c::ompa tibil ity equations but not 
necessarily the positive virtual external work requirement. Even though the 
lIelementaryll mechanisms of simple syst ems can be easi ly identified by 
inspection, . the "elementary" mechanisms of a complex syst em (such as gable 
frames) may have to be generated systematically, e.g. by the procedure 
proposed by Watwood (1979).. The details of Watwooo',s method is described in 
Appendix Be 
Objective Function --- Once a set of "elementary" mechanisms is 
generated, the performance functions of the OUelementary" mechanisms may be 
written as: 
(3.12) 
where 
[Ae ] = matrix of virtual displacements corresponding to the elementary 
mechanisms; an element a:. is the virtual displacement at hinge j of 
1J 
mechanism i .. 
. {M'} = vector of plastic resistances and applied loads. 
If every "elementary" mechanism is a one-degree-of-freedom mechanism,. then 
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it ~s convenient to define a normalized matrix [A'] , such that its elements 
are; 
a •. = 
lJ 
e a .. 
lJ 
[r a~.2Jl/2 
. lJ J 
(3.13) 
By treating the "weight" of each "elementary" mechanism as a component of 
{X}, the reliability index of a system, S, can be expressed as a function 
of the vector {X}. Denoting, 
(3.14) 
the system reliability index is, 
s({X}) = (3.15) 
Since each of the "elementary" mechanisms already sa tisf ies the 
compatibility requirements, a collapse mechanism formed by the linear 
combination of such elementary mechanisms will also satisfy compatibility. 
Therefore, with this formulation, there is no constraint equations to be 
considered. 
Numerical Example --- Consider the same example problem discussed 
earlier in Sect. 3.3.2 (see Fig. 3.1). Relabel the potential plastic 
hinges as shown in Fig. 3 .. 5. Fig.. 3 .. 6 shows the Dlelementaryll mechanisms 
generated by the method suggested by Watwood(1979).. For this example, it 
can be seen that the first mechanism generated is a IBpanel" mechanism; the 
second one ~s a "beam" mechanism and the third and fourth are "joint" 
mechanisms; all are of one---degree-of-freedom. Strictly speaking, the 
OIjoint 18 mechanisms are not possible mechanisms, as there is no applied 
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couple at the joints. However, they are clearly mutually independent of 
each other, and are also independent of the other two mechanisms and, 
therefore are "elementary" mechanisms" For rect angular frames, Watwood':s 
method always generates "joint" mechanisms, "beam" mechanisms and IIpanel II 
mechanisms as part of the set of DlelementaryBl mechanisms. 
For this example, Eq. 3.12 becomes; 
Z, e 
-1 1 0 0 0 -1 1 -1 0 
Z2 
= 
0 0 -1 2 -, 0 0 0 -1 
Z3 0 -1 1 0 0 0 0 0 0 
Z4 0 
0 0 0 1 -1 0 0 0 
and Eq. 3.14 gives 
, 
0 0 0 
, 
--x 
15 15' 
, 
0 1 0 1 
, 
--
-- X -- X 
r Y1 ~ 12 /2' ff3 
Y2 0 
1 1 0 
, , 
-- X +- X 
I Y3 
ff ff /1 2 12 3 
0 2 0 0 2 
j 
- x, -x 
Y4 17 /7
2 
Y5 0 
1 0 +-' 
x2 , 1 
= 
-- X +- X 
= ff ff 17 2 12 4 x3 
v_ Jb 1 0 0 1 l x4 J 1 1 -- X -- X Y7 15 ff 15' /2 4 
Ys 
, 
0 0 0 
, 
-x 
15 IS' 
Yg , 
0 0 0 
, 
-- X 
15 /5' 
0 
, 
0 0 
, 
-- X 
/7 17 2 
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3.6 Formulations l.2L Trusses 
3.6.1 Formualtion Tl 
The identification of the major failure modes through optimization 
can similarly be applied to a ductile truss system, in which the collapse is 
through the tensile and/or compr·essive yielding of its members.. In this 
case, every member is a potential yielding element. 
Objective Function --- Treating the amount of yielding for each bar 
as a variable x in {X} of Eq. 3.8, x being positive or negative 
I 
depending on whether the bar yields in tension or compression, the 
reliability index for the system can also be described by Eq. 3.9. A 
variable x in {X } represents a translation of a joint under an applied 
II 
load; in this case,' x is positive or negative depending on whether the 
translation is in the opposite or the same direction as the applied load. 
For the special case in which the compressive yield strength of each 
bar is identical to its tensile yield strength, Eq. 3.10 remains valid, and 
serves as the objective function in the minimization process. 
Constraints Again, the kinematic admis sibility conditions 
(consisting of the compatibility requirement and the external work done) 
must be satisfied. As in the case of frame structures, the requirement of 
positive external virtual work is usually automatically satisfied. 
Although all the components of {X } can be expressed in terms of II 
{X } it is not as easily done as in the case of frame structures. 
I 
Futhermore, for a redundant truss, there are more bars than the degrees of 
freedom and hence the components of {X } are not mutually independent of 
I 
each other. A systematic method to generate both sets of compatibility 
equations will be required.. Although such a method cannot be described in a 
compact matrix form as in Eq. A.l, it can easily be programmed for computer 
calculations .. The method is explained and illustrated as follows. 
Illustrative Example --- Consider a truss as shown in Fig. 3 .. 7 and 
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define the global coordinates, generalized coordinates· {D}, and local 
coordinates {d} as shown in Figs. 3.8 and 3.9. The local coordinates {d} 
are related to the displacements of the joints, in generalized coordinates, 
as follows: 
d, case si n e 0 0 0, 
d2 -sin e cos e 0 0 °2 
d3 
= 0 '0 cos e si n e 
°3 
d4 0 0 -si n e cos e °4 (3.16) 
Define the "destination" array DA for member i as a 4xl column 
vector w1ththe following components: 
DAil - Label denoting the general ized 'coordinate in global X 
direction in the positive (or A) end of member i; 
DAi2 - Label denoting the generalized coordinate in global Y 
direction in the positive (or A) end of member i; 
DAi3 = Label denoting the generalized coordinate in global X 
direction in the negative (or B) end of member i; 
DAi4 = Label denoting the generalized coordinate in global Y 
direction in the negative (or B) end of member i. 
Thus, for this example (see Figse 3 .. 7 and 3 .. 8) , DA 
i 
as follows: 
~ , 3 3 
OA, 2 DA2 
4 
DA3 4 DA4 = = = = 
7 7 5 
8 8 6 
, i-I, ..... ,5 
, 
7 
8 OAS S 
6 
In general, the change in length of member i can be written as: 
= 
= cos e,. (DDA - DDA ) + sin e; (DDA. - DOA,"2) ;3;1 14 
are 
./ , 
2 
S 
6 
(3.17) 
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where x is positive if the member is under tensile yielding and negative if 
the member is under compressive yielding. For this example, 81 = 0°; 82 = 
° ° 0 0 
-45 ; 83 = 0 ; 8 4 = 90 and 8 s = 45.. Hence, 
0, 
Xl -1 0 0 0 0 0 , 0 O2 
x2 0 0 
1 1 0 0 
, 1 03 
ff ff 12 ff 04 x3 = 0 0 1 0 0 0 -1 0 
x4 0 0 0 0 0 1 0 -1 
Os 
1 1 0 0 1 1 0 0 06 Xs ff 12 ff ff 07 
08 
Since Dl =D2 =D3 =D 4 = 0 in this example, the above matrix equation reduces 
to: 
0 0 1 0 
x, 
1 1 Os 0 0 x2 12 12 06 
x3 = 0 0 0 
0 1 0 -, 07 x4 1 , 08 0 0 
x5 12 /2 
In general, for a plane truss having m members (bars) and n external degrees 
of freedom (2 degrees for a joint unless restrained), 
{X} = [AJ {O} 
mxl mxn nxl 
(3.18) 
Since the amount of yielding in each bar is the independent variable, it is 
necessary to express {D} in terms of {X}. 
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Suppose there is a matrix [ B] 
mxm 
such that [B] [AJ 
then using this in Eq. 3.18 yields, 
[B] [A] {D} = [-O!-]· {D} = [B] {X} 
rnxn 
or 
First n 
= [Rows of] {X}rnxl 
B 
[Last m-n ] Rows of B {X}rnxl = {a} 
I [---] o mxn 
(3.19) 
(3 .. 20) 
The matrix [B] can be obtained by performing elementary row operations 
mxm 
on [A] mxn such that [A] becomes [~]mxn and at the same time perform 
exactly the same set of elementary row operations on [I] (Watwood, 
mxm 
1979) .. Given the geometric conf iguration and the labelling of the joints 
and members, the generating procedure described above can be easily 
programmed for computer calculations. 
For the present example, [B] is given as: 
0 0 1 0 0 
1 -12 0 1 0 
[B] = 1 0 0 0 0 
, fi) {'\ () n 
l-; -yt:... u v viJ f[ -1 -1 
Since the external loads are applied at D7 and -DS only, Eq. 3.9 (assuming 
all the loads and r esis tance s are mutually independent) yields 
where 11 and 
m. 
1. 
cr are the mean and standard deviation, respectively, of 
m. 
1. 
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the yield strength of member i; ~s and cr are the mean and standard 
i si 
deviation, respectively, for load si-
The constraint equation in this example is 
- xl + 12 X2 - X 3 - X 4 + 12 X 5 = 0 
In general, for an indeterminate· truss of b bars and n degrees of freedom (b 
> n), there are b - n linear constraints which can be "substituted" into the 
objective function such that in effect the problem is an unconstrained 
nonlinear' optimization problem in n variables. 
3.6.2 Formulation X~ 
The identification of the major failure modes through the linear 
combination ot "elementary" mechanisms can also be applied to a truss system 
whose collapse is due to yielding of its members. Eqs. 3.12 through Eq. 
3.15 are applicable except that an element a~. of [Ae ] now represents the 
amount of yielding (positive if tensile; negative if compressive) in member 
j of mechanism i. Again, with this formlation, the resulting problem is 
independent of the constraints. 
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Fig. 3.1 One~story One-bay Frame 
5 6 7 
3 4 
2 
Fig. 3.2 Potential Locations of Plastic Hinges 
2 4 
(0,15 ) o----........... ~----.........q(20, 15) 
y 
(0,0) 
5 
(20,0) 
Figo 303 Coordinates of the Nodes of One-story Frame 
X .........a-. 9 
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X I To Xa :: Rotation of Hinges 
Xg , X10 :: Translation of Node 2 a 3, Respectively 
Fig. 3.4 Labelling of Variables of One-story Frame (Formulation IF) 
XI To X7 :: Rotation of Hinges 
Xa J Xg :: Translation of Node 
2 a 3 Respectively 
Fig. 3.5 Labelling of Variables of One-story Frame (Formulation 2F) 
1 
a c 
1 1 d 1 
Fig. 3.6 "Elementary" Mechanisms of One-story Frame 
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Fig. 3 .. 7 
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A Truss Structure 
Os 
(10'10) t ....... D5 
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'L Joint Number 
DS 7 Generalized Coordinates 
1J'---------....moLD7 4 
( 10,0) 
Fig. 3.8 Definition of Generalized and Global Coordinates 
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\ . ,-Local Coordinates 
\~a3 
Negative (B) End 
Positive (A) End 
Fig. 3.9 Definition of Local Coordinates 
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CHAPTER 4 
CALCULATIONAL METHODS 
4.1 Remarks ~ Optimization Technigue 
Mathematical programming is a branch of applied mathematics concerned 
with solving the following problem: minimize (or maximize) the objective 
f~nction f(xl' ••• 'xn) such that a set of constraints g;(xl' ••• 'xn) ~ 0, i = 
1,2, ••• ,m, are satisfied. It is a rapidly growing field of study and has a 
broad range of applications~ 
Mathematical programming problems vary according to the nature of the 
objective functions and constraint functions. If all the functions are 
linear, it is called a linear programming problem; otherwise, they may be 
referred to collectively as nonlinear programming problems. In general, 
there is no unique solution technique that is suitable for all nonlinear 
optimization problems. 
Depending on the nature of the constraints, mathematical programming 
problems may also be divided into three broad classes: 
1. unconstrained optimization problems; 
2. problems with equality constraints; 
3. problems with inequality constraints (with or without equality 
constraints as well). 
From Chapter 3, it may be seen that the problem of identification of the 
major failure modes may be formulated as a nonlinear optimization problem, 
of either type 1 or type 2; theoratically, a type 2 problem may be reduced 
to type 1. Therefore, methods appropriate for solving type 1 problems are 
emphasized. 
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4.2 Selection of Algorithm 
4.2.1 Introduction 
Solution techniques for unconstrained optimization problems are of 
two classes: direct and indirect methods. Direct methods start at an 
arbitrary point in the solution space and proceed, stepwise, towards the 
optimum by successive improvements; whereas indirect methods involve the 
solution of a set of simultaneous equations to extract the optimum. 
From Chapter 3, it may be observed that the objective function in the 
present problem contains discontinuities in the gradients, since absolute 
signs appear in the objective function. The presence of the absolute signs 
is because the internal virtual work at a hinge (in the case of frames) or 
in a member (in the case of trusses) is alw.ays nonnegative; whereas + and 
sign of x must be maintained to indica te the proper direction of the 
displacement ot the hinge (or member). 
For those solution points corresponding to the major mechanisms, 
discontinuities in the gradients in same directions (though not necessarily 
all directions) are usually present (e.g. see Fig.. 4.1). Thus, the 
necessary condition that all the first derivatives must be zero for a local 
extremum would not apply. Approximate gradients obtained through forward or 
backward finite differences are alw.ays positive or negative; whereas the 
approximate gradients obtained through central differences are the average 
values of those obtained from the forward and backward finite differences 
and can be positive in same directions and negative in others. Therefore, 
to test a point suspected to be a local minimum, the functi<;>nal values of 
points in the neighborhood of the pertinent point are evalua ted and 
compared. This is not a rigorous way to test local optimality; however for 
the present purpose, a point in the neighborhood of the local minimum is 
sufficient. The precise point of local optimality is not important as the 
objective is the determination of the major mechanisms. Example results 
show that the solution point obtained in this manner usually correspond to 
the major mechanisms. 
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4.2.2 Examination of Available Algorithms 
Because of the nature of the objective function, a solution technique 
using direct search involving the evaluations of the objective function only 
appears to be appropriate. 
Multidimensional search strategy, like chess strategy, generally have 
three phases: opening game, middle game and ending game. The opening moves 
set the stage; the middle one push for advantages and the final phase strive 
to reach the goal. Various search procedures differ from one another mostly 
1n the middle phase.. The strategic approach of changing tactics as the 
search progresses seems to work well in practice (Beightler et aI, 1979). 
For problems of relatively low dimensionality (e.g. n < 20), the Hooke and 
Jeeves (1961) pattern search algorithm is chosen as the solution technique 
for this study because it can be easily programmed and its performance for 
the example problems (Chapter 5) is better than the other algorithms 
examined. Other multidimensional search methods, that do not require 
derivatives, such as Rosenbrock's rotating coordinate method (1960), 
Powell's methorl (1964), and the modified Hooke and Jeeves search procedure 
proposed by Pappas (1980), were also examined. Results show that Powell's 
method is unsatisfactory for this type of problems; whereas the performance 
of Rosenbrock's method and Pappas's method are comparable in efficiency to 
that of the Hooke and Jeeves algorithm. 
For direct methods requiring first or second derivatives, the 
derivatives are estimated with the corresponding central finite differences. 
Among the algorithms tested include the "One-at-a-time Golden Section 
Method", "Steepest Descent Method", "Conjugate Gradient Method" (see Bazaraa 
et al, 1979), "Quas i-Newton Method 81 proposed by Dav idon, Fletcher and Powell 
(1963) , "NeIder & Mead's Flexible Polyhedron" (1964) and the ilGeneral iZed 
Reduced Gradient" method. Because of the peculiar nature of the objective 
function (presence of discontinuities in gradients and singularities of the 
Hessian matrices), the algorithms mentioned above do not perform well for 
one or more of the following reasons: 
1. excessive computation time; 
2. premature termination of the solution seeking process; 
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3* inability t~ determine multiple local minima regardless of starting 
points ., 
4.3.1 Description-2l Solutipn Technique 
the direct search method of Hooke and Jeeves (1961) contains two 
types of moves; namely, exploratory and pattern moves. The procedure of 
going from a given point to the following point is called a move and is 
termed a ··S1lccess" if the new value of the objective function is more 
favorable; otherwise it is a "failure" It The aim of an exploratory mOve is 
to acquire knowled.ge concerning the behavior of the objective function and 
the information of whether the move is a success or failure is then used to 
determine a probable direction for a "pattern" move; the "pattern" move aims 
at moving quickly towards the optimal point. The point fran which a 
"pattern" move is made is designated a base point. Procedures invol ved in 
an exploratory move aDd a Upattern U search can be summerized with the flow 
diagrams -shown in Figs. 4.2 and 4.3 .. - Computationally the Hooke and Jeeves 
algorithm may be described as folLows: 
1. Choose a starting poin t {X} as 
incremental step size {~X} whose 
-1,2, .. ,. .. ,n). 
the 
ith 
intial base point bi and 
component is 6xi (i 
2. The objective function value at the initial base point b1 , i.e. 
feb )>> and the value feb .. ~xl) is compared. If the new point is 
1 1 
better than the base point. i.e. f(bl .. ~~) < f(b1 ) for 
minimization problem. the point b, .. ~x, is called the temporary 
.J.. .J.. 
head tIl' where the first subscript shows that the first "pattem BU 
is being developed and the second SUbscript indicates that the 
first variable x has be en perturbed CI If the point hI ... 6 x I is Dot 
better than hI' discard bit ~xl and try b 1- ~xl0 If the new point 
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is better than bl , it is used as the temporary tIl; otherwise bl is 
designated the temporary head tIle Perturbation of x2, the next 
variable, is then performed in a similar manner; this time about 
the temporary head tIl' instead of the original base point bIG In 
general, the j th temporary head t lj is obt ained from the pr ece eding 
one tl,j_l as follows: 
if 
t1 . 1 - ~x ° 
,J- J if f(t, JO-1 - ~XJ') < f(t, . 1) < f(t, . 1 + ~x.) , ,J- - ,J- J 
t, ,j-1 if 
f(t, . 1 - ~x.)J 
,J - J 
(4.1) 
This expres sion covers all 1 ~ j ~ n if the convention 
is adopted. When all the variables have bee~ perturbed, the last 
temporary head tIn 1S designated the second base point b 2, i.e. 
t'n = b2, and the exploratory move is completed. 
3.. The original base point bl and the newly determined base b 
together establish the first Dlpattern 88 move (b 2 -b l ). The initial 
temporary head is given by: 
(4.3) 
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where a. is the acceleration factor (> 1 .. 0) and is used to speed 
up convergence; a. is a preassigned value .. The double subscript 20 
shows that a second "pa ttern ll is developing and the variables have 
not been perturbed.· A local exploration about t 20 is now carried 
out to establish the new temporary heads t 21 ,e •• ,t2n similar to Eq. 
4 .. 1; the 6nly difference being that the first subscript will be 2 
instead of 1 .. When all the variables have been perturbed, the last 
temporary head t 2n is designated the base point b3 0 If b3 is 
better than b2 , as before, a new temporary head t30 is established 
similarly with Eq. 4.3. In general, if b is better than b 
n n - 1 
and for n greater than than 1, t ~s given by: 
no 
(4.4) 
4. Steps 2 and 3 are repeated until the new last temporary head t ~s 
mn 
not better than the old base point b ; in this case, let b 1= b 
m m+ m 
and establish a new "pattern" by making exploratory moves of 
shorter step sizes .. The step size vector is now changed to 
y{~x} ,where 0 < y < 1 and y is called the reduction factor .. 
Treating b m '+ 1 as b l' Step s 2,3 and 4 ar e continued unti lone of 
the following criteria is satisified .. 
1. The new base point fails to improve the objective function 
value of the old base point by a prescribed value E (E is 
2 .. 
called the convergence criterion ) even after a double 
reduction in step size. 
The step sizes are smaller 
prescribed integer. 
m than y {~x} where m is a 
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i 
4.3.2 Illustrative Example Using Hooke ~ Jeeyes Pattern Search 
Consider the following problem: 
Choose initial step sizes ~xI =.~x2 =0.2, the acceleration factor a = 1.0, 
the reduction factor y = 0 .. 5, the convergence criterion E = 0 .. 0001, and the 
initial starting point (0.0,3.0) .. Then, the base point is bl = (0 .. 0,3.0) 
arid f(b l ) = 52.0. 
Next, compute f(x+~xI) = f(0.2,3.0) = 44.1376 which is better than 
f(b l ) and hence tIl = (0.2,3.0) .. Now, perturb variable x 2 about tIl; giving 
tIl + ~2 = (0.2,3 .. 2) .. Since f(0 .. 2,3.2) = 48.9376 which is greater than 
44.1376, the move is a "failure". Next try the point tIl - ~2 = (0 .. 2,2 .. 8) 
which gives f(0 .. 2,2.8) = 39.6576 which is smaller than 44 .. 1376, and thus is 
a BBsuccess"" At this point, all the variables have been perturbed and the 
first exploratory moves are completed. From Eq. 4.3, 
t 20 = (0.2,2.8) + 1.0x«O.2,2.8) - (0 .. 0,3.0» = (0.4,2.6) 
The iteration procedure is repeated (after five iterations) when f(t 52) > 
f(b 5) = f(2.0,1.0) = 0, at which the pattern move is abandoned .. Now let b 6 
= b5 and reduce step size by y = 0 .. 5 with t60 = b 6 = (2.0,1 .. 0). Since f(b 6) 
= f(t 62), at iteration 7, the step size is again reduced by half (i.e .. b.x l 
= ~x2 = 0.05). Again, no improvement is observed; at this stage, since the 
step size has been reduced twice without improvement, the algorithm is 
terminated. The solution is then found to be (2 .. 0,1.0) with f(2.0,1.0) = 
0.0. Table 4.1 summarizes the computations and Fig. 4.4 shows the path 
taken by the algorithm starting from (0.0,3.0). The points generated are 
numbered sequentially and the acceleration step that is rejected is shown by 
dotted lines in Fig. 4.4. 
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TABLE 4. 1 SUMMARY OF COMPUTATIONS 
Step 
Size tk ,j-l tk,j-l + tlXj tk ,j-1 - llXj tlX1 = Base Point Iterati on bb f(tk,j_l) f (tk . 1 + tlx.) f(t k,j_1 - tlx) k tlX2 [f(bk)] j ,J - J 
(0.0, 3.0) (0.2, 3.0) = tll 
1 52 44.1376 -
1 .2 (0.0, 3.0) 52 (0.2, 3.0) (0.2, 3.2) (0.2, 2.8) 
2 44.1376 48.9376 39.6576 = t12 
(0.4, 2.6) (0.6, 2.6) 
1 29.5936 25.0016 = t21 -
2 .2 (0.2, 2.8) 39.6576 (0.6, 2.6) (0.6, 2.8) (0.6, 2.4) = t22 
2 25.0016 28.8416 21. 4816 
(1, 2.0) (1.2, 2.0) = t31 
1 10.0 8.2496 -
3 .2 (0.6, 2.4) 21. 4816 (1.2, 2.0) (1.2, 2.2) (1.2, 1.8) = t32 
2 8.2496 10.6496 6.1696 
(1.8, 1.2) (2.0, 1.2) = t41 
1 
.3616 .16 -
4 .2 (1.2, 1.8) 6. 1696 (2.0, 1.2) (2.0, 1.4) (2.0, 1.0) 
2 
. 16 .64 0 
(2.8, 0.2) (3, 0.2) (2.6, 0.2) = t51 
1 
(2.0, 1.0) 6. 1696 7.76 4.9696 5 .2 0 (2.6, .2) (2.6, .4) 
2 4.9696 3.3696 -
(2.0, 1.0) (2.1, 1.0) (1.9, 1.0) 
1 0 .0101 .0101 
6 . 1 (2.0, 1.0) 
. 0 (2.0, 1.0) = t62 (2.0,1.1) (2.0, 0.9) 
2 0 .04 .04 
(2.0, 1.0) (2.05, 1.0) (1. 95, 1. 0) 
1 0 .0025 .0025 
7 .05 (2.0, 1.0) 0 (2.0, 1.0) = t72 (2.0, 1.05) (2.0, 0.95) 
2 0 .01 .01 
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4.4 Cgmputer Programs 
A computer subroutine was written in FORTRAN to implement the Hooke 
and Jeeves pattern search algorithm described in Sect. 4.3.1. The required 
input data include the maximum allowable number of objective function 
evaluations, the initial starting point, the initial step sizes, the 
convergence criterion E , the acoeleration factor a and the reduction 
factor y. In theory, the choice of these input parameters (except the 
number of maximum allowable objective function evaluations) will affect the 
performance of the algorithm. Experience from this study indicates that the 
following appear to give satisfactory results: convergence criterion E = 
0.0001, reduction factory y = 0.5, acceleration factor = 1.0, initial step 
size of each component = 0.2, the absolute value of each component of the 
initial starting point not more than 1.0, and the maximum allowable number 
of stepsize reduction m = 20. The algorithm is terminated when anyone of 
the the following conditions is met: 
1. the ~ximum allowable objective function evaluation is reached; 
2. the maximum allowable number of step size reduction m is reached; 
3. the convergence criterion is met. 
The computer program will print out all the components of the point 
at which the algorithm terminates, its corresponding objective function 
value, the final incremental step size, and the number of objective functon 
evaluations performed. 
There is more than one way to formulate the mathematical programming 
problem. In the formulation using the hinge rotations as variables (Sect. 
3.5.1), a computer program is written such that given the data defining the 
goemetry of the structure, the program generates the linear constraint 
equations (say, He of them) automatically. The user may then arbitrarily 
select Nc hinge rotations as the dependent variables and express them in 
terms of the independent variables. The objective function is then 
assembled in terms of the independent variables only and input as part of 
the Hooke and Jeeves pattern search subroutine. The user is allowed to try 
different starting points in one run of the program. The program applies 
also to truss structures using the yielding of the members as variables 
(Sect. 3.6.1). 
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For the formulation using the "weights II of elementary mechanisms as 
variables (Sect. 3.5.2 & 3.6.2), a different computer program has been 
developed that generates the set of "elementary" mechanisms using Watwood's 
method; the objective function is then generated automatically given the 
geometry of the structure and the statistics of the loads and resistances. 
The Hooke and Jeeves algor ithm subroutine is then called to search for the 
optimal solution.. In addition to the output pr in ted by the Hooke and Jeeves 
subroutine, the comput er program also pr in ts the coef ficient matrix [A] of 
Eq .. 3 .. 2 and the matrix [A e] of Eq. 3.12.. Again, different starting 
points are allowed in one run of the program. 
4 .. 5 Monte Carlo Calculations 
Problems of structural system reliability may also be evaluated 
through large-sample Monte Carlo calculations.. The Monte Carlo calculations 
require that all the potential failure modes be known and enumerated; 
consequently, the identifica tion of the failure modes as descr ibed in Sect. 
3.5 & 3.6 will still be necessary. For a particular problem, assume that 
all the possible mechanisms have been identified and listed; the steps 
involved in the Monte Carlo calculations may then be summarized as 
follows: 
1. For each trial, a pseudo random number is automatially generated 
for each of the independent variables according to their respective 
prescribed distributions. Using these generated values of the 
loads and resistance capacities, the values of the performance 
functions for all the possible failure modes are computed. If any 
one of the performance functions thus calculated is nonpositive, 
the structure has collapse. 
2. Step 1 is repeated n times, and the number of trials in which the 
structure collapsed is recorded. 
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3. The number of trials in which the structure collapsed divided by n 
is the estimated probability of collapse. 
The number ot trials, or sample size n, must be sufficiently 
minimize the sampling error. Depending on the theoretical 
probability, the number of trials n used in this study is greater 
large to 
collapse 
than 100 
times the average number of trials required for a collapse to occur; i.e. n 
> 100/estimated Pf • 
Monte Carlo calculations were performed for all the example problems 
presented in Chapter 5. 
n > ( 00 ~
/',_ f 
/ " \ f ~ ~<-~ \ 
.-----
0·0 I 
(D~O"] 
J 
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By 
--- Solution Point 
Fig. 4.1 Cross-section' of a Typical Solution Point 
EXPLORATORY MOVE 
ENTER 
+ 
INCREASE COORDINATE 
+ 
(Is Move a Success?) 
+ No 
DECREASE COORDINATE 
+ 
(Is Move a Success?) 
+ No 
RESET COORDINATE 
+ 
EXIT 
Yes Retain New 
Coordinates & 
New Functional 
Yes Value 
Routine carried out for each coordinates separately. 
Fig. 4.2 Descriptive Flow Diagram for Exploratory Move 
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CHAPTER 5 
ILLUSTRATIVE APPLICATIONS 
This chapter presents a number of redundant plastic frames and 
trusses; the probability of collapse for each structure is calculated using 
the method described in Chapter 3. For each example problem, the major 
collapse modes were determined using the two formulations. For formulations 
IT, ZF and 2T (Sect. 3.5.2 & 3.6), the initial starting points were 
{(±1,0, ••• ,0), (O,±l,O,. ... ,O), .... , (O, ••• ,O,±l)}; whereas in formulation F1 
(Sect. 3.5.1), the initial points for frames included points corresponding 
to all possible IIbeam ll mechanisms as well. 
In order to examine the accuracy of the results, Monte Carlo 
simulations were performed for all the examples. In general, the computer 
time roughly increases linearly with the sample size and a typical sample of 
100,000 trials requires approximately 40 seconds of execution time on Cyber 
175. The simple bounds (e.g. Ang & Am in , 1967) and the narrow bounds 
(Ditlevsen, 1979) on the system collapse probabilities were also calculated. 
In all the example problems discussed in this chapter, unless 
otherwise stated, the variables having the same label (e.g. M1 ) and all 
the sections along a member are assumed to be perfectly correlated; whereas 
variables having different labels (e.g. Ml and M2 ) are assumed to be 
statistically independent. Furthermore, all variables are assumed to be 
normal variates. The methods discussed herein, however, are equally 
applicable for non-normal variates; in particular, equivalent normal 
distributions may be used (Rackwitz, 1976). 
5.1 ~ Structures 
For a frame having N ilelementary" mechanisms, a col lap se mechanism 
e 
can be considered as the linear combination of the N elementary mechanisms. 
e 
The number of possible mechanisms may be de termined as follows .. 
For each elementary mechanism i, i=l, ••• ,Ne, two cases are involved 
in the linear combination, namely, (1) its weight x. is zero, or (2) its 
1. 
weight X. 
1. 
is 
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non-zero. If the collapse mechanism is of 
one-degree-of-freedom, the ratio of non~zero X., i=l, ... ,N will define the 
1. e 
mechanism. Given that exactly r non-zero weights are involved, there could 
N 
be as many as (e) po~sible mechanisms. 
r 
Thus, by considering all the 
possible cases of r, i.e. r 1,2, ... N, the total number of 
e N 
one-degree-of-freedom failure modes can be shown to be 2 e - 1. 
5 .. 1.1 Problem 1 
The first example considered is a simple one-story one-bay portal 
frame under concentrated vertical and lateral loads as shown in Fig .. 3.1. 
The same problem was used earl ier in Sect .. 3 .. 3 .. 2 to illustrate the PNET 
method .. The statistics of the loads and component resistances are the same 
as those stated in Sect .. 3.3.2, namely, 
t4ean 
M1 360 ft-K . 15 
t"2 480 ft-K . 15 
51 100 K .10 
52 50 K 
.30 
For the present example, there are 7 critical sections as shown in 
Fig. 3.2; the structure has three degrees of redundancy. Therefore, there 
are 7-3 = 4 elementary mechanisms (as shown in Fig. 3.6). Combinatorially, 
there may be a maximum of 24 -1 = 15 mechanisms.. However, some of these 15 
IIpossible 18 modes violate the kinematic admissibility constraints; i .. e.. the 
external virtual work done must be positive (e.g.. "joint mechanisms of Fig .. 
3.6); whereas some of the other modes contradict the assumption that the two 
column 
Fig .. 
than 
capacities are perfectly correlated.. An example of this is shown in 
5 .. 1a where equilibrium of the left hand corner implies M 1.S greater 
2 
M 1; whereas the opposite is implied when equilibrium of the right hand 
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corner is considered. Such failure modes, therefore, should also be deleted 
from the list of physically admissible mechanisms. Also, some of the 
uapparene' failure modes may be impossible to occur because the internal 
vitrual works are identical to same other mechanisms, but the external works 
are less (e.g. compa re Fig. 501b and c) .. The list of physically 
admissible mechanisms should be limited to one- degree-of-freedom 
mechanisms. Two (or more)-degree-of-freedom mechanisms, such as the one 
shown in Fig.. 5.1d, are not considered because in practice it is highly 
unlikely that two mechanisms can occur simultaneously. Deleting all such 
physically inadmissible mechanisms, six mechanisms remain for this prob lem, 
as listed in Table 3.1. Fig.. 3.6 shows the elementary mechanisms generated 
by Watwood',s method.. The results for this' example are summarized in Table 
5.1, which shows the S values of all 6 physically admis sible mechanisms 
arranged in the order of decreasing Pfio 'For those mechanisms that are 
identified by the Hooke and Jeeves algorithm, they are labelled "I" in the 
table; otherwise they are labelled liN".. Based on Formulation F1 
(Sect.3.5.1), 4 mechanisms are identified, whereas only 3 mechanisms are 
identifie~ 1n Formulation F2 (Sect. 3.6.1). Table 5.1 also contains the 
calculated P' base on the PNET method using 3 different values of p , i.e. f 0 
0.6, 0.7 and 0.8. For each p value, the cases of (1) using all' 6 
o 
mechanisms; (2) using only those mechanisms identified in Formulation Fl; 
(3) using only those mechanisms identified in Formulaton F2, are considered. 
The results of Monte Carlo simulation as well as the simple and narrow 
bounds on Pf are also listed in the table. 
Although example 1 has three dominant mechanisms, the second and 
third modes are highly correlated with the first (and most significant) 
mechanism.. Therefore, the structure has essentially one dominant mechanism 
and, as expected, 'the system collapse probability is very close to its lower 
bound probability .. 
5 .. 1.2 Problem 2 
The second problem is a two-story one-bay rectangular frame subjected 
to concentrated loads, as shown in Fig. 5.2. The vertical loads rep~esent 
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TABLE 5.1 SUMMARY OF RESULTS FOR PROBLEM 1 
Number of physically admissible mechanisms = 6 
Mechanism i 
s· P(Z. < 0) Based on Based on (ordered} 1 1 Formu1 ati on F} Formu1 ati on F2 
34.6 x 10-3 * 1 1.82 I I 
2 2.21 13.5 x 10-3 I I 
12.0 x 10-3 * 3 2.26 N N 
4 3.02 1.3 x 10-3 I I 
5 3.23 0.6 x 10-3 N· N 
6 3.30 0.5 x 10-3 I rf 
PNET Calculations of System Collapse Probability, Pf 
* 
p . 
o 
0.6 
0.7 
0.8 
Using Mechanisms Using Mechanisms 
Using All Identified in Identified in 
6 Meehan isms Formulation F1 Formulation F2 
0.036 
0.036 
0.036 
0.036 
0.036 
0.036 
ff by Monte Carlo Simulations 
P f = O~'040 
Sample Size = 20,000 
Bounds on Pf (Based on All 6 Mechanisms} 
Simple Bounds = 0.0346 - 0.0625 
Narrow Bounds = 0.0367 - 0.0448 
0.036 
0.036 
0.036 
. I = Mechanisms identified; N = Mechanisms not identified 
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the equilva~ent uniformly distributed loads, such that the external virtual 
works are the same.. The potential locations of the plastic hinges in the 
frame are those shown in Fig. 5.3. The statistics of the applied loads and 
the moment capacities of the members are as follows: 
Mean C.O.V. 
Ml 80 ft-K o. 15 
M2 200 ft-K o. 15 
Fl 20 K 0.25 
F2 40 K 0.15 
P 3.5 K 0.25 
There are, therefore, 14 potential plastic hinges and 6 degrees of 
redundancy; thus, there are (14-6) 
Combinatorially, there could be as many as 
elementary mechanisms. 
= 255 possible failure 
mechanisms. 'By exhaustively inspecting all the 255 possible mechanisms, it 
is found that, for one reason or another, only 25 of them are admissible. 
The first 8 major mechanisms are those described below: 
Mechanism Hinges Invo'ved Failure Mode s· i in Mechanism i Equati on Z· 1 
, 5,6,7 4M - F2L2/2 2*98 2 
2 1,2,4,6,8,9 6M1 + 2M2 - 3pL, - F2L2/2 3.06 
3 1;2,4,6,7,8 4M, + 3M" - 3pL, - F I)L,,/2 3.22 I (... I L (... 
4 3,4,6,8,9 4Ml + 2M2 - F2L2/2 3.28 
5 ',2,3,4 4M, - 3pL, 3.38 
6 1,2,4,6,9,10, " 8M1 + 2M2 - 4pL, - F2L2/2 3.50 
7 ',2,6,7,11,13 4M1 + 6M2 - 4pL, - F1L1/2 - F2L2/2 3.64 
8 1,2,6,7,10,11 4M, + 4M2 - 4pL1 - F2L2/2 J.72 
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The correlation coefficients between any pair of the first 8 major 
mechanisms are as follows: 
Correlation Coefficients, Pij 
~1odes 1 ~_3_ 4 ~?_6_/_7 8 
1 1 .00 0.69 0.88 0.83 ~ ~ 0.91 0.90 
2 1.00 0.95 0.95 0.67 o. 9 0.80 0.91 
3 1.00 0.95 0.49 0.90 0.93 0.99 
4 1.00 0.41 0.90 0.83 0.90 
5 1.00 0.77 0.31 0.43 
6 Symmetric 1.00 0.75 0.86 
7 1.00 0.95 
8 1.00 
The representative mechanisms for the respective P 0 are as follows: 
Po = 0.6: representative mechanisms = 1, 5, 20© I, 
Po = 0.7 or 0.8: representative mechanisms = 1, 2, 5, 17. 
The results of analysis are summarized in Table 5.2, which shows that only 
the first, second and the fifth mechanisms are identified by both 
formulations, and the third mechanism is identified in Formulaton F1 but not 
in Formulation F2. Nevertheless, based on the 3 or 4 identified mechanisms, 
the calculated P f values using the PNET method are the same as those 
obtained using all 25 physically admis sible mechanisms for all 3 values of 
Po <0.6, 0.7 and 0.8) used. The P f obtained using Po = 0.7 or 0.8 is close 
to that obtained by Monte Carlo simulation, and lies within the simple and 
narrow bounds .. 
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TABLE 5.2 SUMMARY OF RESULTS FOR PROBLEM 2 
Number of physically admissible mechanisms = 25 
Mechanism i 
s· P(Zi < 0) Based on Based on {ordered} .1 Formu1 ati on F1 Formul ati on F2 
1.44 x 10-3 * 1 2.98 I I 
2 3.06 1.11 x 10-3 I I 
3 3.22 0.64 x 10-3 I N 
0.52 x 10-3 * _4 3.28 N N 
5 3.38 0.36 x 10-3 I I 
6 3.50 0.23 x 10-3 N N 
7 3.64 0.14 x 10-3 N N 
8 3.72 0.10 x 10-3 N N 
PNET Calculations of System Collapse Probability, Pf 
* 
Po 
0.6 
0.7 
0.8 
Using Hechanisms 
Using All Identified in 
25 Mecha-ni sms Formulation F1 
0.0018 0.0018 
0.0029 0.0029 
0.0029 0.0029 
Ef by Monte Carlo Simulations 
P f = 0.0025 
Sample Size = 160,000 
Using t·1echarrisms 
Identified in 
Formulation F2 
0.0018 
0.0029 
0.0029 
Bounds on P~ {Based on All 25 Mechanisms} 
I 
Simple Bounds = 0.00144 - 0.00445 
Narrow Bounds = 0.00252 - 0.00371 
I = Mechanisms identified; N = Mechanisms not identified 
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Problem 2A --- This example differs from Problem 2 only by the 
assumption of correlations between the resistance capacities of the columns 
and the beams. As shown in Fig. 5.4, the resistance capacities of the 
columns for the same story are assumed to be perfectly correlated; whereas, 
the columns of different stories are statistically independent. The same 
distributions, however, are prescribed throughout; i.e .. they are all 
normal. The same as sumptions apply for the beams in the same floor and 
between different floors. The statistics of the applied loads and 
resistance capacities of the members are as follows: 
Mean C.O.V. 
Ml 80 ft-K 0.15 
M2 200 ft-K o. 15 
M3 80 ft-K O. 15 
M4 200 ft-K O. 15 
Fl 20 K 0.25 
F2 40 K O. 15 
P 3.5 K 0.25 
In this case, there are 44 physically admissible mechanisms; the first 6 
maj or modes are summarized below: 
Mechanism Hinges Involved Failure Mode 
i in Mechani sm i Equa ti on Zi s· 1 
5,6,7 4M2 - F2L2/2 2.98 
2 ',2,4,6,7,8 3M, + 3M2 + M3 - 3pL, - F2L2/2 3.31 
3 ',2,4,6,8,9 4Ml + 2M2 + 2M3 - 3pL, - F2L2/2 3.36 
4 1,2,3,4 4M, - 3pL, 3.38 
5 3,4,6,8,9 2M, + 2M2 + 2M3 - F2L2/2 3.50 
6 3 ,6 , 7 ,9, 1 0, '1 M, + 3M2 + 3M3 - PL, - F 2L2/2 4. '5 
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The correlation coefficients between any pair of the first 6 modes are as 
follows: 
Correlation Coefficients, Pij 
Modes _1_ 2 3 1',....---:_.4---:0-; _______ ., 5 6 
1 1 .00 0.90 0.77 ~/ 0.88 0.93 
2 1'.00 0.96 0.40 0.93 0.94 
3 1.00 0.55 0.93 0.89 
4 1.00 0.22 0.14 
5 Symmetric 1.00 0.97 
6 1.00 
.. -------:: .. -.. --.. ~ 
The representative mechanisms fo~¢'- II1II ~v~ 0.7 are :~'·1 and'--.4-j--·;: 
'~ --
whereas for P == 0.8
,1 the representative mechanisms are 1, 3 and 4. The o 
results of analysis for this example are summarized in Table 5.3. From 
Table 5.3, it can be seen that the as sumption of statis tical independence 
among the columns of the two different has increased the number of 
physically admissible mechanisms fram 25 to 44. Nevertheless, there are 
only 5 mechanisms that are significant. The sixth mechanism has a collap'se 
probability which is less than 1% of the probability of the first mode. For 
a given P 9 the PNET results are identical regardless of whether it is using 
o 
all 44 mechaisms or only those mechanisms that are identified in Formulation 
Fl or F2.. The calculated Pf using Po == 0.6 or 0.7 is close to that 
obtained from the Monte Carlo simulation. Comparing the results of this 
problem with the previDus one (problm 2), it is observed that the relative 
order of significance of the individual mechanisms has been changed. For 
example, the mechanism involving hinges 1,2,4,6,8,9 is the second most 
important mechanism in problem 2 ( f3 == 3.06), whereas it is ranked third in 
this example ( f3 == 3 .. 36).. For the same mechanism i, the as sumption of 
perfect (or high) correlations among loads and among resistances will lead 
to a higher crZ. (and hence lower f3.), resulting in a higher Pf . . than the 1 1 
assumption of statistical independence (or low correlations). On the other 
hand, the extreme case of perfect correlations among all the variables will 
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TABLE 5.3 SUMMARY OF RESULTS FOR PROBLEM 2A 
Number of physically admissible mechanisms = 44 
Mechanism i 
s· P(Z. < 0) Based on Based on {ordered} 1 1 Formu1 ati on F1 Formu1 ati on F2 
1 ;:: ------ - 3 * 2.98 ~xlO I I 
2 3.31 0.43 x 10-3 I N 
3 3.36 0.38 x 10-3 I I 
4 3.38 ~x 10-3 I I 
0 .. 23 x 10-3 * 5 3.50 N N 
6 4. 15 0.01 x 10-3 N N 
PNET Calculations of System Collapse Probability P+ 
I 
* 
Po 
0.6 
0.7 
0.8 
Using Mechanisms 
Using All Identified in 
44 Mechanisms Formulation F1 
0.0018 /' 0.0018 ---
0.0018 0.0018 
0.0022 0.0022 
ff by Monte Carlo Simulations 
Pf = 0.0017 / 
Sample Size = 160,000 /' 
Using Mechanisms 
Identified in 
Formulation F2 
0.0018~ 
0.0018 
0.0022 
Bounds on Pf {Based on All 44 Mechanisms}, 
Simple Bounds =::0.00144 - 0.00284 ) 
Narrow Bounds =0.00188 - 0.00235/ 
I = Mechanisms identified; N = Mechanisms not identified 
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lead to a lower bound Pf because all 'the possible mechanisms will be 
perfectly correlated. 
Problem 28 --- The purpose of this problem is to examine the effect 
of p in the PNET method, particularly when the system collapse probability 
o 
is of the order of 10-4 • The problem is essentially the same as problem 2 
(Fig. 5.2) except that the load and resistance statistics have been changed 
to the following: 
Mean C.O.V. 
Ml 70 ft-K 0.15 
M2 230 ft-K O. 15 
Fl 22 K 0.25 
F2 35 K 0.15 
P 2.5 K 0.25 
The first 6 major mechanisms are as follows: 
Order 
Mechanism of Mech. Hinges Involved :failure Mode 
i in Ex. 2 in Mechanism i Equation Zi s· 1 
1 5,6,7 4~1 -2 F2L2/2 3.86 
2 5 1,2,3,4 4Ml - 3pL, 3.99 
3 2 " ,2,4,6,8,9 6M, + 2M2 - 3pL, - F 2L2/2 4.02 
4 4 3,4,6,8,9 4M, + 2M2 - F2L2/2 4.05 
5 17 10,",'3 2Ml + 2M -2 F,L2/2 4. 19 
6 3 1,2,4,6!,7,8 4M, + 3M -2 3pL1 - F2L2/2 4.26 
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Observe that with a change in the loads and resistance capacities, there is 
a change in the order of the major mechanisms (compare columns 1 and 2 in 
the above table), in addition to changes in S .. 
The correlation coefficients between pairs of the first 6 major 
mechanisms are as follows: 
Po = 
Po = 
Po = 
"Modes 
1 
2 
3 
4 
5 
6 
The 
0.6 : 
0 .. 7: 
0 .. 8: 
Correlation "Coefficients, p •. lJ 
1 
1 .00 
2 
0.00 
1.00 
Symmetric 
"3 
0.76 
0.60 
1.00 
representative mechanisms for the 
representative mechanisms = 1, 2. 
representative mechanisms = 1, 2, 
represen tati ve mechanisms = 1, 2, 
4 
0.86 
0.38 
0.96 
1.00 
respective 
18. 
3, 5, 18 .. 
5 6 
0.71 0.92 
0.20 0.38 
0.61 0.95 
0.65 0.96 
1.00 0.71 
1 . 00 
Po are as follows: 
The results ot analysis are summarized in Table 5.4.. In this case 
-4 (with P f:::! 10 ), the results show the collapse probability obtained with 
Po = 0.6 or 0.7 (0.00009l) is lower than the narrow bound P f , indicating 
that a higher Po value (e.g.. 0 .. 8) is required, which gives a result of P f 
= 0 .. 000135 .. 
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TABLE 5.4 SU~~RY OF RESULTS FOR PROBLEM 2B 
Number of physically admissible mechanisms = 25 
r~echan ism i 
e· P(Z. < 0) (ordered} 1 1 
1 3.86 5.7 x 10-5 
2 3.99 3.4 x 10-5 
3 4.02 3.0 x 10~5 
4 4.05 2.6 x 10-5 
5 4.19 1.4 x 10-5 
6 4.26 1. 1 x 10-5 
PNET Calculations of System Collapse Probability, Pf 
Po 
Using All 
25 Mechanisms 
0.6 0.000091 
0.7 0.000091 
0.8 0.000135 
Ef by Monte Carlo Simulations 
Pf = 0.000114 
Sample Size = 800,000 
Bounds on Pf (Based on All 25 Mechanisms) 
Simp 1 e Bounds = 0.000057 - ·0.000214 
Narrow Bounds = 0.000112 -0.000152 
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5 .. 1 .. 3 Problem 3 
An unsymmetrical two-story two-bay rectangular frame subjected to 
concentrated loads is shown in Fig.. 5.5 .. 
The potential plastic hinge locations, 19 of them, are shown in Fig. 
5 .. 6.. Since the frame has 9 degrees of redundancy, there are 19-9 = 10 
elementary mechanisms. Exhaustive inspection revealed at leas tIll 
physically admissible mechanisms·, out of the combinatorially maximum of 
210 -1 = 1023. The statistics of the applied loads and moment capacities of 
.the members are as follows: 
Mean C.O.V. 
M, 70 ft-K 0.15 
M2 150 ft-K O. 15 
M3 70 ft-K O. 15 
M4 90 ft-K 0.15 
M5 120 ft-K o. i5 
F, 38 K O. 15 
F2 20 K 0.25 
F3 26 K 0.25 
D 7 K 0.25 I 
The first 8 most major mechanisms are listed as follows: 
Hinges Involved Failure Mode Meehan; sm Equati on Zi B; in Meehan; sm i 
1,2,4,6,7,9,11,13,lS,16 SM,+3M2+3M3+2M4- F, L2/2- F2L2/2-4PL1 
1.8S 
2 1,2.3,4,15,16 6M, - 3pL1 
1.89 
3 1 ,2,.6,7 , l' , 13, 1S , 16. 18 5M1+4M2+2(M3+M4+M5)-(F,+F2+F3)L2/2-4PL, 1. 92 
4 1 ,2,4,6.7,8. 1'S, 16 5M, + 3M2 + M3 -F,L/2 - 3pL, 
1.97 
5 10,11,13 2M3 + 2M4 - F2L2/2 1.98 
6 16,17,18 M, + 3MS - F3L2/2 
2.00 
7 1,2,4,6,7,9,13,14,lS,16 SM,+3M2+M3+4M4- F, L2/2- F2L2/2-4pL, 
2.06 
8 5,6,7 4M2 - Fl2/2 2.07 
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The correlation coefficients between pairs of the 8 major mechanisms are 
summarized below: 
Correlation Coefficients, Dij 
t40des 1 2 3 4 5 6 7 8 
1 1.00 . 0.65 0.89 0.91 0.44 0.04 0.97 0.59 
2 1.00 0.55 0.68 0.00 0.09 0.63 0.00 
3 1.00 0.83 0.35 0.45 0.88 0.61 
4 1.00 0.03 0.05 0.87 0.72 
5 1.00 0.00 0.45 0.00 
6 Symmetric 1.00 0.04 0.00 
7 1.00 0.58 
8 1.00 
The representative mechnaisms f.or the respective Po are as follows: 
Po = 0.6 : representative mechanisms = 1, 5, 6, 8. 
Po = 0 .. 7: representativ€ mechanisms = 1, 2, 5, 6, 8. 
Po = 0 .. 8: representative mechanisms = 1, 2, 5, 6, 8, 27, 40, 44 .. 
The results of analysis are summarized in Table 5.5. Although there ·are 
many significant mechanisms in this problem, Table 5.3 only listed the first 
8 of them. It can be observed that same of the major mechanisms are 
identified in Formulation Fl but not in Formulation F2, and vice versa • 
. Formulation F2 even misses the first and the most, significant mechanism .. 
This shows that initial points in addition to the "routine" ones may be 
necessary for more complex problems.. For this example, regardless of 
formulations, P
f 
calculated using Po = 0.7 or 0.8 is close to the Monte 
Carlo result. This example also illustrates that the simple (or even the 
narrow) bounds may be too wide to be useful. 
., .... ', .......... -,.' .• __ ', "'4._. 
-:;':-- '~: ... - ,-- - . .:. ....... ,- c· -", -. ,. ___ . 
-"~ "";:' ._.~ .... ____ .... ..: ~ ..... ~ c c .. 
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TABLE 5.5 SUMMARY OF RESULTS FOR PROBLE~1 3 
Number of physically admissible mechanisms = 111 
Mechanism i S . P(Z. < 0) Based on Based on (ordered) 0 1 Formu1 ati on F.1 Formu1 ati on F2 
31.9 x 10-3 * 1 1.854 I N 
2 1.886 29.7 x 10-3 I I 
27.8 x 10-3 * 3 1 .917 N I 
4 1.967 24.6 x 10-3 N I 
5 1 .981 23.8 x 10-3 I N 
6 1.996 23.0 x 10-3 I I 
7 2.064 19 .. 6 x 10-3 N N 
8 2.065 19.5 x 10-3 I I 
PNET Calculations of System Collapse Probability, Pf 
* 
Po 
0.6 
0.7 
0.8 
Using Mechanisms 
Using All Identified in 
111 Mechanisms Fonnu1ation F1 
0.098 0.098 
0.128 0.128 
0.134 0.128 
Pf by Monte Carlo Simulations 
Pf = 0.116 
Sample Size = 5,000 
Using Mechanism 
Identified in 
Formu1 ati on F2 
0.092 
0. 115 
O. 115 
Bounds on Pf (Based on All 111 Mechanisms) 
Simple Bounds = 0.034 - 0.412 
Narrow Bounds = 0.071 - 0.298 
I = Mechanisms identified; N = Mechanisms not identified 
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5 .. 1 .. 4 Problem 4 
Consider the two-story two-bay symmetrical frame 
unsymmetrical concentrated. loads as shown in Fig. 5.7. 
subject ed to 
The load and 
resistance statistics for this example are summarized as follows: 
Mean C.O.V. 
M1 70 ft-K 0.15 
M2 150 ft-K O. 15 
M3 70 ft-K O. 15 
M4 90 ft-K O. 15 
M5 150 ft-K 0.15 
M6 90 ft-K O. 15 
F1 38 'K O. 15 
F2 20 K 0.25 
F3 36 K O. 15 
F4 20 K 0.25 
p 7 K 0.25 
The potential plastic hinge locations are shown in Fig. 5.8. The structure 
has 24 potential plastic hinges and 12 degrees of redundancy and therefore 
has 24-12 = 12 elementary mechanisms.. There are at least 247 physically 
admissible mechanisms, out of a combinatorial number of 4095. It may be 
emphasized that for such a complex frame, exhaustive inspection would become 
very tedious; nevertheless, it is necessary to have all the physically 
admissible mechanisms, particularly when performing Monte Carlo 
calculations .. 
used Ln the 
In this example, only the first 48 
Monte Carlo calculations because 
major mechanisms were 
the contributions of the 
remaining mechanisms are mmall (e .. g. the 49th mechanism has a collpase 
probability which is less than 1% of the probability of the first 
mechauism) .. 
The first 8 major mechanisms are as follows: 
8Q 
Mechanism Hinges Involved Failure Mode i in Mechanism i Equation Zi 13; 
1,2,4,6,7,8,15,16 5M, + 3M2 + M3 '- F1L2/2 - 3PL, 1.80 
2 21,22,23 M3 + 3~'6 - F 4L2/2 1.85 
3 10,13,14 M3 + 3~14 - F2L2/2 1.85 
4 1,2,3,4,15,16 6M, - 3pL1 1.89 
5 5,6,7 4t12 - F 1 L2/2 2.07 
6 3,6,7,8 M, + 3M2 + M3 - F1L2/2 2.13 
7 1,2,5,7,13,14,15,17,19,21,23 3M1 +2M2+2M3+4~14+2M5+2M6- (F2+F 4)L212-4PL1 2.15 
8 12,13,14 4~14 - F2L/2 2.17 
The correlation coefficients among any of these 8 mechanisms are: 
Correlation Coefficients, P;j 
Modes 1 2- 3,---- 4 5 6 7 8 
1 1.00 0.01 0.01 0~68 0.73 0.78 0.11 0.00 
2 1.00 0.01 0.00 0.00 0.01 0.37 0.00 
3 1.00 0.00 0.00 0.01 0.48 0 .. 98 
4 1.00 0.00 0.08 0.53 0.00 
5 1.00 0.98 0.44 0.00 
6 Symmetric 1.00 0.48 0.00 
7 1.00 0.47 
8 1.00 
( 
The representative mechanisms for the respj!ctive Po are as follows: V'~ 
Po :: 0.6: representative mechanisms &: 1, 2, 3, o. 
Po &: 0 .. 7: representative mechanisms &: 1, 2, 3, 4, 1O, 26 .. 
Po :: 0;;8: representati ve mechanisms :: 1, 
') 3, 4, 5,7,10, 21" 23 .. "'", 
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TABLE 5.6 SUM~~RY OF RESULTS FOR PROBLEM 4 
Number of physically admissible mechanisms = 247 
Mechanism; f3 • P(Z. < 0) Based on Based on {ordered} . 1 1 Formu1 at; on E] Formu1 ati on F2 
* 
1 
2 
3 
.4 
5 
6 
7 
8 
9 
10 
35.5 x 10-3 * 1.805 I I 
1.852 32.0 x 10-3 I I 
1.852 32.0 x 10-3 I I 
1.886 29.6 x 10-3 I I 
2.065 19.5 x 10-3 I I 
16· 7 x 10-3 * 2. 128 N N 
2. 146 15.9 x 10-3 N N 
2. 174 14.9 x 10-3 I N 
2.174 14.9 x 10-3 I N 
2.287 11.1 x 10-3 I I 
PNET Calculations of System Collapse Probability, Pf 
Using Mechanisms Using Mechanisms 
Using First Identified in Identified in 
Po 48 Mechanisms Formulation Fl Formulation F2 
0.6 
0.7 
0.8 
0.1106 
0.1440 
o. 1808 
O. 1106 
0.1402 
0.1597 
Ef by Monte Carlo Simulations 
P f = O. 135 
Sample Size = 5,000 
O. 11 06 
0.1402 
0.1597 
Bounds on Pf (Based on first 48 Mechanisms) 
Simple Bounds = 0.0355 - 0.3170 
Narrow Bounds = 0.1153 - 0.2197 
I = Mechanisms identified; N = Mechanisms not identified 
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i 
The results ot analysis for this example is summarized in Table 5.6. Table 
5.6 shows that the first five mechanisms plus the tenth mechanism are 
identified in both Formulations Fl and F2. In addition, mechanisms 8 and 9 
are also identified in Formualtion Fl. However, both formulations yielded 
the same Pf using three values of Po' namely, 0.6, 0.7 and 0.8. The Pf 
calculated using Po = 0.7 agrees best with the Monte Carlo result. Again, 
the simple bound probabilities in this problem is too wide to be useful. 
5.2 Truss Structures 
In all the problems of truss structures discused in this Chapter, it 
is assumed that the collapse of the structure is due to the yielding of the 
members, either in tension or compression; post-yield behavior is assumed to 
be perfectly plastic. Also the joints are considered as frictionless 
hinges .. 
For a truss structure consisting of n members having r degrees of 
redundancy, yielding in any (r+l) members will render the structure a 
mechanism. Therefore, there could be (r~l) possible mechanisms. In 
general, given a set of (r+l) yielded members forming amechanism, the 
corresponding failure mode equation is not easy to express by inspection. 
The coefficients of the failure mode equa tion are obtained by sol ving a set 
of simultaneous linear compatibility equations. For this purpose, a method 
of systematic generation of failure mode equations proposed by Gorman (1981) 
is applicable. 
5.2 .. 1 Problem 5 
Consider a one-tier truss structure under the concentrated external 
loads as shown in Fig. 5.9, with the statistics of the applied loads and 
the yield capacities for the members as follows (tensile and compr es si ve 
yield capacities are assumed to be equal): 
Mean (Kips) C.O.V. 
M1 14 0.15 
M2 10 0.15 
M3 20 0.15 
F 3 0.15 
p 13 0.30 
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Since the structure has 5 members and 1 degree of redundancy, there 
are (;) = 10 possible mechanisms. The first 5 major failure modes are as 
follows: 
Members Yielding 
Mechanism + = Tension Failure Mode 
i = Compression Equati on Zi 13 • 
1 
1 3-, 5 M2 + .7071 M3 - P 2.38 
2 2-, 5 Ml + .7071 M3 - P - F 2.46 
3 1+, 2 2Ml - P 2.62 
4 4+ , 5 1.4142 M3 - P 2.65 
5 1+, 3 M, + M2 - P + 1. 414 F 3.23 
The correlation coefficients between any pair of the first 5 major 
mechanisms are listed below: 
Correlation Coefficients, p .. lJ 
Modes 1 2 3 4 5 
--
1 aDO 0.85 0.57 0.90 0.79 
2 1.00 0.85 0.85 0.83 
3 ' .. 00 0.46 0.89 
4 Symmetric 1.00 0.56 
5 i .00 
The representative mechanisms for all three values of p (i .. e .. 0 .. 6,0 .. 7 
o 
and 0.8) are 1 and 3 .. Results of the analysis are shown in Table 5 .. 7, which 
shows that for 0.6SJ~ 0 .. 8, the Pf obtained using the mechanisms identified 
in Formulation T2 is identical to that obtained by using all 10 possible 
mechanisms, and the PNET results are in good agreement with the Monte Carlo 
simulation P f" Unfortunately, Formulation T1 missed the important mec;hanism 
3 and the resulting P
f 
is equal to the lower bound probability. 
84 
TABLE 5.7 SUMMARY OF RESULTS FOR PROBLEM 5 
Number of physically admissible mechanisms = 10 
Mechanism i 
s· P(Z. < 0) Based on Based on (ordered} 
1 
2 
3 
4 
5 
1 1 Formul ati o'n' T1 Formulation T2 
8.70 x 10 .. 3 * 2.38 I I 
2.46 6.90 x 10-3 I I 
4.44 x 10-3 * 2.62 N I 
2.65 4.00 x 10-3 I N 
3.23 0.62 x 10-3 N N 
PNETCalculations of System Collapse Probability, Pf 
Using Mechanisms Using Mechanisms 
Using All Identified in Identified in 
Po 10 Mechanisms Formulation T1 Formulation T2 
0.6 0.0131 0.0087 0.0131 
0.7 ' 0.0131 0.0087 0.0131 
0.8 0.0131 0.0087 
~f by Monte Carlo Simulations 
Pf = 0.0149 
Sample Size = 28,000 
Bounds on Pf (Based on All 10 Mechanisms} 
Simple Bounds = O~'0087 .. 0.0248 
Narrow Bounds = 0.0113 - 0.0188 
0.0131 
* I = Mechanisms identified; N .. Mechanisms not identified 
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5.2.2 Problem 6 
This example is a two-tier truss as shown in Fig. 5.10, which could 
be a simplified model of an offshore structure. Again, for convenience, it 
is assumed that the members have the same yield limits 1n tension and 
compression. The. applied loads and member capacities are as follows: 
Mean (KiEs) C.O.V. 
M1 60 0.15 
M2 6 0.15 
M3 32 0.15 
M4 14 0.15 
M5 10 0.15 
M6 20 0.15 
F 4 0.20 
p 12 0.30 
The structure is statically indeterminate to the second degree; 
hence, in general, yielding 1n three members are required to cause the 
collapse or the structure. However, in many cases, yielding in two members 
are sufficient to cause partial collapse of the truss. Since the structure 
has 10 members, combinatorially there could be as many as (10) = 120 
3 
possible collapse modes; however, under the given loading conditions and the 
assumptions ot correlations among the member resistances, there are only 20 
physically admissible mechanisms. The first 8 of these may be described as 
follows: 
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Members Yielding 
Mechanism + = Tension Failure Mode 
i = Compression Equation Zi s· 1 
4+ , 5 1.414 M3 - 2.2 P 1.808 
2 7- , 10 - M4 + .707 M6 - F - 1.2 P 1.834 
3 3- , 5-, 10 M2 + .707 M3 + .707 M6 - 2.2 P 1.835 
4 8-, 10 M5 + .707 M6 - 1.2 P 1 .933 
5 6+ , 7 2M4 - 1.2 P 2.257 
6 3-, 5- , 6+ M2 + .707 M3 + M4 + F - 2.2 P 2.260 
7 9+, 10 1 . 414 r~6 - 1. 2 P 2.293 
8 2-, 5 Ml + .707 M3 - F - 3.4 P 2.427 
The correlation coefficients among the 8 major mechanisms are as 
follows: 
Correlation Coefficients, P ij 
Modes 1 2 3 4 5 6 7 
1 1 .00 0.62 0.92 0.65 0.54 0.92 0.54 
2 1 .00 0.82 0.87 0.86 0.80 0.86 
3 1.00 0.86 0.64 0.94 0.80 
4 1 .00 0.61 0.76 0.91 
5 1.00 0.80 0.51 
6 Symmetric 1.00 0.63 
7 1.00 
8 
The representative mechanisms for the respective 
Po = 0.6: representaive mechanisms = 1, 5, 7, 10" 
P are as 
o 
Po = 0 .. 7: representative mechanisms = 1,2,10 .. 
Po = 0 .. 8: representative mechanisms = 1, 2, 8. 
8 
0.74 
0.65 
0.78 
0.67 
0.56 
0.77 
0.56 
1 .00 
follows: 
The main results of the analysis are summarized in Table 5 .. 8. In general, 
Table 5.8 shows similarly good agreements between the probabilities obt ained 
by the PNET method using P = 0.7 or 0 .. 8 and the results of Monte Carlo 
o 
simulation. Higher Po values tend to lead to higher P f" 
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TABLE 5.8 SUMMARY OF RESULTS FOR PROBLEM 6 
Number of physically admissible mechanisms = 20 
Mechanism i 
s· P(Z. < 0) Based on Based on (ordered) 
1 
2 
3 
,4 
5 
6 
7 
8 
* 
. 1 1 Formul ation T1 Formu1 ati on T2 
35.3 x 10-3 * 1.808 I I 
1.834 33'.3 x 10-3 I I 
1.835 33.2 x 10-3 I I 
1.933 26.6 x 10-3 I I 
12.0 x 10-3 * 2.257 N N 
2.260 11.9 x 10-3 N N 
2.293 10.9 x 10-3 N N 
2.427 7.7 x 10-3 I N 
PNET Calculations of System Collapse Probability, Pf 
Using Mechanisms Using Mechanisms 
Using All Identified in Identified in 
Po 20 Mechanisms Formulation T1 Formulation T2 
0.6 0.0622 0.0353 0.0353 
0.7 
0.8 
0.0726 
0.0763 
0.0686 
0 .. 0763 
Ef by'Monte'Cat1oSimulations 
Pf = 0.0764 
Sample Size = 5,000 
Bounds on Pf. (Based on All 20 Mechanisms) 
Simple Bounds = 0.0353 - 0.220 
Narrow Bounds = 0.0558 - 0.133 
0.0686 
0.0686 
I = Mechanisms identified; N = Mechanisms not identified 
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Problem 6A --- In order to examine the effect of p, particularly 
o 
for small P f (of the order of 10-4 ), the load and resistance statistics of 
Problem 6 are changed to the folLowing: 
Mean (Kips) C.O.v. 
M1 90 O. 15 
M2 6 O. 15 
M3 32 o. 15 
M4 14 O. 15 
M5 10 0.15 
M6 20 O. 15 
F 4 0.20 
p 12 0.30 
The first 8 major mechanisms may be described as follows: 
Mechanism Member yielding 
i + = tension 
- - com ression 
2 
3 
4 
5 
6 
7 
8 
Failure Mode 
Equation Zi 
12 M3 - 2.2P 
2M, - 4.6P 
/2 r"4 - 0.8485P 
12 M6 - 1.2P 
M5 + m6/12 - 1. 2P 
M~ + ttJI2 + M£"/12 - 2.2P 
t...,. 0 
M4 + M6/12 - F - 1.2P 
Ml/1:2 + M2/1:2 + M6/2 - F/1:2 - 2.404P 
s· 1 
3.899 
3.940 
4.002 
4.006 
4.066 
4. 170 
4.406 
4.419 
whereas the correlation coefficients among the first 8 major mechanisms are 
tabulated below: 
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TABLE 5.9 SUMr1ARY OF RESULTS FOR PROBLEM 6A 
Number of physically admissible mechanisms = 20 
Mechanism i 
s· P(Z. < 0) {ordered} 1 1 
1 3.899 4.8 x 10-5 
2 3.940 4. 1 x 10-5 
3 4.002 3.2 x 10-5 
4, 4.006 3.1 x 10 -5 
5 4.066 2.4 x 10-5 
6 4.170 1 .5 x 10-5 
7 4.406 0.5 x 10-5 
8 4.419 0.4 x 10-5 
PNET Calculations of System Collapse Probability, Pf 
Po 
Using All 
25 Mechanisms 
0.6 0.000152 
0.7 0.000152 
0.8 0.000157 
0.9 0.000200 
t f by Monte Carlo Simulations 
Pf = .00019 
Sample Size = 500,000 
Bounds on Pf (Based on All Mechanisms} 
Simple Bounds = .000048 - .000212 
Narrow Bounds = .000169 - .000199 
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Correlation Coefficients, P .• lJ 
Modes 1 2 3 4 5 6 7 8 
1 1.00 0.28 0.27 0.27 0.38 0.89 0.34 0.35 
2 1.00 0.27 0.27 0.37 0.38 0.34 0.96 
3 1.00 0.26 0.37 0.38 0.79 0.34 
4 1.00 0.88 0.66 0.79 0.50 
5 Symmetric 1.00 0.72 0.78 0.58 
6 1.00 0.65 0.55 
7 1.00 0.52 
8 1 .00 
The representative mechanisms for the respective Po are as follows: 
Po = 0.6 or 0.7 representative mechanisms = 1, 2, 3, 4 .. 
Po = 0.8 representative mechanisms = 1, 2, 3, 4, 7 .. 
Po = 0.9 representative mechanisms = 1, 2, 3, 4, 5, 6, 9 .. 
The results are summarized in Table 5 .. 9, which tend to support the 
observation that a higher value of Po may be more appropr iate for small P {' 
It appears that a value of 0 .. 9 is more appropriate in the present case where 
-4 
p f ~ 10 • 
5 .. 2 .. 3 Problem 7 
This problem is a simple truss commonly used in bridge structures .. 
The structure is shown in Fig.. 5 .. 11, with the following applied loads and 
member resistance statistics: 
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Mean {KiEs) C.O.V. 
M1 14 0.15 
M2 14 0.15 
M3 14 0.15 
M4 14 O. 15 
M5 16 0.15 
M6 16 0.15 
M7 24 O. 15 
M8 7 O. 15 
Mg 7 O. 15 
M10 24 O. 15 
Fl 12 0.25 
F2 8 0.30 
The structure has 10 members and 1 degree of redundancy; combinatorially 
there could be as many as ( 10) = 45 possible mechanisms. However, only 19 
2 
are physically admissible; the first 8 major mechanisms can be described as 
follows: 
Mechanism 
i 
2 
3 
4 
5 
6 
7 
8 
Members Yielding 
+ = Tension 
-
= Compression 
1+ 
4- , 5+ 
.. 
7 
5+ , 8+ 
3+ 
10-
4-, 6+ 
2+, 4 -
Failure Mode 
Equat i on Zi s· 1 
M1 - 1/2 F 1 .. 1/4 F 2 2.265 
M4 + 3/4 M5 .. F, .. 1/2 F2 2.351 
M7 .. 5/6 F, eo 5/12 F2 2.373 
5/4 M5 + M8 .. 5/4 F1 2.441 
M3 .. 1/4 F 1 .. 1/2 F 2 2.764 
M10 " 5/12 F1 - 5/6 F2 2.866 
M4 + 3/4 ~16 .. 1 /2 F 1 - F 2 3.032 
M2 + M4 - 3/4 F 1 .. 3/4 F 2 3.142 
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The correlation coefficients between any pair of the first 8 modes are as 
follows: 
Correlation Coefficients, P .. 
----------------------~~lJ 
Modes 1 2 ~ 4 5 6 7 8 
1 1.00 0.46 0.37 0.43 0.28 0.27 ,,0.35 0.41 
2 1 .00 0.46. 0.80 0.34 0.34 0.70 0.76 
3 1.00 0.42 0.27 0.26 0.35 0.40 
4 1 .00 0.23 0.22 0.30 0.41 
5 1 .00 0.31 0.40 0.37 
6 Symmetric 1.00 0.39 0.36 
7 1 .00 0.74 
8 1.00 
The representative mechanisms for the respective Po are as follows: 
Po = 0.6 representati ve mechanisms = 1, 2, 3, 5, 6 .. 
Po = 0 .. 7 repres entati ve mechanisms = 1, 2, 3, 5, 6, 11. 
Po = 0 .. 8 representative mechanisms = 1, 2, 3, 4, 5, 6, 7, 8, 11 .. 
The results of analysis are summarized in Table 5.10. Based on the 
mechanisms identified in Formula tion T1 with Po = 0 .. 6 or 0 .. 7, P f is found to 
be 0.0349 which is very close to the value of 0 .. 0346 obtained with Mon te 
Carlo simulations. However, because same of the major mechanisms are not 
identified in Formulation T2, the resulting Pf is not satisfactory; 
additional initial points should improve the results. 
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TABLE 5.10 SUMMARY OF RESULTS FOR PROBLEM 7 
Number of physically admissible mechanisms = 19 
Mechanism i 
·s· P(z. < 0) Based on Based on (ordered) 
1 
2 
3 
4 
5 
6 
7 
8 
* 
1 1 Formul ati on T1 Formu1 ati on T2 
1,..8 x 10-3 * * 2.265 I I 
2.351 9.4 x 10-3 I N 
2 .. 373 8.8 x 10-3 I N 
2.441 7.3 x 10-3 I I 
2.764 2.8 x 10-3 I N 
2.866 2.1 x 10-3 I N 
1 .2 x 10-3 * 3.032 N N 
3. 142 0.8 x 10-3 N N 
PNET Calculations of System Collapse Probability, Pf 
Using Mechanisms Using Mechanisms 
Using All Identified in Identified in 
Po 19 Mechanisms Formulation T1 Formulation T2 
0.6 
0.7 
0.8 
0.0349 
0.0350 
0.0444 
0.0349 
0.0349 
0.0422 
ff by Monte Carlo Simulations 
P f = 0'.0346 
Sample Size = 15,000 
Bounds on Pf (Based on All 19 Mechanisms) 
Simple Bounds = 0.0118 - 0.0450 
Narrow Bounds = 0.0302 - 0.0407 
0.0193 
0.0193 
0.0193 
I = Mechanisms identified; N = Mechanisms not identified 
94 
5 .. 2 .. 4 Problem 8 
This example is a 25-member, 6-span truss structure as shown in Fig. 
5.12; the applied loads and resistance capacities of the members are as 
follows: 
Mean (Kips) C.O.v. 
M1 to M10 '0 O. '5 
M'l 24 O. 15 
M12 12 0.15 
M13 7 0.15 
M14 12 0.15 
M15 24 0.15 
M16 28 0.15 
M17 7 0.15 
M18 5 O. 15 
M19 7 O. 15 
M20 10 0.15 
M21 10 0.15 
M22 7 0.15 
M23 5 0.15 
M24 7 0.15 
M25 28 0.15 
Fl 10 0.25 
F2 8 0.25 
F3 10 0.25 
F4 8 0.25 
r~echani sm 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
TABLE 5.11 MAJOR MECHANISMS IDENTIFIED IN PROBLEM 8 
+ = tension ) Failure Mode Equation Zi (_ = compression 
+ - - -M, + .375M,3 + .3M20 + .3M21 - .625Fl - .5F2 - .25F3 - .125F4 
+ - - -M6 + .375M13 + .3M20 + .3M21 - .125Fl - .25F2 - .5F3 - ".625F4 
+ - ~ - -M5 + Ml0 + 1.125M13 + .9M20 + .9M21 - .375F1 - .75F2 - 1.5F3 - 1.125F4 
+ - - -M5 + Ml0 + 1.8M21 + 1.8M22 - 2.25F3 - 1.5F4 
+ - - - -M2 + M7 + 1.125M13 + .9M20 + .9M21 - 1.125F1 - 1.5F2 - .75 - F3 - .375F4 
+ + -Ml + .6M19 + .6M20 - .75F1 - .75F2 
+ + + M6 + .6M21 + .6M22 - .75F3 - .75F4 
+ - + Ml + .6M21 + .6M22 - .5F1 - .25F2 - .5F3 - .25F4 
+ - + -M2 + M7 + 1.8M19 + 1.8M20 - 1.5F1 - 2.25F2 
- - + -M10 + .75M13 + .75M14 + .6M20 - .25F1 - .5F2 - F3 - .5F4 
+ - + M4 + 1.2M21 + 1.8M22 - 1.5F3 - .75F4 
M~ + .75Ml~ + .75M13 + .6M2i - .5F1 - F2 - .5F3 - .25F4 
B· 1 
1.883 
2. 144 
2.15Q 
2. 151 
2.194 
2.206 
2.206 
2.330 
2.497 
2.593 
2.700 
Pf. 
1 
2.98x10-2 
1.60x10-2 
1.58xl0-2 
1.57x10-2 
1.41x10-2 
1.37xl0-2 
1.37xl0-2 
0.99x10-2 
O.63x10-2 
O.47xlO-2 
O.35xl0-2 
2.856 I 0.21xl0-2 
\.0 
l.n 
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The structure has 25 members and 5 degrees of redundancy; in general, 
yielding in six members are required to cause the collapse of the structure. 
Combinatorially, there could conceivably be of ( 265 ) = 177,100 mechanisms .. 
In reality, the actual number of physically admissible mechanisms will be 
much less than this number. It is obviously impractical to exhaustively 
examine all of these possible failure modes.. In this case, the major 
failure modes are identified through the Hooke and Jeeves pattern search 
algorithm. Additional initial points were used with both formulations 
described in Sect .. 3.5.2 and 3.6.2 were used .. The first 12 major failure 
modes identified are those shown in Table 5.11. The corresponding 
correlation coef ficients be tween any pa irs of the 12 mechanisms can be 
tabulated as follows: 
Correlation Coefficients, p •• lJ 
~1odes 1 2 3 4 5 6 7 8 9 10 11 12 
1 1.0 .41 .52 .28 .73 .90 .25 .87 .63 .46 .27 .59 
2 1 .0 .72 .64 .53 .23 .90 .48 .26 .61 .58 .48 
3 1.0 .85 .67 .31 .68 .59 .35 .85 .69 .59 
4 1 .0 .40 0.0 .82 .61 0.0 .69 .90 .41 
5 1 .0 .65 .35 .61 .83 .59 .38 .84 
6 1 .0 0.0 .66 .81 .30 0.0 .49 
7 Symmetric 1.0 .53 0.0 .54 .79 .36 
8 1 .0 .37 .49 .62 .54 
9 1.0 .35 0.0 .63 
10 1 .0 .57 .52 
11 1 .0 .39 
12 1 .0 
The representative mechanisms for the respective Po are as follows: 
:= 0 .. 6 representati ve mechanisms == 1, " 11, 12. Po .r.., 
Po = 0 .. 7 representative mechanisms = 1, 2, 4, 9, 10, 12. 
Po = 0 .. 8 representative mechanisms = 1, 2, 3, 5, 11 .. 
It should be emphasized that Monte Carlo simula tion and the methods 
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for calculating the simple and narrow bounds require the knowledge of all 
the possible failure modes, which is not available in this case. Based on 
the first 12 major mechanisms, the results of Monte Carlo calculations and 
PNET using different values of P are as follows: 
o 
PNET Calculations of S~stem CollaQse Probabi1it~, 
Based on First 12 
Po Mechanisms Identified 
0.6 0.0514 
0.7 0.0746 
0.8 0.0792 
~f by Monte Carlo Simulations 
(Based on First 12 Mechanisms Identified) 
Pf = 0.0736 
Sample Size = 5,000 
Pf 
Bounds on Pf (Based on First 12 Mechanisms Identified) 
Simple Bounds = 0.0298 
Narrow Bounds = 0.0459 
o. 1453 
0.1110 
In this example, the PNET result using Po = 0.7 is closest to that obtained 
from the Monte Carlo simulation. 
5.3 Summary of Results 
In order to validate the ac cur acy of the result s obt ained by the 
proposed PNET method, the calculated collapse probabilities Pf are expressed 
in terms (ratios) of the Monte Carlo results. These ratios, for the 
structural systems considered in this chapter, are summarized in.Figs. 
5 .. 13A, Band C corresponding to Po = 0 .. 6, 0 .. 7 and 0 .. 8 respectively .. 
Y:,c,tc' . >:-: r : ·r :' ~2'J 'J.:J. 
~~-S::C~::::·~~ (.:.- =21i:2:Ji3 
.-' (" .. . .~ .. --.- . 
,. . 
~!.- ,- . \.. \".. 
I 
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Comparing the results in these three figures, it may be observed that the 
calculated failure probabilities clearly tend to be increasingly 
conservative as p increases. The bounds for the corresponding collapse 
o 
probabilities are also indicated in these figures. 
In general, the results of the example. problems obtained by the 
approximate PNET method of analysis are in close agreements with those 
obtained with Monte Carlo calculations, and lie well within the narrow 
bounds, and hence also in the simple bounds. 
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Fig. 5.1 Some "CornbinatoriallyPossible" Failure Modes 
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Fig. 5.11 Truss Structure for Problem 7 
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CHAPTER 6 
DISCUSSIONS AND OBSERVATIONS 
6 .. 1 On the Identification of Major Mechanisms 
It may be emphasized that the analysis of the reliability of 
structural systems requires the knowledge of all the potential failure or 
collapse modes of a system. The identification of such potential collapse 
modes, for structures of practical significance, is not a trival problem .. 
Regardless of the calculational method, including Monte Carlo, the collapse 
modes (particularly the major ones) must first be identified .. 
6.1.1 Number of Significant Mechanisms 
For most structures used in practice, the number of possible 
mechanisms are generally quite large; invariably, however, only a few of 
them will contribute significantly to the system collapse probability. 
Moreover, the major contributions to the system collapse probability will 
come from those mechanisms that have low mutual correlations. This 
observation confirms the basis of the PNET method. 
6.1.2 Minimization Algorithm 
For a given structur e, the major mechanisms may be identified as 
those with small reliability indices, S., and thus may be determined 
1 
numerically using available algor ithms for optimization.. The relevant 
objective function invariably contain discontinuites in the gradients and 
possibily singularities in the Hessian matrices at the solution points; thus 
local optimality may be obtained by comparing the values of the objective 
functions around the optimal point.. In general, the local minimum point {X} 
will correspond to a mechanism. However, regardless of the types of 
formulations, there may be cases when the algorithm solution does not 
converge to a point which corresponds to a one-degree-of-freedom mechanism; 
experience shows that this may occur for problems with relatively large 
number of variables (e .. g.. n > 20).. Nevertheless, one can rely on checking 
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the physical meanings of all the solutions to confirm that those solutions 
are indeed one-degree of freedom mechanisms. In fact, because of the 
availability of the physical interpretations of the solution points, the 
convergence criterion of the algorithm may be relaxed to reduce 
computations. In cases when the solution corresponds to a two-degree of 
freedom mechanism, "interpretation of its physical meaning may provide 
information about which 2 (or. more) mechanisms are invol veda Examination of 
these 2 (or more) mechanisms may then lead to initial starting points for 
the subsequent trials • 
. Because ot the vastness of the multidimensional hyperspace, good 
intial points (in the sense that it is close to a local minimmJ are 
essential for the rapid convergence of solutions to the local minima. Good 
engineering judgement of the likely significant mechanisms will form a set 
of good initial starting points. 
6.1.3 Effects Qt Formulations 
For a given structure, regardless of the type of formulation, the 
problem of identification of significant mechanisms will al~ys end up with 
an unconstrained optimization problem with the same number of independent 
variables N.. Experience shows that because of the nature of the "routine 
starting points", rapid convergence to solution points may be achieved if 
the solution points contain many zeroes (i.e. very little interaction among 
the variables). Formulations IF (Sect. 3.5.1) and IT (Sect. 3.6.1) 
provide the flexibility for the user to select the independent variables 
such that the major mechanisms will likely correspond to points having many 
zeroes.. In some truss problems, this advantage may increase the rate of 
convergence significantly .. On the other hand, formulations 2F & 2T (Sect. 
3.5.2 & 3 .. 6.2 respectively) have the important advantage that it can be 
completely automated for computer implementation; for this reason, it is 
preferable .. 
6 .. 2 On the Systhesis .Q.f... Syst em Col lap se Probability 
6 .. 2.1 The PNET Method 
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The PNET method is used in this study to combine the individual 
collapse modes to obtain the system collpase probability Pf " Central to 
the PNET method is the appropr iate value of the demarca ting correla tion 
coefficient P , wh ich may depend on the level of the col lap se probability. 
o 
The Demarcating Correlation --- From the results of the example 
problems examined in this study, it appears that a value of Po = 0.7 (or 0.8 
for conservative results) is suitable for calculating the collapse 
probability of structural systems in the order of > 10-3 .. However, for P
f 
-4 in'the orde'r of 10 ,a value of Po =0.8 (or 0.9 for conservative results) 
may be necessary. 
It is difficult to determine the precise ef fect of p • It appears, 
o 
nevertheless, that the value of P tends to increase with the reliability 
o 
of the system (i.e. larger values of Po should be used for smallerP f )" 
Recall from Sect.. 3.3.1 that the PNET method is based on the premise 
that mechanisms with correlations higher than p 
o 
can beassuned to be 
perfectly correlated, whereas those with correlations less than p 
o 
can be 
assumed to be statistically independent. The following may provide an 
approximate basis for examining the ef fect of Po .. 
Consider the case when there are two mechanisms, with S 
1 
and 0<P12< 1 .. From Eq .. 2.59, 
Eq. 2 .. 58, then gives 
s , 
(6.1) 
Substituting Eq .. 6 .. 2 into Eqs. 2 .. 53 and 2 .. 57 yields the narrow bounds, 
2P f - q ~ P f ~ 2P f - 2q 
1 1 
(6.3) 
III 
where Pf is the single mode failure probability. 1 
For a system with two mechanisms that are perfectly correlated, the failure 
probability of the system is 
Therefore, if the two mechanisms are partially correlated, Eq. 
underestimate Pf; the error would be: 
= 
Since the exact value of Pf is unknown, but is bounded as in Eq. 
error would also be bounded by: 
Pf - q Pf - 2q 1 > error > 1 
- -
2Pf - q 2Pf - 2q 1 1 
Fig .. 6 .. 1 shows the above error bounds - plotted against S for 
(6.4) 
6 .. 4 will 
(6.5) 
6.3, the 
(6.6) 
different 
values of P12 .. The errors as sociated with the perfect correIa tion 
assumption are large; however, the case with Sl = S2 = S would represent 
the situation with the largest error.. From Fig. 6.1, it can be observed 
that to maintain a given level of error (eGg. 40%), the value of P12 
increases with S .. 
Furthermore, for high P12 , the error is closer to the lower bound 
error than the upper bound. This can be observed from the extreme case of 
P
12 
= 1 when Eq .. 6.1 would give: 
q = <p(-S) <p(O) = (6.7) 
Substituting this into Eq .. 6.3 yields; 
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With Eq. 6.4, Pf therefore lies on the lower bound of Eq. 6.3; the error, 
therefore, will tend towards the lower bound of Eq. 6.6 as P12 approaches 
1 .. 0 .. 
On the other hand, if the two partially correlated mechanisms are 
II-
assumed to be statistically independent (i .. e. P12 = 0), the system failure 
probability is, 
(6.9) 
For large 6 or small P 
f1 
\I 
Pf - 2Pf - 1 
(6.10) 
Using the average of the narrow bounds (Eq. 6.3) for the correct 
probability P • f' i .. e. 
Pf ::: 2Pf - 1.Sq 1 
(6.11) 
the error that would be incurred in assuming two partially correlated 
mechanisms to be satistically independent would be (from Eqs. 6.10 and 
6 .. 11) 
2Pf - (2Pf - 1.5q) 1 5 _.-;1~ __ =-1 -::--__ = ..."..""..._0 _q--=--=--
2P f - 1.5q 2P f - 1.5q 1 1 
(6.12) 
With 61 = 62= 6, the error for the two-mechanism case would be maximum; Eq. 
6.12 therefore represents the maximum possible error. Fig •. 6.2 shows this 
error plotted against 6 for different values of P12e From Fig. 6.2, it 
may be observed that for a given value of P12 , the error associated with 
the statistically independent assumption improves with increasing values of 
6. This implies that assuming the representative mechanisms are 
statistically independent (for a given p ) will improve with 6 • 
o 
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Non-normal Variables For variables that have non-normal 
distributions, the method of equivalent normal distributions may be adopted 
(Paloheimo, 1974; Rackwitz, 1976). Once the equivalent normal distributions 
of the variables are obtained, the PNET method may then be applied as 
described herein for normal variates. Results obtained for a separate study 
(Schueller and Griinmelt, 1981) indicate that the PNET method performs 
equally well for problems involving non-normal variates. These results are 
summarized in Tables 6.3A, Band C, wh ich inc lude ve rif ica tio ns by Mon te 
Carlo simulations • 
. In the study by Schueller & Grimmelt (1981), the loads and plastic 
resistances are considered to be random variables modeled by normal, 
lognormal, and extreme value distributions. The va rious combina tio ns of 
distribution, for the loads and resis tances are as follows: normal/normal, 
lognormal/lognormal, and Gumbel/Weibull. In additon, three ratio s of load 
and resistance C.O.V.'s were used; namely, QL/ QM = 0.3/0.05, 0.3/0.1, and 
0.1/0.1. Fig. 6.3 describes the five example problems, and Table 6.1 
summarizes the statistics of loads and resistances, for normal and lognormal 
distributions, whereas Table 6.2 tabula tes the load and resis tance 
statistics for the extreme value distributions. The frames are assumed to 
collapse through the formation of plastic-hinge mechanisms; at a beam-column 
joint there ~s only one possible hinge. Mutual independence is assumed 
between the vertical and horizontal loads, as well as between the loads "and 
moment capacities. 
The plastic moment capacities are assumed to be either perfectly 
correlated (p = 1) or statistically independent (p = 0). The results of M M 
the analysis with the PNET method using p = 0.7 and 0.8 for normal, 
o 
lognormal and extreme value distributions are summarized in Tables 6.3A, B 
and C respectively. Most of the results using p = 0.8 are identical to 
o 
. those obtained with p = 0 .. 7, othexwise, the values obtained with p = 0.8 
o 0 
are shown in brackets in Tables 6.3A, Band C. Figs. 6 .. 4A and B also 
summarize the PNET results (with p = 0.7) expressed as ratios of the Monte 
o 
Carlo-calculated Pf reported by Schueller and Grimmelt (1981).. In those 
cases where Monte Carlo Pf are not available, the average value of the upper 
and lower narrow bounds 1S used. From the results shown in Figs. 6.4A· and 
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6.4B, it is difficult to discern any effect of the distributions on P ; on 
o 
this basis, Po may be assumed to be independent of the distributions. 
The performance of the PNET method relative to other methods may be 
seen from the forthcoming report by Schueller and Grimmelt (1981). 
6.2.2 Bounds on System Reliability 
For the narrow bounds of the failure probability, the ordering of the 
failure modes may influence the values of the upper and lower bound values .. 
It 'is possible, for a particular ordering of the failure modes, to produce a 
lower bound value less than the general lower bound. The closest narrow 
bounds may be obtained only if all the possible orderings of the failure 
modes (there are m! such orders for a structure having m possible 
mechanisms) are examined, which is obviously impractical. The narrow bounds 
for the example problems described in Chapter 5 were obtained by arranging 
the failure modes in the order of decreasing failure probabilities Pfi - The 
bounds obtained in this way compared favorably with those obtained from 
random ordering of the mechanisms; this should insure that the narrow lower 
bound is not less than the general lower bound value of the system failur~ 
probability_ 
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TABLE 6.1 LOAD AND RESISTANCE STATISTICS FOR 
NOR~~L AND LOG-NORMAL DISTRIBUTIONS 
I, Loads (KN) 
Type of 
= Normal or Log-normal Distribution 
Mean Standard Deviation cr 
c.o.v.= 0.1 c.o.v.::: 0.3 
H . 50 5.0 15.0 
V 40 4.0 12.0 
II, Plastic Moment Capacities (KNm) 
Type of 
= Normal or Lognormal Distribution 
Mean Standard Deviation cr 
c.o.v.= 0.05 c.o.v.= O. 1 
Problem lA 134.9 6.745 13.49 
Problem 1B 
Problem 2,A. 61.95 3.098 6.195 
Problem 2B 101.0 5.05 10. 1 
Problem 3 176.8 8.84 17.68 
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TABLE 6.2 LOAD AND RESISTANCE STATISTICS FOR 
EXTREME VALUE DISTRIBUTIONS 
I, Loads (KN) 
Extreme Type I Distribution (Gumbel) 
c.o.v. of 
Original 
Distributior o. 1 0.3 
Parameter 11 a Cl U 11 a Cl 
H 61.35 2. 15 0.5965 60.382 84.05 6.45 0.1988 
V ~9.08 1.72 0.7457 48.31 67.25' 5. 16 0.2486 
II, Plastic Moment Capacities (KNm) 
Extreme Type III Distribution (Weibull) 
c.o.v. of 
Original 
Distribution 0.05 O. 1 
Parameter 11 a k w E 11 a k 
Problem lA n 21. 2 2.38 48.96 119.2 18.2 108.6 4.31 24.53 Problem lB 
Problem 2A 55.65 1 . 1 48.96 54.75 8. i 49.9 1.97 24.53 
Problem 2B 90.7 1 .82 48.96 89.26 12. 1 81.3 3.27 24.53 
Problem 3 p 58.8 3. 13 48.96 156.3 23.5 142.5 5.63 24.53 
U 
81.15 
64.92 
w E 
105.2 22.3 
48.29 10.3 
78.74 15.8 
137.8 29.5 
TABLE 6.3A SUMMARY OF RESULTS (NORMAL DISTRIBUTION) 
c: H4R ~~ > v " v " V v v ~g 0 H-11 H~Il H~ ~ i ~ H t i ~ J5~ u 1 I I 1 ~1 I I 1 c:.~ 4-~~ 0 0 
co .~ U co '* 'it '* * * s... PNET MONTE PNET HONTE PNET ~1OUTE PNET t40NTE PNET f10NTE Po = 0.7 CARLO Po = 0.8 CARLO Po = 0.7 CARLO Po = 0.7 CARLO Po = 0.7 CARLO rlL 
PM 
rlf1 or 0.8 or 0.8 or 0.8 or 0.0 or 0.8 
.3 0 • .Jx10-4 0.8xlO-4 1.3xlO-4 1.5x10-4 5.7xlO-4 6xlO-4 4.3x10-4 10-3 1.7x10-3 1.9x10-3 :os (2x10-4) 
a 
.3 1.4xlO-4 1.5xlO-4 3.1 xlO-4 4x10-4 7.1x10-4 7x10-4 8.4x10-4 1.6x10-3 2xlO-3 2.2x10-3 
-:T (4.5xlO-4) 
• 1 2xl0-15 10-15 0.8x10- 11 0.8xlO- ll 10-15 10-16 2.1.><10-10 2.5x10-10 10-13 0.9xlO-13 
-:T (5) (fj) lID @ 
.3 1.4x10··4 1.4xlO-4 2.8xlO-4 3xlO-4 0.94xlO-3 10-3 6.4x10-4 1.3xlO-3 2.4x10-3 2.4xio-3 
-:05 
1 
.3 8.7xlO-4 8xlO-4 2.1xlO-3 2.5xl0-3 3.2xlO-3 4xlO-3 2.4x10-3 7xlO-3 6.2x10-3 6xlO-3 
-:T (2.2xlO-3) 
. 1 5.5x10··7 5.5xlO-7 2xlO-5 1.5xlO-5 5x10-6 . 5xlO-6 5x10-6 6xlO-6 1.7x10-5 2xlO-5 
-:T ® ~. .(0) @ @ 
* Values Obtained from Graphical Results Reported by Scheuller & Grimmelt. @Average of Upper and Lower Bounds Used 
in place of Monte Carlo. 
I 
I 
"I-' 
f--1 
-....J 
TABLE 6.3B SUMMARY OF RESULTS (LOG-NORMAL DISTRIBUTION) 
------
c V 
" 
V V V V v H~H QJ VI QJ QJ .; H~ll '" .Jt J! {: . it ,k ): u H~n H] fi41 ...... c I I 1 I I 1 QJIIl 0 ..0 ..... VI U c·,... OVI 4-
.,... QJ 0 
..... s... 
III 0 
..-s... 'r-QJQJ 
...... 
* * s.....o III PNET MONTE PNET HONTE PNET t·1ONTE PNET MONTE PNET ~10NTE s...e s... 
8~ Po = 0.7 CARLO Po = 0.7 CARLO Po = 0.7 CARLO Po = 0.7 CARLO Po = 0.7 CARLO 
°L 
PM 
°'4 
or O.B or O.B or O.B or O.B or O.B 
.. '.~ ~::. -~~.-'.- :: -~ ~ ."':.::. ::- . 
.. 
.3 2.9xlO-3 2.5xl0-3 3.2xlO-3 .4.5xlO-3 6.BxlO-3 5.5xlO-3 5.9xlO-3 1.6xlO-2 1.lxlO-2 10-
2 
-:05 
0 
.3 3.4xlO-3 2. BxlO-3 3.6xlO-3 5xlO-3 7.3xlO-3 6xlO-3 6.0xl0-3 1. 8xlO-
2 1.lxlO-2 10-2 
:T 
. 1 3xlO-2 2xlO-12 2xlO-11 1. 5xl 0-11 5xlO-ll 5xlO-ll 9xlO-10 3xlO-9 10-9 10-9 :T 
® (2. 3x 10 -11 ) ® ® ® ® 
.3 3.2xlO-3 3xlO-3 3.5xlO-3 5xlO-3 7.3xlO-3 7xlO-3 6.3xlO-3 6xlO-3 l.lxlO-2 1.1xlO-2 
-:05 
1 
.3 4.6xlO-3 4.5xl0-3 5.1xl0-3 BxlO-3 9.9xlO-3 9xlO-3 B.6xlO-3 B.5xlO-3 1.2xl0-3 2xlO-2 :T 
. 1 2xlO-B 3xl0-B 0.Bxl0-6 .10-6 6xlO-7 7xlO-7 BxlO-7 4xlO-7 3.4xlO-6 4xlO-6 
-:T 
(Q) @ @ @ @ 
* Values Obtained from Graphical Results Reported by Scheuller & Grimmelt. UVAverage of upper and Lower Bounds Used in 
place of Monte Carlo. 
...... 
i-' 
00 
fj! ~\j 
£"1 C) 
r..;J C) 
~.~ f~l 
R2 
H }!} 
fA (l r~o ff [:1 ~ .. I. 
o ~:i r r-~ (I) (. 
r.a tf) L:i 
(.~~ 
m~ ~J (I) 
CD (i) 
<::) c}' 
,-J 
TABLE 6.3C SUMMARY OF RESULTS EXTREME-VALUE DISTRIBUTION (WEIB~LL M, GUMBEL L) 
t: l .' QJVI .;. QJQJ H ):U 0 H411 H~l +.>t: 1 ~l I I L QJItS U .CI+.> VI t:.,.. 4-OVI 0 
,,.. QJ 
...,s... 0 
ItS :::; * * * ..... s... PNET MONTE PNET r~ONTE PNET MONTE QJQJ ItS 
s.....a s... CARLO CARLO CARLO s...E 
OQJ Po = 0.7 Po = 0.7 Po = 0.7 UE 
°l 
PM oM or 0.8 or 0.8 or 0.8 
.3 6.7xlO-2 7xl0-2 .86 .87 .27 .3 :os 
0 
.3 
.49 .5 1 1 .92 .. 9 
-:T 
. 1 2xl0-6 2xl0-7 0.6xl0-3 10-3 9xlO-5 8xlO-5 
-:T 
@ 
...... .. .. . ..... @. ' .. 
/ 
.3 
.68 .8 .85 .85 .27 .4 
-:os 
1 
.3 
.49 .5 1 1 .89 .9 
-:T 
• 1 7xlO-5 10-5 1.5xlO-2 2xlO-2 1.1x10-3 2xlO-3 
-:T 
@ 
* Values Obtained from Graphical Results Reported by Scheuller & Grimmelt. 
" 
V '1/ H4R :l i Y H-l I I 1 
* * PNET r·1ONTE PNET MONTE 
CARLO CARLO 
Po = 0.7 Po = 0.7 
or 0.8 or 0.8 
.46 .6 .51 .55 
1 1 1 1 
6xlO-5 2xlO-5 0.8xlO-3 10-3 
@ . 
., .. 
.46 .6 .51 .55 
.99 .99 .98 .99 
3.1xlO-3 4xlO-3 5.2xlO-3 7x10-
3 
-----
(Q)Average of Upper and Lower Bounds Used 
in place of Monte Carlo. 
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Fig. 6.2 Error Associated with Assumption of Statistically Independent of 
Two Partially Correlated Failure Modes 
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Problem 
No. 
lA Horizontal Load only V ~ H ............. 
n. } Both Horizontal and ;p. i lB Vertical Loads r- ~ 
2A Horizontal Load only V V V l , , H ............ 
..! 
and .II'" ... Irr "'M Both Horizontal 
28 Vertical Loads r ! -flllll 1 + ~ ~ 
H ............ "l ..... 
h 
"";l-
3 Horizontal Load only h 
-~ 
h 
l-
Ith> ",,," _L-
rs 1 .J 
h = 5.0 m~ ~ = 10.0 m for all systems and load cases 
Fig. 6.3 Structures Considered in Schueller & Grimme1t (1981) 
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0 o A A 0 A 
A 0 0 0 
A 
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0 
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p, = I 
M 
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o 0.3/0.05 
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~ 0.1/0.1 
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28 
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Distribution 
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Problem No. 
Fig. 6.4B Summary of PNET Results in Schueller & Grimmelt 
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CHAPTER 7 
SUMMARY AND CONCLUSIONS 
7 .. 1 Summary 
An approximate method has been developed for the reliability analysis 
of ductile redundant frames and trusses. Frames are assumed to fail through 
the formation of plastic hinge mechanisms whereas trus'ses 
collapse through the yielding of the members. The 
resistance capacities of the elements are prescribed 
are assumed to 
applied loads and 
to be of normal 
distributions; however, non-normal distributions may be used with the same 
method. The problem of the identification of the significant failure modes 
is formulated in two ways; both formulations will result in an unconstrained 
nonlinear programming problem and the Hooke and Jeeves algorithm is employed 
as the solution technique. Once the major mechanisms are identified, their 
corresponding performance functions can be developed through the principle 
of virtual work, from which the individual mode collapse probabilities are 
calculated. The system collapse probability is then evaluated through the 
method of PNET. 
With the PNET method, information on the correIa tions between 
the evaluation of the system different mechanisms 
collapse probability. 
are accounted for in 
Results of the proposed PNET method show consistently 
good agreement with corresponding Monte Carlo calculations for a wide 
variety of structural systems examined. 
7.2 Concluding Remarks 
On the basis of the results of the present study, the following 
conclusions may be observed: 
1. The PNET method appears to be an effective tool for the reliability 
analysis of ductile redundant frames and trusses. The effects of 
correlations between mechanisms (particularly the major ones) are 
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properly included in the evaluation of the system collapse 
probability.. Although the appropr iate value of the demarca ting 
correlation p may depend on the level of the syst em col lap se 
o -3 
probability, a value of 0.7 appears to be suitable for Pf ~ 10 .. 
Generally, a. higher value of p would be required for smaller P f; 
e.g. for Pf < 10-
3 
, a valu: of 0.8 (or even 0.9 for P f «10-4 ) 
may be necessary. 
distribtuions .. 
Also,. p seems to be independent of the form of 
. 0 
2. There are invariably a large number of potential collapse 
mechanisms for practical structures; however, only a small number 
of such mechanisms are significant, and need to be considered in 
the evaluation of system reliability. 
mechanisms, only those that have low 
Moreover, among the major 
mutual correlations will 
contribute significantly to the system collapse probability. 
7.2.1 Suggestions For Further Studies 
1. Effective algorithms for identifying the majo~ failure modes 
through the unconstrained optimizaton formulations need further 
investigation, especially when the number of variables becomes 
large (e.g.. n > 20).. The algorithm selected should be efficient 
and at the same time can gua rantee that a11 maj or mechanisms have 
been identified.. The problem of identification of the significant 
failure modes through mathematical programming need not be 
restricted to linear constraint functions; e .. g.. the effect of 
axial forces on the moment capacities of potential plastic hinges 
and the possibility of buckling may be included in the formulation, 
although the resulting mathematical problem may be more 
complicated .. Since it is not unusual for a structure of practical 
complexity to have a large number of variables (e.g .. n > 50), it 
is unlikely that presentl y ava ilable algor ithms will be able to 
find a local minilIllm ef ficientl y. It 1.S suggested that the 
approach of systematic subdivision of a given structure into 
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substructures be investigated. The significant failure modes of 
each substructure would be identified individually and the failure 
mode probability combined according to the PNET method to estimate 
the collapse probability of the system. 
2.. The appropriate value of the demarcrating correIa tion p for 
o 
3 " 
systems with small collapse probabilities, P f < 10-4 should be 
investigated more thoroughly. For such cases, the results may be 
validated using the average (e.g. geometric mean) value of the 
narrow bounds in place of Monte Carlo calculations, as the latter 
would be costly_ 
The method 
are . more 
conditions .. 
Probability 
L. 
where p 1 
f 
of analysis can be easily extended to cases when there 
than one dominant (and mutually exc lusi ve) loading 
In this case, one can apply the Theorem of Total 
to express the system collapse probability as: 
(7.1) 
is the system collapse probability under the ith 
loading condition, and P(L) ·is the probability that the ith 
i 
loading condition will occur, and n is the number of loading 
conditions .. 
4. The application of the PNET method for the reliability analysis of 
brittle redundant structural systems needs to be studied. The 
identification of the major failure modes of a brittle system will 
be more difficult than in ductile systems because the failure modes 
will be dependent on the sequence in which the components may fail .. 
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APPENDIX A 
SYSTEMATIC GENERATION OF COMPATIBILLI'lY EQUATIONS GOVERNING 
THE ANGLES OF ROTATIONS OF POTENTIAL PLASTIC HINGES 
Following 
configuration of 
Fenves and Gonzalez-Carlo (1971) , the geome trical 
a frame structure is treated as a flow network. A member 
is represented as an oriented branch going from its positive (or A) end to 
the negative (or B) end as shown below. 
Positive 
(A) end 
Negative 
(B) end 
Fig.. A.l Network Repres'entation of a Member 
Using network terminology, the set of compatibility requirements 
governing the angles of rotations of potential plastic hinges {XI}' is 
written in matrix notation as follows: 
(A.I) 
where: 
C = the branch-circuit matrix .. The typical subma trix C. of C is 1.r 
(T: t 
, 
H. ,-T i H. ,0) depending on whether the member i 1.S 1. 1.8 1.8 
(positively, negatively, not) included in the circuit def med by the 
, 
rth link .. In the def mit ion of H. , s is the joint incident on the 
1.8 
negative end of link r. 
T. = a square rotation matrix which transforms the force vector at the 
1. 
negative end of member i from local to global coordinates. 
H. = a translation matrix representing the effect of the load vector P at 
1.S s 
joint s on the force vector at the negative end of member i, both 1.n 
global coordinates. 
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r = a diagonal matrix which transforms the vector of nega tive end member 
forces ;RF 
, 
to the vector of forces at both ends of the member R 
F 
D. = Ufextractorll matrix which selects only the force components that are of 
interest RF 
Hence, in matrix form, ~ can be wr it ten as: 
For a typical member i of a plane frame, 
pxA . 
1 
PyA. 
1 
rn zA. 
I 1 
RF. = ------
1 pxB . 
1 
pyB . 
1 
rnzB . 
1 
r has diagonal submatrices r. and 
1 
f 
1 0 0 
1 0 1 0 
-Ly Lx 1 
\' = ----------i 
1 0 0 
0 1 0 
0 0 1 
rn zA. 
1 
= {------} 
rnzB . 
, 1 
(A.2) 
(A.3) 
(A.4) 
135 
For structure consists of only straight members. L m 0 and L • L, the y x 
1 o 0 
o 1 0 
o L 1 
\' ; = ------- (A.5) 
100 
o 1 0 
001 
6 is IlL dialonal atru of 8ubmatrices .A~ 
A1110 
~; = [ ~ ~ ~ ! ~ ~ ~ ] 
cos 9; sin 9i 0 
T. = -sin 9. cos 9. 0 
111
001 
1 0 0 
I 
His = 0 1 0 
-L 
Y;s 
L 
Xis 
0 
L J 
(A.6) 
(A.7) 
(A.8) 
a (y coordinate of s) - (, coordinate of the negative eDd of member i) 
m (x coordiante of s) - (x coordinate of the nega tive eDd of member i) 
For claritY3 the method of systematic generation of compatibility 
constraiuts discussed above may be illustrated through an example. 
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Illustrative Example 
Consider the one-story one-bay 
previously in Sect. 3.3.2 (see 
rect angula r 
Fig.. 3 .. 1), 
portal 
with the 
frame 
same 
dis cussed 
load and 
resistance statistics., Arbitrarily label the node number, branch number and 
the definition of circuit 1 as shown in Fig. A .. 2. The coordinates of the 
nodes are shown in Fig. 3.3 and the components of the variables {X} are 
shown in Fig.. 3.4. 
Fig. A.2 Numbering of Nodes, Branches and Circuit 
From Eq.. A .. 6 , t:. is, 
[~ o 1 o 0 ~] o 0 a 0 0 
[~ a 1 o 0 ~] o 0 o 0 
t:. = (~ ~] o 1 o 0 o a o 0 
0 ra o 1 o 0 
l lo o a o 0 
Using Eq .. A .. 5, matrix r is written as follows: 
01 
1J t x 24 
, = 
and therefore , 
100 
o 1 0 
o 15 1 
----:a----
I 
b.' = 
o 
100 
o 1 0 
o 10 1 
I 
r 
0 15 1 
o 0 1 
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o 10 1 
o 0 1 
o 
1 ' 0 0 
010 
o 10 1 
I 
o 10 1 
o 0 1 
o 
o 
1 0 0 
o 1 0 
o 15 1 
I 
o 15 1 
o 0 1 
8 X 12 
24 X 12 
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According to the labels of Fig. A.2, node 5 is the node incident on the 
negative end of circuit 1, therefore s = 5 and 
I I 
H = H,- 5 is 
For member 1, joint 2 ~s the negative end of the member and 
= [ -~ ~ ~ 1 [ ~ ~ ~ 1 = [-~ ~ ~ 1 
o 0 1 15 20 1 15 20 1 
Similarly, for members 2, 3 and 4 
[1 001 t I o 1 0 T2 H25 = 
15 10 1 
Therefore, 
[ o -1 15 Ct = 1 o 20 0 o 1 
and 
= [ 
r 
100 
1 
t I 010 t I T3 H35 = T4 H45 = 
15 0 1 
L 
1 0 15 1 0 15 010 t X 12 o 1 10 o 1 0 -1 0 0 o 0 1 o 0 1 001 
o 15 15 15 15 15 15 0 
20 20 20 10 10 0 0 0 
11111111 
o -1 0 
1 
1 o 0 
0 o 1 
The set ot compatibility equations governing the hinge rotations for this 
example, therefore, are: 
139. 
= 0 
= 0 
The above set ot compatibility equations is equivalent to those 
obtained by inspection in Sect. 3.5.1. However, the method discussed 
herein can be easily programmed for computer calculations and thus the 
.generation of the compatibility equations become autanatic .. 
Observe that the compatibility constraints are all linear equations; 
these may be "substituted" into the objective function to reduce the 
number of variables (from 10 to 4 in this example) and the problem becomes 
essentially an unconstrained minimization problem .. 
In general the number of independent variables for a plane frame 
structure is always equal to the number of potential plastic hinges minus 
the degree ot redundancy of the structure .. 
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APPENDIX B 
SYSTEMATIC GENERATION OF IIELEMENTARy li MECHANISMS 
For many structural systems with non-standard conf igurations, it 1S 
necessary to have a procedure to generate all the "elementary" mechanisms 
systematically. The procedure discussed below (Watwood, 1979) requires only 
information on the joints and members of a structure. 
B.l Restriant Equations 
Consider the planar beam element as shown in Fig. B.l 
Fig. B.l Definition of Local Generalized Coordinates 
A coordinate transformation is introduced on the local generalized 
coordinates {S}, Fig.. B.l, in order to seperate the rigid body motion from 
, y y 
the member deformation. There are three,defo~mati~n coordinates Sl' S2' S3 
and three rigid body coordinatess S4' 8 5, S6; together they form the 
transformed coordinate vector {SY}, and can be chosen as: 
141 
Components 'Physical 'Meaning Vector {5} 
s, - End 2 axial displacement 
S2 - End 1 rotation 
S3 - End 2 rotation 
S4 - Rigid-body translation in x direction 
S5 - Rigid-body translation in y direction 
S6 - Rigid-body rotation about end 1 
- (0 a 0 1 0 0) 
- (0 0 1 0 0 0) 
- (0 0 0 0 0 1) 
- (1 0 0 1 0 0) 
- (0 1 0 0 1 0) 
- (0 0 1 0 -L 1) 
Thus the full transformation is assembled as, 
{5} = [T] {S I } (B.I) 
where, 
51 0 0 0 1 0 0 5' 1 
S2 0 0 0 0 1 0 5' 2 
53 0 1 0 a 0 1 5' {5} = T= {51} = 3 (B.2) 
54 1 0 0 1 0 0 51 4 
S5 0 0 0 0 1 -L 5' 5 
56 0 0 1 0 0 1 51 6 
The inverse relation is, 
{5 I } = [TJ- 1 {S} (B.3) 
in which 
14~ 
-1 0 0 1 0 0 
1 
0 -l/L 1 0 l/L 0 
-1 0 -l/L 0 0 l/L 1 T = (B.4) 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 l/L 0 0 -l/L 0 
For any mechanism, all members except those containing hinges or 
axial yielding must move as rigid bodies.. This implies that the deformation 
" y 
coordinates 81 , 82 and 83 for each member must remain zero during the 
mechanism. To enforce those constraints formally, a constraint matrix 
[C] 3 6 composed of diagonal submatrices [C j ] is introduced.. A typical 
mx . " 
diagonal submatrix [C J ] for the jth member is made up of the first three 
rows of [T] -1. Def ining {8 ~ } as : 
Sl 1 5' - first element 2 
51 
3 
51 
{51} 1 (B.5) = d 5' - second element 2 
5' 3 
and {8} is redefined as: 
143' 
5, 
... first element 
-:§~ 
{5 } = (B.6) 
5, 
... n th element 
56 
Then 
[C] {5} = {51} d (B.7) 
The components of {S} are not independent, but are restrained to move such 
that the compatibility of the assembled structure is preserved. This can be 
enforced by introducing the usual structural compatibility matrix [A]; i.e. 
* {5 } = [A] {r} (B.8) 
where the components ot { s j. are the general ized coordinates of all the 
elements expressed in the global coordinate system; {r } is the column matrix 
of the external degrees of freedom (in general, 3 per joint unless 
constraints are imposed) expressed in the global coordinate system, and [A] 
is the compatibility matrix, which depends on the numbering of the elements 
and the external degrees of freedom. 
* . The relationship between {S} and {S } can be expressed as: 
* {5} = [Q] {5 } (B.9) 
The matrix [Q] for the structure consists of diagonal submatrices· [qj], 
where the superscript j stands for the jth member, and is given by: 
r:=- ;~_Jl :. 
S~~~-~.:":~j L'~. 
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£.] £.2 0 
-£'2 £.1 0 0 
[qjJ 0 0 1 = (B.IO) 
£.1 £.2 0 
0 -£. 
. 2 £.1 0 
0 0 1 
1.U which . .Q,l and .Q,2 are the direction cosines of the local x-axis and y-axis 
relative to the global coordinate syst em. Combining Eqs. B.7 through B.9 
leads to: 
[C] [QJ [AJ {r} = [C1J {r} = {Sd} (B. II) 
To find a mechanism, one must find a solution to Eq. B.II such that 
, 
{Sd} = to}. However, unless the given structure is already a mechanism, no 
such solution exists. At this point, one introduces releases that will form 
a mechanism. For planar structures, three releases per element will be 
inserted. The required three releases may be a hinge at each end of the 
element and an axial release at end 2. Insertion of a release is equivalent 
to adding an external degree of freedom. Mathematically, this 1.S done with 
replacing a row of the matrix [[Q][A]] with zeroes where they correspond to 
S 3' S 4 and S 6 for each element. For each row that is "zeroed oue', a zero 
column 1.S added to [[ Q] [A]] except that a III II is placed in the position 
which correspond to the row that was "zeroed out" earlier.. Of course, {r} 
must be expanded by one component for each column added to [[Q][A]]. This 
modified form of [[Q] [A]] and r is substituted into Eq. B.II, yielding 
(B.12) 
in which [C 2] = [C] mUltiplied by the modified form of [[Q] [A]], and {~t} is 
the matrix {r} augmented by the member releases.. Then, specifying {S d} 
to} should yield the possibility of solutions; i.e. 
= 
(B.13) 
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The order of [C2 ] is 3mxN t II in which m is the number of elements (members) 
and N is the number of external degrees of freedom plus 3m. 
t 
B.2 Solution ml EgUAtions 
Consider the case in which [C 2] is of rank 3m. For this situation, 
there exist a nonsingular matrix [B] of order Nt by Nt such that: 
(B.14) 
The identity.matrix [I] is of order 3mx3m and the null matrix [0] is of 
order 3mx(N 3m). The last (N' - 3m) columns of [B] is the desired 
t t 
solution since the column is orthogonal to all rows of [C 2] • 
To generate [B], one performs a Gaussian reduction using column 
operations. The first row of [C 2] is scanned to find the component with the 
largest absolute value. This column is designated as the pivot column, and 
after normalization, it is transferred to the first column. It is then used 
to reduce all other non-zero entries in the first row. The second row of 
[C 2] is then scanned from the second column on, and the procedure is 
repeated until all rows have been exhausted. Identical operatons are 
performed on the identity matrix [I] (N by N ) and generate the matrix [B]. 
t t 
In the event that [C 2] is of rank less than 3m(say, =3m-l), a pivot 
column will fail on one row as all row components are zero. One may simply 
move down to the next row without shifting over one column to begin the 
search and continue as usual. This will result in an addition of a column 
of zeroes on the right hand side of Eq. B.14, and an additional column of 
[B] is orthogonal to all rows of [C 2]; this means that there is an 
additional solution. 
The original external degrees of freedom {r} is a subset of the 
extended degrees of freedom {r}. Therefore, the corresponding rows of [B] 
t 
can be extracted to express the set of "elementary" mechanisms in terms of 
the original external degrees of freedom only. 

