Variable selection is central to sparse modeling, and many methods have been proposed under various model assumptions. Most existing methods are based on an explicit functional relationship, while we are concerned with a model-free variable selection method that attempts to identify informative variables that are related to the response by simultaneously examining the sparsity in multiple conditional quantile functions. It does not require specification of the underlying model for the response. The proposed method is implemented via an efficient computing algorithm that couples the majorize-minimization algorithm and the proximal gradient descent algorithm. Its asymptotic estimation and variable selection consistencies are established, without explicit model assumptions, that assure the truly informative variables are correctly identified with high probability. The effectiveness of the proposed method is supported by a variety of simulated and real-life examples.
Introduction
With the rapid development of modern technology, it is much easier to collect a large number of observations and variables at a relatively low cost. Among the collected variables, it is generally believed that only a small number of them are truly informative for the analysis. Thus, sparse modeling that identifies the truly informative variables is critical for subsequent data analysis.
In the literature, one popular framework of sparse modeling is the regularization method, where sparsity-induced regularization terms are used so that the resultant sparse models keep only the informative variables. For linear models, a number of regularization terms have been proposed, including the least absolute shrinkage and selection operator (Lasso; Tibshirani (1996) ), the smoothly clipped absolute deviation (SCAD; Fan and Li, 2001) , the adaptive Lasso (Zou (2006) ), the truncated 1 penalty (TLP; Shen et al. (2012) ), and so on. These methods mainly focus on the conditional mean regression, and the informative variables are defined based on the corresponding regression coefficients. Similar regularization terms have also been applied to conditional quantile regression (QR) (Zhu et al. (2007) ; Li and Zhu (2008) ; Wu and Liu (2009); and Kato (2016) ). To extend variable selection to a more general nonparametric context, additive models are popularly used (Shively et al. (1999) ; Xue (2009) ; Huang et al. (2010) ). A further extension is the component selection and smoothing operator method (Cosso; Lin and Zhang (2006) ), where the number of functional components may increase exponentially with the dimension. Recently, Ye and Xie (2012) and Yang et al. (2016) proposed a model-free variable selection method in the framework of gradient learning, where a variable is regarded as truly informative if the corresponding gradient of the mean function is significantly non-zero. All the aforementioned variable selection methods focus on a single conditional mean or quantile regression function, and their performance largely relies on the validity of the functional relationship.
Another popular framework of sparse modeling is variable screening (Fan and Lv (2008) ), which examines each individual variable separately to attain the sure screening properties. More recently, a number of model-free screening schemes (Zhu et al. (2011) ; He et al. (2013) ) have been developed under general model settings. Yet as pointed out in He et al. (2013) , a potential weakness of the marginal screening methods is the ignorance of the marginally unimportant but jointly important variables. To overcome this difficulty, a higher-order screening method was developed (Hao and Zhang (2014) ).
We propose a new model-free variable selection method in a regularized gradient learning framework. The proposed method attempts to identify the informative variables that are related to the response by fully exploiting the underlying distribution. To fully characterize dependence between the variables and the response, multiple conditional quantile functions are simultaneously examined, and a variable is deemed informative if it contributes to any of the conditional quantile functions. Thus the proposed method is formulated as a gradient learning framework associated with the composite quantile functions (Zou and Yuan (2008) ) on a flexible reproducing kernel Hilbert space (RKHS; Wahba (1999) ). Gradient learning can be traced to Härdle and Gasser (1985) and Müller et al. (1987) , and some of its recent developments include Jarrow et al. (2004) and Brabanter et al. (2013) . The proposed method equips the gradient learning framework with a group lasso penalty that can be viewed as an extension of the classical finite-dimensional Lasso penalty in a functional space. An efficient computing algorithm is developed, which combines the MM algorithm (Hunter and Lange (2000) ) and the proximal gradient descent algorithm (Rockafellarl (1970) ). The performance of the proposed method is supported by a variety of simulations and data examples, as well as its asymptotic estimation and variable selection consistencies. In particular, our results assure that the proposed method recovers the truly informative variables with probability tending to one, and converges to the true gradient function.
The proposed method aims to finding variables that may contribute to not only the conditional mean or quantile function, but the conditional distribution of the response. Thus the identified non-informative variables by the proposed method can be regarded as independent of the response given other variables. Asymptotic variable selection consistency is obtained without assuming any The rest of the article is organized as follows. Section 2 presents the general framework of the proposed model-free variable selection method, as well as its computing algorithm. Section 3 establishes asymptotic estimation and variable selection consistencies. Section 4 contains the numerical results on simulations and data examples, followed by a concluding summary. The computational details are provided in the appendix, and proofs are contained in the online supplemental materials.
Methodology

Variable selection and conditional independence
Suppose that a training set consists of Z = (x i , y i ); i = 1, . . . , n, where
on a compact metric space X . Most variable selection methods are based on an additive model
j (x j ) + , and define the uninformative variables as those with corresponding f * j ≡ 0. In a model-free fashion, we regard X l as uninformative if
where X −l denotes all variables except for X l . To characterize the conditional dependence, we note that Y and X l are conditional independent if and only if
where Q * τ ( X ) is the τ -th conditional quantile function of Y given X . This motivates the proposed variable selection method in a framework of learning sparse gradient functions. Let g * τ (x) = as estimates of Q * τ (x) and g * τ (x), respectively. In this paper we restrict Q τ to be contained in a RKHS H K with a pre-specified kernel function K(·, ·). Due to the reproducing properties of the gradient functions, it can be shown under some smoothness conditions that Zhou (2007) ).
Proposed formulation
At a given quantile level τ , the proposed method is formulated as
where L τ (u) = u(τ − I(u < 0)) is known as the check loss for the τ -th quantile,
is a weight function, and J(Q τ , g τ ) is a penalty term. The first term in (2) is an empirical version of
where ρ and ρ X are the joint distribution function of (x, y) and the marginal distribution function of x, respectively. Here,
at a neighboring point u, and w(x, u) is used to ensure the local neighborhood of x contributing more to the estimation of Q τ (x) and g τ (x). Typically, we set w(x, u) = e
n , where σ 2 n is a pre-specified scale parameter.
To make use of (1) for variable selection, we consider multiple quantile functions simultaneously, in order to identify the variables that may contain information about the conditional distribution at any quantile level. Let 0 < τ 1 < · · · < τ m < 1 be a pre-specified sequence of quantile
, with
and its empirical version as
The proposed method is then formulated as
Here g l
is a group Lasso penalty (Yuan and Lin (2006) ) that has the effect of pushing all or none of elements in g l
to be exactly 0, thus achieving the purpose of variable selection. The weight π l is adaptively assigned to different g l H m K to achieve better selection performance following the suggestion of Zou and Yuan (2008) , the penalty term
is a standard RKHS-norm penalty, and λ 0 and λ 1 are two tuning parameters.
Computing algorithm
In this section, we develop an efficient computing algorithm to solve (3) , which couples the MM algorithm and the proximal gradient descent algorithm. The algorithm proceeds in an iterative
and then majorize it with
The minimization step is then to solve
where
The obtained solution of (4) is used to updateõ ij , and the iteration is stopped when some termination condition is met.
To solve the sub-optimization in (4), we employ a proximal gradient descent algorithm. Specifically, at the t-th iteration with solution (Q t , g t ),
here prox 1 D Ω is a proximal operator (Moreau (1962) ), defined as
where D is an upper bound of the maximum eigenvalues of ∇ 2 g R(Q, g).
To solve (5), we can solve for each Q τ k separately. By the representer theorem of RKHS, the solution of (5) must be of the form
where Kx = (K(x 1 , x), ..., K(x n , x)) T , and e k,i and z k,i are defined as in the appendix.
The representer theorem of RKHS also implies that the solution of (6) must be of the form
with λ l = λ 1 π l and ∇gR(Q t+1 , g t ) defined in (10) of the Appendix.
Algorithm 1 given parameters λ 0 , λ 1 , π l ; l = 1, 2, . . . , p, , c, and quantile vector τ > 0
The complexity of the proposed variable selection method is linear in m, which is not much different than conducting variable selection for m separate quantile regression models. A possible drawbacks is that the Lipschitz constant D in the proximal gradient algorithm is not always computable. For large-scale problem, this quantity is intractable computationally, and a backtracking scheme (Beck and Teboulle (2009) ) can be used to approximate the value of D.
Asymptotic consistencies
This section establishes the asymptotic estimation and variable selection consistencies of the proposed method. Let ( Q, g ) be the minimizer of (3), (Q * , g * ) be the true quantile and true gradient functions, and A * = {X 1 , X 2 , ..., X p 0 } be, with p 0 < p, the true active set.
Assumption 1. The support X is a non-degenerate compact subset of R p . For any τ ∈ (0, 1),
there exists a positive constant c 1 such that sup x∈X H *
is a Hessian matrix for any given x and · 2 is the matrix 2-norm.
Assumption 2. For some positive constants c 2 and θ, the marginal density p(x) exists and Theorem 1. Suppose Assumptions 1-3 are hold and
and σ n = n − θ 2(p+2+2θ) , then there exists some constant c 6 such that with probability at least 1 − δ,
Theorem 1 establishes the weak convergence of ( Q, g ) with the convergence rate that depends on the choice of λ 0 , λ 1 and σ n . This might be improved with a more involved derivation. The assumption Q * ∈ H m K can be relaxed by considering the approximation error between Q * and H m K (Ye and Xie (2012)). The proposed method can also be improved by considering the weighted average of the selected quantile levels, which might lead to a smaller constant in the upper bound
Let the estimated active set be A = {X l :
We need some assumptions.
Assumption 4. As n diverges, n Assumption 5. There exist positive constants c 7 , c 8 , and q ∈ (0, 2), such that
Assumption 6. For some positive constants c 9 and ζ, the true gradient function satisfies
When l > p 0 , g * l τ (x) ≡ 0 for any τ ∈ (0, 1) and x ∈ X almost surely, and when l ≤ p 0 , there 2 , where γ is determined by the given ψ max , ψ min , λ 1 , and g l is the solution of (3) g τ k − g * τ k q with the weak convergence measured by the difference of E(Q, g) and E(Q * , g * ). It is similar to that used in Steinwart and Christmann (2011) and Lv et al. (2016) in proving the strong convergence of nonparametric function estimation. 
Numerical experiments
In this section, the effectiveness of the proposed method is compared against some existing nonparametric variable selection methods. Specifically, the random forest (Breiman (2001) ) can be adjusted to conduct nonparametic variable selection; Xue (2009) For all methods, the kernel function was set as the radial basis kernel for computational convenience, K(s, t) = e − s−t 2 /σ 2 , where σ 2 was set as the median of all pairwise distances among the training sample (Jaakkola et al. (1999) ). The performance of all methods was tuned through a stability-based selection criterion (Sun et al. (2013) ). One randomly splits the training set into two subsets, and applies any variable selection method to them to generate two estimated active sets. A measure of the agreement of these two estimated active sets is defined as the variable selection stability, and the selection criterion looks for the tuning parameter corresponding the largest stability measure. The search was conducted via a grid search, where the grid was set as {10 −2+0.1s : s = 0, . . . , 40}.
Simulated examples
Two simulations were done. In the first, only the mean function relied on the variables, whereas in the second both the mean function and the error term relied on the variables.
Example 1:
We generated
, where W ij and U i are independently generated from U (−0.5, 0.5). We took f
The response y i was generated as y i = f * (x i ) + i , with i 's independently N (0, 1). Here the true regression function is additive and contains a interaction term. The first five variables are the informative variables.
Example 2: The generating scheme was similar to that of Example 1, except that W ij and U i were independently U (0, 1) and the response y i was generated as
were the all informative variables.
For each example, we considered scenarios with (n, p) = (200, 10), (200, 20) and (400, 100).
In each scenario, η = 0 and η = 0.1 were examined. When η = 0, the data was completely independent, whereas when η = 0.1, correlation structure had been added among the variables.
Each scenario was replicated 50 times. The averaged performance measures are summarized in Tables 1 and 2 , where Size is the averaged number of selected informative variables, TP is the number of truly informative variables selected, FP is the number of truly non-informative variables selected, and C, U, O are the times of correct-fitting, under-fitting, and over-fitting, respectively. Tables 1 and 2 about here It is evident that MF outperforms the other competitors in most scenarios. In Example 1, MF yields similar performance as Median and ADD, but outperforms the other methods. In Example 2, MF delivers a much larger advantage against the other five methods. Those methods focus on a single mean or quantile function, and miss the X 3 that affects the response through the variance, while, MF is able to identify X 3 in most replications. In both examples with η = 0.1, the correlation structure increases the difficulty of identifying the informative variables, and here MF outperforms its competitors in most scenarios.
Japanese industrial chemical firm data
This section reports on the application of MF to a dataset on Japanese industrial chemical firms (Yafeh et al.,2003) . The dataset was pre-processed by removing all the missing values, and the response and the covariates were all standardized. We then randomly split the dataset, with 20 observations for testing and the remainder for training. The splitting was replicated 100 times, and the variable selection performance and the averaged prediction errors are summarized in Table 3 . dimension; it would be of interest to extend it to the case of diverging dimensions, One possible route is to first implement a model-free sure screening algorithm (Fan and Lv (2008) ) to screen out most uninformative variables, and then the proposed method can be applied to identify the truly informative variables within the reduced candidate variable set.
Supplementary Materials
The proofs of Theorems 1 and 2 and the related lemmas and propositions are provided in the online supplementary materials.
(w ij g ijk + h ijk ) and e k,j = 1 n(n−1) n i=1w ij . Since the above equality holds for any x, we have
I.2 Updating g : Since Ω(·) is one-homogeneous, Ω(θf ) = θΩ(f ) for θ > 0, the Moreau identity (Combettes and Wajs (2005) ) gives an equivalent relationship between the proximal operator and the projection operator,
where C n = (∂Ω(0)) is the subdifferential of Ω at the origin, and π µCn : H mp K → H mp K is the projection on µC n , which is well defined since C n is a closed subset of H mp K . We can efficiently compute the projection of π µCn from the following lemma (Rosasco et al. (2009) It can be computed block-wise as 
