In this paper an adaptive, disturbance-based sliding-mode controller for hypersonic entry vehicles is proposed. The scheme is based on high-order sliding-mode theory, and is coupled to an extended sliding-mode observer, able to reconstruct online the disturbances. The result is a numerically-stable control scheme, able to adapt online to reduce the error in presence of multiple uncertainties. The transformation of a highorder sliding-mode technique into an adaptive law by using the extended sliding-mode observer is, together with the multi-input, multi-output formulation for hypersonic entry vehicles, the main contribution of this paper. The robustness is veried with respect to perturbations in terms of initial conditions, atmospheric density variations, as well as mass and aerodynamic uncertainties. Results show that the approach is valid, leading to accurate disturbance reconstruction, to a better transient, and to good tracking performance, improved of about 50% in terms of altitude and range errors with respect to the corresponding standard sliding-mode control approach. 
Entry guidance of an unpowered vehicle is a dicult task, as the problem is governed by nonlinear equations of motion, and multiple constraints acting on the vehicle must be taken into account. For this reason, decades of research have provided several methods for dealing with this problem. Among these, the so-called Apollo entry guidance [1] has gained popularity in terms of reliability, and has been used since the beginning of the Apollo program itself until the last NASA missions, e.g., the Mars Science Laboratory [2, 3] . This method is based on the design of one or more reference drag-velocity (or, alternatively, drag-energy) proles that satisfy the requirements of the mission. In the hypothesis of having a nominal angle of attack, it is possible to extract the longitudinal states, that is, the altitude, the velocity, and the ight-path angle, as well as the bank-angle command from the drag-energy model. Lateral motion is usually controlled with socalled bank reversals, consisting of a rapid change of the sign of the bank angle, but preserving its modulus. With this approach it is possible to keep the heading-alignment error under control, while minimizing the impact of the lateral guidance on the longitudinal performance of the system.
Over the last years, an alternative to the class of drag-energy methods has arisen, based on the use of optimal control theory, and several tools have been developed over the years, such as DIDO [4, 5] and SPARTAN [6, 7] . The problem is described in terms of a cost function to be minimized (or maximized) and the dierential equations representing the motion of the vehicle. Moreover, other constraints, such as the load factor and the heat-ux, can be included in the optimization problem as nonlinear algebraic constraints. The optimal-control problem can be transcribed and solved with one of the many o-the-shelf available software, e.g. SNOPT [8] or IPOPT [9] .
These two families of methods rely on several assumptions, though. For instance, they use analytical or semi-analytical models for the gravity eld and the atmospheric density. Moreover, dispersions on the initial states, the mass of the vehicle and other external disturbances aect the performance of the system. Therefore a feedback scheme, able to track the desired trajectory and to reject these disturbances, is required. On this subject several alternatives have been proposed over the years. In [10] and [11] linear and nonlinear feedback laws with a proportional-integral-derivative (PID) structure for the longitudinal tracking was proposed. The lateral error was in both cases kept under control with the bank-reversal management logic.
Alternatively, in [12] and [13] the use of dierent tracking laws based on a trade-o between longitudinal and lateral guidance performance were suggested, while in [14] a pre-TAEM (terminal area for energy management) ground-track control to limit the heading error was adopted. Other possible solutions foresaw the use of a receding-horizon scheme based on the linearized time-varying dynamics to be controlled [15] , and a unied predictor-corrector algorithm [16] , which covers all the possible entry mission proles. The problem was also approached by using dierent gain-scheduling controllers [17, 18] , or by tracking altitude and velocity via Model Reference Adaptive Control (MRAC) [19, 20] . A possible alternative to the state-tracking schemes is a generalized constrainttracking guidance, with a particular emphasis on the tracking of the heat-ux [21, 22] .
A dierent way to approach the tracking problem comes from the eld of attitude-control techniques, more specically sliding mode control (SMC) [23] , which shows excellent robustness against perturbations with known upper bounds. This technique can be applied to nonlinear systems, therefore no large amount of information has to be stored, as is the case for H ∞ controllers, which suer from the rapid increase of the number of states needed to represent the uncertainties, and the need to apply a gain-scheduling technique, since they are conceived for linear systems.
Another advantage associated with the use of SMC techniques is its robustness with respect to uncertainties and disturbances, because of its nonlinear nature. Interesting results for the entry problem have been obtained by using terminal-guidance High-Order Sliding Mode (HOSM) controllers, in both the time [24] and the range [25] domain, respectively. They are based on the denition of sliding surfaces associated with predened terminal conditions to be achieved. More recently, a new class of adaptive high-order sliding-mode controllers was proposed [2628] . These methods generalize the possibility to apply virtually chattering-free sliding-mode controllers to systems with relative degree larger than one [29] . The controller is made adaptive by using a a double-layer strategy to estimate online the minimum gain required to dominate unknown, but bounded disturbances acting on the system. The adaptation is obtained by using the concept of equivalent control, ltered out from the current control signal, and fed-back into the double-layer algorithm. However, a drawback of this technique is the small step-size required to obtain a stable numerical scheme for the gains.
Moreover, it requires the design of a dedicated dierentiator, which represents a parasitic dynamics [30] , and needs to be included in the loop.
In this work an alternative adaptive disturbance-based high-order sliding-mode control (AD-HOSMC) scheme, based on an extended sliding mode observer (SMO), is proposed. Instead of estimating the equivalent control via low-pass ltering, we propose to use a multi-input, multi-output (MIMO) sliding-mode disturbance observer, able to reconstruct online the disturbances acting on the system, and at the same time, to observe the σ-dynamics, that is, the sliding variables representing the state errors, which can be fed in the loop. The advantage of this approach is twofold.
First, it relaxes the requirements for the step-size needed for the scheme. Second, at the same time it provides the derivatives of the sliding variables needed to compute the tracking law.
The vehicle considered in this paper is the SHEFEX-3 (SHarp Edge Flight EXperiment) prototype, a vehicle planned by the German Aerospace Center (DLR) [31, 32] for the demonstration of several entry technologies. The proposed tracking law can be used as feedback control scheme together with onboard trajectory-generation algorithms [33, 34] , as well as in conjunction with pure optimal trajectory-generation tools [6, 7] . The work is organized as follows. In Sec. II the vehicle and the scenario are briey introduced, while in Sec. III the adaptive high-order sliding-mode is described in detail, together with a series of simulations coming from a simplied example motivating the current work. In Sec. IV the proposed technique is applied to the longitudinal equations of motion of an unpowered entry vehicle, while Sec. V focuses on the validation of the proposed algorithms, and compares the results with a traditional sliding-mode control algorithm. Finally, in
Sec. VI some conclusions on the work are drawn.
II. Vehicle and Scenario Characterization
SHEFEX is a program of technological development for atmospheric entry, conceived and led by the German Aerospace Center over the last 20 years [35] . The idea is to test technologies for atmospheric entry, such as structural and thermal-protection systems, with the focus to transform blunt areas into at surfaces, to reduce costs without penalizing system performance. Fig. 1 . The reference surface is equal to 0.468 m 2 . The vehicle has its center of mass (CoM) at 55%, starting from the nose, and is fully trimmable. The entry interface has an initial altitude and velocity of 100 km and 6.5 km/s, respectively, and an initial ight-path angle is equal to 0. Details on the entry interface and the vehicle data are listed in Table 1, while The reference controls ensure proper nal conditions in terms of altitude and velocity, which allow for the opening of the parachute system, while providing sucient range, required for the onboard experiments. It is worth mentioning that angular-rate limits were included in the design of the control strategy. Specically, these limits are equal to 5 deg/s for both the angle-of-attack rate and the bank-angle rate, and are compatible with the constraints coming from the ight-control system. In the frame of this work no lateral control is included. However, the method can be fully coupled with bank-reversal management, or with other lateral control schemes. Figure 2 shows the open-loop trajectory. Specically, the plots in the top-left and the center-left, representing the altitude ( Fig. 2(a) ) and the ight-path angle ( Fig. 2(c) ), show one of the diculties associated with this scenario, i.e., the phugoid oscillations (typycal of ight at max L/D), and a high-variability of the states, which require an adequate reaction capability of the control scheme to be employed. In Fig. 2 (b) the velocity modulus is depicted, where one can see that the velocity is almost constant during the rst 200 s (as the drag is too low to reduce it), and then decreases once that the vehicle experiences a thicker atmospheric density, and therefore, a larger drag acceleration.
In Fig. 2 Finally, in Fig. 3 the constraints acting on the vehicle, i.e., the dynamic pressure q ( Fig.   3(a) ), the heat uxQ ( Fig. 3(b) ), and the vertical load factor n z (Fig. 3(c) ), together with their corresponding limits, are depicted. Specically, they are computed as
where ρ is the atmospheric density, expressed in kg/m 3 , k q is a constant depending on the material and the geometry of the thermal protection system, for SHEFEX-3 equal to 3.111 · 10 −4 kg 1/2 /m 3 , and g 0 is the gravity acceleration at sea level, (g 0 = 9.806 m/s 2 ). The structural limits of the vehicle and the active thermal-protection system dictate a limit for the above constraints. These limits are equal toq U = 2 · 10 4 N/m 2 ,Q U = 2.5 MW/m 2 , and n z,U = 5 g, respectively. 
A. High-Order Sliding Mode Theory
High-order sliding mode theory deals with the design of robust controllers for nonlinear systems.
The name refers to the fact that the system to control is expressed in ane form with respect to the control signals. This is done by dierentiating the equations of motion until the control appear linearly. We refer to the n th -order sliding mode controller when the highest derivative of the state to track is of order n. It is therefore possible to link the state errors to the so-called sliding surfaces.
The control will constrain the system to stay on this sliding surface, and this will ensure the correct tracking of the reference signals. As practical example suppose that we have the system dynamics described by
where σ(t) ∈ R is the state error or equivalently, the sliding variable associated with the state x(t), and dened as x(t) − x ref (t), a(t) and b(t) are known functions ∈ R, and u(t) ∈ R is the control.
In real applications, the functions a(t) and b(t) do not perfectly match the models. Moreover, unmodeled terms may aect the results. We can therefore rewrite Eq. (2) as
where d(t) ∈ R is an unknown, bounded function. Note that the function d(t) may contain combinations of several uncertainties and/or disturbances. That is,
with ∆a(t) and ∆b(t) representing errors in the models of a(t) and b(t), and d u (t) includes further, unknown terms. The operator () (n) in Eqs. (2), and (3) represents the n th derivative with respect to the independent variable, in this case the time t.
Proposition 1. Consider Eq. (2) in the nominal case (i.e., d(t) = 0). In the hypothesis of b(t) = 0 it is possible to state that the high-order sliding-mode control
stabilizes the nonlinear system described by Eq. (2) if the terms γ i are taken such that the polyno-
is Hurwitz, (that is, all its roots have negative real parts), and the terms α i are computed according to the formula
with α n+1 = 1, and the seed α n is dened in the range [1 − , 1), with << 1.
Proof. In [29] , Proposition 8.1 it is possible to nd a rigorous proof of Proposition 1 for the special case a(t) = 0, b(t) = 1. If we replace the ane mapping between control u and pseudocontrol u dened as
in Eq. (4), the system is reduced to
For the system described in Eq. (9) Proposition 8.1 of [29] directly holds. The proof is complete, and is valid for the generic case a(t) = 0, b(t) = 0, 1.
Remark.1 Note that Eqs. (5) and (8) dene a continuous controller. As a consequence, no chattering aects the system, and therefore, no saturation functions need to be selected to mitigate this eect at the expense of a robustness decrease.
The nominal case represented by Eq. (2) is still a special case. In general, there will be disturbances and uncertainties, which will make the d(t) term dierent from zero. Edwards and Shtessel
proposed an adaptive controller, based on a double-layer scheme, able to capture the derivative of the disturbanceḋ(t), and to use it to estimate online the gain able to dominate the disturbance d(t) [28] . The scheme works very well for small step-sizes, which are suitable for industrial applications. However, for entry-guidance schemes this approach may be complicated to be used, as outer-loop control-system frequencies are usually lower (in the order of 1-10 Hz), and the aforementioned approach may lead to numerical instabilities. Moreover, the scheme still requires the design of a numerical dierentiator, as not all the derivatives of the states (required in Eq. (5)), which are involved in the feedback loop, are directly measured.
Therefore, to guarantee the validity of hypothesis of Proposition 8.1 in [29] also in presence of unknown disturbances we propose an alternative scheme, able to cope with larger step-sizes without reducing the accuracy of the results. The scheme is at the same time able to observe the σ-dynamics by only using measurements of the states, and not their derivatives, and is based on sliding-mode dierentiation theory [36, 37] .
B. Extended Sliding-Mode Observer
Let us dene an augmented σ-state σ a ∈ R n+1 , dened as
where σ a,n+1 = d(t). The dynamics of Eq. (3) can be rewritten aṡ
. . .
A system in the form of Eq. (11) can be estimated by using the sole measurement of the rst state σ 1 , supposed to be available [36, 37] ; (here the hypothesis of having a pure regulator problem, that is,
, is implicitly assumed, while the general tracking problem is treated in Sec. IV). The sliding-mode observer can be written aṡ
. . . 
The consequence is that the estimated σ-states converge to the true ones, while the (n + 1) th component converges to the disturbance d(t), which means that the disturbance is reconstructed in real-time, and can be used to make the controller dened in Eq. (5) adaptive.
Proposition 2. The structure dened in Eq. (12) converges to the true σ-state provided that
Proof. A formal proof of Proposition 2 is described in [36] . Remark 2. Note that the availability of σ 1 is a realistic hypothesis, as for the case of atmospheric entry, measurements of altitude and velocity, available from the navigation solution, are employed [38] .
Remark 3. A more general criterion for the selection of the linear and nonlinear gains, which appear in Eq.
(12) is described in Sec. III.C.
If we indicate the estimate of the disturbance d(t) as d(t) we can modify Eq. (5), and dene the disturbance-based, high-order sliding mode control law as
where a and b are the nominal functions a and b computed by using the states estimates and obtained by the sliding-mode observer; this online estimator also provides the disturbance estimate d. 
where 0 1 is a tuning parameter in the sliding-mode observer, and µ is the eigenvalue of the observer, properly dened in Sec. V.B, and taken ≥ 1 throughout this work. However, given the robustness of the HOSM framework, and the exponential stability of the nonlinear observer, the convergence is fast, and the proposed adaptive law makes the controller able to work in quasi-ideal conditions.
IV. A Motivational Example
In this subsection a simple example illustrating the motivation of the work is described. Suppose we have a system of third-order, dened as
where a and b are equal to 2 and 4, respectively, while d(t) is a time-dependent uncertainty acting layer based adaptive scheme is able to drive the states of the perturbed system, represented in Fig.   4 (a) by using the control signal (depicted in Fig. 4(b) ) to its equilibrium point. Figures. 4(c) and
show the two layers of gains k and ρ. They are integrated in the scheme to compensate for the disturbances. To guarantee convergence, the rst gain has to be equal or greater than the absolute value of the rst derivative of the disturbance. An example of this adaptive scheme is shown in Fig. 4(c) , where the gain k tracks with some margin k (which is one of the tuning parameters) ḋ (t) . The tracking of the disturbance is realized by using the second layer, dened by a further gain ρ, which is an upper bound for the second derivative of the disturbanced(t), and ensures the convergence of the scheme. However, while there is formal proof for the theoretical stability of the scheme, in practice some numerical issues arise when larger step-sizes are taken. For instance if the step-size is increased to 2.5 ms, while keeping all the other parameters constant, we get the results depicted in Figs. 5(a)-5(d). One can see that numerical instabilities cause divergence of the states of the adaptive scheme, which directly causes the divergence of the states (Fig. 5(a) ) . Therefore, while this technique is an excellent choice for high-performance architectures, for machines with stricter CPU limitations, such as onboard computers, this algorithm may not be the best alternative.
To overcome this drawback an alternative scheme based on MIMO sliding-mode observer is
proposed. The advantage is twofold: rst, it signicantly relaxes the step-size requirements, while still bringing the state errors to 0. Second, it provides the variables needed for the feedback process, that is σ, and its derivatives. Figures 6(a)-6(d) and 7(a)-7(d) show the corresponding results obtained by using the proposed ADHOSMC scheme for step-size equal to 0.1 and 2.5 ms, respectively.
No qualitative dierences can be observed in the states, which for both cases converge towards the equilibrium point of the system, and in the controls, which are chattering-free. Moreover, for both cases the disturbance observer converges in less than a second (about 690 ms) to the true d(t) with an accuracy of ±1%. A. Input/Output Feedback Linearization
The longitudinal dynamics of the vehicle with respect to a non-rotating Earth is described by [10] ,ḣ
where h, V and γ are the altitude, the velocity modulus, and the ight-path angle, respectively, while r is the radial position. g is the gravity acceleration, while L and D are the lift and drag accelerations. The controls are in this case the angle-of-attack rate, u α , and the bank-angle rate, u µ .
Indeed, they appear in ane form in the equations of motion. This is not the case for the angle of attack, which is "hidden" in the aerodynamic database (for the vehicle analyzed here the coecients depend on angle of attack, Mach number and altitude), and the bank angle, which appears as an argument of the cosine function. The objective is to derive the MIMO ADHOSMC that allows to track the reference altitude h ref (t) and velocity V ref (t). An important dierence with respect to [24] , [25] , and [39] is that in this case the reference states are time-dependent, and not terminal, constant values, therefore their derivatives are dierent from zero, and need to be included in the controller design. To have the controls linearly appearing in the equations of motion we dierentiate the altitude three times, and the velocity two times. The total relative degree of the system is 5, and is equal to the order of the system of Eq. (17).
If we dierentiate the altitude three times with respect to time, we geṫ
From the above equation it is clear that the expression forγ is needed. If we dierentiate γ twice, we getγ
Furthermore, dierentiating the velocity twice with respect to time yieldṡ
Atmospheric density and gravity acceleration derivatives with respect to time can be easily computed either analytically or numerically. Assuming that the atmospheric density ρ and the gravity acceleration g depend only on the altitude, we can writė
where ρ h and g h are the derivatives of the atmospheric density and the gravity acceleration with respect to the altitude, respectively. From the analysis of Eqs. (18)- (20) it is clear that we need to extract dierential information about the aerodynamic accelerations L and D from the model.
Drag and lift accelerations derivatives with respect to time can be computed aṡ
The time derivatives of the aerodynamic coecients can be computed using the information contained in the aerodynamic database, ...
As for the single-input, single-output (SISO) system of Eq. (5), uncertainties on aerodynamics, mass, atmosphere, and wind will cause variations of the functions a i , b i,j , i = h, V , j = α, µ. All these uncertainties can be combined into two extra terms to be added in Eq. (24), which become
The expressions for the terms a h , a V , b h,α , b h,µ , b V,α , b V,µ are given in the appendix. They depend on the states and their derivatives, while u α and u µ are the control rates we need to determine. It is now possible to design the adaptive high-order sliding-mode control scheme for the system of Eq. (25).
B. MIMO adaptive disturbance-based high-order sliding mode control
The objective of the feedback control scheme is to track the given altitude and velocity proles.
In a similar fashion to what has been done in Sec. III, let us dene two decoupled sliding surfaces σ h and σ V ,
We can extend the approach developed in Sec. III, and specically Eq. (14) to the MIMO system represented by Eq. (26) . Let us dene the following matrices and vectors:
With these denitions, the MIMO control law can be written in matrix form as
All the terms in Eq. (29) are dened, except the vector D, which will be replaced by its estimated value D, leading to the nal form of the ADHOSMC law.
The quantities A, B are computed by using the nominal expressions described in the appendix, by using the derivatives estimated with the SMO, and D is the vector containing the online estimates of the disturbances acting on the system. From the terms u, the angle of attack and bank angle can be obtained as
where u α and u µ are the feedback angle-of-attack rate and the bank-angle rate, respectively. From the inspection of Eq. (30) one can see that the control can be synthesized only if the matrix B is non-singular.
If we look at the denitions shown in the appendix, we can write 
C. Nonlinear Disturbance Observer
The control scheme synthesized in the previous section relies on several models (for instance, the atmospheric density and the aerodynamic database), which can be dierent with respect to the actual data. The missing information can be enclosed in D, which will be estimated by a MIMO SMO. The technique is here extended to the longitudinal states involved in the atmospheric entry, that is, the altitude and the velocity. Moreover, since the ight-path angle and its derivatives appear in Eqs. (18)- (24), this state is also included in the observer, which will provide, together with the states and their derivatives, the estimates d h (t) and d V (t). If we dene the state vector x as
the system of Eq. (17) can be rewritten in state-space form aṡ
We want to estimate online the terms d h (t) and d V (t) dened in Eq. (25). If we dene the new augmented state vector x a
the perturbed equations of motion can be represented in state-space form aṡ
x a,4 =ḋ ḣ
For the scenario analyzed here the measurements of attitude, position and velocity are obtained with sucient accuracy by the navigation subsystem [38] , and are converted into altitude, velocity and ight-path angle measurements z h , z V , and z γ . These measurements can be integrated into the following MIMO nonlinear disturbance estimator,
where λ respectively; they are all positive, while the termsx h ,x V ,x γ are the dierences between the measurements and the observer estimates, computed as
The state vector x a is consequently dened as
To avoid observer's chattering, the sgn function is replaced by the saturation function, dened as
Equation (41) implies that when the residuals dened in Eq. (39) are within the boundaries dened by w h , w V , and w γ , the SMO becomes a Luenberger observer with augmented linear gains
The procedure to select the linear and nonlinear gains is directly taken from [37] , and is based on the assumption that the disturbances and their derivatives can be unknown, but bounded, which is a realistic hypothesis given the scenario we are dealing with. Therefore, it is always possible to dene some positive constants c m i , m = h, v, and i = 1, 2 such that
holds. More rigorously, the disturbance derivatives are assumed Lipschitz continuous. With these premises, it is possible to realize the conditions for the SMO only if the nonlinear gains satisfy the following relationships [36] :
If we dene the thresholds for the convergence of the observer h , V , and γ it is possible to compute the linear gains as
where the parameters µ h , µ V , and µ γ are the poles of the Luenberger observer. These parameters have to satisfy the following inequality,
where the terms ν h , ν V , and ν γ are constant parameters dened in the range (0,1). The coecients
and the parameters µ max (P m ) and µ min (P m ) (m = h, v, γ), are the maximum and the minimum eigenvalues of the matrices P m , which represent the solutions of the following Lyapunov equations
with
and I n is the identity matrix having dimensions n × n. Once the linear gains are computed, the nonlinear gains can be obtained as
Rigorous mathematical proofs for these relationships can be found in [37] .
With the estimates of the disturbances d h (t) and d V (t), and the states' derivatives˙ h(t),¨ h(t), ... h (t),˙ V (t),¨ V (t), the sliding variables can nally be computed as
With the use of the disturbance observer, we simultaneously estimate online the uncertainties acting on the system, and the derivatives of the current states, needed for the design of the controller, by only using available measurements.
VI. Results
Simulation campaigns have been performed to assess the behavior of the proposed controller.
The ADHOSMC is compared with a standard SMC, based on the traditional sliding-mode control theory [39] . The schemes are tuned to ensure similar control authority. More specically, the two seeds α h and α V are both taken equal to 0.8, while the poles associated with Eq. (28) To assess the behavior of the developed control strategy, a full Monte-Carlo campaign has been run. Dispersions on atmospheric density, altitude, velocity and ight-path angle are considered.
Moreover, aerodynamic dispersions, and mass uncertainty have been included. The control sample rate for all the simulations is 0.1 s. All the uncertainties follow a normal distribution. Further details about the uncertainties are listed in Table 2 . Table 3 illustrates the benets of using ADHOSMC compared to SMC and pure HOSM.
From Fig. 8 and 9 we can observe that both the ADHOSMC and the SMC strategies correctly track the reference states. The dispersions reduce over time, and a rst dierence in the methods can be seen. The ADHOSMC generates smoother results, and this is especially visible in the h − V plane, plotted in Fig. 8 , and in the ight-path angle (Fig. 9(c) ), in the interval between 140 and 170 s, which is exactly the moment at which the drag becomes large enough to counteract gravity.
Note that the eective error that the control scheme has to deal with is much larger than what has been summarized in Table 2 . Indeed, there is a lack of control authority during the rst 2-3 minutes SMC. For the 1000 cases analyzed the velocity errors goes to 0 more slowly by using the ADHOSMC strategy than by using SMC in less than 1% of the cases, while for the altitude it never happens.
The reason is due to an angle-of-attack saturation. In that case, the other available control, that is, the bank angle, is used to keep tracking the reference altitude, and this causes a delay in the convergence of the velocity error.
Note that in general, however, there is more control activity when the SMC is used than when the ADHOSMC is adopted, as is shown in Fig. 10 . It is also interesting to see that once the sliding surfaces are reached, the control proles of the two schemes perfectly overlap.
This behavior is consistent with the fact that the two control scheme achieve the same sliding surfaces in dierent ways, and in dierent times, but when these are reached, the control activity to track them is the same, as the kinematic proles involved in their denition are the same too.
An interesting dierence between the two schemes can be observed in Fig. 11 , which shows the constraints. While both the control systems satisfy the limits in terms of dynamic pressure and heat ux, the delay in the convergence of the SMC with respect to the ADHOSMC causes several violations of the maximum value of vertical load factor, as it is visible from the bottom plot.
This limit was violated in about 11% of the cases, while in total only six violations occur when the ADHOSMC is employed. The maximum violation in the two cases is in any case quite dierent. this behavior resides in the fact that there is a discontinuity in the angular rates u α and u µ at the moment of triggering the control system or saturating the controls. Since they appear in the online sliding-mode observer of Eq. (38), the condition of Lipschitz continuity invoked in Eq. (43) is locally violated, and this causes the presence of these errors. However, once the control activity is started, the hypothesis of Lipschitz continuity is valid again, and the estimated disturbances converge to the true ones immediately, and are bounded by the theoretical (assumed equal to 0.01 m/s 3 for both the altitude and the velocity), as foreseen by the SMO theory. In any case, since the local discontinuity of the angular rates is a mathematical simplication, it does not limit the practical applicability for real systems, which will always have a nite angular acceleration, and therefore will not be aected by this local decrease of accuracy. Finally, the behavior of the altitude and velocity sliding states for the three SMC techniques are depicted in Figs. 15(a) and 15(b) . In both the plots one can see that the use of the disturbance observer help the ADHOSMC to reach the sliding surfaces, while without the control system does not reach the origin of the sliding state space.
Note that the conventional SMC is also able to reach the origin, but it shows a worse transient, If we look at Table 3 we can see the benets of using the ADHOSMC: the tracking error in terms of altitude is reduced, both with respect to the standard SMC, and more dramatically with respect to the application of the corresponding pure HOSM strategy. Also the standard deviation is reduced of about 30% with respect to what is obtained by using the standard SMC. It is worth to recall that these results are obtained without any saturation function in the control law (as in the case of the SMC), which would cause a decrease of the robustness of the system, and no trade-o between robustness and chattering reduction need to be operated.
Also in terms of nal range, we can observe an improvement coming from the use of the proposed approach. The use of the ADHOSMC positively aects all the constraints. We can observe that all the peaks are equal or less to the ones obtained by using conventional SMC, and as previously stated, only six violations was observed on a total of 1000 cases (corresponding to the 0.6% of cases, against 112 violations observed when the SMC was used. Finally, the corresponding standard 
VII. Conclusions
In this paper we have proposed a novel adaptive control scheme for hypersonic entry vehicles.
The proposed method uses the chattering-free high-order sliding-mode control strategy, and is at the same time able to estimate the combination of known and unknown perturbations acting on the system. The disturbances d h and d V , coming from multiple uncertainties, are reconstructed online by only using the measurements provided by the navigation subsystem. Moreover, the scheme provides accurate estimates of the state derivatives, without the need to design a further dierentiator.
The approach can be implemented by using a step-size, which is in the range of the nowadays on-board computers, and therefore signicantly relaxes the corresponding computational requirements. Results show the feasibility of the approach, together with a signicant improvement in the response of the system, especially in terms of transient, with respect to standard sliding-mode control strategies. The transient behavior improvement translates into a signicantly smaller number of violations of the maximum value of constraints, in this specic case the load factor, and in general to an improvement of the nal errors. Moreover, the estimates match very well with the
Moreover, the partial derivatives of Mach number with respect to the altitude h and the velocity modulus V are computed as follows,
with T h representing the derivative of the atmospheric temperature T with respect to h, and computed numerically. γ gas is the air specic heat ratio, equal to 1.4, and R gas is the specic gas constant, assumed equal to 287.05 J / (kg K).
