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h i g h l i g h t s
 Pore network model applied to trickle bed reactors.
 Friction forces are modeled with a two-fluid Poiseuille viscous flow.
 PNM pressure drops are benchmarked using well-trodden 1D trickle bed models.
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a b s t r a c t
A pore network model (PNM) has been developed to simulate gas–liquid trickle flows inside fixed beds of
spherical particles. The geometry has been previously built from X-ray micro-tomography experiments,
and the flow in the throats between pores is modeled as a pure viscous Poiseuille two-phase flow. The
flow distribution between pores and throats is obtained by solving mass and momentum balance equa-
tions. As a first application of this simple but powerful meso-scale model, a focus is proposed on the abil-
ity of PNM to estimate pressure drop and liquid saturation in co-current gas–liquid flows. PNM results are
compared to the classical 1D pressure drop models of Attou et al. (1999), Holub et al. (1992) and Larachi
et al. (1991). Agreement and discrepancies are discussed, and, finally, it has been found that the actual
PNM approach produces realistic pressure drops as far as inertial contributions to friction are negligible.
Concerning liquid saturation, the PNM only estimates its value in the throats between pores. As a conse-
quence, liquid saturations are overestimated, but they can be easily corrected by an ad hoc empirical
model.
1. Introduction
Catalytic fixed bed reactors are widely used in refining and
chemical industry. They provide high volume fraction of catalyst
while achieving near plug flow hydrodynamics. They are also easy
to load and to operate. When gas and liquid reactants are involved,
as in hydrotreatment or hydrodesulphurization refining processes,
the operation in co-current downward flow is very useful. It may
be conducted in trickling regime of liquid at the surface of catalyst
particles when superficial liquid velocity is low (typically <2 cm/s
for hydrocarbons). So-called trickle-bed reactors (TBRs) have been
widely studied for decades and many reviews and books detail
their global characteristics and performances [1]. Despite vessel
apparent simplicity, TBR hydrodynamics is formidably complex
and involves various spatial and time scales. At the particle scale
(mm), trickle flow depends on the shape of particles, their size,
roughness, and the bed loading density. The flow also depends
on the physical properties of fluids and interfaces. Local flow char-
acteristics as the wetting efficiency of catalyst surface or the thick-
ness of liquid film have been studied following various
experimental and numerical approaches [2,3]. At the opposite
extremity of the involved scales, the technology of distribution
devices (m) is also an important field of research and develop-
ment [4]. As perfect plug flow is sought for most applications,
many studies report the effect of liquid (mal-)distribution on the
global hydrodynamics and its effect on different chemical reactions
[5–6]. Most of these studies report experimental investigation in
cold mockups. Recently, with the steady development of appropri-
ate computational fluid dynamics (CFD) models, numerical
approaches prove to be increasingly relevant at linking the quality
of fluid distribution at the top of TBRs to the flow patterns that
unfold, as a result, deep inside the beds themselves [7]. Wang
et al. [8] made a literature survey of trickle-bed reactors modeling
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and pointed out two main CFD methods based on an Eulerian
description, where gas and liquid are treated as interpenetrating
continua: volume of fluid method and Euler–Euler method. In the
first, a surface tracking technique is used to solve for the gas–liquid
interface. This method requires however a high refined mesh reso-
lution, which makes the method applicable only for relatively
small-scale beds [3,9,10]. The second, based on an averaging
method of local gas and liquid mass and momentum conservation
equations, leads to an ‘‘effective porous medium’’ representation
[8]. Since these models do not simulate directly the flow over the
actual physical geometry, this CFD approach needs closure laws
concerning interaction between fluids (G/L, L/S, G/S), turbulence
(if any) and dispersion mechanisms. It must be emphasized that
the development of appropriate physical models is still a huge
challenge.
Another field of research associated to global hydrodynamics
inside TBRs concerns the prediction of macroscopic properties as
global pressure drop and fluid volume fraction (or saturation).
Studies are based on mock-up experiments assuming generally a
perfect plug flow. These models are of first importance for catalyst
and process licensors, because they guide the choice of catalyst
particle sizes, shapes and method of loading, that have to be accu-
rately calibrated for each application. Several suggestions of 1D
pressure drop models are available in literature. Ergun-like models
as well as empirical models are widely used [11–14]. Based on
experimental investigation, Larachi et al. [11] proposed an empir-
ical correlation for pressure drop and liquid hold-up in trickle
bed reactors. Ergun-like models are mostly inspired from the phe-
nomenological single-phase Ergun empirical representation
assuming different hydraulic diameters for gas and liquid when
these latter are in contact. On that basis, Holub et al. [15] suggested
viscous and inertial resistances that depend on liquid saturation,
bed geometrical characteristics (void and specific surface area) as
well as Ergun constants. However, the resulting macroscopic
model does not take into account gas–liquid interactions that espe-
cially build up when gas and/or liquid inertia increase. Attou et al.
[13] built a phenomenological macroscopic hydrodynamic model
in trickle-bed reactors based on the balance of forces exerted on
both phases at particle scale. Within this formalism, the suggested
porous resistance that applies to liquid is weighted by the medium
tortuosity that was itself estimated as the reciprocal of liquid sat-
uration. In the present work, the pressure drop model of Attou
et al. [13] is chosen as a reference because of its comprehensive-
ness in accounting for the porous resistances as well as gas–liquid
interactions. However, model predictions have always to be con-
sidered carefully, especially when models are forced to venture
outside from their range of validation. For this reason, comparison
to other models, such as Holub et al. [15] and Larachi et al. [16] is
also proposed.
At spatial scales intermediate between particle and vessel
scales, hydrodynamics is often poorly described in the literature.
This lack of knowledge is due to the difficulty to investigate
experimentally these ‘‘meso’’-scales of several hundred to several
thousand of particles. Powerful experimental tools consisting of
non-intrusive techniques as magnetic resonance imaging (MRI)
or (non-)ionizing tomographies are being currently used with rel-
ative success to describe the flow at different scales [17–19]. As an
alternative to such sophisticated experiments, CFD models based
on reconstruction of fluid interfaces may be an efficient approach
in the future to investigate meso-scales though at present they
are limited to cells of a few number of particles [3,20].
An intermediate approach, based on the method of pore net-
work modeling (PNM), is developed in this study. Following this
approach, the structure of the fixed bed is modeled as a network
of discrete pores linked by different channels or ‘‘throats’’ of differ-
ent sizes [21–27]. As an intermediate semi-empirical approach, the
flow is modeled in the throats following a simple physical model
detailed in the next section whereas the distribution of fluids
between pores and throats is simulated by solving mass and pres-
sure balances at the scale of the calculated domain. Benefits of this
approach are simplicity and low CPU time on top of delivering rel-
atively high quality simulations of fixed beds consisting of
thousands of particles [28]. On the other hand, an accurate descrip-
tion of the geometry is required, as well as the validation of the
Nomenclature
d average particle diameter, m
g gravitational acceleration, m/s2
lij equivalent channel length, m
N total number of pore, –
PE network feed pressure, Pa
PF network exit pressure, Pa
Pi pressure of pore i, Pa
qL,ij channel ij liquid flux, m
3/s
qG,ij channel ij gas flux, m
3/s
qGi(F) gas flux coming from feed manifold to entrance bound-
ary pore i, m3/s
qLiðFÞ liquid flux coming from feed manifold to entrance
boundary pore i, m3/s
qGiðEÞ gas flux coming from exit boundary pore i to exit man-
ifold, m3/s
qLiðEÞ liquid flux coming from exit boundary pore i to exit
manifold, m3/s
Q L0 cumulative (feed) liquid flow rate, m
3/s
QG0 cumulative (feed) gas flow rate, m
3/s
Si pore i liquid saturation, –
sij channel ij liquid saturation, –
Snetwork average saturation, –
V i pore i volume, m
3
Vsl superficial liquid velocity, m/s
Vsg superficial gas velocity, m/s
rc;ij channel ij constriction radius, m
Greek
Dt time step, s
DSi saturation variation, –
DSmax maximum saturation variation, –
ec average liquid saturation calculated by PNM, –
eL average liquid saturation after correction, –
lL liquid viscosity, Pa s
lG gas viscosity, Pa s
Czÿ lower network domain exit boundary
Czþ upper network domain entrance boundary
qL liquid density, kg/m
3
qG gas density, kg/m
3
Subscript
i,j pore indices
c channel
E exit
F feed
p pore
local hydrodynamic model inside channels. In our previous work,
the PNM approach has been successfully applied to single-phase
flows inside fixed bed reactors [28]. The PNM geometry used in
the previous study has been extracted from X-ray micro-tomogra-
phy measurements and the resulting good ability for predicting
single phase pressure drop was a prerequisite to the modeling of
more complex two-phase flows.
In this context, the objectives of the presented work are to apply
the PNM approach to gas–liquid trickle flows in fixed-bed reactors
and to evaluate the consistency of resulting flow predictions. To do
that, a numerical model based on the calculation of two-fluid
Poiseuille profiles has been implemented in the PNM. The two-
fluid resulting PNM has been then used to calculate pressure drop
and liquid saturation in a domain with various properties of the
fixed bed and fluids. A comparison to classic 1D pressure drop
methods is presented and discussed.
2. Models
Network models are widely used to study the nature of fluid
flow from the pore (lm) to core (mm to cm) scale. It was used
for several applications such as chemical engineering, petroleum
engineering, physics and hydrology. Pore network models involv-
ing two phase flows can be divided into quasi-static and dynamic
ones. The majority belongs to the first category and are generally
based on the capillary equilibrium assumption. They can simulate
only successive stationary states ignoring dynamic aspects of pres-
sure propagation and interface dynamics [29–32]. However, the
second (used in this work) can simulate transient behavior of flow
with time. It is used extensively as an up-scaling tool, as it is rela-
tively simple and computationally less demanding than the other
methods, i.e., for example direct numerical simulations at the
pore-scale. Several dynamic pore-network models have been
developed for various applications [33–38] and The pore space
can be discretized following two main approaches: the first one
focuses on the throats where all volume is assumed to be distrib-
uted among the throats [39] and pores are just intersections
between them; the second approach (used in this work), assumes
that the volume is distributed among the pores while throats are
treated as inter-poral volumeless connections [40]. The majority
of dynamic pore networks have a regular structure with fixed coor-
dination number making them computationally simpler than the
irregular unstructured networks. In this work, we have developed
a realistic dynamic pore network model where the network was
extracted from a real porous medium by micro-tomography tech-
nique [28].
2.1. Network geometry
Generally, pore network modeling uses the network of pores
interconnected by narrow spaces referred to as pore throats to
model the void space of a porous medium. The majority of dynamic
pore networks have a regular structure because it is easy to imple-
ment. But, in real porous media, the grains are packed in a disor-
dered manner rather than occupying a regular lattices, hence our
efforts to incorporate these features in our model.
A sample porous medium was prepared by packing 490 mono-
disperse 4-mm spherical glass beads in a small container with an
overall bed porosity of 36%. The size of the reconstructed domain
was 3.06x  2.76y  3.04z cm
3 with a unitary resolution Dx 
Dy  Dz = 403 lm3 and a 3D image composed of 765  690 
760 voxels. A pore network extraction methodology developed by
Youssef and coworkers [41,42] was subsequently applied to con-
vert the 3D density maps into resolved pore space. The method
enables the partitioning of the pore space into pore bodies and
throats, according to the following 4-step procedure: segmenta-
tion, skeletonization, pore space partitioning (and throat detection)
and parameters extraction. As detailed in [28], pore bodies recover
the total volume between solid particles. Pores are connected by
throats, and throat radii are defined as those describing the largest
collapsible sphere to be inscribed in the throat cross section. The
throats are considered null volume, except for the pressure drop
calculation, where distances between pore centroids are taken into
account.
The geometry is described in detail in [28]. It was successfully
used to study inertial effects in single-phase flows. In this work,
we are interested in fixed-bed reactors with 2 mm glass beads.
For this purpose, we used a homothetic transformation by multi-
plying the network geometrical lengths and measures by a scaling
constant H defined as the ratio between target and initial grain
diameters.
Fig. 1a represents a binary 3D image of each phase (solid and
void) in our porous medium. Fig. 1b and c are 3D illustrations of
the pore network extracted using the methodology described in
[28]. The specificities of the bead pack are clearly represented in
terms of pore connectivities, throat lengths and radii, and pore
bodies as depicted by their isovolume spherical proxies in Fig. 1c.
One can note that the porous medium exhibits a very highly irreg-
ular geometry.
2.2. Two phase flow in throat
It is assumed that two incompressible and immiscible fluids are
displacing each other in the network under a pressure gradient
(c)(b)(a)
Fig. 1. Pore network modelling: (a) Reconstruction of the porous parallelepipedic specimen sampled using 2D micro-tomography scans. (b) Representation of the pore
network in terms of pore connectivities, throat radii and lengths. (c) Pore volumes of equivalent spheres (from Larachi et al. (2014) [28]).
driving force and gravity contribution. The volume contributed by
the pore throat is assumed to be negligible because relatively small
compared to the volumes of pore bodies. Therefore, as explained in
Section 2, the model attributes all the volume to the pore bodies
and the motion of an interface through a pore throat is assumed
to occur instantaneously. Furthermore, the local capillary pressure
in the pore bodies is assumed to be negligible, so that the two
phase pressures are equal whatever the local saturation of that
pore body, as it is assumed in the model of Attou et al. [13] for
instance. This assumption is motivated by the relatively high value
of the Bond number (Bo > 1), and the admittedly ‘‘weak interac-
tion’’ trickling regime. A low Reynolds number flow is considered
and inertial effects can be neglected. Laminar viscous dissipation
within the pore-throats are accounted for by assuming a
two-phase Poiseuille flow globally portraying the well-known gen-
eralized Darcy model in the overall bed pressure gradient. The
volumetric flux is related to pressures at the pore bodies by the fol-
lowing two-phase Poiseuille’s law (as sketched in Fig. 2), for gas:
qG;ij¼ÿ
pr4c;ij
8lLlij
lL
lG
ð1ÿ sijÞ
2þ2sijð1ÿ sijÞ
 
ðPiÿPjÞþgqGðziÿzjÞ
 
ÿ
pr4c;ij
8lLlij
gðziÿzjÞðqLÿqGÞ 2sijð1ÿ sijÞþ2ð1ÿ sijÞ
2 lnð1ÿ sijÞ
h i
;
ð1Þ
and for liquid
qL;ij¼ÿ
pr4c;ijs
2
ij
8lLlij
ðPiÿPjÞþgqLðziÿzjÞ
 
þ
pr4c;ij
8lLlij
gðqLÿqGÞðziÿzjÞ 2sijð1ÿ sijÞþ2ð1ÿ sijÞ
2 lnð1ÿ sijÞ
h i
;
ð2Þ
where la and qa are the dynamic viscosity and density of a fluid
moving in the throat, respectively, Pi and Pj are the static pressure
in adjacent pores i and j at vertical positions zi and zj, respectively,
sij is the liquid local pore throat saturation (related to the film thick-
ness) and g is the gravity constant. rc,ij are a cylindrical pore throat
radius and Lij are the length between the two pore centers.
The saturation in a pore-throat is related to the saturation of the
neighboring pores and can be computed by several approaches. In
the present study, the focus is put on the pressure drop and to
ensure stability to the simulations, it is assumed that the satura-
tion sij in a pore throat is equal to the saturation of the upstream
pore body.
Volumetric fluxes are treated as algebraic quantities to handle
the various flow modalities, i.e., the (positive) fluxes leading into
pore i from an upstream pore j are discriminated from those (neg-
ative) leading out of pore i into a downstream pore j. Regardless of
local direction of flow, the per-phase total head losses are
computed as the per-phase total head from upper pore iminus that
for lower pore j. Such directional behavior of fluxes also accounts
for the fact that not all throats in the network will discharge in a
descending manner, despite prevalence of a macroscopic down-
flow. Hence, whether the least penalizing flow across throat is
upwards or downwards, the model handles local descending and
ascending instances alike.
2.3. Pore-level mass balance
Considering a gas–liquid two-phase flow, the two mass conser-
vation equations can, be reformulated as a total volumetric balance
equation for the pore body i, given by:
Xn
j¼1
qL;ij þ
Xn
j¼1
qG;ij ¼ 0; i ¼ 1;2; . . . ;N; ð3Þ
With n the number of connected pores throats and N the num-
ber of pores. The liquid mass balance reads:
V i
@Si
@t
¼
Xn
j¼1
qL;ij; i ¼ 1;2; . . . ;N; ð4Þ
where Si and Vi are the liquid saturation and volume of pore body
respectively. The numerical resolution of this two equations system
is described in Section 2.5.
2.4. Network boundary conditions
Fig. 3 shows the boundary conditions adopted to handle the top
feed and bottom exit fluid streams traversing the pore network. To
mimic as closely as possible actual fluid feed/discharge from trickle
beds, the exit pressure PE is assumed to be known a priori, whereas
the cumulative fluid flow rates, QL0 and QG0, are imposed at the
entrance in a co-current down-flow setting along the z-direction.
The pore bodies occupying Cz+ boundary (called Cz+-pores) are
powered from the feed manifold (viewed as an entrance mega-
pore) positioned atop at elevation zF, where from the total payload
is delivered at a constant feed pressure PF and saturation SF. The
manifold pressure and saturation are obtained by solving the mass
conservation equations with additional injection source terms:
Q L0 þ
X
j2Czþ
qLjðFÞ ¼ 0 ð5Þ
Q L0 þ QG0 þ
X
j2Czþ
qLjðFÞ þ
X
j2Czþ
qGjðFÞ ¼ 0 ð6Þ
Q L0 þ
X
j2Czþ
qLjðFÞ ¼ 0; ð7Þ
Note that liquid mass conservation (Eq. (6)) does not contain
accumulation term (contrary to Eq. (4)) since the saturation in
the manifold is only computed to satisfy the conservation between
injection and Cz+-pores flow rates.
Likewise, the pore bodies occupying the Czÿ boundary deliver
their fractional flow rates to an exit receptacle (viewed as an exit
mega-pore) located at elevation zE kept at a known exit pressure
PE (Fig. 3). The boundary conditions of the four remaining vertical
sides were no-flow boundaries. Mass conservation around feed
manifold is given as,
qLiðFÞ ¼ ÿ
pr4CZþ ;is
2
F
8lLðzF ÿ zCZþ ;iÞ
ðPF ÿ PCZþ ;iÞ þ gqLðzF ÿ zCZþ ;iÞ
 
þ
pr4CZþ ;i
8lL
gðqL ÿ qGÞ 2sFð1ÿ sFÞ þ 2ð1ÿ sFÞ
2 lnð1ÿ sFÞ
h i
ð8Þ
and exit receptacle as:
Fig. 2. Scheme of a two-fluid axisymmetric concurrent Poiseuille profile of velocity
in a channel.
qGiðEÞ ¼ ÿ
pr4CZÿ ;i
8lLðzCÿ;i ÿ zEÞ
lL
lG
ð1ÿ sCZÿ ;iÞ
2 þ 2sCZÿ ;ið1ÿ sCZÿ ;iÞ
 
 ðPCZÿ ;i ÿ PEÞ þ gqGðzCÿ;i ÿ zEÞ
 
ÿ
pr4CZÿ ;i
8lL
gðqL ÿ qGÞ
 2sCZÿ ;ið1ÿ sCZÿ ;iÞ þ 2ð1ÿ sCZÿ ;iÞ
2 lnð1ÿ sCZÿ ;iÞ
h i
ð9Þ
qLiðEÞ ¼ ÿ
pr4CZÿ ; js
2
CZÿ ;i
8lLðzCÿ;i ÿ zEÞ
ðPCZÿ ;i ÿ PEÞ þ gqGðzE ÿ zCZÿ ;jÞ
 
þ
pr4CZÿ ;i
8lL
gðqL ÿ qGÞ 2sCZÿ ; jð1ÿ sCZÿ ;iÞ

þ2ð1ÿ sCZÿ ;iÞ
2 lnð1ÿ sCZÿ ;iÞ
i
; ð10Þ
Finally, flux conservation around pore i belonging to boundary
Cz+ (respectively, Czÿ) interconnected to n pores can be written as:
qLiðFÞ þ qGiðFÞ þ
Xn
j¼1
qL;ij þ
Xn
j¼1
qG;ij ¼ 0
qLiðEÞ þ qGiðEÞ þ
Xn
j¼1
qL;ij þ
Xn
j¼1
qG;ij ¼ 0
ð11Þ
Note that the gravity term is written to account for the whole
fluid mass in the pore and not only that in the channel, thus the
pore centroid difference zi ÿ zj. The frictional overall pressure
gradient across the whole pore network body is obtained as
the difference between the volume-average hydraulic heads at
Cz+ and Czÿ boundaries [37] divided by their corresponding aver-
age separating distance.
2.5. Numerical resolution
The total mass conservation equations (Eqs. (3) and (5)) coupled
with flow rate expressions (Eqs. (1), (2) and (5)–(10)) leads to a
system of N + 1 equations and N + 1 unknowns for the pore pres-
sures, where N is the number of pores. Assuming the pore
pressures are uniform, the system can be solved to determine the
pressure at each time step. This is accomplished by solving the
matrix equation,
A~P ¼ ~B; ð12Þ
where A is the conductance matrix, ~P is the pressure vector, and ~B
contains the pressure at the outlet boundary, the gravity terms
and the injection source term (for the ‘‘manifold’’ pore). Nonlinear-
ities due to the two-phase Poiseuille laws are treated explicitly by
using the last known saturation field [43]. The linear system of
equations (Eq. (12)) is solved by Generalized Minimum Residual
method using the SPARSKIT mathematical library [44].
Then, the system constituted by liquid mass conservation equa-
tions (Eqs. (4)) is explicitly solved using the previously computed
pressure field to get the new saturation field:
V i
stþ1i ÿ s
t
i
Dt
¼
Xn
j¼1
qtL;ij ð13Þ
where Si and Vi are the liquid saturation and volume of pore body,
respectively. This equation is explicitly discretized to calculate the
new saturation using pressure fields and old saturation. Then the
saturation at the iteration t + 1 is given by:f
Stþ1i ¼ S
t
i þ
Dt
V i
ðAtLP
tÞi ÿ B
t
L;i
 
ð14Þ
The saturation of gas phase for pore i is given by 1-Si.
Finally, the saturation in the manifold SF ensuring liquid conser-
vation between the inlet and the outlets of the entrance pore is
calculated by iterative method. As a consequence, once the global
PNM converged, the saturation in the pores is equal to the satura-
tion in downstream throats.
2.6. Time step
As saturation is explicitly computed, it is necessary to limit the
time-step to ensure stability to the simulations. The time-step lim-
itation consists in fixing a maximal variation of saturation DSmax
that can occurs during one iteration. The time-step is the minimum
Γ
Γ
Fig. 3. Illustration of the PNM boundary conditions.
filling time found among pores and throats containing a moving
interface [45]:
Dt ¼ min
V iDSmaxPn
j¼1qL;ij
 
0
B@
1
CA: ð15Þ
However, to determine this time step, this approach requires
the computation of the sum of the fluxes for all network element
every time and increases substantially CPU time. We therefore
opted for an adaptive time step strategy with the following
algorithm:
1. Impose an initial time step and a permissible maximum varia-
tion of saturation DSmax that leads to stabilize the calculation.
2. Evaluate the pressures and saturations.
3. If max
i
ðDSiÞ 6 DSmax continue to the next time step.
4. If max
i
ðDSiÞ > DSmax, then Dt
new ¼ Dt
old
2
, go to 2.
5. If the time step is not changed after 10 iterations, then
Dtnew ¼ 2Dtold.
6. No saturation changes in pores (DSmax < 10
ÿ6) means that the
steady state is reached.
This algorithm prevents calculation of Eq. (15) every time step
and for all the network elements.
A typical computation time is approximately 30 min on a dual
core 3 Go RAM Intel Xeon 2.8 Hz. For the sake of comparison, a
two-fluid (VOF) CFD simulation on the same geometry would
require several days of simulations on a parallel 128 cores
calculator.
2.7. Averaging procedure
Our simulation result in local-scale variables such as static pres-
sures, saturations, and fluxes. To obtain the macroscopic variables,
we have to average these local variables over the network. Average
saturation is defined as follows [46]:
Snetwork ¼
v
L
v
G þ vL
¼
PN
i¼1SiV iPN
i¼1V i
ð16Þ
where vL and vG are the total volume of liquid and gas, respectively.
The macroscopic head loss gradient is given by [43]:
PCzþ ÿ
PCzþ
zCzþ ÿ zCzþ
¼
P
i2Czþ
V iPiP
i2Czþ
V i
ÿ
P
i2Czÿ
V iPiP
i2Czÿ
V iP
i2Czþ
V iziP
i2Czþ
V i
ÿ
P
i2Czÿ
V iziP
i2Czÿ
V i
ð17Þ
3. Results and discussion
The PNM has been used in various conditions in order to evalu-
ate its ability to predict pressure drops in two-phase trickling flow
conditions. As a preliminary task, the throat effective aspect ratio
has to be stated once and for all, in order to deliver a realistic pres-
sure drop. This point is detailed in the next paragraph. Then the
initial geometry, determined by X-ray micro-tomography from a
loading of 4 mm spherical glass particles [28] was homothetically
modified in order to simulate loading of particles of different sizes
ranging from 0.5 to 2 mm. For each geometry, the same throat
effective aspect ratio is used. Various liquid and gas physical prop-
erties are used in a wide range of superficial gas and liquid veloc-
ities. Table 1 summarizes all the simulations performed using the
PNM along with Holub et al., Attou et al. and Larachi et al. estima-
tion methods. The effects of separate operating parameters on the
pressure drop are discussed one by one in the following sections.
The reference case is d = 1 mm, Vsl = 0.002 m/s, Vsg = 0.02 m/s,
lL = 1.10
ÿ3 Pa s, lG = 2.10
ÿ5 Pa s, qG = 15 kg/m
3, qL = 750 kg/m
3
and one-at-a-time parameter change strategy is adopted to probe
model responses nearby the given reference case.
3.1. Throat effective aspect ratio
In this work, and as previously described in Section 2.2, the
geometries of pore throat cross-sections have been idealized as
cylinders of circular cross-sections. As witnessed from Fig. 2 poral
morphology, such idealization is indeed far from realistic and
induces errors in some applications of predictive pore network
models as relative permeability [29,30,47] and macroscopic head
loss gradient [28]. It has been shown that the throat cylindrical
model with a circular equivalent radius ignores the Venturi-like
pore-throat geometry. In our previous work [28], we introduced
a correction, namely a throat effective aspect ratio, recij/rcij, to take
into account such deviations from the cylindrical shape. There
exists several manners to obtain this correction [28]. In this work,
we have chosen to assign a single recij/rcij value to all pore throats
and to estimate its value by comparison of the PNM result to an
experimental determination of the bed pressure loss for given vol-
umetric flow rates in the Darcy flow regime. The aspect ratio would
correspond to that value which minimizes the error between mea-
sured and PNM simulated pressure loss. The results are illustrated
in Fig. 4 for a 1 mm glass beads mono-disperse packing, liquid
superficial velocity (Vsl = 0.002 m/s) and gas superficial velocity
(Vsg = 0.02 m/s), the calculations conditions are given in Table 1.
This yields a throat effective aspect ratio of 0.83 that minimizes
the error between the Attou et al. model [13] and the pore network
model prediction.
Fig. 5 illustrates a PNM simulation of liquid saturation (on the
left) and pressure (on the right) fields in the reference conditions.
Slight heterogeneities of liquid local saturation illustrate the ability
of the PNM approach to deviate from the initial homogenous
boundary conditions. Recall that PNM simulated pore saturation
field, once steady-state solutions are reached, corresponds concep-
tually to the field of downstream throat saturations.
3.2. Effect of liquid superficial velocity
The liquid superficial velocity is changed from the reference
case, from 0.002 to 0.007 m/s. A comparison with Attou et al.,
Holub et al. and Larachi et al. estimation methods is displayed in
Fig. 6. PNM results are rather in good agreement with the Attou
et al. model over the entire Vsl range. The best fit observed at
low velocity is expected in accordance with the throat calibration
of the effective aspect ratio in the Darcy range. However, where
the maximal deviation from the Attou et al. model does not exceed
10%, the other remaining pressure drop methods differ from ±50%,
while they nonetheless present similar qualitative evolutions as a
function of liquid velocity. The exercise herewith described points
to the premature character of the PNM to fully predict two-phase
flow pressure field in a trickle bed without an acceptable a priori
estimate of the pore throat aspect ratio. Assuming unit circularity
would have led, according to Fig. 4, to an estimated error of 30–
40% on pressure drops which is in the range of the errors by Holub
et al. and Larachi et al. methods.
3.3. Effect of gas superficial velocity
The gas superficial velocity is changed in the range from 0.02 to
0.2 m/s and compared in Fig. 7 with the existing chosen estimation
tools. The Attou et al. model reflects in a much important impact of
Vsg than Holub et al. or Larachi et al. estimation methods. Here
again, the PNM pressure drop value at low gas velocity is in close
agreement with Attou al. model trends though its evolution keeps
closer to Larachi et al. correlation and Holub et al. model. The
behavior at the largest tested gas superficial velocity is closer to
the Larachi et al. correlation. This presents the lowest mean
deviation (17%) over the whole range of Vsg. As only viscous
contributions are accounted for in the PNM model, an underesti-
mation of pressure drop is not surprising at high gas velocity, i.e.,
when the gas phase inertial friction contribution is no longer neg-
ligible. Furthermore, the gas phase Reynolds number is equal to 75
at Vsg = 0.1 m/s which may explain the strong discrepancy with
regard to Attou et al. model. The crossover at high gas velocities
between PNM and Holub et al. model simulations is noteworthy.
The variety of trends predicted in gas inertia-dominated flows by
the three benchmark estimation methods (concave and convex
shapes) may highlight the necessity to incorporate in future PNM
model versions the effect of inertial forces especially in the gas
phase. Such an extension has been carried out successfully for
the one-phase flow case [28].
3.4. Effect of diameter
Particle diameters, d, from 0.5 to 2 mm are used to compare
model predictions. For all of them, the effect of d on the pressure
drop is very important obeying roughly a dÿ4 power law. An
excellent agreement between PNM and Attou et al. model is
observed over the whole range at d = 1 mm signifying much likely
that weak gas inertial effects prevail in these conditions while rep-
resentation of the Darcy-regime adjusted throat aspect ratio,
described above, is realistic. Maximum deviation is observed for
d = 2 mm where the PNM result is closer to that of Holub et al.
Table 1
Results of PNM, Attou et al., Holub et al. and Larachi et al. estimation methods in various conditions.
Conditions DP (Pa/m) Liquid saturation
d
(mm)
qG (kg/
m3)
qL (kg/
m3)
lG (kg/
m3)
lL (kg/
m3)
Vsg (m/
s)
Vsl (m/
s)
PNM Attou Holub Larachi PNM Attou Holub Larachi
1 15 750 0.00002 0.001 0.02 0.002 1.99E+04 2.17E+04 1.21E+04 3.34E+04 0.70 0.54 0.56 0.47
1 15 750 0.00002 0.001 0.02 0.003 2.64E+04 2.69E+04 1.55E+04 4.01E+04 0.74 0.57 0.61 0.50
1 15 750 0.00002 0.001 0.02 0.004 3.28E+04 3.17E+04 1.88E+04 4.56E+04 0.76 0.60 0.64 0.53
1 15 750 0.00002 0.001 0.02 0.005 3.88E+04 3.62E+04 2.19E+04 5.04E+04 0.78 0.62 0.66 0.55
1 15 750 0.00002 0.001 0.02 0.006 4.48E+04 4.06E+04 2.51E+04 5.48E+04 0.80 0.64 0.68 0.57
1 15 750 0.00002 0.001 0.02 0.007 5.08E+04 4.49E+04 2.82E+04 5.87E+04 0.81 0.65 0.69 0.58
1 15 750 0.00002 0.001 0.02 0.002 1.99E+04 2.17E+04 1.21E+04 3.34E+04 0.70 0.54 0.56 0.47
1 15 750 0.00002 0.001 0.04 0.002 2.60E+04 3.24E+04 1.72E+04 3.93E+04 0.62 0.48 0.51 0.44
1 15 750 0.00002 0.001 0.06 0.002 3.10E+04 4.33E+04 2.25E+04 4.38E+04 0.57 0.44 0.47 0.42
1 15 750 0.00002 0.001 0.08 0.002 3.56E+04 5.46E+04 2.81E+04 4.76E+04 0.53 0.41 0.44 0.40
1 15 750 0.00002 0.001 0.1 0.002 3.99E+04 6.67E+04 3.39E+04 5.09E+04 0.50 0.39 0.41 0.39
1 15 750 0.00002 0.001 0.12 0.002 4.39E+04 7.94E+04 4.02E+04 5.39E+04 0.48 0.37 0.39 0.38
1 15 750 0.00002 0.001 0.14 0.002 4.77E+04 9.28E+04 4.67E+04 5.67E+04 0.46 0.35 0.38 0.38
1 15 750 0.00002 0.001 0.16 0.002 5.15E+04 1.07E+05 5.37E+04 5.93E+04 0.44 0.34 0.36 0.37
1 15 750 0.00002 0.001 0.18 0.002 5.50E+04 1.22E+05 6.10E+04 6.17E+04 0.43 0.32 0.35 0.37
1 15 750 0.00002 0.001 0.2 0.002 5.87E+04 1.38E+05 6.86E+04 6.40E+04 0.41 0.31 0.33 0.36
1 15 750 0.00002 0.001 0.25 0.002 6.70E+04 1.80E+05 8.93E+04 6.93E+04 0.39 0.29 0.31 0.35
1 15 750 0.00002 0.001 0.3 0.002 7.53E+04 2.27E+05 1.12E+05 7.40E+04 0.36 0.27 0.28 0.34
1 15 750 0.00002 0.001 0.35 0.002 8.33E+04 2.78E+05 1.37E+05 7.84E+04 0.35 0.25 0.27 0.34
1 15 750 0.00002 0.001 0.4 0.002 9.12E+04 3.34E+05 1.64E+05 8.25E+04 0.33 0.24 0.25 0.33
1 15 750 0.00002 0.001 0.45 0.002 9.86E+04 3.94E+05 1.94E+05 8.63E+04 0.32 0.22 0.24 0.33
1 15 750 0.00002 0.001 0.5 0.002 1.06E+05 4.58E+05 2.25E+05 8.99E+04 0.31 0.21 0.23 0.32
0.5 15 750 0.00002 0.001 0.02 0.002 8.25E+04 7.88E+04 4.45E+04 1.25E+05 0.69 0.56 0.61 0.48
0.75 15 750 0.00002 0.001 0.02 0.002 3.61E+04 3.66E+04 2.05E+04 5.77E+04 0.69 0.55 0.59 0.47
1 15 750 0.00002 0.001 0.02 0.002 1.99E+04 2.17E+04 1.21E+04 3.34E+04 0.70 0.54 0.56 0.47
1.25 15 750 0.00002 0.001 0.02 0.002 1.26E+04 1.47E+04 8.23E+03 2.19E+04 0.70 0.53 0.53 0.47
1.5 15 750 0.00002 0.001 0.02 0.002 8.70E+03 1.09E+04 6.21E+03 1.55E+04 0.70 0.51 0.50 0.46
1.75 15 750 0.00002 0.001 0.02 0.002 5.98E+03 8.60E+03 5.04E+03 1.16E+04 0.69 0.50 0.47 0.46
2 15 750 0.00002 0.001 0.02 0.002 4.35E+03 7.11E+03 4.29E+03 9.02E+03 0.68 0.48 0.44 0.46
1 15 750 0.00002 0.0001 0.02 0.002 4.12E+03 8.74E+03 4.59E+03 1.21E+04 0.44 0.37 0.33 0.33
1 15 750 0.00002 0.0003 0.02 0.002 8.32E+03 1.27E+04 6.73E+03 1.96E+04 0.56 0.44 0.43 0.39
1 15 750 0.00002 0.0005 0.02 0.002 1.24E+04 1.57E+04 8.43E+03 2.45E+04 0.63 0.48 0.49 0.42
1 15 750 0.00002 0.0007 0.02 0.002 1.58E+04 1.82E+04 9.95E+03 2.85E+04 0.66 0.51 0.52 0.45
1 15 750 0.00002 0.001 0.02 0.002 2.05E+04 2.17E+04 1.21E+04 3.34E+04 0.70 0.54 0.56 0.47
1 15 750 0.00002 0.002 0.02 0.002 3.40E+04 3.13E+04 1.83E+04 4.56E+04 0.76 0.59 0.63 0.52
1 15 750 0.00002 0.003 0.02 0.002 4.71E+04 3.96E+04 2.39E+04 5.48E+04 0.79 0.62 0.67 0.55
1 15 750 0.00002 0.004 0.02 0.002 6.00E+04 4.71E+04 2.91E+04 6.24E+04 0.82 0.65 0.70 0.57
1 15 750 0.00002 0.005 0.02 0.002 7.11E+04 5.42E+04 3.42E+04 6.90E+04 0.83 0.66 0.72 0.58
0%
1%
10%
100%
1000%
0.4 0.6 0.8 1 1.2 1.4 1.6
E
rr
o
r 
(%
)
Throat effecve aspect rao
Fig. 4. Relative difference (error) between PNM pressure drop and the one
calculated by Attou et al. model as a function of throat aspect ratio used in the PNM.
model. The mean deviation between PNM and Attou et al. model is
ca. 15%. Fig. 8 portrays the dependence with respect to the particle
diameter of the various models.
3.5. Effect of the fluid viscosity
The effect of liquid viscosity is studied in the range of lL [10
ÿ4
to 5.10ÿ3] to mimic petroleum hydrorefining liquid cuts. The sim-
ulation results are reported in Fig. 9. The minimal mean deviation
between PNM and existing models is observed with the Attou et al.
model (24%) with a crossover around 1 cp liquid viscosity. PNM
pressure drop predictions lie below those from Attou et al. before
the crossover point and vice versa. This trend may be attributed
to the neglect of the inertial effects from both gas and liquid
phases, despite the Reynolds number of the liquid phase kept
always very low (ReL < 15). However, the PNM overestimating
trend against Attou et al. model for liquid viscosities in excess of
1 cp (Fig. 9) might point to the approximate character of our
hypothesis of a viscosity-indifferent correction of the throat effec-
tive aspect ratio as calibrated with 1cp liquid at Vsl = 0002 m/s
(Fig. 4).
3.6. Liquid saturation
In its formulation in the present study, the pore network model
involves only the physics in the throat between pores in the form
of fully developed segregated gas–liquid flows. As a consequence,
the phase saturations calculated from the model are not represen-
tative of the various fluid-bearing capacities in the fixed bed except
500 Pa
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Fig. 5. Example of liquid throat saturation and pressure result in the network (case of 1 mm particles, Vsl = 2 mm/s, Vsg = 2 cm/s).
Fig. 6. Comparison of pressured drops calculated by PNM, Attou et al., Holub et al.
and Larachi et al. estimation methods versus superficial liquid velocity.
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Fig. 7. Comparison of pressure drops calculated by PNM, Attou et al., Holub et al.
and Larachi et al. estimation methods versus superficial gas velocity.
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Fig. 8. Comparison of pressure drops calculated by PNM, Attou et al., Holub et al.
and Larachi et al. estimation methods versus particle diameter.
that of the throats. For instance, pore saturations were not explic-
itly handled in the current PNM formulation and therefore reliance
on the model predicted liquid saturations would simply be prema-
ture. Nevertheless, for qualitative comparative purposes, PNM
liquid saturations and total liquid saturations calculated by the
three benchmark models are compared in Fig. 10 as a function of
Vsl. The liquid saturation calculated by the PNM follows the same
trend as the other models though by showcasing systematically
higher values. A physical explanation could be that the pores con-
tain much more gas than the channels contrary to the predictions
suggested by Eq. (14). An empirical correction of the PNM liquid
saturation was thus proposed to estimate a posteriori the total
liquid saturation in the bed. The average liquid saturation calcu-
lated by PNM eL is simply multiplied by a correction function of
the average particle diameter d. Parameters of the correction func-
tion are chosen to fit the corrected liquid saturation eC with Attou
model. eC is only a post-treated value, it is not used to solve PNM.
eC ¼ 0:36eLd
ÿ0:11
ð18Þ
More physical models based on the liquid thickness and the
shape of throats and pores may be developed, but, in spite of its
relative simplicity, Eq. (16) provides results very close to Attou
et al. model for any of the tested conditions of Table 1 as illustrated
in Fig. 11. The mean relative error is 2.5%. The good agreement
between the Attou et al. model and the PNM-modified liquid
saturation shows that the friction at the throat between pores
has a major importance on the total phase volume fraction. The
incorporation of the saturation correction in the model is certainly
possible and would be necessary in many instances, in particular
when coupling the two-phase model with the transport of any
chemical species, since accumulation terms in the balance equa-
tions play an important role in that case.
4. Conclusion
A pore network model has been developed to predict trickling
gas–liquid flows in fixed bed reactors. The network geometry has
been obtained from previous X-ray micro-tomography experi-
ments [28] performed on a sample of spherical particles. The phys-
ics employed to describe the two-phase flow is deduced from the
solution of fully developed (gas) core/(liquid) annulus viscous
flows in cylindrical tubes. This so-called ‘‘two-fluid Poiseuille
velocity profile’’ possesses an explicit analytical solution that can
be easily applied to each individual channel of the network. The
link between pores and channels is realized by constraining the
pore saturations to be equal to the interconnected downstream
channels. This simplified relation is usable in the case of homoge-
neous flows but may be insufficient to predict non-homogeneous
flows such as liquid jets at the top of the domain, because the jet
dispersion may probably be overestimated with the involved
model.
When compared to some existing pressure drop models of
interest, good agreement is found in a large range of fluid flow
rates and physical properties. The results are globally close to
Attou et al. model, except at high gas velocity. This limitation of
the model is directly linked to the hypothesized viscous Poiseuille
flows assumed in all the channels.
Nevertheless, the presented approach does not aim to replace
existing 1D models which are still the most relevant tools for
engineers in terms of tradeoff between engineering accuracy and
computational complexity. The PNM approach requires the knowl-
edge of complex fixed bed geometries and the network extraction
is not easy. However, this extra-cost is rewarded by more insights
into the physics at play at the local level. In that sense, foreseeing
Fig. 11. Parity diagram of corrected liquid saturation calculated with PNM versus
Attou et al. model.
Fig. 10. Comparison of liquid saturation calculated by PNM, Attou et al., Holub et al.
and Larachi et al. estimation methods versus superficial liquid velocity.
Fig. 9. Comparison of pressure drops calculated by PNM, Attou et al., Holub et al.
and Larachi et al. methods versus liquid dynamic viscosity.
construction of macroscopic closure forms from ensemble averag-
ing pore network information is promising. But as the PNM physics
behaves well in homogeneous flows, perspectives of this work are
to adapt the model to non-homogeneous flows in order to charac-
terize dispersion phenomena. This would take advantage of the
multidimensional aspect of PNM.
Finally, the liquid saturation in a throat is actually deduced
directly from its value in the upstream pore, regardless of the
orientation of the throats; this point may need improvements to
predict well heterogeneous flows as liquid jet spreading.
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