Introduction
Proteins perform nearly all of the cell's myriad of functions. The multitude of functions proteins perform arises from the huge number of different shapes (conformations) they adopt -structure dictates function. A protein molecule is made from a long polymer chain of a universal set of 20 amino acids, each linked to its neighbor through a covalent peptide bond (proteins are also called polypeptides). Each type of protein encoded by a single gene has a unique sequence of amino acids.
In addition, each type of protein has a particular threedimensional folded structure that is determined by the linear order of the amino acids in its chain [1] . Because long polypeptide chains are very flexible, proteins can in principle fold in an enormous number of ways. Each folded chain is constrained by many different sets of weak non-covalent bonds that form within proteins. These bonds involve atoms in the polypeptide backbone as well as in the amino acid side chains. The non-covalent bonds that help proteins maintain their shape include hydrogen bonds, ionic bonds, van-der-Waals attractions, and the hydrophobicity/hydrophilicity of the side chains. Due to the fact that individual non-covalent bonds are much weaker than covalent bonds, it takes many of these bonds to hold two regions of a polypeptide chain together tightly. The stability of each folded shape will therefore be affected by the combined strength of large numbers of non-covalent bonds.
Protein folding is intimately related to energy minimization. A protein generally folds into the final shape in which the total free energy is minimized, which is the so-called "thermodynamic hypothesis" [2] . The fact that a protein can regain the correct conformation on its own indicates that all the information necessary to specify the three-dimensional shape of a protein is contained in its linear amino acid sequence. Misfolded proteins are the origin of a number of serious diseases in animals and human beings. When proteins fold improperly, they can form aggregates that damage cells and even whole tissues. For example, aggregated proteins are the cause of Alzheimer' s disease and Huntington' s disease. Prion diseases such as the "mad cow disease" are also characterized by changes in protein folding. The prion protein can adopt a special misfolded form that is considered infectious, because it can convert properly folded proteins into the abnormal conformation. This allows the misfolded prion protein to spread rapidly from cell to cell in the brain, causing the death of the infected animal or human [1] .
It is evident that prediction of the three-dimensional conformation that a given protein folds into based on the primary linear sequence of its amino acids is extremely important. Since proteins fold efficiently into a conformation of lowest total energy, one way to predict protein folding is based on some sort of energy minimization algorithm.
Protein folding through theoretical energy minimization simulations faces a variety of significant difficulties. Two of the most challenging problems are the large conformational space that has to be searched and the existence of numerous similar energy minima that hampers conventional energy minimization methods [3] . Anfinsen's thermodynamic hypothesis [2] suggests that protein structures might be predicted from the amino acid sequence by minimizing an appropriate free energy function. Although it has been confirmed in laboratory experiments that the conformations of a correctly folded protein are based on the minimum of the total free energy, a mathematical expression of an energy function over native protein structures that computes the global energy minimum has been difficult to defme [4] . Therefore, a significant amount of research has been devoted to developing and optimizing simplified energy functions through parametrization [3, [5] [6] [7] . Energy function parameter optimization through threading [4, 6, 8, 9] and the lattice models of folding [3, 10] are two such optimization methods. Another method is the decoy-based parametrization [7] , in which energy function parameters are determined by maximizing the energy gap between the native protein structures and decoy structures. The above methods are enabled by the assumption that the conformational space is discrete. This restriction is relaxed by another method [5] recently, which can handle energy function parameter optimization for models having continuous degrees of freedom.
We note that in all the above studies the choices of the parameters for the energy functions are experience based, that is, parameters are picked to represent the most reasonable set of initial conditions for the energy minimization function. In very few instances a methodological search over the parameter space is attempted in order to find improved energy minima. In contrast, in the present study we employ a genetic algorithm to search for the energy function parameters, such that the total energy of a bio-molecular system is minimized. We demonstrate that genetic algorithms provide an effective mechanism for overcoming local energy barriers and reaching deeper energy minima. Our system uses the GROMOS96 molecular dynamics simulation package [11] in order to compute the molecular energies during minimization. Due to this we call our combined system GA-GROMOS. Our system substantially differs from other genetic algorithm approaches, e.g. [12, 13] , in that we do not directly optimize the conformational structure of the protein but instead we optimize the energy function parameters as embodied by the molecular dynamics package GROMOS96.
GA-GROMOS Methodology
We apply genetic algorithms in order to search for parameters that minimize the free energy of a biomolecular system. The main idea is to encode the simulation parameters and conditions into strings, and apply the genetic algorithm to the strings with an objective function reflecting the magnitude of the system energy. The genetic algorithm guides the search in an informed fashion: good parameters (in terms of achieving lower energy minimum) are retained and exploited to the maximum degree through reproduction, while new regions of the parameter space are explored systematically through crossover and mutation.
We employ the GROMOS96 package [11] to compute the energy of bio-molecular systems. It is worthwhile noting that a single energy minimization computation in GROMOS96 has five distinct phases: The first four stages are molecular dynamics simulations, and the final stage is the energy minimization step using steepest descent or conjugate gradient method. These five stages mimic a process of initialization, heating, constant temperature molecular dynamics simulation, cooling, and energy minimization. GROMOS96 parameters consist of several categories concerning boundary conditions, constraints, potential energy functions, center of mass motions, nonbonded interactions, and program control parameters for these computations. A subset of these parameters is typically selected for optimization and is encoded into genetic algorithm strings. The set of parameters to be optimized is problem dependent, and is chosen based on the physical requirements and configurations of the system.
In the present study we encode the parameters to be optimized into binary strings over the alphabet {0,1}. Translations between genetic algorithm binary strings and values of parameters to be optimized, which can be an integer or a real number, are given by the following rules:
A binary string of length K is mapped to an integer I with N1 < I < N2 in the following way: the binary string is first converted into a decimal number J (0 < J < 2K); the decimal number J is The total energy of a bio-molecular system provides a natural measure for the objective function of our genetic algorithm. A lower system energy value should lead to a higher fitness score in our genetic algorithm and vice versa. Furthermore, the fitness score in genetic algorithms is usually required to be non-negative. Taking the above requirements into account, the GROMOS96 energy, which can be positive or negative, is mapped to the genetic algorithm fitness score with the following equation:
Fitness score = -sign(E) log10 (1 + 
In the above equation E is the total energy of a biomolecular system computed by GROMOS96 and sign(E) is a function giving the sign the of the energy. The offset score G (positive constant) ensures the positiveness of the fitness score, and should be set to a sufficiently large value. Once chosen, the value of G remains the same throughout the genetic algorithm computation. If the maximum energy computed by GROMOS96 is Emax =10M for a system, choosing G = M + 1.0 would ensure the positiveness of all the fitness scores. We chose to keep our fitness scores positive in order to have maximum flexibility in choosing a selection scheme for further experimentation even though some selection schemes can deal with negative scores.
The GA-GROMOS energy minimization process is illustrated by the flow chart in Figure 1 . At the beginning of the computation an initial population of random strings is created in the genetic algorithm. We compute the fitness score of each string by decoding the string into GROMOS96 parameters, and running GROMOS96. Based on the fitness score values, the genetic algorithm generates a new population of strings by the rules of reproduction, crossover and mutation [14] . The system energy and the fitness scores of the new string population are then computed using GROMOS96, and statistics of the string population are collected. If a pre-defmed stopping criterion (based on the number of generations or the fitness score values) is satisfied, the computation terminates and the genetic algorithm returns the string with the best fitness score and the corresponding GROMOS96 parameters. Otherwise, the above steps are repeated and the string population is further evolved.
From time to time a GROMOS96 run fails for certain sets of parameter values. The common ones include "shake failure" [15] and the "blow-up" of GROMOS96 when the parameters encode illegal initial conditions for the simulation. In these cases the genetic algorithm will assign a pre-defined high energy-value, and thus a very low fitness score, to the present string.
Two types of termination criteria are used in GA-GROMOS. The first criterion is based on the number of generations (referred to as "convergence on generation"). The algorithm terminates when the computation reaches a specified number of generations. The second criterion is based on the convergence of the best fitness score in the population (referred to as "convergence on best score"). If the ratio between the best score of the N-th previous generation, where N is specified by the user, and the best score of the current generation is larger than a specified value a (0 < a< 1), the algorithm terminates.
The GA-GROMOS implementation derives part of its functionality from the MIT GALib C++ library [16] . GALib has defined a number of basic classes and functions about strings, population and genetic algorithm, together with a collection of utility classes. To Figure 1 . Flow chart for GA-GROMOS energy minimization process.
Test Molecular System and Results
We tested the above GA-GROMOS algorithm for energy minimization with the following molecular system. The system consists of five amino acids (H-VAL-TYR-ARG-LYS-GLN-O-, see Figure 2 for the chemical structure), one sodium ion (Na'), three chlorine ions (CL-), and water as the solvent with 921 water molecules placed in a periodic box with an initial dimension of 3nm on each side. Our goal is to minimize the energy of this molecular system and obtain the set of parameters that achieve the lowest energy state and the corresponding conformations. For a given string in a generation and the corresponding set of parameters translated from this string, we calculate its fitness score by going through the above five GROMOS96 stages and compute the final minimum energy.
In total, 38 parameters were selected for optimization in this experiment.
These include temperature values, the number of time steps computed in each GROMOS96 stage, the temperature at which initial atomic velocities are sampled from a Maxwell distribution, flags controlling which position restraint method is to be used, and "SHAKE" tolerance for solute and solvent. We encode these parameters into a binary string with length 454 bits.
The fitness score of a string is computed from the final minimized system energy of stage five with the following mapping function: fitness = 50 -sign(E) logl0 (1+ I E 1), (2) where E is the final minimized system energy of stage five and G=50. If GROMOS96 encounters a run failure at any stage for a genetic algorithm string, a pre-defined high value is assigned to the system energy and hence a low fitness score to the string. This pre-defined energy has a larger value if the failure occurs at an earlier stage, and a smaller value for a later stage. A total of about 60 independent GA-GROMOS energy minimization runs were performed on the aforementioned molecular system with various crossover probabilities, termination criteria, and population sizes. In Figure 3 we plot the fial minimized system energy for all the cases. Note that the negative values of the energy are plotted in the y-axis. Runs with different convergence criteria are denoted by different symbols in the figure. The final minimized system energy reaches the order of magnitude i08 in almost all the runs, which is much lower than the minimized energy computed with other methods for comparable molecular systems. Fogh et al [17] report energy minima around -2.1x103 kJ/mol. A GROMOS96 simulation for the same molecule but with experience based parameters achieves an optimized energy value of -3.1x104 kJ/mol [11] . In our experiments, although slight differences exist among the exact minimized energy values from different runs, most runs converge to a minimized energy value around -3.6x108 kJ/mol. This represents an improvement of four to five orders of magnitude over previously reported free energies for similar molecular systems.
Figure 4(a) shows the history of the best fitness score and the population-mean fitness score as a function of the genetic algorithm generation for a typical GA-GROMOS energy minimization run. The higher the fitness score, the lower the system energy. We first note that both types of fitness scores increase as the genetic algorithm generation increases, indicating that the system energy indeed decreases as the genetic algorithm computation proceeds, although not monotonically with the population mean score. The population best score converges much faster than the population-mean score: the best score reaches the fmal value at about the fourteenth generation while the mean score reaches the final value only after about the thirty-fourth generation. Figure 4(b) shows the convergence history of the system energy in the energy minimization stage in a typical GA-GROMOS run. The system energy decreases quite slowly initially. After certain steps, an exponential decrease of the system energy is observed, and the system energy is reduced by about four orders of magnitude within about 40 steps. Irregular fluctuations, which are quite large at times, are observed on the energy-step curve, which is indicative of the overshoot-readjustment process when applying the steepest descent or conjugate gradient methods to energy minimizations. Step Figure 4 . (a) Convergence histories of the best score and population mean score in a typical GA-GROMOS run. The higher the fitness score, the lower the system energy. (b) History of system energy in the energy minimization stage in a typical GA-GROMOS run.
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Crossover probability Figure 5 . Minimized system energy as a function of cross-over probability, Negative energy is plotted in the y-axis. We next investigate the effects of several parameters in genetic algorithm on the level of minimized system energy. In Figure 5 we plot the minimized system energy values as a function of the crossover probability in genetic algorithm. Note that the y-axis shows the negative energy values. In theory, if the crossover probability is too low then not enough new regions of the parameter space are explored, and the probability of reaching a low minimized energy is reduced. On the other hand, if the crossover probability is too high a significant number of "good" bit combinations are destroyed. As a result, the probability to reach a lower minimized energy will also decrease. Therefore, to obtain a lower minimized system energy it is conducive to use a crossover probability in the middle. The data in Figure 5 indeed seems to show this trend. The lowest minimized system energy values are realized with crossover probabilities ranging from about 30% to 70%, while too low (such as 10% or 20%) and too high (such as 80% or 90%) crossover probabilities generally yield relatively higher minimized energy values. It might be interesting to investigate why the effect of crossover probabiities are less pronounced in "convergence on best score"tm experiments. Perhaps the next figure might shed some light on this due to the fact that "convergence on best score" seems to always be outperformed by convergence on generation''. Figure 6 shows the effect of the termination criteria in genetic algorithm on the final minimized system energy. In Figure 7 we consider the correlation between the bonds involving hydrogen atoms and the minimized system energy. We observe that, in the final system conformation with the minimized energy, the bonds involving hydrogens have been ignored in the potential energy function in most of the cases. Furthermore, such configurations (with the bonds involving hydrogens ignored) lead to significantly lower minimized system energy compared to configurations taking into account of such bonds. This indicates that the parameter about the bonds involving hydrogens can be essentially set to "ignoring such bonds", and be removed from the set of optimization parameters.
Further experiments are also needed to study the effects of mutation probabilities. Our approach diverges significantly from previous approaches using genetic algorithms for the prediction of protein conformations. In these earlier approaches the genetic algorithm was essentially used to compute conformations that were then tested for the total energy this conformation represented. These approaches did not take advantage of the knowledge embedded in the molecular dynamics simulation packages that have been constructed over the last 3 decades or so. The success of the GA-GROMOS approach seems to hinge on the fact that we combine two successful paradigms: a powerful search methodology (GA) and an established molecular dynamics simulation package (GROMOS96).
We acknowledge that our test case so far has been a rather small protein; we intend to run our program on a set of larger molecules and verify our results experimentally in the near future.
In order to accommodate this we need to scale our solution on multiple fronts: (1) Molecular dynamics simulations are very runtime intensive, a single GA-GROMOS experiment currently runs for multiple days on a pentium III class machine. In order to speed this up we intend to take advantage of a parallelized version of GROMOS96. (2) The inherent parallelism in genetic algorithms makes them amenable to parallelization by allowing the fitness evaluation of sets of GROMOS96 parameters to happen in parallel on a suitable machine.
The force field assumptions in molecular dynamics simulation packages are critical for successful energy minimizations. Therefore, the sizes of proteins we can consider are limited by the quality of force field encoded in GROMOS96. We intend to experiment with other packages such as LAMMPS [18, 19] to see if we can compute lower energy protein conformations on larger proteins than is possible with GROMOS96.
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