In this paper we prove the existence of an optimal domain which minimizes the buckling load of a clamped plate among all bounded domains with given measure. Instead of treating this variational problem with a volume constraint, we introduce a problem without any constraints, but with a penalty term. We concentrate on the minimizing function and prove that it has Lipschitz continuous first derivatives. Furthermore, we show that the penalized problem and the original problem can be treated as equivalent. Finally, we establish some qualitative properties of the free boundary.
Introduction
The question, which domain minimizes the first eigenvalue of the Laplacian with Dirichlet boundary conditions, is probably one of the most famous questions in shape optimization. In 1877, Lord Rayleigh claimed that among all plane domains with the same area the disk is the optimal domain [19] . In the 1920s, G. Faber and E. Krahn simultaneously, but independently, proved Lord Rayleigh's conjecture [7, 14] . The present work is concerned with an apparently analogue question, namely which domain of given measure minimizes the buckling load of a clamped plate? There exists a conjecture concerning the buckling load, which is analogue to Rayleigh's conjecture. In 1951, G. Polya and G. Szegö claimed that the ball minimizes the buckling load among all open sets of given measure [18] . Thereby the buckling load of a domain Ω ⊂ R n , n ≥ 2, is defined as Λ(Ω) := min in Ω. Thus, we call Λ(Ω) the first buckling eigenvalue of Ω. The Polya-Szegö conjecture is still not proven. However, some partial results are known.
Assuming that the first eigenfunction does not change its sign, G. Szegö gave a proof [18, 21] . Though, in general the eigenfunction does not satisfy the assumed property. Considering the two-dimensional case, two uniqueness results are known. Assuming that a smooth and simply connected optimal domain exists, H. F. Weinberger and B. Willms (see [22] ) were able to prove the Polya-Szegö conjecture. Performing the shape derivative of the optimal domain, they obtained a further boundary condition for the eigenfunction. Denoting the eigenfunction by u, they found that ∆u + Λu = const. in the optimal domain. Subsequently, applying estimates between the first buckling eigenvalue and higher Dirichlet-Laplace eigenvalues they could prove that the optimal domain is a disk. Secondly, it is possible to adopt the proof of E. Mohr, who showed that under the previous assumptions the disk minimizes the first eigenvalue of a clamped plate [16] , to the buckling of a clamped plate [12] . This approach uses the second domain derivative of the optimal domain. In 2003, M. S. Ashbaugh and D. Bucur in [2] proved the existence of an optimal domain among all simply connected domains of given measure in two dimensions. They did not gain any result regarding the regularity of the optimal domain, but they outlined possible ways of applying the Weinberger-Willms idea without a priori assuming the regularity of the optimal domain. The previous mentioned articles focus on the optimal domain and examine the eigenfunction just marginally. In this work, we choose an opposed strategy and concentrate ourselves on the eigenfunction. In this way, we prove the existence of an optimal domain among all open sets of given measure which are contained in a large ball B ⊂ R n (n ∈ {2, 3}). Thus, we avoid the difficulties, which apprear considering subsets of R n instead of subsets of B. Particularly, the existence of an optimal domain now follows from the direct method in the calculus of variation. In contrast to M. S. Ashbaugh and D. Bucur in [2] , we do not require any concentration compactness methods. In order to obtain an optimal domain, which fulfils the volume condition, we solve a penalized variational problem. In this way, the volume condition is not a side condition anymore and we obtain a variational problem without any constraints. We will prove the existence of a solution for the penalized problem and show that this solution solves the original problem if the penalized problem satisfies a certain condition. Furthermore, we will obtain that the first order derivatives of each solution of the penalized problem are Lipschitz continuous. We will prove that the first order derivatives of the solutions do not degenerate along the free boundary. Consequently, we can establish a lower bound on the free boundary's density and derive that the free boundary is a nullset with respect to the n-dimensional Lebesgue measure. Moreover, the lower bound on the density allows us to deduce some results regarding the shape of the optimal domain.
In the sequel, we analyze the following minimizing problems. Let B ⊂ R n be a ball with large volume, i. e. |B| >> 1. Then for v ∈ H In addition, for a function v ∈ H 2,2 0 (B) we set
Now we fix an ω 0 ∈ R with 0 < ω 0 << |B|. This quantity ω 0 is the intended volume the optimal domain should attain. Hence, the question which set among all open subsets of B with given measure ω 0 minimizes the first buckling eigenvalue is equivalent to the following variational problem:
This is the actual problem we will solve. Assuming that u ∈ H 2,2 0 (B) solves the problem (P ), the optimal set is O(u). However, the volume condition |O(u)| = ω 0 causes several difficulties while discussing the problem (P ). Whenever we perturb a function u ∈ H 2,2 0 (B) with |O(u)| = ω 0 , we have to guarantee that the perturbed function satisfies the volume constraint as well. To avoid this difficulty, we follow an idea of H. W. Alt and L. A. Caffarelli in [1] and consider a penalized problem. In this way, non-volume preserving perturbations are allowed. For this purpose, we define for ε > 0 the function
Now we set for v ∈ H 2,2 0 (B)
The additional term f ε penalizes the functional if the n-dimensional Lebesgue measure of O(u) gets larger than ω 0 . Thus, we may omit the side condition '|O(u)| = ω 0 ' in the problem (P ) and obtain the following new variational problem, in which no constraints occur:
Handling this problem is much more comfortable than the problem (P ). Indeed, in the sequel we will often take advantage of the opportunity to perform non-volume preserving perturbations of the eigenfunction.
Existence of a Solution of the Penalized Problem
To begin with, we prove the existence of solutions for the penalized problem (P ε ) and establish a first regularity result for the minimizers. We obtain the existence of a minimizer u ε ∈ H 2,2 0 (B) for the functional J ε for every ε > 0 and show that each u ε is a solution of the buckled plate equation in the set O(u). Moreover, we obtain that the n-dimensional Lebesgue measure of O(u) cannot be smaller than the intended volume ω 0 . In addition, we detect the Hölder continuity of the first order derivatives of the solutions of the penalized problem (P ε ). Using the direct method in the calculus of variation, we prove the existence of a solution of the penalized problem (P ε ). Proof. Since the functional J ε (as defined in (3)) is nonnegative, there exists a minimiz-
Without loss of generality, we assume that there exists a constant C > 0 such that J ε (u k ) ≤ C for all k ∈ N; otherwise we set J ε (u k ) = ∞. Thus, we are able to normalize the sequence (
Thus, there exists a subsequence (u k ) k which converges weakly to an u ε in H 2,2 0 (B) . We observe that ∇u ε L 2 (B) = 1. The lower semicontinuity of the H 2,2
It remains to prove the lower semicontinuity of the penalization term f ε with respect to the weak convergence in H 2,2 0 (B). Since f ε is nondecreasing, it is sufficient to show that
where O(u k ) and O(u ε ) are defined as in (1) . For this purpose, note that due to the theorem of Banach-Alaoglu, there exists a function β ∈ L ∞ (B) with 0 ≤ β ≤ 1 such that (at least for a subsequence of (u k ) k ) there holds
Consequently, we obtain 0 = lim
where v + := max{v, 0} and v − := max{−v, 0}. Since both summands are nonnegative, this implies β = 1 almost everywhere in O(u ε ). Hence,
Finally, we find
Note that for n ∈ {2, 3} the set O(u ε ) (defined as in (1)) is an open subset of B. Specifically, the normalization ∇u ε L 2 (B) = 1 provides that u ε ≡ 0 and so O(u ε ) = ∅. [18, 21] . Therefore, in this work, we only consider the case that the two phases touch.
Note that we do not have any information whether the n-dimensional Lebesgue measure of ∂O(u ε ) = ∂{u ε > 0} ∪ ∂{u ε > 0} is zero or not. We cannot answer this question until Lemma 13 . From now on, we set
Classical variational arguments show that each minimizer u ε of the functional J ε in H 2,2 0 (B) solves the buckled plate equation in O(u ε ), i. e.
where Λ ε is defined in (5) . The next theorem shows that for every ε > 0 the n-dimensional Lebesgue measure of O(u ε ) cannot fall below ω 0 . This result is independent of ε.
Proof. We assume that |O(u ε )| < ω 0 holds for at least one ε > 0. Since u ε is continuous, we can choose x 0 ∈ ∂O(u ε ) \ ∂B such that x 0 is an accumulation point of {x ∈ B :
0 (B r (x 0 )) and v is a solution of
) and our assumption implies |O(v)| ≤ ω 0 if r is chosen sufficiently small. Therefore, the penalization term f ε (as defined in (2)) fulfils f ε (|O(v)|) = 0 and f ε (|O(u ε )|) = 0, of course. The minimality of u ε with respect to J ε then leads to the following local inequality:
Using integration by parts, Green's identity and the definition of v, we calculatê
Hence, inequality (7) reads aŝ
0 (B r (x 0 )), we can apply Poincaré's inequality. This yieldŝ
Provided that the integral in (8) 
This penalization term was chosen by C. Bandle 
Obviously, arguing like in the proof of Theorem 2 does not work anymore. However, we would need an estimate in the form of 
C 1,α Regularity of the Minimizers u ε
Our next aim is to show the Hölder continuity of the first order derivatives of u ε . We choose an approach using Morrey's Dirichlet Growth Theorem, which has been used for similar problems (see [3] , e.g.). For the proof of the following theorem we refer to [17] .
for every B r (x 0 ) with x 0 ∈ B. Then ϕ ∈ C 0,α (B) .
We need to verify the assumptions of Theorem 3 for the second order derivatives of u ε . Since we are not interested in any local results, we must allow to consider balls B R (x 0 ) leaving B. For this reason, we need the version of Morrey's Dirichlet Growth Theorem formulated above. Thus, we may consider
Now let x 0 ∈ B and R > 0. We define the comparison functionv bŷ
where
We only consider balls B R (x 0 ) which intersect O(u ε ) and satisfy O(u ε ) ⊂ B R (x 0 ); otherwise, the function v vanishes. Now suppose 0 < r < R. Then the estimatê
is obvious. The next lemma helps to estimate the last term in the above inequality.
Lemma 1. Using the above notation, there exists a constant C > 0 such that for each r < R the following estimate holdŝ
Thereby the constant C is independent of r, R and x 0 .
Proof. We first show that
Note that this claim is obvious if
Since v is the unique solution of
the claim is proven.
It remains to estimate the first integral on the right hand side of (11).
Lemma 2. Assume the same situation as in Lemma 1. Then the estimatê
holds for each α ∈ (0, 1), where C is a positive constant depending only on n, ω 0 and Λ ε .
Proof. We fix R < 1 such that |B R (x 0 )| < ω 0 . Due to Theorem 2 this implies |B R (x 0 )| < |O(u ε )| and the case O(u ε ) ⊂ B R (x 0 ) is excluded. As mentioned above, we only consider the case
. We obtain the result by comparing the J ε -energies of u ε andv, wherev is defined as in (10) . Yet, it may occur that O(v) ⊃ O(u ε ). This inhibits a reasonable comparison of J ε (u ε ) and J ε (v) because of the monotonicity of the penalization term. We circumvent this problem by scalingv. This step is not necessary if there holds O(v) ⊂ O(u ε ). In this case, we can compare J ε (u ε ) and J ε (v) immediately. Therefore, we now concentrate on the case
To be precise, B is thought to be a ball with radius R 0 and centre x B . We set B * = B R * (x B ), where
) and we estimate
Using Taylor's expansion and Theorem 2 yield
The minimality of u ε for J ε in H 2,2 0 (B) now implies
Rearranging terms we obtain the local inequalitŷ
where we denote
, we obtain
Integration by parts and Young's inequality implŷ
Since we only consider n ∈ {2, 3}, the classical Sobolev embedding theorems imply
Hence, estimate (12) yieldŝ
and R < 1 the claim is proven.
The next lemma is the last technical tool, which is necessary to prove the C 1,α regularity of the minimizer. For the proof we refer to [9] , Chapter III.
Lemma 3. Let Φ be a nonnegative and nondecreasing function. Suppose that there exist positive constants
γ, α, κ, β , β < α, such that for all 0 ≤ r ≤ R ≤ R 0 Φ(r) ≤ γ r R α + δ Φ(R) + κ R β .
Then there exists a constant
where c is a constant depending on α, β and γ .
Theorem 4. Let u ε be a solution of the penalized problem
Proof. We choose x 0 ∈ B and fix R < 1 such that |B R (x 0 )| < ω 0 . Now let 0 < r < R.
As mentioned above, we only consider the case B r (x 0 ) ∩ O(u ε ) = ∅. Now consider the comparison functionv as in (10) . Due to Lemma 1 and Lemma 2, estimate (11) becomeŝ
and applying Lemma 3 leads tô
Since R was fixed, for every i = 1, . . . , n there holdŝ
for every B r (x 0 ) with r < R and x 0 ∈ B. Consequently, Theorem 3 implies ∂ i u ε ∈ C 0,α (B) and we finally obtain u ε ∈ C 1,α (B) for each α ∈ [0, 1).
The C 1,α regularity of u ε allows us to split ∂O in the two parts
0 (B). Moreover, the continuity of ∇u ε implies that Γ 1 ε is a nullset with respect to the n-dimensional Lebesgue measure.
From now on, we set
and call Γ 0 ε (= ∂Ω(u ε )) the free boundary. 
Furthermore, the homothety property t 2 Λ(tM ) = Λ(M ) of the buckling eigenvalue implies
where Λ 1 is the first buckling eigenvalue of
Consequently, the α-Hölder coefficients of u ε and ∇u ε are bounded independently of ε, Moreover, we find that these bounds are also independent of α. This is a consequence of Morrey's Dirichlet Growth Theorem. Hence, the Hölder coefficients of u ε and ∇u ε for arbitrary α ∈ [0, 1) are bounded by constants, which are independent of α and ε, but depend on n and ω 0 .
C 1,1 Regularity of the Minimizers
In this section, we prove the C 1,1 regularity of the minimizers u ε in B. In particular, we show that bound on the second order derivatives of a minimizer u ε is independent of the parameter ε. For this purpose, we first show that ∆u ε is bounded independently of ε almost everywhere in B. In the sequel, we denote for
Since u ε solves (6), U ε is a harmonic function almost everywhere in Ω(u ε ).
Proof. Suppose x 0 ∈ B and r > 0. We consider the functional
and minimize F ε in C ε Br(x 0 ) . Without loss of generality, we assume that B r (x 0 ) intersects ∂Ω(u ε ). Otherwise the claim is obvious since
.
Now consider a ball B r (x 0 ), which intersects the free boundary. We will prove that the mean-value of |∆u ε | 2 over this ball is bounded independently of x 0 , r and ε. This boundedness will be the essential observation in proving the C 1,1 regularity of a minimizer u ε . For the time being, we choose x 0 ∈ B close to the free boundary. By 'close' we mean dist(x 0 , ∂Ω(u ε )) < 1 4 in this context. Furthermore, we consider r > 0 such that B r (x 0 ) intersects the free boundary. Thus, there holds 0 < r < 1 4 . Now we set
Note that there holds α r ∈ ln (3) 2 ln(2) , 1 and r 1−αr = 1 − r. The following technical lemma is cited from [10] .
Lemma 5. Let f (t) be a nonnegative bounded function defined for
where A, B and ϑ are nonnegative constants and ϑ < 1. Then there exists a constant γ > 1, depending on l and ϑ such that for every ρ, R, T 0 ≤ ρ < R ≤ T 1 we have
Theorem 6. Let u ε be a solution of the problem (P ε ). Suppose x 0 ∈ B and 0 < r < 1 4 such that
The constant M 0 depends on n and ω 0 , but in particular, not on x 0 , r or ε.
Proof. Let x 0 ∈ B and r ∈ (0, 1 /4) such that B r (x 0 ) intersects ∂Ω(u ε ). For the sake of convenience, we consider x 0 = 0. Note that there exists at least one pointx ∈ B r (x 0 ) ∩ ∂Ω(u ε ). Now let r 2 ≤ t < s ≤ r. Consider the smooth functions µ ∈ C ∞ 0 (B s (0)) and η ∈ C ∞ (R n ) with
Remember that for cut-off functions like these there holds
Bs(0) . Therefore, Theorem 5 impliesB
Consequently, there holdŝ
We estimate the integrals on the right hand side separately. Since µ ≥ 0, we obtain for the first one
Applying Cauchy's inequality, we get
This leads to
Next, we estimate the second integral on the right hand side of (17) . Since η(1−r)−1 ≤ 0, we achieveB
Applying Cauchy's inequality once more leads tô
Since ∇u ε is α r -Hölder continuous, (16) yieldŝ
Now we go back to (17) and obtain
Again, we apply Cauchy's inequality and achievê
Now we add three times the left hand side of the above inequality to both sides of the inequality. This 'fills the hole' in the domain over which the integral on the right hand side is taken. We obtain
Thus, we may apply Lemma 5 and obtain
Note that the constant C is independent of x 0 , r and, in particular, of ε. It only depends on n and ω 0 .
Theorem 6 allows to show that ∆u ε is bounded almost everywhere in B. To prove this, we set Ω
and divide the closure of Ω(u ε ) in three parts (provided that Ω * (u ε ) = Ω(u ε )):
1. the inner part Ω(u ε ) \ Ω * (u ε ), in which the distance of each point to the free boundary is 'large', 2. the inner neighbourhood Ω * (u ε ) of the free boundary, which contains points with sufficiently small distance to the free boundary, 3. the free boundary itself.
In each of this sets we establish a bound on ∆u ε . If Ω * (u ε ) = Ω(u ε ), it suffices to consider Ω(u ε ) and the free boundary. In this case, a separate analysis of an inner part is not necessary (see Remark 5) . Establishing a separate bound on the free boundary is necessary since we still do not know whether the free boundary is a nullset with respect to the n-dimensional Lebesgue measure or not. Due to well-known results in the theory of Partial Differential Equations, we get an inner bound for the second order derivatives of u ε , which is independent of the parameter ε.
Lemma 6. There exists a constant
Our next step is establishing a bound on ∆u ε in Ω * (u ε ). Due to Theorem 6, this bound is independent of ε, too.
Lemma 7. There exists a constant
Proof. Recall that U ε is harmonic almost everywhere in Ω(u ε ). Choose x 0 ∈ Ω * (u ε ) and δ > 0 such that
4 for δ sufficiently small since x 0 ∈ Ω * (u ε ). We extend the ball B d (x 0 ) to B d+d n+1 (x 0 ) and correct our error immediately. Hence,
Now we take absolute values and estimate applying Hölder's inequality. Since d is bounded from above by 1 4 , we obtain
Thus, applying Theorem 6 yields
where M 0 is the constant introduced in Theorem 6. Since x 0 ∈ Ω * (u ε ) was chosen arbitrarily, and the constant in (19) is independent of x 0 and d 0 , the claim is proven.
Remark 5.
If Ω * (u ε ) = Ω(u ε ), the previous lemma gives an estimate for each x ∈ Ω(u ε ).
In this case, we could omit Lemma 6. In the proof of Lemma 7, we need to control the distance to the free boundary by a fixed quantity. This is why we need a separate analysis of
Finally, yet importantly, we need a uniform bound for ∆u ε on the free boundary ∂Ω(u ε ). If the free boundary was a Lebesgue nullset, we obviously would not need this consideration.
Lemma 8. Suppose L n (∂Ω(u ε )) > 0. Then for almost every x ∈ ∂Ω(u ε ) there holds
where M 0 is the constant introduced in Theorem 6.
Proof. Since ∆u ε ∈ L 2 (B) and we suppose L n (∂Ω(u ε )) > 0, almost every x ∈ ∂Ω(u ε ) is a Lebesgue Point of |∆u ε | 2 . Hence, Theorem 6 implies
Joining the Lemmata 6, 7 and 8 we achieve the main theorem of this section.
Theorem 7.
There exists a constant M > 0, depending on n and ω 0 , such that for each minimizer u ε of the functional
To prove the C 1,1 regularity we show that the second order derivatives of u ε are bounded almost everywhere in B. We again divide Ω(u ε ) in the three parts mentioned in the beginning of the previous section (provided that Ω * (u ε ) = Ω(u ε )). Due to Lemma 6, we already know that the second order derivatives of u ε are bounded in Ω(u ε ) \ Ω * (u ε ). Using an idea of J. Frehse in [8] , we find a uniform bound in the set Ω * (u ε ). In a similar way, L. A. Caffarelli and A. Friedman argue in [5] . Finally, we establish a bound on the second order derivatives on the free boundary. Note that the essential device for proving the next lemma is Theorem 7.
Lemma 9. There exists a constant
Proof. Let G n : R n → R be the biharmonic fundamental solution, i.e.
Now we choose x 0 ∈ Ω * (u ε ) and set r := 1 2 dist(x 0 , ∂Ω(u ε )). We consider the cut-off functions η ∈ C ∞ 0 (B r (x 0 )) and µ ∈ C ∞ (B r (x 0 )) satisfying
For 1 ≤ k, l ≤ n we define
Straightforward computation shows that
We apply the operator L kl on both sides of (20) . On the right hand side, this yieldŝ
Following the lines of Frehse [8] , we estimate the integrals on the right hand side seperately. Thereby, we make use of the partial differential equation the minimizer u ε satisfies almost everywhere and apply Theorem 7. After some straight forward computations we obtain
Let us emphasize once more that the constant C is independent of l, k, x, x 0 , and r. Hence, applying L kl on both sides of (20) leads to
This proves the claim.
It remains to establish a bound on the second order derivatives of u ε on the free boundary, provided that L n (∂Ω(u ε )) > 0. For this purpose, we have to show that the mean-value of D 2 u ε over balls with their centre in the free boundary is uniformly bounded. This is done using the same construction as in the proof of Theorem 6. Then a Lebesgue Point argument as in Lemma 8 leads to a uniform bound on D 2 u ε on ∂Ω(u ε ). Thus, we leave the proof to the reader.
Lemma 10.
Let u ε be a minimizer of J ε . Suppose x 0 ∈ ∂Ω(u ε ) and r > 0 such that
The boundedness of D 2 u ε on the free boundary now follows analogously to Lemma 8.
Corollary 1. Let u ε be a minimizer of the functional J ε and suppose
The main theorem of this section now follows from Lemma 6, Lemma 9, and Corollary 1 . 
Equivalence of the Penalized and the Original Problem
In this section, we achieve a critical parameter ε 0 > 0 such that u ε solves the original problem (P ) if we choose ε < ε 0 . In this way, the problems (P ε ) and (P ) can be treated as equivalent. The uniform bound on the second order derivatives of u ε , which we established in the previous section, is crucial for proving the equivalence of the problems (P ε ) and (P ). In the end of this section, we compute the first variation of the functional J . Following the lines of T. Stepanov and P. Tilli in [20] , we establish an Euler-type equation for u ε . This Euler-type equation helps to quantify the critical value ε 0 . Proof. From Theorem 2 we know that |O(u ε )| ≥ ω 0 holds for each ε > 0. Hence, we need to disprove |O(u ε )| > ω 0 for ε sufficiently small. Therefore, let us assume that there is a minimizer u ε with |O(u ε )| > ω 0 . Consequently, we can choose an x ε ∈ O(u ε ) such that r ε := dist(x ε , ∂O(u ε )) = dist(x ε , ∂Ω(u ε )) and
Lemma 11. Let
We construct a comparison function v ε ∈ H 2,2 0 (B), which is equal to u ε outside of B 2rε (x ε ) and vanishes in B rε (x ε ). For this reason, let η ∈ C ∞ c (B 2rε (x ε )) be a cut-off function with 0 ≤ η ≤ 1 and η ≡ 1 in B rε (x ε ). Defining v ε := u ε − ηu ε , we obtain the desired comparison function. Moreover, we find
Subsequently, the monotonicity of the penalization term f ε implies
Now comparing the J ε -energies of u ε and v ε and applying Lemma 11 leads to
In the following, we will show that there exists a constant C(n, ω 0 ) such that
In addition, we prove that
Combining these two estimates with (23) yields
Due to the Lipschitz continuity of ∇u ε and Remark 4 we obtain 1 2ε
Hence, if |Ω(u ε )| > ω 0 , then
In other words, if we choose ε < ε 0 , then (26) cannot hold true and we obtain O(u ε ) = ω 0 . Thus, to finish the proof of this theorem, it remains to establish the estimates (24) and (25). We start by proving the estimate (24). Applying Cauchy's inequality we obtain
Now note that Lemma 10, together with Theorem 3, implies
Furthermore, ∆u ε is bounded independently of ε. Subsequently, we obtain
This proves (24). In the same way as above, we estimatê
Thus, for r ε sufficiently small we obtain (25).
Remark 7.
Note that it is essential to choose an x ε ∈ O(u ε ) instead of x ε ∈ ∂O(u ε ) in the previous proof. If we assumed x ε ∈ ∂O(u ε ), we would not obtain the estimate (26), but 1 2ε
However, we do not know if this inequality is contradictory for small ε. If x ε is located in a very thin part of O(u ε ), e. g. a thin cusp, the above estimate might even be true for every ε. In the previous proof, we could avoid this difficulty by choosing an x ε ∈ O(u ε ). Thus, on the left hand side of inequality (26) the full measure of the ball B rε occurs. Consequently, the radius r ε and the centre x ε cancel and the only dependence on ε is contained in the factor 1 /2ε. In this way, we obtain the desired contradiction.
In the sequel, we always consider ε < ε 0 . Consequently, O(u ε ) fulfils the volume condition, i. e. |O(u ε )| = |Ω(u ε )| = ω 0 and u ε is a solution of the original problem (P ).
In this way, we can treat the penalized problem (P ε ) and the original problem (P ) as equivalent. For this reason, we omit the index ε and write u instead of u ε and Λ instead of Λ ε .
Remark 8. Note that u minimizes the functional J not only among all
0 (B) with |O(v)| ≤ ω 0 , as well.
Remark 9. Since
Λ ε is the buckling eigenvalue of the domain Ω(u ε ).
At this point, we can make a first statement regarding the shape of Ω(u).
Corollary 2. The optimal domain Ω(u) is connected.
Proof. Let us assume that Ω(u) is the union of two disjoint sets Ω 1 and Ω 2 . Let u be the corresponding eigenfunction on Ω(u). Then according to the previous results there holds u ∈ H 2,2 0 (Ω 1 ) and u ∈ H 2,2 0 (Ω 2 ). Furthermore, |Ω 1 | , |Ω 2 | < ω 0 . Now we define
0 (B). Since |Ω(u 1 )| < ω 0 , Remark 8 and Theorem 9 imply
Due to the normalization ∇u L 2 (B) = 1 this is equivalent tô
This means J (u 2 ) < Λ, which is contradictory to the minimality of Λ.
Next, we compute the first variation of the functional J ε in
Crucial for this computation is the C 1,1 regularity of a minimizer u and the embedding theorem 10. For the proof of this theorem we refer to [6] or [13] , Chapter A.1.
) and the following estimate holdŝ
where C does not depend on v.
Proof. Since U is harmonic almost everywhere in Ω(u), it is sufficient to assume B r (x 0 )∩ ∂Ω(u) = ∅. The main difficulty in this proof is the choice of an appropriate test function. We require a perturbation v of u with v ∈ H 2,2 0 (B), which fulfils |O(v)| ≤ |O(u)|. A perturbation, which enlarges the support, inhibits a reasonable comparison of the Jenergies because of the monotonicity of the penalization term. Let us consider ϕ ∈ C ∞ c (B r (x 0 )) with ϕ ≥ 0. The natural way to choose a test function, which decreases the Lebesgue measure of O(u), would be (u − δϕ) + for some small positive δ. However, in general this function is not in H 2,2 (B r (x 0 )). Hence, we need a regularization of the positive part. Therefore, we define for δ > 0
Thus,
where O(δ) collects all terms, which vanish in the limit as δ tends to zero. Furthermore, in {0 < u − δϕ < u} we find that
if we choose 0 < δ < 1 2 . Now we compare the J -energy of h δ (u − δϕ) with Λ. The minimality of u implies
Consequently, we get the local estimate
For the sake of convenience, we write B r instead of B r (x 0 ) and h δ instead of h δ (u − δϕ). The first integral on the left hand side of the above inequality can be reformulated aŝ
Going back to (30) and using (31) and (32) we achieve
For the last integral on the right hand side we obtain
since |{0 < u ≤ δϕ}| tends to zero as δ tends to zero. Note that we are allowed to integrate by parts since almost every level set {u = δϕ} is smooth. Thus, (33) simplifies to 2δB
Dividing by δ and letting δ tend to zero proves the claim.
With some obvious changes, we can also prove the following corollary.
U∆ϕ dx ≥ 0 .
The Free Boundary
The crucial step for all further results concerning the free boundary is the nondegeneracy of a minimizer u along the free boundary We roughly follow the idea of C. Bandle and A. Wagner in [4] . Note that in this paper, the authors chose a penalization term likef ε as defined in Remark 2. In summary, the crucial point in that proof is the strictly monotone penalization term and the fact that the minimizer satisfies the volume condition. As described in Remark 2, with a strictly monotone penalization term we would not have been able to show that a minimizer u satisfies the volume condition in our case. However, we now know that assuming ε ≤ ε 0 each minimizer u ε of J ε satisfies |Ω(u ε )| = ω 0 . Hence, for ε ≤ ε 0 and u ε a minimizer of J ε in H 2,2 0 (B) there holds
In the sequel, we show that for ε sufficiently small the minimizer u ε of J ε is also a minimizer of the functional I ε : H 2,2 0 (B) → R defined by
Thereby, the new termf ε is defined as in Remark 2.
Theorem 12.
There exists a parameter ε 1 
where u = u ε is a minimizer of J ε .
Proof. Assume that there exists a v ε ∈ H 2,2 0 (B) with
Note that assuming |O(v ε )| ≥ ω 0 leads to a contradicition since u minimizes J ε . Thus, we assume |O(v ε )| < ω 0 and distinguish two cases.
2 . The homothety of Λ implies
As a consequence,
Due to the assumption on |O(v ε )| we find
Thus, the claim follows setting ε 1 = min
The previous theorem shows that, for ε ≤ min{ε 0 , ε 1 }, the domain Ω(u ε ) stays optimal even if we reward the Rayleigh quotient J while concerning a domain with smaller Lebesgue measure. From now on we always consider ε = min{ε 0 , ε 1 } and denote u ε = u. Thus, every solution u of problem (P ) is a minimizer of I ε , too. The next theorem shows the nondegeneracy of u along the free boundary. 
|∇u|.
The constant c 0 is independent of x 0 and r.
Proof. We prove the claim by contradiction. Assume that there is a sequence of minimizers (u k ) k , a sequence (x k ) k with x k ∈ ∂Ω(u k ) and a sequence of radii (r k ) k with r k ≤ r 0 such that
This assumption immediately implies
0 (B) and
Recall that we set ε := min{ε 0 , ε 1 }. Then for each k ∈ N Theorem 12 implies
By definition of v k and estimate (36) we get the local inequalitŷ
We estimate the integrals on the right hand side separately. The C 1,1 regularity of u k and assumption (35) implŷ
For the second integral on the right hand side of (37) we use assumption (35) and obtain
The last integral in (37) can be estimated analougously to estimate (25) in the proof of Theorem 9. We obtain
The last inequality fixes the critical radius r 0 . Joining the previous results, we obtain
Since we assume ξ k to converge to zero as k tends to infinity, there exists a
Obviously, this is contradictory. 
This implies immediately
As a direct consequence of the density bound (38), we find that ∂Ω(u) is a nullset with respect to the n-dimensional Lebesgue measure. Hence, the free boundary ∂Ω(u) does not contain any Lebesgue Point of χ Ω(u) and therefore L n (∂Ω(u)) = 0.
In addition, the density estimate (38) enables us to derive some more properties of the free boundary. The proof of the next lemma follows exaclty as in [4] . As a consequence, we may let the radius of B tend to infinity without affecting Ω(u), provided the centre of B is contained in Ω(u). In particular, the optimal domain cannot form thin tentacles but remains a bounded domain. The density estimate (38) carries even more information about the shape of the free boundary. , n = 3 .
Then the lower bound on the density immediately implies
ϑ ≥ 2πc 1 , n = 2 2 arccos(1 − 2c 1 ) , n = 3 .
Hence, the opening angle ϑ is bounded from below.
At this point, we should emphasize that we gained the previous results although we cannot exclude that there are branch points on the free boundary. Next, we show the existence of a representative W of U, which is superharmonic in the nonnegative phase and subharmonic in the nonpositive phase. For this purpose, we need the following definition, which is mainly cited from [15] . We now combine ideas of [5] and [15] to gain the representative W. Proof. We restrict ourselves to prove the assertions only in Ω + . The changes one has to make for proving the other case are obvious. Consider x 0 ∈ Ω + and R > 0 such that B R (x 0 ) ⊂ Ω + . We choose 0 < r < s < R and set ψ t (x) := 1 ωnt n , |x − x 0 | < t 0, otherwise .
Following the lines of [15] , Theorem 2.58, we construct a sequence of functions ϕ k ∈ C ∞ c (B R (x 0 )) with ϕ k ≥ 0 and
For further details in construction the sequence (ϕ k ) k we refer to [15] . Since each ϕ k is a suitable comparison function, Theorem 11 implies
U∆ϕ k dx.
Passing to the limit k → ∞ we obtain 1 |B r |B r (x 0 )∩{u>0} W dx and W is superharmonic in the sense of Definition 2.
