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Abstract
Combinatorial scientific computing plays an important enabling role in com-
putational science, particularly in high performance scientific computing. In
this thesis, we will describe our work on optimizing matrix-vector multiplica-
tion using combinatorial techniques. Our research has focused on two different
problems in combinatorial scientific computing, both involving matrix-vector
multiplication, and both are solved using hypergraph models. For both of these
problems, the cost of the combinatorial optimization process can be effectively
amortized over many matrix-vector products.
The first problem we address is optimization of serial matrix-vector multipli-
cation for relatively small, dense matrices that arise in finite element assembly.
Previous work showed that combinatorial optimization of matrix-vector mul-
tiplication can lead to faster assembly of finite element stiffness matrices by
eliminating redundant operations. Based on a graph model characterizing row
relationships, a more efficient set of operations can be generated to perform
matrix-vector multiplication. We improved this graph model by extending the
set of binary row relationships and using hypergraphs to model more compli-
cated row relationships, yielding significantly improved results over previous
models.
The second problem we address is parallel matrix-vector multiplication for
large sparse matrices. Parallel sparse matrix-vector multiplication is a particu-
larly important numerical kernel in computational science. We have focused on
optimizing the parallel performance of this operation by reducing the communi-
cation volume through smarter, two-dimensional matrix partitioning. We have
developed and implemented a recursive algorithm based on nested dissection to
partition structurally symmetric matrices. In general, this method has proven
to be the best available for partitioning structurally symmetric matrices (when
considering both volume and partitioning time) and has shown great promise
for information retrieval matrices. We also developed a second, simpler method
that is fast and works well for many symmetric matrices.
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1 Introduction
Combinatorial scientific computing (CSC) plays a vital enabling role in com-
putational science and engineering [38]. Many scientific computing problems
require tasks that are inherently combinatorial; others have more subtle under-
lying discrete structures that complement the analytic structures of the prob-
lems. As problems in computational science continue to grow larger, and their
solutions more complex, exploitation of these combinatorial structures will be-
come increasingly important. In recent years researchers in CSC have come
together as a cohesive community. The first SIAM Workshop on Combinato-
rial Scientific Computing (2004) was followed by two international workshops,
and mini-symposia dedicated to CSC are not uncommon at international con-
ferences.
For several decades, combinatorial algorithms have also played an important
role in algorithms for parallel scientific computing. They have been integral to
the development of parallel direct and iterative methods for solving sparse linear
systems, for example, as well as to parallel N-body simulations. As applications
of computational science grow in size and complexity, and computers have ever
larger numbers of processors/cores, these combinatorial algorithms for efficient
parallelism will become increasingly important. Creation of the SciDAC Combi-
natorial Scientific Computing and Petascale Simulations (CSCAPES) institute
can be seen as an indication of the enabling role that CSC will play in petascale
simulations [9]. The focus of CSCAPES research is on four areas of CSC of
great importance for large-scale parallel scientific simulations: partitioning and
load-balancing, automatic differentiation, graph algorithms (in particular, graph
coloring and matching), and performance improvement. The hope is that with
improvements in the underlying combinatorial methods, the parallel efficiency
of petascale simulations will be greatly increased.
1.1 Overview of Ideas
In this thesis, we will describe our work on optimizing matrix-vector multipli-
cation with combinatorial techniques, focusing on two combinatorial scientific
computing problems related to matrix-vector multiplication (one of which has
been partially funded by CSCAPES). First, we will address the optimization
of serial matrix-vector multiplication for relatively small, dense matrices that
arise in finite element assembly. Previous work showed that combinatorial op-
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timization of matrix-vector multiplication can lead to faster evaluation of finite
element stiffness matrices by removing redundant operations. Based on a graph
model characterizing row relationships, a more efficient set of operations can
be generated to perform matrix-vector multiplication. We will describe how
we improved this graph model by extending the set of binary row relationships
and using hypergraphs to model more complicated row relationships, yielding
significantly improved results over previous models. This optimization of the
matrix-vector products is costly compared to the cost of the actual matrix-
vector product. However, for problems such as finite element assembly, this
optimization cost can be amortized over many matrix-vector products (e.g., one
for each element in finite element assembly). This goal of this work is to im-
prove the performance of computing serial matrix-vector products for relatively
small, dense matrices. However, this optimized numerical kernel can be uti-
lized in parallel simulations (e.g., large finite element simulations), where each
process executes its optimized serial matrix-vector product code simultaneously.
The second problem we will address is parallel matrix-vector multiplication
for large, sparse matrices. Parallel sparse matrix-vector multiplication is a par-
ticularly important numerical kernel in computational science. Many important
numerical algorithms such as iterative methods and PageRank computations
rely on fast sparse matrix-vector multiplication computations. Large scientific
simulations rely on parallel algorithms to solve large problems in a reasonable
amount of time. Thus, it is extremely important to make this parallel sparse
matrix-vector multiplication kernel as fast as possible. There are several fac-
tors that affect the performance of parallel sparse matrix-vector multiplication,
including load balance, communication volume, memory utilization, and num-
ber of messages communicated. We have focused on optimizing the parallel
performance of this operation by reducing the communication volume (while
maintaining good load balance) through smarter, two-dimensional matrix par-
titioning. The target platforms for our work are parallel computers, in particular
massively parallel machines, where communication bandwidth between proces-
sors/cores is at a premium. We will describe the recursive algorithm that we
have developed and implemented, which is based on nested dissection to par-
tition structurally symmetric matrices. In general, this method has proven to
be the best available for partitioning structurally symmetric matrices (when
considering both volume and partitioning time) and has shown great promise
for information retrieval matrices. The cost of partitioning methods (even in
parallel) is relatively expensive when compared to the cost of a single parallel
sparse matrix-vector multiplication operation. However, when the partitioning
cost is amortized over many improved parallel sparse matrix-vector products
(e.g., in an iterative method for a long simulation), a significant reduction in
the total execution time can be achieved.
2
1.2 Organization
In Chapter 2, we provide the basic background information needed to under-
stand our new contributions in this work. First, we give a brief overview of basic
graph and hypergraph concepts, which will be used in both of the problems we
address. Then, we describe the basic parallel matrix-vector multiplication algo-
rithm that we are trying to improve in the second part of the thesis. We follow
this section with an overview of graph and hypergraph partitioning, which will
be an integral part to our new sparse matrix partitioning methods. Next, we
describe previous work on partitioning both dense and sparse matrices. We
finish this chapter by describing the development of the nested dissection or-
dering method and its application to sparse matrix factorizations. The nested
dissection method serves as a basis for one of our new sparse matrix partitioning
methods.
The material in Chapters 3-6 constitutes the majority of the original work
contained in this thesis. In Chapter 3, we present our work on optimizing serial
matrix-vector multiplication with applications in finite element assembly, much
of which we previously submitted for publication [76]. We first introduce the
problem, motivating it through its role in building local stiffness matrices and
describing previous work on this problem. We then describe our new graph
model for solving this problem and how it improves upon previously published
models. We present results for this graph model and compare these results to
previously published results. Next, we describe how hypergraphs can be used to
model more complicated row relationships and present such a hypergraph model.
We present a greedy algorithm for solving the hypergraph optimization problem
and show that additional reduction in redundant operations can be achieved
when utilizing hypergraphs to optimize serial matrix-vector multiplication.
Chapters 4-6 describe our work on sparse matrix partitioning for parallel
sparse matrix-vector multiplication. In Chapter 4, we describe a very sim-
ple two-dimensional partitioning method for symmetric matrices, the “corner
method” [75]. We motivate this very simple method and show that it performs
very well for some matrices. We describe symmetric matrix reordering strate-
gies for this method and how solving the optimal ordering/partitioning problem
for this method is a specific case of the two-dimensional method (nested dissec-
tion partitioning method) discussed next. In Chapter 5, we describe an exact
graph model that can be useful in minimizing the communication volume for
the two-dimensional partitioning of structurally symmetric matrices. This ex-
act graph model motivates our nested dissection based method for partitioning
structurally symmetric sparse matrices, much of which is described in our previ-
ous submitted papers [8, 74]. We first describe a heuristic implementation of this
method that yields bounds on the communication volume. We then describe
how bipartite graphs can be used to allow our nested dissection partitioning
method to partition structurally nonsymmetric matrices as well as structurally
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symmetric ones. We present results for our initial heuristic implementation
of the nested dissection partitioning method. Next, we describe an improved
nested dissection partitioning implementation that yields better results than the
initial heuristic approach. In Chapter 6, we provide an analysis of the nested
dissection partitioning method for a model problem. We describe how well an
optimal (under a set of assumptions) nested dissection based partition compares
with the lower bound on communication for this model problem. We also com-
pare experimental results with the optimal nested dissection based partitions.
In the final chapter (Chapter 7), we present a summary and some concluding
remarks.
4
2 Background
In this chapter we briefly outline basic graph, hypergraph, and partitioning
concepts as well as previous related work in order to give context and necessary
background material for understanding our work.
2.1 Graphs and Hypergraphs
In this section, we provide a brief overview of graphs and hypergraphs and some
of the relevant terminology. A graph G(V,E) consists of a set of vertices V and a
set of edges E. Each edge connects a pair of vertices and can be represented by a
set of two vertices. In a directed graph, the edges are assigned a direction so that
each edge is directed from one vertex to the other. A hypergraph GH(V,EH) is a
generalization of a graph that consists of set of vertices V and a set of hyperedges
EH [2, 3]. A hyperedge is a generalization of an edge that connects one or more
vertices and can be represented by a set of one or more vertices. Figure 2.1
shows two different visual representations of a hyperedge that we use in this
dissertation. In Figure 2.1(a), the triangular shape surrounding the vertices
represents the hyperedge {1, 2, 3}. This representation is fairly intuitive, but
it becomes difficult to draw when there are many hyperedges sharing common
vertices. Additionally, this representation cannot designate direction and makes
the designation of hyperedge weights difficult. The alternate representation
of the hyperedge {1, 2, 3} in Figure 2.1(b) is less intuitive but addresses the
difficulties with the first representation. The hyperedge in this representation is
a triangle that is connected by lines to the vertices contained by the hyperedge.
The weight of the hyperedge (2) is placed in the center of the triangle. The
direction of the hyperedge is designated by the arrowhead, which shows that
this hyperedge is directed from vertices {2, 3} to vertex 1. The vertices {2, 3} are
called the tail vertices of the directed hypergraph. Vertex 1 is the head vertex of
the directed hypergraph. A hyperedge could also be directed to multiple head
vertices but this is not relevant to our work.
2.2 Parallel Matrix-Vector Multiplication
Parallelization of matrix-vector multiplication requires distributing both the
matrix and the vectors across processes. Figure 2.2 shows a possible distribu-
tion of both vectors and matrix nonzeros for the matrix-vector multiplication
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(a) Unweighted, undirected
hyperedge.
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(b) Weighted, directed hyper-
edge.
Figure 2.1: Two different representations of a hyperedge.
operation y = Ax, with the different colors representing different parts. For this
dissertation, we will assume that the input and output vectors are distributed
identically (generally a good assumption) and that the part of each vector entry
(xi and yi) is the same as the part of the corresponding diagonal entry in the
matrix, ai,i. Figure 2.3 shows a different representation of the same parallel
matrix-vector product that is useful in visualizing the communication volume
for this operation. Since for partitioning the actual value of a nonzero is not
important but only the fact that the element is a nonzero, we have replaced the
nonzero values of the matrix with ×’s. Again, the color of the ×’s corresponds
to a particular part. We have also replaced the vectors with segmented bars
where the entries are colored by part. We align the y color bar to the left of
the matrix so that each entry in the y color bar is directly to the left of the
matrix row whose inner-product calculates this entry. We align each x color bar
entry directly above the matrix column entries with which they are multiplied
in the matrix-vector product. This alignment makes it easier to visualize the
communication needed for the matrix-vector product.
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Figure 2.2: Distribution of matrices and vectors for parallel sparse matrix-vector
multiplication.
In general, there are four main stages of parallel matrix-vector multiplication
as shown in Figure 2.4 and summarized in the following enumeration:
6
Figure 2.3: Alternative visualization of parallel sparse matrix-vector multipli-
cation.
1. Expand: Send entries xj to processes with a nonzero ai,j for some row i.
2. Local Multiply-add: yi := yi + ai,jxj .
3. Fold: Send partial inner-product (y values) to relevant processes.
4. Sum: Sum the partial y values.
In the first stage, elements in vector x are communicated to remote processes.
In particular, xj is communicated to a remote process if that process owns a
nonzero in the jth column of matrix A, as shown in Figure 2.4(a). From this
diagram, we can easily determine that communication is needed if there is a
nonzero in a column of a different color than the color of the x element for
that column. For example, since x1 is owned by the red process but a3,1 is
a blue process nonzero, x1 must be communicated to the blue process. After
this first communication stage, the processes perform local partial inner-product
operations for the nonzeros that they own (Figure 2.4(b)). Next, each process
communicates the partial inner-product results to the processes that own the
corresponding y entries. From the diagram in Figure 2.4(c), we can easily
determine that communication is needed if a nonzero in row i is a different
color than yi. For example, since y4 is owned by the blue process but a4,8
is owned by the green process, the local partial inner-product yˆ4 := a4,8x8
must be communicated from the green process to the blue process. Finally, the
processes accumulate the partial inner-products to form the vector entries of y
(Figure 2.4(d)).
When partitioning for parallel matrix-vector multiplication, we wish to re-
duce the runtime of the algorithm. We could write an objective function to
minimize the runtime, taking into consideration computation, communication
latency, communication volume, idle time, etc. However, this would be a very
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Figure 2.4: Stages of parallel sparse matrix-vector multiplication.
difficult optimization problem with too many contributing variables to solve in
a reasonable amount of time. Thus, in practice, we settle for minimizing the
total communication volume while keeping the computation balanced across
processes. When partitioning to minimize this objective, we can use either
one-dimensional partitioning (Subsection 2.5.1) or two-dimensional partitioning
(Subsection 2.5.2). We can also model the communication in several different
ways, using graphs, bipartite graphs, or hypergraphs, for example. In the fol-
lowing sections, we discuss one-dimensional and two-dimensional methods using
graphs and hypergraphs.
2.3 Graph and Hypergraph Partitioning
In this section, we provide background material on the partitioning of graphs
and hypergraphs. In particular, we focus on connectivity-based partitioning,
where we try to minimize some communication metric that can be calculated
from the partition and connectivity of the vertices. We do not discuss geometric
partitioning algorithms or spectral partitioning algorithms in any detail since
they are not directly relevant to our work. In this section, we first introduce
communication models for graph and hypergraph partitioning. We then dis-
cuss multilevel partitioning algorithms, which are effective ways of minimizing
communication for these models.
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2.3.1 Graph Partitioning
Graph partitioning is a useful method for distributing work across multiple
processes so that the work is balanced and communication between processes
is minimized. A typical way to use this method is to let the graph vertices
represent computational tasks. These vertices can be weighted so the weights
correspond to the computational costs of each task (unnecessary if tasks cost
the same). The graph edges represent data dependencies between the tasks,
communications that must occur if the tasks are assigned to different processes.
Similar to the vertices, these edges can be weighted to indicate the potential
communication costs for tasks on different processes.
With the above representation, graph partitioning can be used to increase
parallel efficiency and reduce runtime. In traditional graph partitioning, each
vertex in a graph is assigned to one of k sets (parts) such that the sizes of the
sets are approximately equal and some communication metric is minimized. The
communication metric traditionally used in graph partitioning is the number of
edges cut, or edge cut. An edge in a partitioned graph is considered cut if it
contains vertices that have been assigned to different parts. The communication
volume is estimated to be twice the edge cut. However, this metric overestimates
the communication volume, overcounting the communication corresponding to
particular vertices in the graph. The following example demonstrates this prob-
lem.
In Algorithm 1, we see a very simple example algorithm that we use graph
partitioning to parallelize. We make the reasonable assumption that yi and y
(old)
i
are owned by the same process. We distribute the yi values over two processes
so that half can be calculated on one process and half on the other. Figure 2.5
shows how graph partitioning can be used to calculate this distribution. The
graph on the left shows a representation of the data dependencies for this algo-
rithm. Each yi is represented by vertex i in the graph and the edges represent
the dependencies between the yi. The right graph shows a partitioning of the
graph that is balanced (two vertices in both parts) and minimizes the edge cut.
From this partition, we assign {y1, y3} to one process (P0) and {y2, y4} to the
other process (P1). The edge cut in the partitioned graph is two (highlighted
edges) for this partition, which corresponds to a total communication volume
of four words. However, the actual total communication should be three words
(y(old)1 to P1, y
(old)
3 to P1, and y
(old)
4 to P0). The problem with this graph model
is that the edge cut metric overcounts the communication contribution of y(old)4 .
Since vertex 4 is connected to two cut edges, the edge cut metric predicts y(old)4
needs to be sent twice to P0, which is clearly unnecessary.
Another difficulty with the traditional graph model is that it cannot handle
nonsymmetric data dependencies since it represents data dependencies by a
single undirected edge. For instance, this graph model could not naturally
represent the two operations y1 = y
(old)
2 + 2.7183 and y2 = y
(old)
2 + 3.1415. If
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Algorithm 1 Simple Algorithm to be Parallelized.
1: y1 = y
(old)
1 + y
(old)
4 + 2.7183
2: y2 = y
(old)
2 + y
(old)
4 + 3.1415
3: y3 = y
(old)
3 + y
(old)
4 + 1.4142
4: y4 = y
(old)
1 + y
(old)
2 + y
(old)
3
1 2
3 4
2
3
1
4
Figure 2.5: Graph partitioning of computation in simple algorithm.
a graph model were to connect vertices 1 and 2 with an edge, this would be
somewhat incorrect since y2 does not depend on y1.
2.3.2 Hypergraph Partitioning
Hypergraph partitioning is an improvement upon traditional graph partition-
ing in that it does not overcount the communication volume. As with graph
partitioning, the computational tasks are represented by vertices in the graph.
However, instead of each data dependency for a particular computational task
being represented by individual edges, all the data dependencies are represented
by a single hyperedge (possibly of cardinality greater than two). As with graph
partitioning, hypergraph partitioning attempts to balance the number of vertices
across processes. For bisection, the new communication metric to be minimized
is the number of hyperedges cut, or hyperedge cut, a natural extension of edge
cut. A hyperedge is cut if it contain vertices belonging to more than one part.
For bisection, the total communication volume is exactly equal to this hyper-
edge cut metric, making this an improvement over the traditional graph model.
Another advantage over the traditional graph model is that nonsymmetric data
dependencies can be represented in the hypergraph model. Each hyperedge rep-
resents the data dependency for one particular computational task. Thus, it is
possible for a computational task to depend on another computational task that
does not depend upon it, an improvement over the graph model.
Figure 2.6 shows the application of hypergraph partitioning of the simple
algorithm (Algorithm 1) previously partitioned with graph partitioning. Again,
vertex i represents yi in the algorithm. The four hyperedges ({1,4}, {2,4}, {3,4},
and {1,2,3,4}) represent the data dependency of the four yi. After the same
vertex partitioning as in the graph model, we see that three highlighted/shaded
hyperedges ({1, 4}, {3, 4}, and {1, 2, 3, 4}) are cut and thus the communication
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volume is three words, which is the correct volume.
3
2
4 3
2
4
11
Figure 2.6: Hypergraph partitioning of computation in simple algorithm.
When partitioning the hypergraph into more than two parts, the correct
communication metric becomes more complicated. The communication volume
is now equal to
∑C
i=1(pii−1), where C is the number of hyperedges that are cut
and pii is the number of different parts that are assigned to the vertices in the
ith cut hyperedge.
2.3.3 Graph Partitioning Revisited (Corrected)
The traditional graph model can be improved to count the communication vol-
ume exactly for symmetric data dependencies. Instead of counting the num-
ber of edges that are cut, we count the boundary vertices that are incident to
cut edges. For bisection, the improved communication metric is the number of
boundary vertices that are incident to cut edges. This is metric is exactly equiv-
alent to the communication volume. Figure 2.7 shows the application of this
improved graph partitioning model with the exact communication metric to the
previously partitioned simple algorithm (Algorithm 1). There are three bound-
ary vertices (1, 3, 4) that are incident to cut edges and thus the communication
volume is correctly calculated to be three words. y4 is no longer attributed two
words of communication as it was in the traditional graph model. Although the
communication volume metric for this improved graph model is now accurate,
it still cannot handle nonsymmetric data dependencies, so it lacks this flexibility
of the hypergraph model.
As with hypergraph partitioning, the communication metric becomes more
complicated for the improved graph model when partitioning into more than
two parts. The communication volume is now equal to
∑B
i=1 pii, where B is the
number of boundary vertices (those incident to a cut edge) and pii is the number
of different parts that are assigned to the vertices that the ith boundary vertex
is connected to by a cut edge.
It is important to note that for symmetric data dependencies this corrected
graph model is equivalent to the hypergraph model although the perspective is
11
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Figure 2.7: Graph partitioning of computation in simple algorithm with correct
communication metric.
slightly different. In Table 2.1, we see that the vertex sets represented for the
corrected graph model (boundary vertices) and hypergraph model (vertices con-
tained in the hyperedge) are basically the same for each vertex. For each vertex
k, the hypergraph contains one extra vertex (k) in the corresponding vertex
set compared to the corrected graph model vertex set. This extra vertex is ac-
counted for by the “minus one” in the hypergraph model communication volume
formula (
∑C
i=1(pii− 1)) compared to the corrected graph model communication
volume formula (
∑B
i=1 pii).
Table 2.1: Comparison between hypergraph model in Figure 2.6 and corrected
graph model in Figure 2.7.
Graph model Hypergraph model
Vertex k Boundary vertices of k Hyperedge for k
1 {4} {1, 4}
2 {4} {2, 4}
3 {4} {3, 4}
4 {1, 2, 3} {1, 2, 3, 4}
2.3.4 Multilevel Graph Partitioning
Finding an optimal partition of a graph (or hypergraph) is known to be NP-
complete [27]. Thus, it is often not feasible to find an optimal solution. There-
fore, we must settle for obtaining a good partition in an efficient manner (poly-
nomial time). Multilevel level partitioning has proven to be an effective method
of reaching this goal, obtaining high quality partitions of graphs at a low cost
(linear time in the graph size). One type of multilevel partitioning algorithm
coarsens the graph (or hypergraph) into a series of smaller graphs and then par-
titions the coarsest graph, propagating that partition up to the original graph.
Most of the widely used graph and hypergraph partitioning algorithms are mul-
tilevel algorithms of this type [1, 37, 42]. In this subsection, we will give an
overview of multilevel graph partitioning. Many of the same general principles
utilized in multilevel graph partitioning are also applicable in multilevel hyper-
graph partitioning, although the application of these principles and analysis are
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more complicated for the hypergraph algorithms.
Figure 2.8 shows the basic stages common in multilevel graph partitioning al-
gorithms as described in [37, 42]. In the first stage, the graph undergoes a series
of coarsening steps in which vertices are merged into supervertices so that the
coarsest graph is reasonably small. This coarsest graph is then partitioned by
a potentially expensive partitioning method (in terms of the number of vertices
in the coarsest graph). Although this partitioning method may be expensive in
terms of the graph it is partitioning, it is cheap relative to the size of the origi-
nal graph since the number of possible partitions decreases exponentially as the
number of vertices decreases. This coarse partition is then propagated up to the
finer graphs. After each step of propagation, the partition of the fine graph is
often refined using a local refinement algorithm. A good partitioning of a coarse
graph does not necessarily ensure a good partitioning of the finer graph, since
the larger partitioning problem has more degrees of freedom. (However, it has
been shown that under certain assumptions, a high quality bisection of a coarse
graph with no refinement in the uncoarsening step is only slightly worse than a
high quality bisection of a finer graph [41].) The application of local refinement
during the uncoarsening procedure has been shown to improve the partitioning
of the original graph greatly. After the uncoarsening stage is complete, we have
a partition of the original graph.
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(not shown)
Figure 2.8: Simple example of multilevel graph partitioning with one level of
coarsening. After an uncoarsening step, local refinement would typically occur
on the fine mesh (not shown for this simple example).
Graph coarsening
There are several different methods of coarsening a graph. One method that
preserves the edge cut of a partitioned graph over the different levels of coars-
ening is based on edge contraction [37]. Figure 2.9 shows an illustration of
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an edge contraction based coarsening procedure that can be used in multilevel
graph partitioning. The first step in this coarsening method is to find a max-
imal matching for the graph, a maximal set of edges such that no two edges
are incident to the same vertex. The second picture in Figure 2.9 shows such
a maximal matching (highlighted in magenta). This matching can be calcu-
lated very efficiently in several different ways. One simple method is to choose
repeatedly one of the unmatched vertices at random, match it with one of its un-
matched neighboring vertices, and mark the vertex pair as matched. A variation
on finding a matching is to find a matching of maximal weight (heavy-weight
matching), in which the neighboring vertex of a randomly chosen unmatched
vertex is chosen if it has the largest edge weight of the remaining unmatched
neighbor vertices [42]. After the matching is found, each pair of vertices that
are incident to the same edge in the matching are merged to form a new super-
vertex. This supervertex is connected to the union of the neighbors of the two
merged vertices. If the two merged vertices had the same neighbor vertex, the
edge connecting the supervertex with the neighbor is the sum of the weights
of the two original edges. Adjusting the edge weights in this manner allows
the edge cut of a given partition to be preserved in the graphs belonging to
different levels of coarseness. It is also useful to assign weights to supervertices
that are the sum of the two merged vertices. This allows the sum of the vertex
weights to be preserved across levels of coarseness, making it easier to maintain
load balance across parts. This coarsening procedure is fast (proportional to
the number of edges in the graph) and has the particularly useful property that
a partition of the coarsest graph has a corresponding unique partition in each
of the finer graphs.
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Figure 2.9: Simple example of coarsening procedure.
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Partitioning and uncoarsening
Several different partitioning methods have been used to partition the coarsest
level graph in multilevel methods, including spectral partitioning ([36]), geomet-
ric bisection ([58]), and graph growing heuristics ([42]). This relatively expensive
(in terms of graph size) partitioning step is effective since the coarsest graph is
small compared to the original graph. One restriction on the partitioner for a
multilevel algorithm of this type is that it must be able to partition a graph,
taking into account the vertex and edge weights. The uncoarsening steps in the
multilevel partitioning algorithm are trivial since the coarsest partition has a
unique partition in the finer graphs. At each step of uncoarsening, each vertex
pair that has been merged into a supervertex can be assigned the part of the su-
pervertex. After each level of uncoarsening, local refinement is used to improve
the solution in the finer graphs. This has been shown to be an effective way
of improving the partitioning of the original graph [37, 42, 41]. It is important
that the local refinement methods are fast. Many multilevel algorithms use a
local refinement method based on the Kernighan-Lin partitioning algorithm [45]
or the linear time variation developed by Fiduccia and Mattheyses [25]. These
algorithms are good at finding a locally optimal partition, but are often poor
at finding globally optimal partitions. However, when used in conjunction with
a good starting partition (e.g., after each step in uncoarsening), they are very
effective at improving the partitioning.
2.4 Dense Matrix Partitioning for
Matrix-Vector Multiplication
When partitioning for matrix-vector multiplication, we must consider partition-
ing both the matrix nonzeros and the input and output vector entries. For dense
matrices, we assume that each matrix entry is a nonzero. Thus, all rows and
columns are treated in the same manner (since the corresponding vertices for a
two rows or columns are connected to the same vertices in this fully connected
graph) and fairly simple one-dimensional and two-dimensional partitioning algo-
rithms are sufficient. In this section, we assume a square dense matrix although
the analysis can be easily extended to include rectangular matrices. An excellent
reference for the analysis of parallel dense matrix-vector multiplication is [33].
Our analysis differs below since our focus is on the total communication volume
in parallel matrix-vector multiplication rather than the predicted runtimes.
For one-dimensional dense matrix partitioning, we typically have two choices
one-dimensional row partitioning (shown in Figure 2.10(a)) and one-dimensional
column partitioning (shown in Figure 2.10(b)). As previously mentioned, it does
not particularly matter which rows or columns are assigned to each part. This
might be dictated by the underlying application. The input and output entries
typically have the same distribution, with the vector entries xi and yi being
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assigned to the part of the corresponding diagonal matrix entry ai,j . For a
one-dimensional row partitioning of this type, communication is required in the
expand phase but not the fold phase of the resulting matrix-vector multiplica-
tion (as outlined in Section 2.2), since the inner-product summation does not
require communication when the nonzeros in a given row belong to the same
part. Similarly, for a one-dimensional column partitioning, communication is
required in the fold phase but not the expand phase of the resulting matrix-
vector multiplication, since each part contains the x vector entries needed to
calculate its partial inner-product operations. A simple analysis of the com-
munication resulting from one-dimensional partitioning shows that a total of
k(k − 1) = O(k2) messages must be sent, for a total communication volume of
k(n/k)(k − 1) = O(nk) (when assuming a 1D mesh network topology), where
n is the size of the matrix and k is the number of parts (processes). For a hy-
percube network topology and communication pattern, the number of messages
sent can be reduced to O(k log k).
(a) Row partitioning. (b) Column partitioning.
Figure 2.10: One-dimensional partitioning of dense matrix.
A more complicated two-dimensional partitioning of the dense matrix can re-
duce both the communication volume and the number of messages. Figure 2.11
shows the typical block method of 2D partitioning, where each part is assigned
an n/
√
k × n/√k block of matrix elements. As with the one-dimensional par-
titions, there are equivalent (in terms of communication) two-dimensional par-
titions where the nonzeros do not form contiguous blocks but this partition is
easier to visualize. The input and output entries typically have the same distri-
bution, with the vector entries being divided evenly across the k parts (as shown
in Figure 2.11(a)). The advantage of the two-dimensional partitioning method
is that in the matrix-vector multiplication algorithm, a process communicates
only to processes across its process column (in the first phase of communication)
and processes across its process row (in the second phase of communication). A
simple analysis of the communication resulting from one-dimensional partition-
ing shows that a total of k[2(
√
k − 1)] = O(k√k) messages must be sent, for a
total communication volume of k[2(n/k)(
√
k − 1)] = O(n√k) (assuming a 2D
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mesh network topology). If we assume that the input vectors are partitioned
unevenly, so that they are distributed across only
√
k processes (as shown in
Figure 2.11(b)), we could decrease the number of messages communicated to√
k[2(
√
k − 1)] = O(k). However, this imbalance of the vectors may not be
acceptable in terms of storage or for the application.
(a) Even vector distribution. (b) Uneven vector distribution.
Figure 2.11: Two-dimensional block partitioning of dense matrix.
2.5 Sparse Matrix Partitioning
2.5.1 One-Dimensional Partitioning
One-dimensional partitioning can be either by rows or by columns. In one-
dimensional row partitioning, each process is assigned all the nonzeros for some
set of rows (Figure 2.12(a)). Similarly, in one-dimensional column partitioning,
each process is assigned all the nonzeros for some set of columns (Figure 2.12(b)).
A parallel matrix-vector multiplication operation resulting from one-dimensional
partitioning has only one communication stage. In particular, for an operation
resulting from one-dimensional row partitioning, the partial inner-products need
not be communicated, since a process that owns a particular row also owns the
corresponding y vector entry. Likewise, for an operation resulting from one-
dimensional column partitioning, the x vector entries need not be communicated
since a process that owns a particular nonzero also owns the corresponding x
entry by which it is multiplied during the local inner-product stage.
For one-dimensional row and column partitioning, there are many different
ways to assign the rows and columns to particular parts. The simplest method
is to assign the nonzeros for approximately n/k consecutive rows (or columns)
to each of the k parts. This simple linear method is shown in Figure 2.12. How-
ever, this method may suffer from load imbalance (number of nonzeros differing
greatly for each part) and high communication volume. Often, it is advanta-
geous to partition the rows (or columns) in a non-contiguous manner. The load
imbalance problem may be mitigated by assigning approximately n/k rows (or
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(a) Row partitioning. (b) Column partitioning.
Figure 2.12: One-dimensional partitioning.
columns) to each part in either a cyclic or random fashion. However, both of
these methods still are likely to suffer high communication volume. For matri-
ces where it is important to reduce the communication volume further, graphs,
hypergraphs, or bipartite graphs can be used to partition the rows (or columns)
in a non-contiguous manner that attempts to minimize this communication.
One-dimensional graph model
A frequently utilized model of communication is the one-dimensional graph
model (shown in Figure 2.13) [44, 53]. For this model, we assume the matrix is
symmetric. Each matrix row or column (depending on whether row or column
partitioning is desired) is represented by a vertex in the graph. The off-diagonal
nonzeros are represented by edges between the two vertices corresponding to the
row and column of the nonzero. For instance, in Figure 2.13, element a1,8 is a
nonzero, and thus vertices 1 and 8 are connected by an edge. After constructing
the graph, we partition the vertices into k equal sets or parts (k = 2 for Figure
2.13) such that the number of cut edges is minimized. A cut edge is an edge
that connects two vertices in different parts. The graph model estimates the
communication volume to be twice the number of cut edges. This partitioning of
the graph model is NP-hard to solve optimally, in general [27]. However, there
are many heuristic algorithms that can solve this problem close to optimally in
polynomial time [44, 53].
There are a couple of drawbacks to using this traditional graph model, how-
ever. One is that the graph model requires the matrix to have a symmetric
nonzero structure. A more severe problem is that using twice the edge cut as
a metric for the communication volume can be inaccurate. In particular, we
see in Figure 2.13 that the communication volume is overcounted. For this
partitioning, there are three cut edges (highlighted in magenta): {1,2}, {1,8},
and {7,8}. Using the metric, we get a communication volume of six. How-
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Figure 2.13: One-dimensional graph partitioning.
ever, the cut edges involving vertices 1 and 8 are overcounted by this metric,
since the vertices should be communicated only once, and the true communi-
cation volume for this matrix-vector product should be four. The overcounting
in the graph model can be remedied by counting boundary vertices instead (as
described in Subsection 2.3.3). However, this more accurate boundary vertex
version is less commonly used than the traditional edge cut version. For some
applications, e.g., structured meshes, the difference between the edge cut and
boundary vertices is small, and thus the error is also small.
Bipartite graph model for one-dimensional partitioning
The graph model in the previous subsubsection required the matrix to have
a symmetric nonzero structure. Hendrickson and Kolda developed a bipartite
graph model for the one-dimensional partitioning of rectangular and structurally
nonsymmetric sparse matrices for parallel matrix computations [35]. In their
model, each row and each column of the matrix are represented by vertices in
the bipartite graph. For a sparse matrix-vector multiplication, the row vertices
also correspond to elements in the resulting vector y and the column vertices
also correspond to the elements in the input vector x. Each nonzero in the
matrix is represented by an edge in the bipartite graph, such that the nonzero
ai,j corresponds to an edge connecting row vertex i and column vertex j. Since
row vertices are connected only to column vertices and column vertices are
connected only to row vertices, the graph is bipartite. Figure 2.14 shows a
bipartite graph representation of a 5×4 rectangular matrix. The five rows (and
y elements) are represented by the five row vertices on the left side of the graph.
The four columns (and x elements) are represented by the four column vertices
on the right side of the graph Each nonzero is represented by an edge in the
bipartite graph. For instance, nonzero a1,1 corresponds to the edge connecting
the vertices R1 and C1.
Hendrickson and Kolda used this bipartite graph model to partition the ma-
trix either in a one-dimensional row or one-dimensional column manner [35].
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Figure 2.14: Bipartite graph model corresponding to nonsymmetric (rectangu-
lar) sparse matrix.
We summarize only the bipartite graph method for one-dimensional row par-
titioning. The one-dimensional column partitioning method follows the same
principles. For the one-dimensional row partitioning, both the row vertices and
the column vertices are partitioned. Since all the nonzeros in a given matrix
row will be assigned to the same part, these row vertices are assigned weights
corresponding to the number of nonzeros in the row. This ensures that the num-
ber of nonzeros (and thus the work) for each part is balanced if the weighted
row vertices are balanced across parts. The edges and column vertices are given
unit weights. The vertices in the bipartite graph are partitioned such that the
row vertex weights are balanced and the edge cut is minimized. For balancing
work and minimizing communication, no constraint is necessary on the col-
umn vertices. In practice, however, this may result in an imbalanced x vector,
which might have negative consequences for the communication. Figure 2.15
shows the partitioned bipartite graph from Figure 2.14 and the corresponding
one-dimensional row partitioned matrix. The partitioning of the row vertices
corresponds to the partitioning of the matrix rows and the y vector elements.
The partitioning of the column vertices corresponds the partitioning of the x
vector elements. Hendrickson and Kolda describe several methods for parti-
tioning the bipartite graph in this manner [35]. This bipartite graph model
overcounts the communication volume, just as the original graph model did.
One-dimensional hypergraph model
A model that addresses the shortcomings of the one-dimensional graph model
(inaccuracy of the edge cut metric and requirement of symmetric nonzero pat-
terns) and the bipartite graph model for one-dimensional partitioning (inaccu-
racy of the edge cut metric) is the one-dimensional hypergraph model (shown in
Figure 2.16 for row partitioning). Unlike the graph model, the hypergraph model
allows for matrices with nonsymmetric nonzero patterns. For one-dimensional
row hypergraph partitioning, the rows are represented by vertices in the hy-
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Figure 2.15: Partitioned bipartite graph model and corresponding row parti-
tioned nonsymmetric (rectangular) sparse matrix.
pergraph (for one-dimensional column partitioning, columns are represented by
vertices). Each column is represented by a hyperedge in the hypergraph. For
instance, in Figure 2.16, the third column of the matrix has nonzeros in rows 2,
3, and 4. Thus, the corresponding hyperedge in the hypergraph contains ver-
tices 2, 3, and 4. A typical representation of the hypergraph model is shown in
the right diagram of Figure 2.16. However, we can also visualize the hypergraph
directly on the matrix stencil (left diagram of Figure 2.16), with the hyperedges
drawn on the matrix rows or columns (columns for the row partitioning shown
in the figure). For one-dimensional row partitioning, each nonzero in a row
corresponds to the same vertex in the hypergraph, and thus we can obtain the
right diagram by superimposing the matrix columns for the left diagram and
rearranging the ×’s into the same positions as the vertices on the right. After
constructing the hypergraph, we partition the vertices into k equal sets (k = 2
for Figure 2.16) such that a hyperedge cut metric is minimized. This hyperedge
cut metric is obtained by summing over all hyperedges the number of different
remote processes (those that do not own the diagonal entry) owning vertices
for a given hyperedge. Aykanat and Catalyurek proved that this hyperedge cut
metric is equivalent to the total communication volume [12]. For the hyper-
graph shown in Figure 2.16, there are two cut hyperedges (the column 3 blue
and column 5 cyan shaded hyperedges) and thus a communication volume of
two for the resulting matrix-vector product, which is accurate for this parti-
tioning of the matrix. As with the graph model, partitioning of the hypergraph
is NP-hard to solve optimally [54], but there are heuristic algorithms that can
solve this problem close to optimally in polynomial time [12, 21].
Inadequacy of one-dimensional partitioning
One-dimensional sparse matrix partitioning is sufficient for many problems, and
most applications use matrices distributed in a one-dimensional manner. How-
ever, for some problems one-dimensional partitioning is potentially disastrous in
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Figure 2.16: One-dimensional hypergraph partitioning.
terms of the communication volume. The “arrowhead” matrix shown in Figure
2.17 is an example for which one-dimensional partitioning is inadequate. For the
bisection (k = 2) case shown in the figure, any load-balanced one-dimensional
partitioning will yield a communication volume of approximately 34n for the
matrix-vector product. As we will see in the following sections, this is far from
the minimum communication volume for this problem, and it is unacceptable
for the communication volume to scale as n for this matrix. Thus, we need more
flexible partitioning than traditional one-dimensional partitioning.
Figure 2.17: Arrowhead matrix partitioned for two processes.
2.5.2 Two-Dimensional Partitioning
Two-dimensional partitioning is a more flexible alternative to one-dimensional
partitioning, in which there is no specific part assigned to a given row or column.
Thus, we must specify the part for particular sets of nonzeros. A recent paper
by Catalyurek et al. [16] gives an overview of several of these methods described
in this subsection. In this paper, the authors also develop a recipe to choose
between several two-dimensional partitioning methods for different sparse ma-
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trix types. This recipe produces partitions that are typically slightly worse (in
terms of communication volume) than the fine-grain hypergraph method (dis-
cussed below) but often require less runtime to calculate.
Two-dimensional Cartesian partitioning is a simple method of partitioning in
which a part is assigned to the nonzeros that lie in both a particular set of rows
and a particular set of columns. Such a partitioning is obtained by partitioning
the matrix into r parts in one dimension, say row-wise, and then partitioning
each of the row parts into q column parts for a total of r× q parts. Figure 2.18
shows a block version of this method where the parts consist of nonzeros in a
set of contiguous rows and columns. Although Cartesian block partitioning is
a good method for dense matrices, it suffers from potential poor load-balancing
for most sparse matrices.
Figure 2.18: Two-dimensional Cartesian partitioning.
Two-dimensional coarse-grain hypergraph
Catalyurek and Aykanat showed how the two-dimensional block Cartesian par-
titioning method can be improved by using one-dimensional hypergraph parti-
tioning in both directions to obtain a more scattered Cartesian partitioning [14].
As with the two-dimensional block Cartesian method, their coarse-grain hyper-
graph method partitions the sparse matrix into r parts in one dimension, say
row-wise, and then partitions each of the row parts into q column parts for a
total of r × q parts. This results in an irregular checkerboard partitioning that
limits the number of messages in the sparse matrix-vector product that any
process must send to r − 1 in the expand phase of communication and q − 1 in
the fold phase (as described in Section 2.2). Unlike the two-dimensional block
Cartesian partitioning method, this coarse-grain partitioning method allows a
part to be assigned noncontiguous blocks of nonzeros, which allows for an im-
provement in the load-balancing. This method also attempts to exploit the
sparsity of the matrix to reduce the communication volume.
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The coarse-grain hypergraph partitioning method consists of two stages of
one-dimensional hypergraph partitioning [14]. There are two basic variants of
this method, one that partitions row-wise then column-wise and another that
partitions column-wise then row-wise. Without loss of generality, we describe
only the former variant. In the first stage, the rows are partitioned into r
parts using one-dimensional hypergraph partitioning (as described in Subsec-
tion 2.5.1). This stage balances the work across process rows and attempts
to minimize communication in the expand communication phase (for this 2D
process mesh topology). Figure 2.19(a) shows an example of stage one for a
simple 6 × 6 matrix. The nonzeros in rows 1-3 will be assigned to either part
1 or 2. The nonzeros in rows 4-6 will be assigned to either part 3 or 4. In
the second stage, the columns are partitioned using a special one-dimensional
multi-constraint hypergraph partitioning algorithm. This algorithm attempts
to minimize the communication in the fold communication phase (for this 2D
process mesh topology). However, it not only balances the work across process
columns, it satisfies multiple constraints to ensure that given the row partition-
ing in the first stage, this column partitioning yields a partition such that each
part has approximately the same number of nonzeros. Figure 2.19(b) shows the
second stage for the same 6 × 6 matrix. The nonzeros in columns 1, 2, 6 are
assigned to either part 1 or 3. The nonzeros in columns 3-5 are assigned to
either part 2 or 4. These two stages result in each part containing four nonze-
ros and produces the partition shown in Figure 2.19(b) (with different colors
representing different parts).
(a) Stage 1. (b) Stage 2.
Figure 2.19: Two-dimensional coarse-grain hypergraph partitioning.
Two-dimensional Mondriaan method
A slightly more general and flexible two-dimensional partitioning method is the
Mondriaan method [69]. Mondriaan uses recursive bisection such that at each
level of the algorithm the partitions from the previous level can be partitioned by
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either rows or columns. As shown in Figure 2.20, this yields a rectangular tiled
partitioning, where each part tile can have varied dimensions. In Figure 2.20,
we see that the first level partitioning was made row-wise (division shown by
the horizontal cyan line). The second level partitioning was made column-wise
for the top portion but row-wise for the lower partition (orange lines). As with
the Cartesian method, the parts need not consist of consecutive rows/columns
but are shown this way for easier illustration.
Figure 2.20: Two-dimensional Mondriaan partitioning.
Two-dimensional fine-grain hypergraph
The most flexible partitioning method is the fine-grain hypergraph partitioning
method in which each nonzero can be partitioned separately from the others
[13]. In the fine-grain hypergraph model, each nonzero is assigned a partition
separately and thus is represented by a vertex in the hypergraph. Each row is
represented by a hyperedge in the hypergraph (magenta horizontal hyperedges
in Figure 2.21). Likewise, each column is represented by a hyperedge in the
hypergraph (orange vertical hyperedges in Figure 2.21). Thus, for an n × n
matrix, the fine-grain hypergraph model has 2n hyperedges.
As with the one-dimensional hypergraph model, we partition the vertices
into k equal sets (k = 2 in Figure 2.21) such that the hypergraph cut metric
described in Subsection 2.5.1 is minimized. Again, the communication volume
is equivalent to this hyperedge cut metric. Catalyurek and Aykanat proved that
this fine-grain hypergraph model yields a minimum volume partitioning when
solved optimally [13]. In Figure 2.21, we see the fine-graph hypergraph parti-
tioning of the 8 × 8 arrowhead matrix. The resulting communication volume
is seen to be three, which is a significant improvement over the communica-
tion volume of six from the optimal one-dimensional partitioning. As with the
one-dimensional hypergraph model, solving the fine-grain hypergraph model op-
timally is NP-hard, but there are heuristics that can solve it close to optimally
in polynomial time. Unfortunately, the resulting fine-grain hypergraph problem
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Figure 2.21: Fine-grain hypegraph partitioning of arrowhead matrix with k =
2 partitions. Cut hyperedges are shaded. The hyperedge cut, and thus the
communication volume, is three.
is a larger NP-hard problem and thus may be too expensive to solve quickly for
large matrices.
Two-dimensional bipartite graph
Another generalization of a symmetric model to the nonsymmetric case is to use
a bipartite graph. This generalization is equivalent to a model recently proposed
by Trifunovic and Knottenbelt [68].
We start with the bipartite graph G = (R,C,E) of the matrix, where R
and C correspond to rows and columns, respectively. In the one-dimensional
distribution, we partition either the rows (R) or the columns (C). For the fine-
grain distribution, we partition both R, C, and E into k sets. Note that we
explicitly partition the edges E, which distinguishes our approach from previous
work. To balance computation and memory, our primary objective is to balance
the edges (matrix nonzeros). Vertex balance is a secondary objective.
We wish to analyze the communication requirements, so suppose that the
vertices and edges have already been partitioned. Cut edges, that is, edges
with endpoints in different parts, may incur communication but not necessar-
ily. The edge cut approximates but does not represent communication volume
exactly [12, 35]. Instead we assign communication cost to vertices. Clearly, a
vertex where all incident edges belong to the same part incurs no communi-
cation because all operations are local. Conversely, a vertex with at least one
incident edge in a different part must incur communication because there is a
vector element xi or yj residing on a different processor than ai,j . The com-
munication volume will depend on the number of different parts to which these
edges belong. We have:
Theorem 2.5.1 Let G(R,C,E) be the bipartite graph of a sparse matrix. Let
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E(v) denote the set of edges incident to vertex v. Let pi(v) and pi(e) denote the
parts to which vertex v and edge e belong, respectively. For a set of edges E =
{e1, e2, . . . , en}, let pi(E) = pi(e1)∪pi(e2)∪· · ·∪pi(en). Then the communication
volume for matrix-vector multiplication is
∑
v∈R∪C (|pi(v) ∪ pi(E(v))| − 1).
In the bisection case, the volume is simply equal to the number of vertices
that have at least one incident edge in a different part (boundary vertices). A
crucial point is that by assigning edges to processes independently of the vertices,
we can reduce the number of boundary vertices compared to the traditional
one-dimensional distribution, where only vertices are partitioned and the edge
assignments are induced from the vertices.
Our model is a variation of the bipartite graph model proposed in [68]. One
difference is that while [68] partitions only edges, we partition both edges and
vertices. Second, [68] uses the term edge coloring, which we find confusing since
“coloring” has a specific (and different) meaning in graph theory and algorithms.
Equivalence of bipartite model to fine-grain hypergraph model
Since our bipartite graph model is exact, it must be equivalent to the fine-grain
hypergraph model. In fact, there is a simple and elegant relation between the
two models, independently discovered by Trifunovic and Knottenbelt [68]. Let
the dual of a hypergraph H = (V,E) be another hypergraph H∗ = (V ∗, E∗),
where |V ∗| = |E|, |E∗| = |V |, and hyperedge i in E∗ contains vertex j iff
hyperedge j in E contains vertex i. Now let H be the hypergraph for the
fine-grain model.
Theorem 2.5.2 (Trifunovic (2006)) The dual hypergraph H∗ of the fine-
grain hypergraph is the bipartite graph.
In other words, vertices in the fine-grain hypergraph H are edges in the bipartite
graph G and vice versa. Hence partitioning the vertices of H corresponds to
partitioning the edges in G. In our bipartite graph model, we also explicitly
partition the vertices in G, while the hyperedges in H are partitioned only
implicitly in the hypergraph algorithm.
Given a matrix with z nonzeros, the bipartite graph has z edges while the
fine-grain hypergraph has 2z vertices. Thus, algorithms based on the bipar-
tite graph model may potentially use less memory, though using the standard
adjacency list data structure each edge is stored twice, so there is no savings.
2.6 Nested Dissection and Sparse Matrix
Factorization
In many computational science and engineering problems, relationships between
some input vector x and some output vector y are linear and can be expressed
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by the system of linear equations y = Ax [34]. For many computational prob-
lems (e.g., finite differences) the matrix A is sparse and symmetric positive
definite. A typical method of solving the system of linear equations is first to
factor the matrices and then use the factors to solve the system. When a matrix
is symmetric positive definite, the matrix is symmetrically factored using the
Cholesky factorization A = LLT , where L is a lower triangular matrix with
positive diagonal entries (or A = LDLT , where L is a unit lower triangular
matrix and D is a diagonal matrix with positive nonzeros). For Cholesky fac-
torization, no pivoting is necessary for numerical stability. After the matrix
has been factored, the factorization is used to solve the system of equations,
using forward-substitution to solve the lower triangular system Lb = y (where
b = LTx) for b and then backward-substitution to solve the upper triangular
system LTx = b for x.
One complication with the factorization of sparse matrices is the potential
for fill, or nonzeros that have been introduced into locations in the matrix that
previously were zero. Such fill can greatly decrease the sparsity of the matrices
resulting from the factorization when compared with the original matrix, thus
increasing the number of operations needed to solve the linear system. The
amount of fill produced by factorization is extremely sensitive to the order in
which the rows and columns are processed [34]. The factorizations of the simple
matrices shown in Figures 2.22 and 2.23 illustrates the importance of the order-
ing. The symmetric positive definite matrices A shown in Figures 2.22 and 2.23
are symmetric permutations of each other. The matrix A in Figure 2.23 is ob-
tained by taking the matrix A in Figure 2.22 and swapping row 1 with row 6
and column 1 with column 6. However, this simple change in the ordering of
the rows and columns has drastic consequences in terms of the fill. A Cholesky
factorization of matrix A in Figure 2.22 yields a matrix L with no fill. However,
a Cholesky factorization of matrix A in Figure 2.23 yields a dense matrix L (fill
shown by +’s in figure).
A L
Figure 2.22: Nonzero pattern for Cholesky factorization with good ordering.
Several methods of matrix ordering have been suggested to reduce the fill
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A L
Figure 2.23: Nonzero pattern for Cholesky factorization with bad ordering.
produced by Cholesky factorization [29, 55, 31, 56]. Nested dissection, which
was introduced by George for regular grids in 1973, is one particular method of
ordering with relevance to our work [29]. George took a linear system of n = d2
equations and unknowns produced by a five-point stencil on a square grid with
d rows and columns of nodes, where the matrix for this system is symmetric
positive definite. If the rows/columns of the matrix are ordered by a row-by-row
traversal of the grid nodes, the Cholesky factorization of this system requires
O(n2) operations and O(n3/2) storage. With the nested dissection ordering of
the matrix, however, the Cholesky factorization of this system requires O(n3/2)
operations and O(n log n) storage.
Nested dissection is a recursive strategy for ordering the rows/columns of
the matrix, which is equivalent to ordering the vertices in the grid. A small
vertex separator is found that divides the grid into two roughly equal subgrids.
The vertices in the separator are ordered last. This method is then recursively
applied to the subgrids until all vertices are ordered. Since the subgrids are
separated by the vertex separators, no vertex in one subgrid can be connected to
a vertex in the other. As a result, the vertices in different subgrids do not result
in fill in the corresponding matrix in the Cholesky factorization. Figure 2.24
shows a simple nested dissection ordering of a 3 × 3 grid, the corresponding
ordered matrix A, and the resulting Cholesky factored matrix L. The vertex
separators of the grid are designated by the red ovals. Note that the vertices
in the first separator {7, 8, 9} are ordered last. The colored blocks in matrix A
represent zero blocks where no fill will occur during the Cholesky factorization,
since these blocks correspond to the lack of connections between subgrids. The
resulting L matrix has gained five nonzeros of fill but none in the colored blocks.
The nested dissection method was generalized by Lipton, et al. for planar
and almost planar graphs [55] and has been utilized extensively in sparse com-
putations for more general graphs.
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Figure 2.24: Nested dissection ordering of a 3× 3 grid.
2.7 Calculating Vertex Separators
An important issue in nested dissection (Section 2.6) and the two-dimensional
matrix partitioning algorithms that we have developed (Chapters 4-5) is cal-
culating vertex separators. A vertex separator is a set of vertices in a graph
whose removal divides the graph into disconnected subgraphs. We will focus
on the bisection case, where the separator divides the graph into two discon-
nected subgraphs. In particular, we are interested in calculating balanced vertex
separators, which are vertex separators that divide graphs into balanced sub-
graphs. For many matrix ordering problems, this means balancing the number
of vertices (or vertex weights) across the two subgraphs. However, for our two-
dimensional matrix partitioning methods, we are interested in balancing the
number of nonzeros, which corresponds to balancing the number of edges in the
two subgraphs. In this chapter, we outline two methods for calculating balanced
vertex separators. In the first method, we derive the vertex separator from an
edge separator. In the second method, we use a vertex ordering package to
calculate the vertex separator directly.
2.7.1 Calculating Vertex Separator from Edge Separator
In this subsection, we outline a method for calculating a balanced vertex sep-
arator for a graph from a balanced edge separator for this graph. Similar to
a vertex separator, an edge separator is set of edges in a graph whose removal
divides the graph into disconnected subgraphs. Partitioning gives us a balanced
edge separator for a graph. In particular, the edges that are cut in a partitioned
graph form an edge separator. In Figure 2.25(a), the cut edges (edges cut by
the dashed line) in the partitioned graph form a balanced edge separator. Thus,
we can use any partitioner to obtain this edge separator. We use the PaToH
hypergraph partitioner [15] in this work. In order to derive a vertex separator of
a graph from an edge separator of that graph, we first find the boundary graph
for the partitioned (or edge separated) graph. The boundary graph is formed
by the set of vertices that are incident to a cut edge and the set of cut edges
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(edge separator). Since by construction all the edges in the boundary graph are
cut edges, the boundary graph of a bisection is bipartite. Figure 2.25(b) shows
the bipartite boundary graph of the partitioned graph shown in Figure 2.25(a).
Next, we calculate a minimum vertex cover for this boundary graph. In general,
finding a minimum vertex cover for a graph is NP-hard. However, for a bipar-
tite graph this problem is equivalent to finding a maximal matching (Ko¨nig’s
Theorem) and can be solved in polynomial time with an algorithm such as the
augmenting path algorithm [72]. We use a vertex cover/matching code called
MatchBox [61], developed by Alex Pothen, Florin Dobrian, and Mahantesh
Halappanavar. This vertex cover of the boundary graph is a vertex separator
for the original graph since when these vertices are removed, all the cut edges
disappear and thus we get two disconnected graphs (one with vertices in one
part and the other with vertices in the other part). Figure 2.26 shows that when
the vertices of the boundary graph vertex cover are removed, the original graph
is separated into two balanced subgraphs.
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(a) Partitioned graph.
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(b) Bipartite boundary graph
with minimum vertex cover.
Figure 2.25: Using edge separator to calculate vertex separator.
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Figure 2.26: Removal of vertex cover shown in Figure 2.25(b) from graph in
Figure 2.25(a) yields two disconnected balanced (assuming initial partition was
balanced) subgraphs. This illustrates that the vertex cover of the boundary
graph is indeed a vertex separator for the original graph.
This method of calculating a balanced vertex separator has some good and
bad aspects. One good aspect is that it is particularly easy with this method to
obtain balanced vertex separators. The initial partitioning step does a good job
of balancing nonzeros in bisection. So as long as the vertex separator is small
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relative to the graph size, a balanced partition will yield a balanced vertex sep-
arator. One bad aspect is that this method may yield relatively large vertex
separators for some graphs, since it does not explicitly try to minimize the size
of the separators. This could be especially problematic with graph partitioning,
where the communication volume is being overcounted. For hypergraph parti-
tioning, we would expect the better communication metric to reduce the vertex
separator size, but we are still not explicitly minimizing the vertex separator
size.
2.7.2 Calculating Vertex Separator Directly
There are several multilevel algorithms for sparse matrix orderings that calcu-
late a nested dissection ordering and provide the vertex separator directly [43,
18]. For our work, we used the multilevel graph ordering algorithm found in
Scotch [18]. It follows the basic multilevel algorithm steps outlined in Subsec-
tion 2.3.4. First, the graph is iteratively coarsened until it is reasonably small
(approximately 100 vertices). For the coarsest graph, this algorithm attempts
to find the smallest possible balanced vertex separator using a greedy graph
growing algorithm. This vertex separator is then projected up to the finer levels
in the uncoarsening phase. After each step in the uncoarsening phase, a local
optimization algorithm such as Fiduccia-Mattheyses [25] is applied to the fine
graph of that level to refine the projected vertex separator.
In general, this method is very effective in finding small vertex separators.
The major complication with this method is the difficulty of load-balancing the
nonzeros in the corresponding matrix. In particular, these methods attempt to
balance the number of vertices across the subdomains. This does not correctly
balance the number of nonzeros when we use this method to find vertex sep-
arators for sparse matrix partitioning. In order to use this method for sparse
matrix partitioning, we have modified the Scotch software slightly so that it
balances the number of edges instead of the number of vertices.
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3 Serial Matrix-Vector
Multiplication Work
3.1 Introduction
3.1.1 Finite Element Compilers
The motivation behind this work comes from “compilers” for finite element
methods in the FEniCS project [46, 47, 48, 57]. The construction of finite ele-
ment stiffness matrices for large unstructured problems can be costly in terms
of execution time, especially for higher-order methods. The standard algorithm
for constructing local stiffness matrices through naive integration is suboptimal
in operation count and can be greatly improved by creating a “compiler” for
the construction of these matrices. This “compiler” identifies a reduced set of
operations to use in the construction of these matrices for a given equation and
set of basis functions [47, 48]. Optimization of local stiffness matrix assembly is
important because local stiffness matrices are generated for each element. Thus,
a billion element finite element problem yields a billion local stiffness matrices.
Kirby, et al. modify the local stiffness matrix assembly algorithm and introduce
a tensor formulation (see subsection 3.1.2) that makes it easier to identify redun-
dant operations [47]. In the software project FErari, they implement methods
based on this formulation to reduce these redundant operations and generate a
reduced set of instructions to assemble the local stiffness matrices [47, 48].
3.1.2 Local Stiffness Matrix Tensor Formulation
The entries in a local stiffness matrix for a given element (see Appendix A for
derivation of an example) can be written as the Frobenius product of a tensor
and a matrix (Ki,j : Ge)[47]. Let e be a given element in the domain with
coordinates ξ and eˆ be the reference element with coordinates ξˆ. For the simple
example below, we assume that the map from the reference element is affine.
In this tensor formulation of the 2D Laplace equation, for example, the local
stiffness matrix Se is given by
Sei,j =
2∑
m=1
2∑
n=1
Gem,nKi,j,m,n = Ki,j : G
e,
where
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Ge =

[
det(J)
(
∂ξˆ1
∂ξ1
∂ξˆ1
∂ξ1
+ ∂ξˆ1∂ξ2
∂ξˆ1
∂ξ2
)]
e
[
det(J)
(
∂ξˆ1
∂ξ1
∂ξˆ2
∂ξ1
+ ∂ξˆ1∂ξ2
∂ξˆ2
∂ξ2
)]
e[
det(J)
(
∂ξˆ2
∂ξ1
∂ξˆ1
∂ξ1
+ ∂ξˆ2∂ξ2
∂ξˆ1
∂ξ2
)]
e
[
det(J)
(
∂ξˆ2
∂ξ1
∂ξˆ2
∂ξ1
+ ∂ξˆ2∂ξ2
∂ξˆ2
∂ξ2
)]
e

is an element-dependent matrix, K is an element-independent tensor with en-
tries
Ki,j =
 (∂φi∂ξˆ1 , ∂φj∂ξˆ1 )eˆ (∂φi∂ξˆ1 , ∂φj∂ξˆ2 )eˆ(
∂φi
∂ξˆ2
,
∂φj
∂ξˆ1
)
eˆ
(
∂φi
∂ξˆ2
,
∂φj
∂ξˆ2
)
eˆ
 ,
and
J =
 ∂ξ1∂ξˆ1 ∂ξ1∂ξˆ2
∂ξ2
∂ξˆ1
∂ξ2
∂ξˆ2

is the Jacobian of the affine mapping. For this 2D problem, the matrices Ge
and Ki,j have s = 2 rows and columns. For a 3D problem, these matrices
would have s = 3 rows and columns. The number of basis functions needed
for the 2D problem when using order p basis functions is q = (p+ 1)(p+ 2)/2,
which means the tensor K has ((p + 1)(p + 2)/2)2 entries [40]. The number of
basis functions needed for the 3D problem when using order p basis functions is
q = (p+1)(p+2)(p+3)/6, which means the tensor K has ((p+1)(p+2)(p+3)/6)2
entries [40].
3.1.3 Matrix-Vector Multiplication
We can write the above local stiffness matrix Se as a vector y (such that
yqi+j = Sei,j). It follows that we can rewrite the above tensor stiffness ma-
trix formulation as a matrix-vector multiplication operation y = Axe, where A
is an element-independent matrix such that Aqi+j,sk+l = Ki,j,k,l and xe is an
element-dependent vector such that xesk+l = G
e
kl. Throughout this chapter, we
use the convention that ri is the vector whose transpose is the ith row of the
matrix A, x is the vector to be multiplied, and y is the vector resulting from
matrix-vector multiplication. Thus, each entry in the vector y is the result of
the inner product
yqi+j = Sei,j = A(qi+j,∗)x
e = rTqi+jx
e.
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For the 2D Laplace equation, for example, each entry yqi+j is the inner product
of the vectors
AT(qi+j,∗) =

(
∂φi
∂ξˆ1
,
∂φj
∂ξˆ1
)
eˆ(
∂φi
∂ξˆ1
,
∂φj
∂ξˆ2
)
eˆ(
∂φi
∂ξˆ2
,
∂φj
∂ξˆ1
)
eˆ(
∂φi
∂ξˆ2
,
∂φj
∂ξˆ2
)
eˆ

, xe = det(J)

∂ξˆ1
∂ξ1
∂ξˆ1
∂ξ1
+ ∂ξˆ1∂ξ2
∂ξˆ1
∂ξ2
∂ξˆ1
∂ξ1
∂ξˆ2
∂ξ1
+ ∂ξˆ1∂ξ2
∂ξˆ2
∂ξ2
∂ξˆ2
∂ξ1
∂ξˆ1
∂ξ1
+ ∂ξˆ2∂ξ2
∂ξˆ1
∂ξ2
∂ξˆ2
∂ξ1
∂ξˆ2
∂ξ1
+ ∂ξˆ2∂ξ2
∂ξˆ2
∂ξ2

e
.
Thus, optimizing the construction of the finite element local stiffness matri-
ces can be generalized to optimizing matrix-vector multiplication. For the 2D
Laplace equation, we see above that the vector x has four entries (corresponding
to the four elements in the 2-by-2 matrix Ge) and matrix A has four columns
(corresponding to the four entries in the tensor blocks Ki,j). For order p basis
functions, matrix A has ((p+ 1)(p+ 2)/2)2 rows (corresponding to the number
of matrices Ki,j in K). However, for this problem, we can exploit symmetry
to reduce the size of the matrix and vector, resulting in a matrix A with three
columns and a vector x with three entries [47]. Symmetry can also be used to re-
duce the number of rows in A to (p4+6p3+15p2+18p+8)/8. For the 3D Laplace
equation, the vector x has nine entries (corresponding to the nine elements in
the 3-by-3 matrix Ge) and matrix A has nine columns (corresponding to the
nine entries in the tensor blocks Ki,j). For order p basis functions, matrix A has
((p+1)(p+2)(p+3)/6)2 rows (corresponding to the number of matrices Ki,j in
K). Again, we can exploit symmetry to reduce the number of columns in matrix
A and entries in vector x to six. We can similarly use symmetry to reduce the
number of rows in A to (p6 + 12p5 + 58p4 + 150p3 + 229p2 + 198p+ 72)/72.
3.1.4 Optimization Problem
We wish to minimize the number of operations needed to compute the vector
resulting from matrix-vector multiplication. We use the number of multiply-add
pairs (MAPs) as our metric for counting the number of operations required for
the matrix-vector product. Since there is usually one more multiplication than
addition operation needed to determine each entry of the resulting vector, we
determine the number of MAPs by counting multiplications . For example, we
would count y1 = 2.5y2 + 2x2 as 2 MAPs. However, in order to be consistent
with the FErari MAP counting, we assume a fused multiply-add operation that
can perform multiply-add operations where only one multiply is required in
one operation. Thus, we count y1 = y2 + 2x2 or y1 = −y2 + 2x2 as 1 MAP.
Whether this is a good assumption for this type of operation is architecture and
compiler dependent, and experimentally we find that it is more accurate to count
this operation as 2 MAPs on some systems. For instance, we calculated this
operation to cost 1.4 MAPs (Mac Intel Core 2 Duo, gcc), 1.5 MAPs (Dual-core
AMD Opteron, gcc), and 1.6 MAPs (Apple Xserve G5 processor, gcc) on the
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three systems with which we experimented. For more flexibility and accuracy,
we should assign a system-dependent fractional value between 1 MAP and 2
MAPs for this type of operation.
In order to minimize the number of MAPs needed to compute the matrix-
vector product, we utilize relationships between rows in the matrix. These
relationships allow us to replace full inner-product operations, which yield each
resulting vector entry of the matrix-vector product, with less costly operations.
We implement methods to generate operations based on the binary row relation-
ships utilized in FErari and on additional binary row relationships not exploited
in FErari. In addition, we also extend our methods to generate operations based
on row relationships that relate more than two rows.
3.2 Graph Model
In our first attempt at minimizing the number of MAPs needed to calculate
the vector resulting from a matrix-vector product, we used a weighted graph
representation to model the problem, similar to that used in FErari [47, 48].
In this model, the resulting vector entries are represented by vertices in the
graph, with some vector entries excluded. We exclude from the graph vertices
corresponding to rows that contain only zeros, since the corresponding inner
product for these rows is zero, and thus no operations are needed to compute
this vector entry. This optimization saves 1 MAP for each column in the matrix
over the naive matrix-vector multiplication algorithm for each zero row but saves
nothing over an unoptimized matrix-vector multiplication algorithm that ignores
the zero entries when calculating the matrix-vector product. Similarly, when
identical rows occur in the matrix, we represent only one of the vector entries
corresponding to the identical rows with a vertex in the graph since only one of
the corresponding inner products needs to be calculated (see Subsection 3.2.3).
We represent operations resulting from relationships between two rows by
edges connecting the vertices corresponding to the two resulting vector entries
involved. We store the operations for each edge needed to obtain each result-
ing vector entry given the other resulting vector entry, assigning weights to the
edges equal to the number of MAPs needed for the corresponding operations.
This is demonstrated in Figure 3.1 in which the resulting vector entries cor-
responding to rows 1 and 2 are represented by vertices 1 and 2, respectively.
The operations relating y1 and y2 (y1 = −y2/2 and y2 = −2y1) are represented
by the edge connecting vertices 1 and 2. The direction of the edge determines
which operation is used. However, in our graph model, we solve an undirected
graph problem before assigning the edge directions since it reduces the number
of edges built without affecting the optimality of the solution. Subsequently, we
assign the undirected edges of the solution a direction based on a traversal of
the solution graph.
The optimizations we implement (and represent as edges in our graph model)
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Figure 3.1: Two rows and subgraph that represents resulting vector entries and
their relationship. Edge represents possible operations y1 = −y2/2 or y2 =
−2y1, depending on direction.
based on binary row relationships fall into one of three categories described
in Subsections 3.2.2-3.2.4. The implemented optimizations described in Sub-
sections 3.2.2 and 3.2.3 are similar to those in FErari, but the optimizations
described in Subsections 3.2.1 and 3.2.4 have no equivalents in FErari.
3.2.1 Inner-Product Operations
We include in our graph model a special inner-product vertex that does not
correspond to any resulting vector entry. This inner-product vertex is connected
to all vector entry vertices in the graph by edges that represent operations
needed to calculate the inner product for the corresponding vector entry. The
inner-product operations ignore zero entries in the row, using only nonzero
entries when forming the inner product. Thus, the weight of an inner-product
edge is equivalent to the number of nonzeros in the row corresponding to the
vector-entry vertex of the edge (the vertex that is not the inner-product vertex).
FErari does not have an equivalent to the inner-product vertex and edges.
This represents a difference in scope for the two respective optimization prob-
lems. The FErari optimization problem includes binary relationships between
rows, and once the optimal set of operations is found from this problem, inner-
product operations are added where necessary or when they are cheaper than the
binary relationship operations. We include in our optimization problem inner-
product relationships as well as binary relationships, so our solution includes
the necessary inner products once the optimization problem is solved. We also
view the inner-product vertex as a natural starting point for solution traversal,
which FErari lacks. At least one inner-product operation must be calculated
before any other optimizations based on components of the resulting vector can
be utilized. This corresponds to traversing an inner-product edge. Any graph
traversal starting from the inner-product vertex that spans the graph vertices
will result in operations that compute the matrix-vector product correctly. Such
a traversal is guaranteed to exist, since it can be formed by inner-product edges
alone.
3.2.2 Colinear Row Relationship
One simple binary row relationship is when two rows are scalar multiples of each
other, so the vectors formed from these rows are colinear (e.g., ri = αrj). This
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relationship yields an optimization for calculating the corresponding resulting
vector entries in which the resulting vector entry for one of the rows can be
determined by scaling the vector entry corresponding to the colinear row at
a cost of 1 MAP (e.g., ri = αrj ⇒ yi = αyj). For instance, in Figure 3.2,
we see that r2 = 1.5r1, and thus it follows that the resulting vector entry
y2 = 1.5y1. This colinear relationship is always optimal, and in theory all
but one of the resulting vector entry vertices resulting from a colinear set of
rows can be removed from the graph. This may not be the case in practice,
however, since one vertex may yield a less costly solution when partial colinear
row edges (see Subsection 3.2.4) are considered, based on whether the partial
colinear operations contain coefficients of unit magnitude. Since we cannot
determine a priori which vector entry should not be calculated using the colinear
optimization (corresponding to which vertex should remain in the graph), we
cannot remove any of these vertices from the graph.
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Figure 3.2: Optimizations based on binary row relationships.
Searching for colinear row relationships
An important issue is how to find these colinear row relationships efficiently. For
this and future analyses of the search algorithms, we assume we have a matrix
with n rows and d columns. The brute force search algorithm compares all O(n2)
row vector pairs to detect whether they are colinear. We can determine whether
a pair of vectors is colinear in O(d) time. Thus, the brute force algorithm
has complexity O(dn2). Faster methods can be utilized, however. We have
implemented an O(dn log(n)) search method that inserts slightly modified row
vectors into a binary search tree that produces a lexicographically sorted set
of vectors. This is similar to a method mentioned in [48]. Before inserting the
row vectors into the tree, they are normalized and scaled by −1 (if necessary)
so that −v and v are lexicographically equivalent. These modified row vectors
are inserted into the binary tree so that they are sorted lexicographically in
O(dn log(n)) time. An in-order traversal of this binary search tree allows us to
find the lexicographically equivalent (within some tolerance) modified vectors
that correspond to originally colinear row vectors and are now consecutively
arranged in the sorted tree. We also found that presorting the vectors by their
angle relative to some reference vector (a necessary but not sufficient condition
for colinearity) further reduced the runtime of this search algorithm. Kirby, et
al. used hash tables to determine the set of colinear vectors [48]. By looping
through each row once and inserting the row into the hash table, they determine
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in constant time whether the row is collinear to a previously inserted row, for a
total cost of O(dn). This would be a more effective method for sufficiently large
d or n.
3.2.3 Identical Row Relationship
The identical row relationship is a special case of the colinear row relationship
in which the scaling factor α = 1. This relationship yields an optimization
in which the resulting vector entries corresponding to the two identical rows
will be equivalent. Thus, with this optimization we need to compute only the
resulting vector entry for one of a set of identical rows, and the remaining
resulting vector entries need only assignment, as demonstrated in Figure 3.2
(r3 = r1 ⇒ y3 = y1). Since only assignment is needed to compute all but one
of the resulting vector entries for a set of identical rows, we assign a cost of 0
MAPs for the remaining vector entries, a savings of 1 MAP per column over
naive matrix-vector multiplication algorithms and 1 MAP for every nonzero
in the row for an unoptimized algorithm that is clever enough to ignore the
matrix zeros in the computation. This assignment of 0 MAPs is consistent with
[47, 48, 49]. As with colinear rows, the identical row relationship operation
is always optimal. Unlike colinear row optimization, however, the choice of
the vector entry to be represented in the graph is unimportant, since all rows
are calculating the same inner product. Thus, in order to simplify the graph
problem, we remove all but one of the vertices corresponding to a set of identical
vector entries. In reality, the relative cost of this assignment operation should
be between 0 and 1 MAPs. However, since this operation should always be in
the optimal solution (and thus the corresponding vertex is removed from the
graph), the exact cost of this operation does not affect the solution.
3.2.4 Partial Colinear Row Relationship
The final binary row relationship we utilize in our graph model is the partial
colinear row relationship. The partial colinear row relationship is similar to the
colinear row relationship except that only a proper subset of the entries in a row
are scalar multiples of the corresponding entries in the other row (the vectors
formed from the subset of entries of these two rows are colinear). For each pair
of rows, there may be many different subsets of entries that form colinear vec-
tors, but we represent only one relationship having the largest subset of entries
(ignoring trivial subsets of one entry) that are colinear. We also only consider
partial colinear row relationships that yield potentially beneficial operations,
ignoring partial colinear row relationships that yield operations more expensive
than corresponding inner-product operations, for instance. It is important to
note that there is no equivalent binary row relationship implemented in FErari.
FErari implements a Hamming distance optimization in which two rows have a
subset of entries that are identical or negative of each other, a special case of
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the partial colinear row relationship [48].
We can naturally write the expression of this partial colinear relationship
between two rows i and j as
ri = α
∑
k∈Ccol
rjkek +
∑
k/∈Ccol
βkek,
where Ccol is the subset of column indices for the entries in the two rows that
are part of the colinear subset, α is the factor relating the colinear subsets, ek
is the kth column of the identity matrix, and βk is a correction factor for the
non-colinear entry k. This yields the possible optimization
rTi x = α
∑
k∈Ccol
rjkeTk x +
∑
k/∈Ccol
βkeTk x⇒ yi = α
∑
k∈Ccol
rjkxk +
∑
k/∈Ccol
βkxk.
The first term in this resulting operation is part of the inner-product operation
for yj . We could represent this partial inner product as an optional vertex in our
graph model, which may or may not be included in the graph solution. However,
in our implementation, we did not implement partial colinear operations in this
manner. In order to simplify the graph model by removing the need for these
optional vertices in our graph solution, we introduce a different expression for
the row relationship that yields a slightly less optimal result based on the same
partial colinear relationship.
Unlike the original expression for the partial colinear row relationship, we
write row i in terms of the entire row j,
ri = αrj +
∑
k∈Ccol
γkek,
where Ccol is the set of column indices for the entries in the two rows that are
not a part of the colinear subset, and γk is a correction factor for the entry
k that is not part of the colinear subset. This yields a possibly less optimal
optimization in which the resulting vector entry yi can be written in terms of
the resulting vector entry yj ,
rTi x = αr
T
j x +
∑
k∈Ccol
γkeTk x⇒ yi = αyj +
∑
k∈Ccol
γkxk.
This new optimization relates two resulting vector entries and thus can be rep-
resented in the graph model with normal (not optional) vertices. However,
this operation is not optimal for all partial colinear rows, in particular when
βk = 0 for some k in the first expression. For instance, if riT = [4, 4, 4, 0, 4] and
rjT = [1, 1, 0, 1, 1], the first partial colinear approach for calculating yi would
use the operation yi = 4tj + 4x3, where tj = x1 + x2 + x5 is a partial inner
product of yj previously stored during the calculation of the full inner product,
at a cost of 2 MAPs. The second partial colinear approach for calculating yi,
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however, would use the operation yi = 4yj + 4x3 − 4x4 at a cost of 3 MAPs. In
practice, we believe the partial colinear row relationships that lead to this lack
of optimality in the second approach to be relatively uncommon, and thus we
are willing to sacrifice some optimality for the simpler graph model.
This partial colinear optimization is more expensive than the fully colinear
optimization but still potentially useful, costing 1 +
∣∣Ccol∣∣ MAPS (∣∣Ccol∣∣ MAPS
if α = ±1). For example, we see in Figure 3.2, that rows 1 and 4 form vectors
that are partially colinear. The vector formed from the first three columns of
row 4 is a scalar multiple of the vector formed from the first three columns
of row 1, with α = 2.5 as the scaling factor. Thus, the resulting vector entry
corresponding to row 4 can be computed as y4 = 2.5y1 + 8x4 at a cost of 2
MAPs, a savings of 2 MAPs when compared to the 4 MAPs required to do the
complete inner product.
Searching for partial colinear row relationships
As with the colinear row relationships, an important issue is how to find the
partial colinear row relationships in an efficient manner. We use a partial brute
force method in which we loop over all O(n2) pairs of row vectors. For each row
vector pair, we find the largest proper subset of entries that are colinear. We can
do this by looping through the d entries in the two vectors, calculating the ratio
between the two vector entries, and inserting these d ratios into a sorted binary
search tree (in O(d log(d)) time). We can traverse the tree to find the largest set
of ratios that are the same (within some tolerance). The corresponding entries
indicate the largest proper subset of entries that are colinear. In this manner, we
find the partial colinear row relationships in O(dn2 log(d)) time. It is possible
that there is a method for reducing the O(n2) part of the complexity (as seen
in Subsection 3.2.2) but we leave this for future work.
3.2.5 Graph Model Minimization Problem
Finding the set of operations with a minimum number of MAPs (for the binary
row relationships utilized) is equivalent to finding a set of edges in the graph
of minimal weight with certain properties. The resulting edges must form a
subgraph spanning all vertices, since each entry in the resulting vector must be
calculated by either an inner product or by an operation resulting from a binary
row relationship with a row corresponding to a previously calculated vector en-
try. This spanning subgraph must also be connected, so that there is at least
one path from the inner-product vertex to every other vertex, and each resulting
vector entry can be calculated by following such a path to its corresponding ver-
tex. An optimal solution subgraph must also be acyclic, since for any solution
subgraph with a cycle an edge could be removed, leaving a less expensive but
valid solution. Thus, a resulting optimal solution must be a minimum spanning
tree (MST) for the graph. We can find an optimal solution to this optimiza-
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tion problem easily, since greedy algorithms such as Prim’s algorithm find the
MST of a graph optimally in polynomial time. The cost of a minimal MAP set
of operations for matrix-vector multiplication (for the relationships utilized) is
equivalent to the sum of the edge weights in the resulting MST. In Figure 3.3,
we see a simple graph and solution resulting from a two-row matrix to demon-
strate how the MST yields a solution to the optimization problem. The matrix
on the left yields the middle graph with two resulting vector entry vertices and
the inner-product vertex. The two edges from the inner-product vertex corre-
spond to computing the inner product (ignoring zero entries) for each row. The
edge connecting the two row vertices corresponds to an operation that arises
from a partial colinear relationship between the two rows (y1 = −y2 + 8x1 or
y2 = −y1 + 8x1). We see an MST of the graph on the right with the edges of
the MST corresponding to a set of operations for computing the matrix-vector
multiplication with a minimal number of MAPs (4) for the relationships utilized,
y2 = −4x2 − 4x3 − 8x4,
y1 = −y2 + 8x1.
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Figure 3.3: Simple two row matrix, corresponding graph problem, and resulting
MST (4 MAPs) solution to graph problem.
It is important to note that if we had included the optional vertices described
in Subsection 3.2.4 for the partial colinear row relationships, the MST problem
would be the wrong combinatorial optimization problem. We believe the prob-
lem could instead be formulated as a weighted Steiner tree problem, another
well known combinatorial optimization problem. The Steiner tree problem in
graphs is to find the minimal cost tree that spans all the vertices in a given
vertex set (required vertices) and may or may not span the remaining vertices
(optional vertices)[63].
3.2.6 Graph Example
Figure 3.4 shows an example formulation and solution of a graph problem to
generate less costly code for a matrix-vector product. We see in Figure 3.4(a)
a simplified version of the matrix for building the finite element local stiffness
matrices for the 2D Laplace equation (triangles and 2nd order Lagrange poly-
nomial basis) with the zero rows, identical rows, and several additional rows
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removed in order to display the graphs more easily. Figure 3.4(b) shows the
graph vertices corresponding to the resulting vector entries of the matrix-vector
product as well as the inner-product vertex and inner-product edges. The col-
inear edges are added in Figure 3.4(c) corresponding to optimizations resulting
from rows {4,7} being colinear and rows {5,6,8} also being colinear. In Figure
3.4(d) the edges for the partial colinear operations are added. Finally, Figure
3.4(e) shows an MST solution for this graph problem with the edges of the
MST highlighted. A traversal of this MST generates the following operations
to compute the matrix-vector product
y3 = 0.5x1,
y2 = 0.5x3,
y1 = (4/3)x2,
y8 = −y1 − (4/3)x3,
y7 = −y1 − (4/3)x1,
y9 = −y8 + (4/3)x1,
y6 = 0.5y8,
y5 = (−1/8)y8,
y4 = (−1/8)y7
at a cost of 9 MAPs.
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Figure 3.4: Graph example with (a) matrix, (b) row vertices and inner-product
vertex/edges, (c) colinear edges, (d) partial colinear edges, and (e) MST solu-
tion. Edges weights are suppressed in figure for graphical clarity.
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3.2.7 Graph Model Results
We implemented the graph model with the inner-product vertices/edges and
the binary row relationship edges described above (Subsections 3.2.1-3.2.4) and
used Prim’s algorithm to find the MST for this graph. Then we traversed the
MST starting from the inner-product vertex to obtain an optimal solution (for
the row relationships used) and computed the cost of the solution (in MAPs)
from the weights of the MST edges. The implementation was written in C++.
We used matrices from the local stiffness matrix formulation (described in
Subsections 3.1.2 and 3.1.3) obtained from FErari so that our results could be
compared directly with previously reported results. These FErari matrices were
obtained for the 2D and 3D Laplace equation (using triangles and tetrahedrons)
and Lagrange polynomial basis functions of orders 1 to 6. Information about
these matrices is shown in Table 3.1.
Table 3.1: FErari 2D and 3D Laplace matrices. For each matrix, the number
of rows (n), number of columns (d), number of elements (nd), and the number
of nonzeros (nnz) are given.
2D Laplace 3D Laplace
Order n d nd nnz n d nd nnz
1 6 3 18 10 10 6 60 21
2 21 3 63 34 55 6 330 177
3 55 3 165 108 210 6 1260 789
4 120 3 360 292 630 6 3780 2586
5 231 3 693 589 1596 6 9576 7125
6 406 3 1218 1070 3570 6 21420 16749
Table 3.2 gives a summary of the edges produced in the resulting graph for
each matrix. Only the inner-product (IP), colinear (CL), and partial colinear
(PCL) are applicable to the graph model. The coplanar hyperedges (CP) are
given for the hypergraph model in the next section. As previously mentioned,
we have not included the edges that cannot be in the optimal solution. We see
that the partial colinear edges are the most plentiful. However, even with these
edges, the edge count is fairly modest and does not pose a problem for finding
the MST. In fact, building the graph is usually significantly more expensive
than finding the MST for the graph.
Tables 3.3 and 3.4 show the results of the FErari graph algorithm and our im-
proved graph algorithm that includes partial colinear row relationships. Each
row in these tables reports results for a matrix resulting from a different or-
der polynomial basis. The first column of these tables gives the order of the
Lagrange polynomials. The number of MAPs required to compute the full
matrix-vector product with and without unnecessary multiplications by zero
matrix entries is shown in columns two and three, respectively. The cost of the
FErari algorithm (best FErari graph method results in MAPs reported from
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Table 3.2: Number of hyperedges in resulting hypergraph for FErari matrices.
Hyperedges are divided into four categories: inner-product edges (IP), colinear
edges (CL), partial colinear edges (PCL), and coplanar hyperedges (CP).
2D Laplace 3D Laplace
Order IP CL PCL CP IP CL PCL CP
1 6 0 9 3 10 0 18 0
2 13 9 41 24 49 0 507 84
3 35 22 269 420 168 22 4802 732
4 97 12 1001 2184 480 75 31995 5380
5 213 48 3120 9213 1291 127 114494 23276
6 379 87 7112 25948 2949 283 419303 75985
[47, 48, 49]) for each matrix is given in the fourth column. We report the cost
of our improved algorithm in the final column.
Table 3.3: Graph algorithm: 2D Laplace FErari matrices, matrix-vector multi-
plication costs (in MAPs) for several different order Lagrange polynomials and
algorithms. GPCR is our improved graph algorithm with partial colinear row
relationship optimizations.
Unoptimized Unoptimized Nonzero FErari GPCR
Order MAPs MAPs MAPs MAPs
1 18 10 7 7
2 63 34 15 14
3 165 108 45 43
4 360 292 176 152
5 693 589 443 366
6 1218 1070 867 686
From these results (Tables 3.3 and 3.4), we see that both FErari’s graph
implementation and our improved graph implementation result in a substantial
reduction in MAPs for the matrix-vector multiplication over the unoptimized
algorithms. Our implementation reduces the number of MAPs by up to 60%
for the 2D matrices (order 3) and up to 59% for the 3D matrices (order 4)
over the unoptimized matrix-vector product without the multiplications by the
zero matrix entries (column 3). We also see a significant improvement in the
results from our graph implementation over the FErari results, especially for
the higher order problems. For example, our implementation showed a 17% and
21% reduction in the number of MAPs over FErari for the 2D order 5 and order
6 matrices, respectively.
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Table 3.4: Graph algorithm: 3D Laplace FErari matrices, matrix-vector multi-
plication costs (in MAPs) for several different order Lagrange polynomials and
algorithms. GPCR is our improved graph algorithm with partial colinear row
relationship optimizations.
Unoptimized Unoptimized Nonzero FErari GPCR
Order MAPs MAPs MAPs MAPs
1 60 21 – 17
2 330 177 101 79
3 1260 789 370 342
4 3780 2586 1118 1049
5 9576 7125 – 3592
6 21420 16749 – 8835
3.3 Hypergraph Extension
A major limitation of the graph model described above is that more complex
relationships relating more than two rows (and thus more than two resulting
vector entries) cannot be expressed, since an edge contains only two vertices.
A natural extension to the graph model that addresses this limitation is a hy-
pergraph model with hyperedges. In this hypergraph model, each hyperedge
can contain two or more vertices and represents operations relating two or more
resulting vector entries [3]. In our hypergraph model implementation, we build
edges (2-vertex hyperedges) for the same inner-product operations and opera-
tions resulting from binary row relationships described in Section 3.2 and aug-
ment these edges with additional hyperedges of cardinality greater than two.
For the present implementation, we limit our hypergraph model to additional
hyperedges with cardinality three.
3.3.1 Coplanar Row Relationships
One row relationship that results in optimizations that we can express with the
higher cardinality hyperedges is a generalization of the colinear row relationship
in which three or more rows are linearly dependent. Limiting the model to
three-vertex hyperedges, this relationship describes three rows in which the
corresponding vectors are linearly dependent or coplanar, so that α1r1 +α2r2 +
α3r3 = 0 for some nonzero scalars α1, α2, and α3. Thus, the resulting vector
entry for a given row (e.g., y1) can be written in terms of the resulting vectors
for the other two rows in the following optimization
y1 = rT1 x = β1r
T
2 x + β2r
T
3 x = β1y2 + β2y3,
where β1 = −α2/α1 and β2 = −α3/α1. The cost of this relationship is 2
MAPs (1 MAP if β1 = ±1 or β2 = ±1). While this optimization requires more
MAPs than the colinear optimization, it can yield a reduction in MAPs over the
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partial colinear optimizations or the full inner-product computation for a vector
entry. Figure 3.5 shows a three-row example and the hyperedge representation
of operations resulting from the three-row linear dependence for these rows in
which the operations relate the resulting vector entries by y1 = 3y2 + 3y3,
y2 = y13 − y3, and y3 = y13 − y2.
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Figure 3.5: Hyperedge representation of operations resulting from three-row
linear dependence. Connected triangle represents the hyperedge, with weight
(2) placed inside triangle.
3.3.2 Searching for Coplanar Row Relationships
An important issue is how to find these coplanar row relationships in an efficient
manner. The brute force method of looping over all row triples has complexity
O(αn3), where α is the cost of determining whether a vector triple is coplanar
(e.g., α is O(d3) if SVD is used). We can do better by applying a necessary
condition for coplanarity to all pairs of row vectors [49]. In particular, we project
each row vector from Rd to R3 and calculate the normal to the plane formed
by each pair of projected vectors. If two pair of vectors are coplanar, then
the corresponding normal vectors must be colinear (for d = 3, this is also a
sufficient condition). We can apply the colinear searching method described in
Subsection 3.2.2 to the vectors normal to the planes formed by the n2 projected
row vector pairs. In this manner, we can find sets of potentially coplanar row
vectors in O(dn2 log(n)). For d > 3, we then use brute force to determine which
of the potentially coplanar row vectors are in fact coplanar. This is effective
since the number of potentially coplanar row vector triples is much smaller than
the total number of row vector triples.
3.3.3 Hypergraph Model Minimization Problem
Defining a valid hypergraph solution that corresponds to a set of operations with
a minimum number of MAPs is more complicated than for the graph formula-
tion. The optimization problem is still equivalent to finding a set of hyperedges
of minimum weight with certain properties. The resulting hyperedges also still
form a connected subhypergraph spanning all vertices, since each entry in the
resulting vector must be calculated either by an inner product or from a row re-
lationship utilizing one or more previously calculated vector entries. With only
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these restrictions on the solution, finding a hypergraph MST (follows naturally
from the generalization of a cycle [2]) would yield a solution with the minimum
number of MAPs, as with the graph formulation. However, the MST would al-
low infeasible solutions with three-row linear dependence optimizations in which
two of the resulting vector entries are calculated from one previously calculated
resulting vector entry. Thus, we must impose the restriction that all but one of
the resulting vector entries corresponding to the rows in the relationship are de-
termined before the final vector entry is calculated using this linear dependency
operation. This translates to the restriction on the hypergraph model that a
hyperedge may be in the hypergraph solution only if there exist valid traversals
in the solution subhypergraph (without this hyperedge) from the inner-product
vertex to all but one of the vertices in the hyperedge. A valid traversal is a
traversal of a series of hyperedges in which each hyperedge cannot be traversed
until all but one of its vertices have been visited in the traversal. It is important
to note that this constraint applies to the MST solution of the graph model
as well, since each edge in the solution has two vertices and there must be a
traversal (path not containing this edge) from the inner-product vertex to one of
the two vertices. With this important restriction, it is clear that any feasible so-
lution that contains a hyperedge of cardinality three or greater contains a cycle
and thus is not a tree. We see an example of a hypergraph solution in Figure 3.6
that is not a tree (thus not an MST). The solution graph contains two different
paths from the inner-product vertex to vertex 5 ({IP,1,3,5} and {IP,2,4,5}) and
thus contains a cycle and is not a tree. The solution in which we are interested is
a minimum spanning connected subhypergraph of the original hypergraph with
the hyperedge restriction. As with the graph problem, the cost of the matrix-
vector product resulting from the hypergraph solution is equivalent to the sum
of the hyperedge weights in the resulting solution subhypergraph.
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Figure 3.6: Example of hypergraph solution that is not a tree.
Although the solution to the hypergraph minimization problem is not an
MST (if it has a hyperedge of cardinality greater than two), much research has
been done on the complexity analysis of the hypergraph MST problem (MST-H)
and the related hypergraph Steiner tree problem [70]. We summarize a couple
of the MST-H complexity results since we believe our hypergraph problem to be
of similar hardness. In particular, finding the MST of a weighted r-bounded (all
hyperedges have cardinality of at most r) hypergraph for r ≥ 4 is NP-hard [63].
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The complexity for r = 3 is still an open problem. The best known polynomial
time approximation algorithm for r = 3 yields a solutions within a factor of 3/2
of the optimal solution [63, 62].
3.3.4 Modified Prim’s Algorithm
The hypergraph model minimization problem is significantly more difficult than
the graph optimization problem. We suspect that finding an optimal solution is
NP-hard, and thus we consider heuristic methods. Our first attempt at solving
this optimization problem was to implement a version of Prim’s algorithm mod-
ified for hypergraphs. We enforce the previously described hyperedge restriction
in the algorithm by allowing hyperedges to be added to the solution only if all
but one of the vertices for that hyperedge are covered by previously added hy-
peredges. Figure 3.7 shows an example of the modified Prim’s algorithm on a
small hypergraph with the MAP count shown inside the box at each stage of
the algorithm. The three-vertex hyperedge {1, 2, 5} is not available to be added
to the solution until two of the three vertices (1 and 2) are both present in the
solution after stage (d). Again we see that the solution shown in Figure 3.7(f)
is not a tree.
Unfortunately, this greedy algorithm does not necessarily yield an optimal
solution for the row relationships utilized. Figure 3.8 shows a simple example
where the modified Prim’s algorithm yields a suboptimal result. For the hyper-
graph on the left, the optimal solution costs 8 MAPs but the modified Prim’s
algorithm solution costs 9 MAPs. However, the modified Prim’s algorithm so-
lution of the hypergraph problem is guaranteed to require no more (and often
fewer) MAPs than the solution of the graph formulation of Section 3.2 and can
be found in polynomial time. Thus, this greedy solution of the hypergraph
problem can still potentially yield useful results.
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Figure 3.7: Example of hypergraph extension of Prim’s algorithm. Non-solution
inner-product edges suppressed for graphical clarity.
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Figure 3.8: Suboptimal solution obtained by modified Prim’s algorithm for
hypergraphs. Optimal solution requires 8 MAPs and modified Prim’s algorithm
solution requires 9 MAPs.
3.3.5 Related Work
Kirby, et al. addressed these more complex relationships that relate more than
two rows in a different manner [49], focusing on the geometric relationships
between three or more row vectors. After removing the colinear and identical
rows, they have a two-step approach for addressing coplanar row relationships.
First, they find all row triples that form coplanar vectors and connect the triples
that have two rows in common. The idea is that computing the resulting inner-
products for two of the rows in this connected set of row triples allows replace-
ment of the inner-product for each remaining row using a 2 MAP operation.
This step is similar to our construction of the hypergraph. The second step is
to find the cheapest set of rows to calculate full inner-products (referred to as a
minimal generator) such that two rows for each connected set of row triples are
in this set. This step is akin to our solution of the hypergraph problem. Kirby,
et al. give a greedy algorithm for finding a minimal generator [49]. This process
for coplanar relationships is generalized for relationships of higher numbers of
rows. With this generalization, an iterative process can be used to find a series
of minimal generators such that the minimal generator for i-row linear relation-
ships is used as the input set of rows to be enumerated when searching for the
(i + 1)-row linear dependency relationships in the next iteration. This gives a
very efficient algorithm for calculating the minimal cost matrix-vector product,
using only dot product and linear dependency (including colinear) relationships.
We report the results from this approach in the next subsection.
The drawback to this approach is that it is less natural to incorporate the
non-linear dependency operations such as the Hamming distance optimization
[47, 48] or our optimizations resulting from partial colinear row relationships.
We saw in Section 3.2 that these partial colinear row relationships are very
important in minimizing the MAPs. Kirby, et al. outline a combinatorial struc-
ture that would incorporate the inner-product, Hamming distance, and linear-
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dependency operations and a heuristic modification to Prim’s algorithm to solve
this problem [49]. However, they they conclude that their implementation of
this is impractical for all but the simplest problems and do not report results
from this approach.
3.3.6 Hypergraph Model Results
We implemented the hypergraph model of the optimization problem with the
inner-product vertices/edges, the binary row relationship edges (Subsections
3.2.2-3.2.4), and the three-vertex linear dependence hyperedges (Subsection
3.3.1) and used the modified hypergraph version of Prim’s algorithm to find
the minimum spanning connected subhypergraph solution. Our code traverses
the subhypergraph solution starting from the inner-product vertex to deter-
mine a reduced set of operations to calculate the matrix-vector product and
determines the cost of the solution (in MAPs) from the weights of the solution
hyperedges. As with the graph implementation, the hypergraph implementation
was written in C++. We used the GNU Scientific Library (GSL) singular value
decomposition routine (gsl linalg SV decomp) to verify that three row vectors
were coplanar [26].
We use the same matrices for the hypergraph results as for the previous graph
results, shown in Table 3.1. Table 3.2 gives a summary of the edges produced
in the resulting hypergraph. The inner-product (IP), colinear (CL), and partial
colinear (PCL) are the same as in the graph model. The coplanar hyperedges
(CP) are also shown for the resulting hypergraphs. Again, the hyperedge count
is fairly modest and building the hypergraph is significantly more expensive
than finding the solution to the hypergraph minimization problem.
Table 3.5 shows a comparison between our graph model implementation and
our hypergraph model for the 2D Laplace equation matrices. For these 2D ma-
trices, the hypergraph model results show modest improvement over the graph
model results (at most 14%, which was obtained for the fourth order polynomial
basis). However, it is important to note that these 2D matrices have only three
columns. Thus, we gain little by using the additional three-vertex linear depen-
dency hyperedges in the hypergraph since it will save at most 1 MAP over a
full inner product (2 MAPs if one of the coefficients in the operation happens to
be ±1). Another possible explanation for the modest improvement is that the
modified Prim’s hypergraph implementation may yield significantly suboptimal
results, and if the problem were solved optimally, the hypergraph implementa-
tion would provide a further reduction in MAPs. We believe the former is the
more likely explanation, however, and that the graph model solution is nearly
optimal for these 2D matrices, with little further reduction possible.
Table 3.6 shows a comparison between our graph model implementation and
our hypergraph model implementation for the 3D Laplace equation matrices
(columns 5 and 6). The table also shows the FErari geometric results (for
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Table 3.5: Hypergraph algorithm: 2D Laplace FErari matrices, matrix-vector
multiplication costs (in MAPs) for several different order Lagrange polynomi-
als and algorithms. GPCR is our improved graph model with partial colinear
row relationships. HGraph is our hypergraph extension to the improved graph
model.
Unoptimized Unoptimized GPCR HGraph
Order MAPs Nonzero MAPs MAPs MAPs
1 18 10 7 6
2 63 34 14 14
3 165 108 43 38
4 360 292 152 131
5 693 589 366 352
6 1218 1070 686 677
Table 3.6: Hypergraph algorithm: 3D Laplace FErari matrices, matrix-vector
multiplication costs (in MAPs) for several different order Lagrange polynomials
and algorithms. FErari Geom are results from the new method in FErari geo-
metric optimization paper [49] that utilizes row relationships of more than two
rows. GPCR is our improved graph model with partial colinear row relation-
ships. HGraph is our hypergraph extension to the improved graph model.
Unoptimized Unoptimized FErari Geom GPCR HGraph
Order MAPs Nonzero MAPs MAPs MAPs MAPs
1 60 21 – 17 17
2 330 177 105 79 65
3 1260 789 327 342 262
4 3780 2586 1045 1049 726
5 9576 7125 – 3592 3098
6 21420 16749 – 8835 8199
polynomial basis orders 2-4), the approach outlined in the previous subsubsec-
tion [49]. For order 3 and 4 polynomial bases, the FErari geometric results are
an improvement over the FErari graph results, so we have included the geo-
metric rather than the graph FErari results. For these 3D matrices, the code
generated by our hypergraph model showed a significant reduction in MAPs
in comparison with the code generated by our graph model, especially for the
fourth order polynomial basis in which we saw an additional reduction in MAPs
by 31% for a total reduction of 72% over the unoptimized matrix-vector prod-
uct code. We speculate that solving this problem optimally for the higher order
polynomial bases would further reduce the MAPs, although the reduction might
be modest. Similarly, our hypergraph implementation yielded less costly results
than the FErari geometric implementation (e.g., 31% fewer MAPs for the fourth
order polynomial basis). Much of this may be attributed to our improved graph
model implementation and that we take advantage of the partial colinear rela-
tionships that the FErari geometric implementation neglects.
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Table 3.7: Time (in seconds) for building the graph/hypergraph and solving the
resulting optimization problem. Runtimes for 3D Laplace FErari matrices of
several different polynomial orders.
Graph Hypergraph
Order Build Solve Build Solve
1 6.97e-4 3.36e-4 5.14e-3 3.22e-4
2 4.71e-3 1.29e-3 1.52e-2 1.57e-3
3 3.78e-2 9.62e-3 1.26e-1 1.11e-2
4 2.79e-1 1.08e-1 1.39e+0 1.29e-1
5 1.71e+0 1.19e+0 1.76e+1 1.58e+0
6 9.08e+0 1.17e+1 1.51e+2 1.47e+1
Runtimes for implementation
In this subsubsection, we present the runtimes for our implementation for the 3D
Laplace matrices. In particular, Table 3.7 shows the runtimes for building the
graph/hypergraph and solving the resulting minimization problem for both our
graph and hypergraph implementations. For the most part, we see that the time
required to build the graph/hypergraph is more significant than the time to solve
the resulting optimization problem. For the larger problems, the runtime for
building the graph is dominated by the O(dn2 log(d)) complexity for detecting
the partial colinear row relationships. The coplanar row detection dominates the
time needed to build the hypergraphs. Admittedly, the runtimes for the largest
problems were sizable. Clearly one would not want to use the optimizations
we implemented for one matrix-vector multiplication, but in the context of a
“finite-element compiler optimization” where the optimized code could be used
billions of times, we feel the runtimes are reasonable and justifiable. These
runtimes were obtained on a Mac with a 2.16 GHz Intel Core 2 Duo processor,
using the gcc compiler.
3.4 Accuracy
We have shown that our implementations generate operations for computing
matrix-vector products with a significant reduction in MAPs in comparison to
the unoptimized matrix-vector multiplication algorithms for the Laplace finite
element FErari matrices. However, the relationships between resulting vector
entries are determined numerically (based on a tolerance) and are not exact.
Thus, we are naturally concerned with what price is paid in terms of accuracy
for the reduction in MAPs. Table 3.8 shows the accuracy for the matrix-vector
multiplication code for the 2D and 3D Laplace FErari matrices, using the oper-
ations generated by our graph and hypergraph implementations. We measured
the relative error for each matrix-vector product by dividing the norm of the
difference between the resulting vectors for the full matrix-vector multiplication
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Table 3.8: 2D and 3D Laplace FErari matrices, matrix-vector multiplication
accuracy for several different polynomial order basis functions. GPCR is our
improved graph model with partial colinear row relationships. HGraph is our
hypergraph extension to the improved graph model.
2D Laplace 3D Laplace
Order GPCR HGraph GPCR HGraph
1 0 0 0 0
2 3.1123e-16 3.1294e-16 1.2125e-16 1.4664e-16
3 4.1471e-16 2.8602e-16 7.5860e-16 1.7935e-15
4 1.9063e-15 1.0295e-15 2.6234e-16 7.1006e-16
5 4.0136e-16 6.3698e-16 1.6623e-15 1.4481e-15
6 2.2813e-16 2.4842e-15 6.8123e-15 3.4148e-15
algorithm and our generated optimized matrix-vector multiplication operations
(for both the graph and hypergraph models) by the norm of the resulting vector
for the full matrix-vector multiplication algorithm, ‖yˆ − Ax‖2/‖Ax‖2 (where
yˆ is the result vector calculated by our optimized code). The relative accuracy
of the resulting vector is generally satisfactory for the optimized instructions
generated from both the graph and hypergraph algorithms. This accuracy is
about best we can expect for double precision arithmetic.
3.5 Improved Solution to Hypergraph
Optimization
As previously mentioned, the greedy modified Prim’s algorithm may not solve
the hypergraph optimization problem optimally when a hyperedge of cardinal-
ity greater than two is in the optimal solution. In this section, we examine two
different approaches to improve upon the greedy solution and further reduce the
MAPs in a given matrix-vector product. The first approach formulates the hy-
pergraph optimization problem as an integer programming problem. Although
this approach does not yield a practical method of solving the optimization
problem, we feel that this approach is important in that it gives us a particu-
larly precise statement of the optimization problem and what makes a solution
feasible. The second approach formulates the hypergraph optimization problem
as a vertex ordering problem and leverages previous work on our greedy method.
Although this approach is still a work in progress and many issues still need to
be resolved, preliminary results show that this method is promising.
3.5.1 Integer Programming Formulation
Using a directed version of the hypergraph model described in Section 3.3, we
can more precisely describe the optimization problem that we wish to solve.
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Thus, for each row in a row relationship, we need a directed hyperedge for cal-
culating the corresponding vector entry using this relationship. For instance,
for the simple row relationship r1 + r2 + r3 = 0, three separate directed hyper-
edges are needed for the possible optimizations y1 = −y2 − y3, y2 = −y1 − y3,
and y3 = −y1 − y2. Using this directed hypergraph model, we can precisely
state the optimization problem as a binary integer programming model [77]. In
particular, we want to minimize the function
cTχ
subject to a set of constraints, where each entry in the vectors c and χ corre-
sponds to a directed hyperedge in the hypergraph. In particular, ci corresponds
to the cost (in MAPs) of including the ith hyperedge in the hypergraph. χi
is a binary variable that indicates whether hyperedge i is in a solution. Since
we want the minimum cost matrix-vector product, we want to find a feasible
solution to the hypergraph problem that minimizes this function. In order to
formulate constraints to ensure that we obtain only feasible solutions while min-
imizing this function, we must first introduce some additional terminology.
First, let us define
X(F ) :=
∑
e∈F
χe,
where F is a set of hyperedges. X(F ) indicates how many of a set of hyperedges
F are in a proposed solution hypergraph (i.e., how many e have χe = 1). Next,
let us define
δ−(S) := {e ∈ E : Ve ∩ S 6= ∅, Ve ∩ S¯ = head(e)},
where S is a set of vertices. Given a set of S vertices, δ−(S) is the set of
hyperedges in the hypergraph that have all but one of their vertices are contained
in the vertex set S. The one vertex not contained in S must be the single head
vertex (defined in Section 2.1). Figure 3.9 shows an illustration of δ−(S). In
this figure, we see a set of vertices with a subset S. The two hyperedges in
δ−(S) ({1, 2, 7} and {5, 11}) are highlighted.
With these definitions, we can precisely state the optimization problem that
we wish to solve
min cTχ
s.t.∑
e:v=head(e) χe = 1, ∀v 6= vIP
X(δ−(S)) ≥ 1,∀S ⊂ V : vIP ∈ S.
The first constraint guarantees that a solution hypergraph will span all the
non-IP vertices. The second constraint ensures that at least one inner-product
operation occurs, that the solution is a connected hypergraph, and that there
are no dependencies violated in the solution. The intuition behind the second
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Figure 3.9: Example hypergraph with hyperedges in δ−(S) highlighted.
constraint is that for any proper subset of vertices S including vIP , a feasible
solution hypergraph must contain at least one hyperedge with all but one vertex
in S and the head vertex outside of S. This ensures that all resulting vector
elements can be calculated using the operations represented by this solution
hypergraph. Figure 3.10 shows an example of the second constraint eliminating
an infeasible hypergraph solution. This hypergraph solution is infeasible because
there is no valid path between the inner-product vertex and vertex 2, with only
one of the three vertices in the hyperedge {1, 2, 4} being reached before the
hyperedge is traversed. This figure shows that the second constraint is violated
for S = {IP, 1}. Figure 3.11 shows a feasible hypergraph solution. Table 3.9
lists a hyperedge (for each possible vertex set S) in this hypergraph solution
that is also in δ−(S).
IP
2
1
43
S
U
Figure 3.10: Infeasible hypergraph solution that violates second constraint for
S = {IP, 2}.
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Table 3.9: Hyperedges in hypergraph solution in Figure 3.11 that ensure the
second constraint is satisfied for all possible vertex sets S.
S e ∈ δ−(S) : xe = 1 S e ∈ δ−(S) : xe = 1
{IP} {IP, 1} {IP, 2, 3} {IP, 1}
{IP, 1} {IP, 2} {IP, 2, 4} {IP, 1}
{IP, 2} {IP, 1} {IP, 3, 4} {IP, 1}
{IP, 3} {IP, 1} {IP, 1, 2, 3} {3, 4}
{IP, 4} {IP, 1} {IP, 1, 2, 4} {1, 2, 3}
{IP, 1, 2} {1, 2, 3} {IP, 1, 3, 4} {IP, 2}
{IP, 1, 3} {IP, 2} {IP, 2, 3, 4} {IP, 1}
{IP, 1, 4} {IP, 2}
IP
2
1
34
Figure 3.11: Feasible hypergraph solution.
In general, integer programming problems are NP-hard [28, 59]. However,
there are several different methods to find optimal solutions to reasonably large
integer programming problems or good approximate solutions to many integer
programming problems [24, 52]. This integer programming approach, however,
is still not a particularly promising one for finding an improved solution to the
hypergraph optimization problem. The major difficulty is that the number of
sets S for which the second constraint needs to be satisfied is exponential in
terms of the number of vertices (O(2|V |)). Thus, the actual number of con-
straints for this problem is O(2|V |), which makes it unlikely for us to find a
good solution in polynomial time. Thus, although this integer programming
formulation is of interest as a precise statement of the hypergraph optimization
problem, it is does not lead to a promising method of solution.
3.5.2 Vertex Ordering
A more promising approach is to solve the hypergraph optimization problem
with a vertex ordering algorithm. Vertex ordering algorithms have been used to
solve many computational science problems such as envelope reduction for sparse
matrices [7], automatic differentiation [67], and sparse matrix factorizations
(see Section 2.6 for an example). There has been recent work in developing
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efficient algorithms for solving these vertex ordering algorithms [64, 65, 66]. For
our hypergraph optimization, a vertex ordering Ω = {v1, v2, . . . , vn} gives us a
rough order in which the resulting vector entries will be calculated (although this
might not be the same order in which the solution hypergraph is traversed). The
key to the vertex ordering algorithm is that given a particular vertex ordering,
an optimal subhypergraph solution for that ordering can be determined very
cheaply (O(|E|) time when utilizing appropriate data structures). This can
be accomplished using a greedy iterative algorithm for choosing the cheapest
hyperedge to reach the next vertex in the ordering. The challenging part is to
find a vertex ordering that yields a good solution and further reduces the MAPs
of the matrix-vector product. We believe finding an optimal vertex ordering to
be NP-hard but hope to develop an algorithm to produce good vertex orderings
in polynomial time.
Our hope has been bolstered by the initial success that we have achieved
with a simple local refinement algorithm. In this simple local refinement algo-
rithm, we start with a subhypergraph solution found using the modified Prim’s
algorithm outlined in Subsection 3.3.4. We can obtain an initial vertex ordering
by traversing this subhypergraph solution. For this initial vertex ordering, we
can cheaply determine the optimal subhypergraph solution (as well as the cost
of this solution), as explained above. We can then locally refine this solution
by a simple pairwise swapping of vertices in the ordering, accepting a new or-
dering only if the cheapest subhypergraph solution for this ordering is cheaper
than the cheapest subhypergraph solution for the previous ordering. Tables 3.10
and 3.11 show the results from this simple local refinement method for the previ-
ously presented 2D and 3D Laplace equation matrices. We see in Table 3.10 that
there is only a slight improvement of the local refinement over the previously
presented hypergraph results (obtained with modified Prim’s algorithm) for the
2D Laplace equation matrices. As previously explained in Subsection 3.3.6, we
believe that the graph and hypergraph model solutions are nearly optimal for
these 2D matrices, so modest improvements may be all we can expect. We see
in Table 3.11 that there is a more significant (up to 9%) improvement of the
local refinement over the previously presented hypergraph results for the 3D
Laplace equation matrices.
For this very simple local refinement method, we are able to obtain some
additional improvement over the modified Prim’s algorithm for solving the hy-
pergraph optimization problem. We believe that a multilevel vertex ordering
algorithm (similar to the multilevel partitioners described in Subsection 2.3.4)
shows promise for further improving the subhypergraph solution.
3.6 Discussion
We have shown that our graph implementation greatly reduces the number of
MAPs for the matrices obtained by FErari for the 2D and 3D Laplace equa-
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Table 3.10: Local refinement algorithm: 2D Laplace matrices, matrix-vector
multiplication costs (in MAPs) for several different order Lagrange polynomi-
als and algorithms. GPCR is our improved graph model with partial colinear
row relationships. HGraph is our hypergraph extension to the improved graph
model. Local Refine is the simple local refinement of a HGraph solution.
GPCR HGraph Local
Order MAPs MAPs Refine MAPs
1 7 6 6
2 14 14 14
3 43 38 38
4 152 131 129
5 366 352 339
6 686 677 657
Table 3.11: Local refinement algorithm: 3D Laplace matrices, matrix-vector
multiplication costs (in MAPs) for several different order Lagrange polynomi-
als and algorithms. GPCR is our improved graph model with partial colinear
row relationships. HGraph is our hypergraph extension to the improved graph
model. Local Refine is the simple local refinement of a HGraph solution.
GPCR HGraph Local
Order MAPs MAPs Refine MAPs
1 17 17 17
2 79 65 65
3 342 262 239
4 1049 726 717
5 3592 3098 3035
6 8835 8199 8141
tion finite element discretizations with several orders of basis functions. Our
implementation produced significantly improved results over the FErari graph
implementation, demonstrating the importance of utilizing partial colinear row
relationships in generating optimal code to perform the matrix-vector multi-
plication. Although we limited our model to three-vertex linear dependence
hyperedges and solved the resulting hypergraph problem in a greedy fashion,
the hypergraph extension to the graph model showed additional improvement
in the reduction of MAPs, in particular for the 3D matrices, which had more
columns than the 2D matrices. Most likely, we would see a further reduction
in MAPs for the 3D matrices with the implementation of higher cardinality
hyperedges (e.g., those representing 4 row linear dependence operations) and
additional hyperedge relationships (e.g., partial coplanar row relationships).
Although we presented results only for the FErari matrices used in the con-
struction of the finite element local stiffness matrices, our implementation is
general and can attempt to generate a reduced operation matrix-vector multipli-
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cation set of instructions for any matrix. Realistically, however, the effectiveness
of the optimization will depend on the particular application and properties of
the matrices involved. In order to make this optimization useful, the matrices
must have row relationships that can be efficiently exploited.
It is important to note that the setup and solution of the optimization prob-
lem requires much more time than the actual matrix-vector multiplication al-
gorithm. Thus, the optimization of matrix-vector multiplication is useful only
when a matrix is multiplied many times by different vectors. For the matrices
presented that are used in the evaluation of local stiffness matrices, the matrix
is multiplied by a vector for every element in the finite element discretization
(assuming all elements use the same order basis functions), and thus the gen-
erated code can be reused for every finite element. Furthermore, the generated
matrix-vector multiplication code for a particular equation and particular order
of basis functions can be stored and reused for all problems using the same equa-
tion and basis functions. Thus, paying the relatively high cost of optimization
is reasonable for these matrices used in finite element matrix evaluation, since
the optimized matrix-vector product operations are reused repeatedly. This is
analogous to spending time optimizing numerical kernels in libraries that are to
be used many times by library users. For example, autotuning projects such as
ATLAS [73] and OSKI [71] optimize simple numerical kernels to run efficiently
on particular systems. This optimization procedure will be more costly than
the numerical kernels but the numerical kernels will be reused repeatedly.
As for the types of matrices for which this combinatorial optimization prob-
lem will be useful in general, this approach is most useful for matrices with
many row relationships between a small set of rows and with a moderate total
number of rows. If a matrix has only very complex row relationships relating
several rows, the time to generate the high cardinality hyperedges will become
too expensive and the potential savings will be moderate at best. Similarly, if a
matrix has too many rows, the cost to find these relationships may also become
prohibitive.
3.7 Future Work
We believe that our current hypergraph model generates nearly optimal instruc-
tions for the 2D Laplace matrices used in this paper. However, we believe that
significant further improvement can be made for the 3D Laplace matrices and
other matrices in general. In this dissertation, we focused on hyperedges with
cardinality of two or three. More recently, we have begun implementing higher
cardinality hyperedges with 4, 5, and 6 vertices for the linear dependence row
relationships. There are many challenges for generating these higher cardinality
linear dependency hyperedges, including efficiently detecting the linear depen-
dencies of the rows, generating the resulting hyperedges, and pruning the subop-
timal hyperedges. So far we have found these higher cardinality hyperedges too
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computationally intensive to utilize in our hypergraph implementation for the
larger test problems. More efficient detection algorithms and more aggressive
pruning techniques are clearly needed. Similar to the partial colinear binary
row relationships, we plan to implement more complex hyperedge relationships
that may prove useful in finding an optimal solution. It may also become im-
portant to solve the hypergraph problem optimally. Most likely this problem is
NP-hard, but we still hope to solve the problem in a near optimal and efficient
manner.
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4 Corner Method of Sparse
Matrix Partitioning
In these next three chapters, we shift our focus to a different combinatorial
scientific computing problem, sparse matrix partitioning for parallel matrix-
vector multiplication. In particular, we have focused on optimizing the parallel
performance of this operation by reducing the communication volume through
smarter, two-dimensional matrix partitioning while balancing the work across
processes. We are focused on partitioning very large, sparse matrices that re-
quire parallel machines to complete the computation. The target platforms
for our work are parallel computers, in particular massively parallel machines,
where communication bandwidth between processors/cores is at a premium.
In this chapter, we discuss the corner method of sparse matrix partitioning,
which was the first two-dimensional partitioning method that we developed.
This simple method yields surprisingly good results for many structurally sym-
metric matrices. We briefly describe approaches for generalizing this method for
structurally nonsymmetric matrices. Due to the nature of this algorithm, the or-
der of the rows/columns significantly affects the quality of the partitioning. We
have found that finding an optimal ordering and corner partitioning is a special
case of the nested dissection partitioning method (presented in Chapter 5).
4.1 Corner Partitioning for Structurally
Symmetric Matrices
Figure 4.1 shows a fine-grain hypergraph partitioning of the previously men-
tioned arrowhead matrix. An examination of the minimum cut fine-grain hy-
pergraph partitioning in Figure 4.1(a) suggests a new partitioning method. We
see that each partition consists of a set of “corners” (more easily seen in Fig-
ure 4.1(b)), which are basically one-dimensional partitions reflected across the
diagonal. Using these “corners,” the hope is that we can reproduce an optimal
fine-grain partitioning using a less costly one-dimensional partitioning method
for certain matrices.
Our corner partitioning algorithm for a symmetric matrix A has the follow-
ing steps:
1. Let L be the lower triangular portion of A.
2. Partition L along columns (or rows). This assigns lower triangular nonze-
ros to compute nodes. ai,j is assigned to the part of li,j for i ≥ j.
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(a) 2D, volume=2 (b) “Corners”
Figure 4.1: Partitioning of arrowhead matrix. (a) 2D fine-grain hypergraph
bisection. Cut hyperedges are shaded. (b) “Corners” in 2D fine-grain partition-
ing.
3. Partition the remaining nonzeros in A (those above the diagonal) to obtain
a symmetric partition. ai,j is assigned to the part of lj,i for i < j.
This partitioning is a one-dimensional partitioning of the triangular part, which
is then reflected across the diagonal, giving the corner structure. This is a
special case of the symmetric partitioning in [69]. Figure 4.2 illustrates the
method on a test matrix with 36 rows (cage5 matrix [19]). Version (a) partitions
rows/columns consecutively, while (b) is the result of hypergraph partitioning.
For the hypergraph model used in (b), there is a vertex vi for every column i in
the lower triangular part of A. For every row in the lower triangular part of A,
there is a hyperedge containing vertices that correspond to columns for which
there are nonzeros in this row. Variation (b) will always be at least as good as
(a), since (a) is a special case of (b). Thus, we show (a) only as an illustration and
do not consider it any further. Next we show that the communication volume
for corner partitioning is closely related to that of one-dimensional partitioning.
(a) Consecutive (b) Hypergraph
Figure 4.2: cage5 matrix partitioned with corner method.
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Lemma 4.1.1 The communication volume for matrix-vector multiplication (for
structurally symmetric matrices) with a corner partitioning is exactly twice that
of the corresponding one-dimensional partitioning of the lower (upper) half.
In this proof, we assume the lower triangular part is partitioned by columns.
In the expand phase, vector entries are communicated to processes that need
them based on the columns in the matrix. Similarly, the communication in the
fold phase is “along rows”. In the symmetric case, the communication volumes
are the same in each phase. Consider the row-wise phase of communication.
By design, there is no communication caused by the upper triangular portion
of the matrix, since rows to the right of the diagonal are wholly owned by a
single compute node (part). Thus, the only communication is caused by the
lower triangular portion, which has a one-dimensional partitioning. Similarly
all the communication in the column-wise phase of communication is caused
by the upper triangular portion. It follows that the upper and lower triangu-
lar portions have the same communication volumes, although they result from
different phases.
Theorem 4.1.2 Hypergraph partitioning is optimal for corner partitioning.
This result follows directly from the above lemma and the optimality of the
hypergraph model for one-dimensional distribution.
4.2 Results
We used PaToH [12]1 for hypergraph partitioning in order to implement one-
dimensional column, two-dimensional corner, and two-dimensional fine-grain
partitioning. We studied the partitioning of five symmetric matrices [19, 23]
(first five matrices in Table 4.1) used as a benchmark set in [69] for these
three methods. We partitioned these matrices into 4, 16, 64, and 256 parts.
The resulting communication volumes are reported in Table 4.2. In general,
we see the corner method yields significantly higher quality partitionings than
the one-dimensional method. With the exception of the lap200 matrix and a
few k = 256 and bcsstk32 data points, the corner method yields similar or
slightly better partitionings than the fine-grain hypergraph method. In Table
4.2 (columns 4, 6, 8), we see that the corner method is much faster to compute
than the fine-grain hypergraph method, and also faster than 1D.
4.2.1 Results for Matrices Where 1D Partitioning is
Inadequate
We have observed that one-dimensional partitioning performs relatively poorly
on some matrices, so these are of particular interest. We selected four matrices
1We could have used Zoltan, but found that PaToH performs better in serial.
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Table 4.1: Matrix Info.
Name N nnz application
cage10 11,397 150,645 DNA electrophoresis
lap200 40,000 200,000 2D Laplacian
finan512 74,752 596,992 portfolio optimization
bcsstk32 44,609 2,014,701 structural engineering
bcsstk30 28,924 2,043,492 structural engineering
asic680ks 682,712 2,329,176 circuit simulation
c-73 169,422 1,279,274 non-linear optimization
Dubcova2 65,025 1,030,225 PDE Solver
c-big 345,241 2,341,011 non-linear optimization
(last four matrices in Table 4.1) where fine-grain partitioning gave substantially
lower communication volume than one-dimensional, and studied corner parti-
tioning for these. The corner results varied wildly, and for one problem (c-73)
were in fact worse than standard one-dimensional partitioning. A closer look
revealed this was due to the orientation of the “corner” being poorly aligned
with the matrix structure. A simple alternative was to partition the lower tri-
angular part by rows, not by columns. The results are shown in Table 4.3. We
see that corner partitioning based on either rows or columns always outperforms
the one-dimensional partitioning; thus we recommend to try both and use the
best. In the next section, we introduce an extension to this method that can
improve upon this.
4.3 Reordering Strategies
The observation that corner partitioning based on partitioning along rows or
columns can give very different results suggests reordering the matrix. Let P
be a permutation matrix. We can then form Aˆ = PAPT and partition Aˆ. To
compute y = Ax, we can compute y = PT AˆPx. Simpler still, let yˆ = Py and
xˆ = Px. Then yˆ = Aˆxˆ. In many applications, repeated multiplications are
needed, and then x and y could be permuted (redistributed) only once, so we
ignore the cost of that step. The problem then is to find a good permutation
P.
A simple case is when P is the reverse permutation operator, that is, Px is
the same as x but with the entries in reverse order. In this case, performing
a column-based corner partition of PAPT is the same as a row-based corner
partition of A. We observed in Section 4.2 that this could make a big dif-
ference to the resulting communication volume. This indicates that ordering
is important and that reordering can be potentially exploited to decrease the
communication volume for a corner partitioning. Note that reordering is irrel-
evant for one-dimensional partitioning since the related graph and hypergraph
models are invariant to ordering.
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Table 4.2: Communication volume and runtimes (in seconds) for k-way par-
titioning of symmetric matrices using different partitioning methods. FG and
corner volumes are relative to 1D (less than 1 indicates lower volume than 1D).
1D hypergraph FG hypergraph corner column
Name k volume runtime vol. runtime vol. runtime
cage10 4 5379.0 13.1 0.755 28.3 0.760 5.8
16 12874.5 25.0 0.689 46.7 0.693 12.0
64 23463.3 41.3 0.696 68.9 0.731 20.8
256 40830.9 66.7 0.716 101.9 0.787 38.2
lap200 4 1535.1 7.9 1.002 19.0 1.068 6.0
16 3013.9 15.2 1.001 30.2 1.107 10.2
64 5813.0 25.2 0.995 44.4 1.145 18.4
256 11271.8 51.4 0.981 71.9 1.184 33.6
finan512 4 295.7 23.8 0.883 82.8 0.727 13.7
16 1216.7 48.6 0.844 128.3 0.695 26.0
64 9986.0 90.9 0.864 185.4 0.815 50.1
256 38985.4 142.5 0.679 253.0 1.084 91.4
bcsstk32 4 2111.9 58.5 0.763 470.7 0.829 25.1
16 7893.1 102.0 0.802 718.4 0.915 42.7
64 19905.4 152.7 0.938 922.6 0.985 65.4
256 46399.0 215.2 1.002 1133.1 1.028 101.1
bcsstk30 4 1794.4 76.0 1.079 688.6 0.853 30.4
16 8624.7 139.7 1.133 1076.5 0.839 53.2
64 23308.0 205.7 1.102 1381.1 0.873 83.1
256 56100.4 262.4 1.031 1639.8 0.904 110.7
4.3.1 Graph Model for Optimal Ordering for Corner
Partitioning
Although we initially used a hypergraph model for corner partitioning, in this
section we found a graph model to be more useful. We can model the com-
munication volume for the corner partitioning/ordering problem using a graph
G(V,E), where vector entries are represented by a set of vertices V and the
off-diagonal nonzeros are represented by edges in the graph such that if ai,j 6= 0
for i 6= j, then (i, j) ∈ E. Each vertex is given both a position, which refers
to the position of the corresponding diagonal elements after reordering, and a
set number, corresponding to the compute node that owns the matrix diagonal
entry (and also the corresponding vector entry). Let ωi be the position of vertex
vi and let si be the set of vi. Again, we analyze the column-based version of
the corner method. Consider row (column) i. Clearly, no communication is
required if all nonzeros in row i are in the same set. By design, all nonzeros ai,j
with j > i will be in the same set, so we need examine only the nonzeros where
j < i. Thus, it follows that a vertex vi is involved in communication if and only
if it is connected to at least one additional vertex vj such that vj is assigned a
position ωj less than ωi. As a consequence, we have the following theorem for
the bisection case:
Theorem 4.3.1 The communication volume of the matrix-vector product re-
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Table 4.3: Communication volume for k-way partitioning of symmetric matrices
using different partitioning methods. Asterisks designate runs that did not
achieve the desired 3% load-balance tolerance. FG and corner volumes are
relative to 1D (less than 1 indicates lower volume than 1D).
1D hyp. FG hyp. corner col. corner row
Name k volume volume volume volume
asic680ks 4 3560.4 0.509 0.622 1.128
16 9998.5 0.463 0.556 1.135
64 21785.8 0.439 0.512 1.211
256 38869.4 0.492 0.541 1.222
c-73 4 42363.0 0.038 2.134 0.039
16 98617.7 0.051 2.591 0.050
64 219429.0* 0.069 2.052* 0.067
256 168176.2* 0.229 2.698* 0.227
Dubcova2 4 1825.3 0.800 1.693 0.945
16 5613.7 0.803 1.695 0.972
64 13492.7 0.804 1.721 0.979
256 30110.9 0.792 0.868 1.008
c-big 4 34360.8 0.434 0.740 1.165
16 63139.9 0.515 0.882 1.058
64 95836.7 0.574 0.983 0.993
256 135631.3* 0.621 1.049 0.896
sulting from corner partitioning and bisection (k = 2) is equal to Vol = 2
∑
vi∈V ci,
where
ci =
{
1,∃vj : ωj < ωi, (vi, vj) ∈ E, si 6= sj
0, otherwise
.
First, we focus on a simplified version of the partitioning/ordering problem
in which we will partition first and then reorder the rows/columns symmetrically
to obtain minimal communication volume for the particular partitioning of the
nonzeros. With a fixed partitioning, we know that the si in the graph model
do not change during the reordering process. As explained above, a vertex vi
in the graph model contributes to the communication volume only if ∃vj : ωj <
ωi, (vi, vj) ∈ E, si 6= sj . Thus, we want to minimize the number of vertices
with this property. This is equivalent to finding a minimum vertex cover of the
edges that contain vertices in different parts (edges in the bipartite graph on the
boundary between the two parts) and order these cover vertices last. We can find
this minimum vertex cover of the bipartite graph in low degree polynomial time
and thus efficiently find an optimal ordering for our fixed corner partitioning.
It is important to note that the cover vertices for the bipartite graph form a
vertex separator for the original graph. This indicates that an alternative algo-
rithm is to find a small balanced vertex separator directly. So in this alternative
algorithm, the first step in this improved partitioning/ordering algorithm is to
find a small balanced vertex separator S for the graph. We can obtain this
vertex separator using any vertex separator algorithm (including the method
outlined above). Using this separator, we can divide the vertices into three dis-
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joint subsets (V1, V2, S) as shown in Figure 4.3(a). The vertices in subsets V1
and V2 are assigned to different parts in the bisection. We have flexibility in
how we assign parts to the separator vertices S for bisection, since the commu-
nication volume is independent of this assignment. One possibility is to assign
the parts of these separator vertices to maintain load-balance. Next, we assign
positions to the vertices based on the subsets (V1,V2,S) in order to minimize
communication. In particular, we assign the last |S| positions to the vertices in
S so that these separator vertices are positioned after V1 and V2. Although it
does not affect the communication volume, we position the vertices in V1 before
the vertices in V2 for visualization purposes. Using these positions assigned to
the vertices, the matrix can be permuted. From the partitioning of the vertices,
we can obtain a corner partitioning for this permuted matrix. Figure 4.3(b)
illustrates the resulting nonzero structure from the corner partitioning/ordering
of a matrix. Note that the V1 “corners” are ordered first, followed by the V2
“corners”, and finally the S “corners.” We can recursively apply this method
to V1 and V2 to obtain a larger number of parts.
V1 V2
S
(a) Partitioned graph (b) Resulting Matrix
Figure 4.3: Graph partitioned using vertex separator. Corresponding corner
partitioned matrix.
4.3.2 Connection with Nested Dissection Partitioning
This improved partitioning/ordering algorithm is strongly connected to the
nested dissection partitioning algorithm presented in Chapter 5. In fact, this
corner partitioning/ordering algorithm is a special case of the nested dissection
partitioning algorithm. A nested dissection partitioned matrix (with specific
constraints) can be reordered to obtain a matrix whose distribution could be
obtained through corner partitioning. The corner partitioning method (without
reordering) also could be used to obtain an edge separator from which the vertex
separator can be derived for the nested dissection partitioning algorithm.
4.4 Nonsymmetric Case
For this method, we have focused on the structurally symmetric case, which is
common in many applications. However, one can generalize the corner method
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to nonsymmetric matrices in several ways. First, for square but structurally
nonsymmetric matrices, we can apply this method to A + AT . This does not
accurately model the communication volume but may be sufficient for struc-
turally nonsymmetric matrices that are almost structurally symmetric. Another
approach to the nonsymmetric case is to use a bipartite graph (further described
in Section 5.3) to transform the structurally symmetric matrix into a symmetric
matrix to which the corner method can be directly applied. For both of these
approaches, reordering can be used, as in the previous section.
For the corner method, there is another extension to the square but nonsym-
metric case. The extension uses the hypergraph model to model communication
correctly for the corner model (without reordering). Let H = (V,E) be a hy-
pergraph with one vertex for each “corner.” We should think of vertex i as
representing the partial row to the right of and including ai,i and the partial
column below ai,i (a “corner”). For simplicity, assume all diagonal entries are
nonzero. Consider the potential communication requirements along row i and
column i. Above the diagonal, this is determined by the row-wise decomposi-
tion in the upper triangular part, while below the diagonal, it is determined by
the column-wise decomposition of the lower triangular part. In the symmetric
case, the lower and upper triangular part were the same (reflected across the
diagonal) but in the nonsymmetric case we need treat these separately. The
solution is simple. We build a hypergraph with one hyperedge for each row of
the lower triangular part of the matrix and one for each column in the upper
triangular part of the matrix. This hypergraph has twice as many hyperedges
as in the symmetric case, so is more expensive to partition, but it is an accurate
model of communication volume.
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5 Nested Dissection Method
of Sparse Matrix
Partitioning
In this chapter, we present our second two-dimensional sparse matrix parti-
tioning method, the nested dissection method. This method produces good
quality partitions for a larger set of structurally symmetric matrices than does
the corner method.
5.1 An Exact Graph Model for Structurally
Symmetric Matrices
We present an accurate graph model for communication volume in matrix-vector
multiplication. In this section we study structurally symmetric matrices, while
the nonsymmetric case is analyzed in Appendix B and Section 5.3. We restrict
our attention here to symmetric partitioning schemes, where ai,j and aj,i are
assigned the same part. One advantage of this is that we can save storage (e.g.,
store only the lower triangular half for numerically symmetric matrices). A
second advantage is that we can work with the undirected graph G(V,E), where
the vertices correspond to the vectors and the edges correspond to the nonzeros.
We partition both the vertices and edges, that is, assign vector elements and
matrix nonzeros to parts. We allow arbitrary assignment of both vertices and
edges, which distinguishes our approach from the 1D graph model and allows for
2D partitioning. A vertex incurs communication if and only if there are incident
edges that belong to a different part. The volume depends on how many parts
are represented among the incident edges.
Theorem 5.1.1 Let G(V,E) be the graph of a symmetric sparse matrix. Let
E(v) denote the set of edges incident to vertex v. Let pi(v) and pi(e) denote
the parts to which vertex v and edge e belong, respectively. Let pi(E(v)) =
∪e∈E(v)pi(e). Then the communication volume in matrix-vector multiplication
is 2
∑
v∈V (|pi(v) ∪ pi(E(v))| − 1).
The factor two arises because any communication occurs in both phases (expand
and fold). This exact graph model yields a minimum volume balanced partition
for sparse symmetric matrix-vector multiplication when optimally solved.
Figure 5.1 shows an example of the exact graph model for 2D symmetric
partitioning of matrices. The graph on the left corresponds to the symmetric
matrix (shown partitioned on the right). The edges and vertices in the graph are
partitioned into two parts (represented by cyan and red). The vertices that have
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Figure 5.1: 2D graph bisection for symmetrically partitioned matrix and result-
ing matrix partitioning. Part (color) of graph edge corresponds to symmetric
pair of off-diagonal nonzeros.
incident edges belonging to a different part (and thus incur communication) are
highlighted in green. Each contributes two words to the communication volume
in the resulting matrix-vector multiplication. The matrix on the right shows
the two-dimensional symmetric matrix partition obtained from the partitioned
graph. The partitioning of the diagonal entries (as well as the vector entries)
corresponds to the partitioning of the graph vertices. The partitioning of the
off-diagonal entries corresponds to the partitioning of the edges in the graph.
It is important to note that this exact graph model for 2D symmetric matrix
partitioning is a special case of the bipartite graph model described in Subsec-
tion 2.5.2 and first published [68]. This exact graph model for 2D symmetric
partitioning can be obtained from the more general bipartite graph model by
combining some of the vertices and edges to simplify the graph. In particular,
each pair of vertices Ri, Ci (corresponding to row i and column i) from the
bipartite graph are merged into a single vertex vi in the new graph. The pair
of edges (Ri, Cj) and (Ri, Cj) from the bipartite graph are merged into a sin-
gle edge (vi, vj) (assigned a weight of 2) in the new graph. One advantage of
using this exact graph model for 2D symmetric matrix partitioning instead of
the more general bipartite graph model is that the graph is smaller and thus
will lead to faster partitioning. This exact graph model also leads to a new 2D
symmetric matrix partitioning algorithm that is presented in the next section.
A further generalization of this model is given in Appendix B.
5.2 A Vertex Separator Partitioning Algorithm
In Section 5.1, we introduced an exact graph model for 2D partitioning of sym-
metric matrices. If we solved this model optimally, we would obtain a balanced
partition to minimize communication volume for resulting matrix-vector multi-
plication. However, this problem is NP-hard. In this section, we introduce an
algorithm for solving this exact graph model suboptimally in polynomial time
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(assuming the vertex separator is found in polynomial time). An edge separa-
tor in the fine-grain hypergraph model corresponds to a vertex separator in the
graph. Thus, we can derive a fine-grain decomposition from a vertex separator
for the graph. One constraint that we impose on our algorithm is that the ver-
tex and edge partitions are compatible. A vertex partition is compatible with
an edge partition if every vertex belongs to the same part as one of its incident
edges. Similarly, an edge partition is compatible with a vertex partition if every
edge belongs to the same part as one of its two vertices. There is no reason to
violate this constraint, since doing so would only increase the communication
volume.
5.2.1 Bisection
For simplicity, we consider bisection first. In the next subsection we generalize
to k-way partitioning for k > 2 using recursive bisection. For the exact graph
model of the previous section, we compute a small balanced vertex separator
S using any vertex separator algorithm. This partitions the vertices into three
disjoint subsets (V0, V1, S). Let Ej := {e ∈ E|e ∩ Vj 6= ∅} for j = 0, 1, that is,
Ej is the set of edges with at least one endpoint in Vj . Vj and Ej are assigned
to part Pj for j = 0, 1. An example of a graph partitioned using this algorithm
is shown in Figure 5.2.
V0 S V1
Figure 5.2: Bisection. Vertex separator (gray vertices) used to partition vertices
into three disjoint subsets (V0, V1, S).
The procedure above intentionally does not specify how to distribute the
vertices in S and the edges therein. The partitioning of these vertices and edges
does not affect the communication volume for bisection as long as the partitions
are compatible. There are several ways to exploit this flexibility, yielding several
variations on our basic algorithm.
1. If load balance in the matrix is of primary concern, distribute the vertices
in S (and edges therein) in such a way to obtain balance.
2. To improve balance in the vector distribution, assign more vertices in S
to the process with the fewest vector elements.
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3. One can also try to minimize a secondary objective, such as minimizing
the maximum communication volume for any process. This is similar to
the vector partitioning problem posed in [5, 6].
Since a primary goal is load balance in the matrix nonzeros, we seek to balance
the edges in the graph. A balanced vertex separator normally balances the
number of vertices; to achieve edge balance we can weight each vertex by its
degree.
Analysis of separator assignment
For a minimal separator S, each vertex in S must have at least one non-separator
neighbor in V0 and one in V1. We assume this to be the case for the (possibly
non-minimal) separator used in our algorithm. This is a reasonable assumption
since otherwise a smaller separator could be trivially obtained by moving the
problematic vertex to the set of its non-separator neighbor vertex, and most
vertex separator implementations would do this. Communication in SpMV is
limited to the vertices in S. This follows from the above method of assigning
all edges that have at least one non-separator vertex to the part of this non-
separator vertex, such that each non-separator vertex is incident only to edges
of its part. Thus, non-separator vertices do not incur communication.
Lemma 5.2.1 Suppose S is a separator such that each vertex in S has at least
one non-separator neighbor in V0 and one in V1. Then the communication in
SpMV is limited to the vertices in S, and the volume is 2|S|. Furthermore,
the assignment of vertices in S and edges therein does not matter as long as
compatibility is maintained.
Proof. Each vertex in S is incident to at least one edge assigned to P0 and
one edge assigned to P1. Thus, the part assignment of the edges connecting
vertices in S does not affect the communication volume. Each separator vertex
will incur 1 word of communication for each phase whether it is assigned to P0
or P1. Thus, the communication volume is exactly |S| in each phase or 2|S|
total. uunionsq
Theorem 5.2.2 For bisection, the vertex separator partitioning algorithm with
a minimal balanced vertex separator minimizes communication volume in sparse
matrix-vector multiplication (for a balanced partition).
Proof. Since each vertex incurring communication (in bisection) incurs 1
word of communication (in each phase), finding the minimum set of vertices
that incur communication will minimize the communication in matrix-vector
multiplication. This minimum set of vertices is the minimum vertex separator.
uunionsq
This shows that the vertex separator method is optimal for k = 2, just as in the
fine-grain hypergraph method.
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5.2.2 Nested Dissection Partitioning Algorithm
In practice, one wishes to partition into k > 2 parts. If we knew a method to
compute a balanced k-separator, a set S such that the removal of S breaks G into
k disjoint subgraphs, we could assign each subgraph to a different part. However,
we do not know efficient methods to compute a k-separator and do not consider
this option any further. A more practical approach is to use recursive bisection.
In fact, the procedure to compute a k−separator via recursive bisection is known
as “nested dissection” and well studied [29, 55] since it is important for sparse
matrix factorization.
The procedure is illustrated in Figures 5.3 and 5.4. In this example there are
four parts. We show the recursive procedure on a mesh, a generic graph, and the
corresponding matrix. The striped and gray areas correspond to separators and
separator-separator edges, respectively. We have not specified how to partition
these data. It is important to note that it is not necessary to use the nested
dissection ordering to permute the matrix, as shown in Figure 5.4. We present
reordered matrices in illustrations to make the partitioning method more clear.
Figure 5.5(a) shows the actual partitioning of the cage5 matrix [19] with the
corresponding nested dissection ordered partitioning in Figure 5.5(b) for easier
visualization of our method.
(a) 5-by-5 grid (b) Generic graph
Figure 5.3: Graphs partitioned using nested dissection. Striped areas are sepa-
rators.
Algorithm 2 summarizes our recursive algorithm. Note that if k is a power
of two, then balanced separators are sufficient, but for general k, α-balanced
separators are required, where α < 1 indicates the fraction of vertices in the
larger subset. The subroutine sep finds an α−balanced separator. After the
separator S is found, the recursive subproblems for G0 and G1 can be solved
independently, possibly in parallel. This is an advantage of using recursive
bisection. One could optionally dynamically adjust the imbalance tolerance in
the recursion, following the strategy in [69], but we did not explore this.
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Figure 5.4: Matrix reordered and partitioned with nested dissection. Striped
areas represent nonzeros corresponding to separators in Figure 5.3, where we
have some flexibility in assignment. Gray blocks of nonzeros correspond to
separator-separator edges in the the graph for which we also have flexibility in
assignment.
(a) Actual partitioning. (b) Permuted partitioning.
Figure 5.5: cage5 matrix partitioned using nested dissection. (a) shows how the
matrix actually looks after being partitioned. (b) is a symmetric permutation
of (a) for visualization purposes.
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Algorithm 2 Nested Dissection Graph Partitioning
1: procedure NDPartition(G, k, , i, part)
2: // Input: G = (V,E), graph of structurally symmetric matrix
3: // Input: k, desired number of parts
4: // Input: , allowed imbalance
5: // Input: i, label for first part (in this bisection)
6: // Output: part, map of vertices and edges to parts (processes)
7: if k > 1 then
8: k0 := dk/2e
9: k1 := bk/2c
10: [V0, V1, S] := sep(G, k0/k, /(log k))) . Find balanced separator
11: G0 := G|V0 . G restricted to V0
12: G1 := G|V1 . G restricted to V1
13: NDPartition(G0, k0, , i, part(G0))
14: NDPartition(G1, k1, , i+ k0, part(G1))
15: for each edge e exactly one vertex v in either V0 or V1 do
16: part(e) := part(v)
17: end for
18: Assign vertices in S to compatible parts
19: Assign edges with both endpoints in S to compatible parts
20: else . Base case; simply assign part number to vertices and edges.
21: part(V ) := i
22: part(E) := i
23: end if
24: end procedure
Vertex separator algorithms
Computing a minimal (balanced) vertex separator is NP-hard. We do not pro-
pose any new algorithms for this problem but rather leverage existing methods.
Many application graphs are known to have good separators. For example,
well-shaped meshes in d dimensions have separators of size O(n1−1/d). The
most effective separator heuristics for large, irregular graphs are multilevel al-
gorithms such as those implemented in MeTiS [43] and Scotch [18]. It is also
possible to construct vertex separators from edge separators (as described in
Subsection 2.7.1). This allows the use of graph or hypergraph partitioning soft-
ware, but the quality is often not as good as a more direct method. Initially, we
choose the edge separator method of calculating vertex separators, but later use
ordering methods to calculate the vertex separators directly (in Section 5.6).
5.2.3 Variations
In nested dissection algorithms, there is a choice how to handle the separator
at each level. Say V has been partitioned into V0, V1, and S, where S is the
separator. The question is whether S should be included in the subproblems or
not. In the original nested dissection by George [29] and also the generalized
nested dissection method [55], it was included in the recursion, but in many
implementations it is not. We have chosen not to include the separator vertices
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in the subproblems in the recursion since it simplified our implementation. A
complication for us is that if the separator is not included, additional rules are
needed to decide how to assign vertices and edge adjacent to the separators.
However, this can be advantageous if this flexibility is used properly. We also
found it useful to formulate a slightly more general non-recursive algorithm,
shown in Algorithm 3. The algorithm does not depend on any particular method
for calculating the vertex separators in step 1. However, in general, smaller
separators will tend to yield lower communication volumes. Steps 2 and 3 are
fully expounded in the previous description of the nested dissection method.
However, there are many different ways assign parts in steps 4-6, and we leave
this decision to the particular implementation.
Algorithm 3 Nested Dissection Graph Partitioning
1: Compute vertex separators
2: Assign part Pi to vertices in Vi . Vi is set of vertices in subdomain i
3: Assign Pi to edges in Ei . Ei is set of edges that contain a vertex in Vi
4: Assign parts to separator vertices
5: Assign parts to edges connecting vertices of same separator
6: Assign parts to edges connecting vertices of two different separators
In our initial implementation, we assign all the vertices in a given separator
(step 4) to a part in the range of parts belonging to one half of the subdomain.
The half is chosen to keep the vertex partitioning as balanced as possible. We
assigned each separator vertex (step 4) to the part of the first traversed neighbor
vertex in the correct range that had already been assigned a part. This greedy
heuristic can be improved but had the advantage of being simple to implement
and yielded better results than some more complicated heuristics. For the part
assignment of edges interior to a separator (step 5), we assigned these edges
to the part of the lower numbered of the two vertices. We assigned edges
connecting vertices from two different separators (step 6) to the part of the
vertex of the lower-level separator. There were two reasons for this choice: It is
consistent with Algorithm 2, and empirically it yielded better results. The rules
in steps 4-6 are reasonable but not always optimal, so there may be room for
improvement. If the nested dissection ordering was applied to a sparse matrix
partitioned in this manner, we would see a corner partitioned matrix (as seen
in Figure 5.5(b)). This illustrates that corner partitioning is a special case of
our nested dissection method.
5.2.4 Communication Volume Analysis
For our analysis of our implementation, we assume that the number of parts is
a power of two (k = 2i). It follows that there are k − 1 separators. We number
the separators S1, S2, . . . , Sk−1 in order of the level of the separators. We define
S to be the union of the separators (S =
⋃k−1
i=1 Si) and know that
⋂k−1
i=1 Si = ∅
since the separators are non-overlapping. We show lower and upper bounds on
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the communication volume, Vol.
Theorem 5.2.3 The communication volume in SpMV with partitioning pro-
duced by Algorithm 2 satisfies Vol(G, k) ≥ 2|S|.
Proof. Each separator vertex vs ∈ S is connected to edges of at least two
different parts. Thus, for any partitioning of vs, vs will incur at least one word
of communication for each of the two communication phases. uunionsq
It is important to note that this bound is valid for the general algorithm as well
as our particular implementation.
Theorem 5.2.4 The communication volume in SpMV with partitioning pro-
duced by our implementation outlined in Subsection 5.2.3 satisfies
Vol(G, k) ≤ 2
k−1∑
i=1
|Si|
(
k
2blog2 ic
− 1
)
.
Proof. With our implementation choice of assigning edges connecting vertices
from two different separators to the part of the lower level separator, a separa-
tor vertex does not incur communication from its connection with higher level
separator vertices. Thus, a given separator vertex vs of separator Si can be
incident to edges of at most k
2blog2 ic different parts since the edge partition is
compatible with the vertex partition. Thus, vs incurs at most k2blog2 ic − 1 words
of communication for each communication phase. uunionsq
It is important to note that this bound does not apply to the general nested
dissection partitioning algorithm (Algorithm 3) but for our slightly more spe-
cific algorithm (Algorithm 2) that assigns edges connecting vertices from two
different separators the part of the lower level separator. Without this edge par-
titioning rule, our bound would not be as tight (Vol(G, k) ≤ 2∑k−1i=1 |Si| (k − 1)).
This justifies our implementation choice.
5.2.5 Relation to Nested Dissection for Parallel Cholesky
Factorization
As previously mentioned, the dissection partitioning algorithm presented in this
section is related to previous work on nested dissection for parallel Cholesky
factorization [30, 32]. The elimination tree used in Cholesky factorization is
equivalent to a tree that can be formed from our hierarchy of separators and with
the non-separator vertices as leaves of the tree. Also in both usages of nested
dissection, communication is limited to separator vertices in the corresponding
graph.
However, there are some important distinctions between the partitioning for
parallel Cholesky factorization and our partitioning for parallel matrix-vector
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multiplication. In parallel Cholesky, the elimination tree represents dependency
constraints in the elimination order, but there are no such dependency con-
straints in matrix-vector multiplication. Also in parallel Cholesky factorization,
there are additional fill nonzeros to take into account (and to partition), but
no such additional nonzeros occur in our partitioning for matrix-vector multi-
plication. Related to this, permuting the matrix is important to Cholesky in
order to reduce fill. For our objective of reducing communication volume in
matrix-vector multiplication, it is not important to impose the nested dissec-
tion ordering on the matrix since vertex orderings will have no effect on the
communication volume. Also, parallel Cholesky factorization typically assumes
that the nonzeros in each column of lower triangular L will be assigned to one
process (1D partitioning). This column partitioning with subtree task assign-
ment will be a special case of the partitioning allowed in our general matrix
partitioning algorithm. We do not specify that the separator-separator blocks
(gray blocks in Figure 5.4) are partitioned in this column-wise manner and thus
allow for a 2D partitioning of the lower triangular portion of the matrix.
5.3 Nonsymmetric Case
The exact undirected graph model is limited to structurally symmetric graphs.
In the nonsymmetric case, we can use a directed graph or a bipartite graph.
5.3.1 Bipartite Graph Model
We generalize our symmetric communication (graph) model to the nonsymmet-
ric case. This generalization is equivalent to a model recently proposed by Tri-
funovic and Knottenbelt [68]. We start with the bipartite graph G = (R,C,E)
of the matrix, where R and C correspond to rows and columns, respectively.
In the 1D distribution, we partition either the rows (R) or the columns (C).
For fine-grain distribution, we partition both (R, C) and E into k sets. Note
that we explicitly partition the edges E, which distinguishes our approach from
previous work. To balance computation and memory, our primary objective is
to balance the edges (matrix nonzeros). Vertex balance is a secondary objective.
We wish to analyze the communication requirements, so suppose that the
vertices and edges have already been partitioned. Again, we assign communica-
tion cost to vertices such that a vertex incurs communication if and only if it has
at least one incident edge in a different part. The communication volume will
depend on the number of different parts to which these edges belong. Similar
to the symmetric case, we have:
Theorem 5.3.1 Let G(R,C,E) be the bipartite graph of a sparse matrix. Let
E(v) denote the set of edges incident to vertex v. Let pi(v) and pi(e) denote
the parts to which vertex v and edge e belong, respectively. Let pi(E(v)) =
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∪e∈E(v)pi(e). Then the communication volume in matrix-vector multiplication
is
∑
v∈R∪C (|pi(v) ∪ pi(E(v))| − 1).
In the bisection case, the volume is simply equal to the number of vertices that
have at least one incident edge in a different part (boundary vertices).
Our model is a variation of the bipartite graph model proposed in [68]. One
difference is that while [68] only partitions edges, we partition both edges and
vertices. Second, [68] calls the resulting graph problem edge coloring, which we
find confusing since “coloring” has a specific (and different) meaning in graph
theory.
Once we have built the bipartite graph for our nonsymmetric matrix, we
can apply our nested dissection algorithm directly to this bipartite graph to
partition the matrix. This procedure is outlined in Figures 5.6 and 5.7. Fig-
ure 5.6 shows a nonsymmetric matrix. The corresponding bipartite graph is
shown in Figure 5.7(a). This bipartite graph is partitioned using our nested
dissection partitioning algorithm. The uncolored vertices form a vertex separa-
tor for this bipartite graph. They and the one separator-separator edge are left
for the particular implementation to partition. Figure 5.7(b) shows the parti-
tioned nonsymmetric matrix corresponding to the partitioned bipartite graph
of Figure 5.7(a).
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Figure 5.6: Rectangular matrix.
5.3.2 Vector Constraints
For symmetric matrices we use a symmetric partitioning scheme, and this also
gives a symmetric vector layout (i.e., the input and output vectors have the
same distribution). For rectangular matrices, the input and out vectors clearly
have different distributions. In the nonsymmetric square case, vectors layouts
may be the same or different; both variations may be useful in applications.
Different layouts is simplest to handle since no special consideration is required.
A symmetric vector layout is a constraint that must be explicitly enforced. We
chose the method used in [12, 69] that artificially adds nonzeros to the diagonal
of A before partitioning. After partitioning, we assign both xi and yi to the
part that owns ai,i.
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(b) Partitioned matrix.
Figure 5.7: Bisection of bipartite graph and resulting partitioned/reordered
nonsymmetric matrix. (b) is reordered for visualization purposes.
5.4 Experimental Results
We compare the partitionings of different methods for a set of 19 sparse ma-
trices. These matrices were derived from different application areas (structural
analysis, information retrieval, linear programming, circuit simulation, chemi-
cal engineering, etc.); 14 (of 19) were used and described in [69]. We replaced
the west0381 matrix (too small to partition into 256 parts) with the Stan-
ford Berkeley web matrix, obtained from [19]. Since the Mondriaan test set
is fairly small by today’s standards, we complemented the test set with four ad-
ditional matrices from [19]. We performed separate experiments for symmetric
and nonsymmetric matrices. We summarize the matrix properties in Tables 5.1-
5.4. The first five matrices are symmetric (Table 5.1), the next four are larger
symmetric matrices (Table 5.2), the next five are rectangular (Table 5.3), and
the final five are square but structurally nonsymmetric (Table 5.4). Note that
we treat explicit zeros in the sparse matrix storage as nonzeros so our number
of nonzeros may differ slightly (but not significantly) from [19].
In Subsections 5.4.1 - 5.4.2, we compare the communication volume of the
resulting parallel sparse matrix-vector multiplication for these matrix partition-
ings. We compare the implementation of our nested dissection algorithm with
1D hypergraph partitioning and fine-grain hypergraph partitioning. Though
NP-hard problems, several good codes for graph and hypergraph partitioning
are available, all based on multilevel methods. We used PaToH 3.0 [12] (called
via Zoltan 3.0 [20]) as our hypergraph partitioner. The imbalance tolerance
was set to 3%. MeTiS and ParMeTiS are often used to find nested dissection
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Table 5.1: Symmetric Matrix Info
Name N nnz nnz/N application
cage10 11,397 150,645 13.2 DNA electrophoresis
lap200 40,000 200,000 5.0 2D Laplacian
finan512 74,752 596,992 8.0 portfolio optimization
bcsstk32 44,609 2,014,701 45.2 structural engineering
bcsstk30 28,924 2,043,492 70.7 structural engineering
Table 5.2: Large Symmetric Matrix Info
Name N nnz nnz/N application
c-73 169,422 1,279,274 7.6 non-linear optimization
asic680ks 682,712 2,329,176 3.4 circuit simulation
pkustk04 55,590 4,218,660 75.9 structural engineering
gupta3 16,783 9,323,427 555.5 linear programming
orderings, but were not suitable for us because (i) MeTiS does not return the
separators, and (ii) ParMeTiS runs only in parallel and quality deteriorates
with increasing numbers of processors. Instead we derive our vertex separators
from edge separators produced by hypergraph partitioning. This choice also
enables a fair comparison across methods since the code base is the same. In
Subsection 5.4.3, we compare the communication volume of the SpMV operation
for our nested dissection partitioning implementation with that of the Mondri-
aan implementation. In Subsection 5.4.4, we compare the messages sent in the
SPMV operation for our nested dissection implementation with 1D hypergraph
partitioning and fine-grain hypergraph partitioning for the symmetric matrices.
All our experiments were run on a Dell Precision 64-bit workstation with
four dual-core Intel Xeon processors (though only one was used per run) and 16
GigaBytes of RAM. The operating system was Red Hat Enterprise Linux and
the compiler gcc 4.1.1.
Table 5.3: Nonsymmetric Rectangular Matrix Info
Name rows cols nnz application
dfl001 6,071 12,230 35,632 linear programming
cre b 9,648 77,137 260,785 linear programming
tbdmatlab 19,859 5,979 430,171 information retrieval
nug30 52,260 379,350 1,567,800 linear programming
tbdlinux 112,757 20,167 2,157,675 information retrieval
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Table 5.4: Nonsymmetric Square Matrix Info
Name N nnz nnz/N application
gemat11 4,929 33,185 6.7 power flow optimization
memplus 17,758 99,147 5.6 circuit simulation
onetone2 36,057 227,628 6.3 circuit simulation
lhr34 35,152 764,014 21.7 chemical engineering
Stanford Berkeley 683,446 7,583,376 11.1 information retrieval
5.4.1 Symmetric Matrices
We partitioned the five symmetric matrices shown in Table 5.1 using 1D, fine-
grain, and the nested dissection methods of partitioning for 4, 16, 64, and 256
parts (Note that 256 is larger than previous papers used, reflecting the greater
number of processors and cores in current computers.). We used the nested dis-
section implementation outlined in Section 5.2 to partition the matrices directly.
The resulting average communication volumes are shown in Table 5.5. For 1D
partitioning, we list the total communication volume. For the fine-grain and
nested dissection methods, we list a scaled volume relative to the 1D volumes
(as well as in subsequent Tables 5.6 - 5.8) such that scaled volumes less than 1
indicate an improvement over the 1D method. We see that our nested dissec-
tion method performed consistently better than 1D (scaled volumes less than
1). When compared to the fine-graph method, we see for most partitionings
that the nested dissection method yielded similar or better results for four of
the five matrices. Nested dissection performed significantly worse only for the
cage10 matrix and the 256 part partitioning of the finan512 matrix. Another
important point is that the nested dissection method runtimes were significantly
lower than those of fine-grain (up to a 89% decrease) and only slightly higher
than 1D.
We partitioned the four larger symmetric matrices shown in Table 5.2 using
1D column, fine-grain, and the nested dissection methods of partitioning for 4,
16, 64, 256, and 1024 parts. These matrices were chosen to demonstrate in-
stances in which 1D partitioning is insufficient. We chose these examples based
on a comparison of the 1D and fine-grain partitioning methods. The resulting
communication volumes for the partitioning of these matrices are shown in Ta-
ble 5.6. As expected, our nested dissection method performed much better than
1D (scaled volumes significantly less than 1). When compared to the fine-graph
method, we see similar but in general not quite as good results. Again, we see
a great improvement over fine-grain in terms of runtime (up to 96% decrease in
the runtime).
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Table 5.5: Average (20 runs) communication volume (in words) and runtimes
(in seconds) for k-way partitioning of symmetric matrices using different parti-
tioning methods.
1D fine-grain nested dissection
total scaled scaled
Name k volume runtime vol. runtime vol. runtime
cage10 4 5379.0 13.1 0.76 28.3 0.82 13.8
16 12874.5 25.0 0.69 46.7 0.89 26.4
64 23463.3 41.3 0.70 68.9 0.98 43.7
256 40830.9 66.7 0.72 101.9 1.03 69.9
lap200 4 1535.1 7.9 1.00 19.0 0.99 8.5
16 3013.9 15.2 1.00 30.2 0.99 16.7
64 5813.0 25.2 0.99 44.4 1.00 27.8
256 11271.8 51.4 0.98 71.9 1.00 56.5
finan512 4 295.7 23.8 0.88 82.8 0.78 24.5
16 1216.7 48.6 0.84 128.3 0.77 50.6
64 9986.0 90.9 0.86 185.4 0.81 95.4
256 38985.4 142.5 0.68 253.0 0.77 152.1
bcsstk32 4 2111.9 58.5 0.76 470.7 0.84 61.5
16 7893.1 102.0 0.80 718.4 0.86 110.3
64 19905.4 152.7 0.94 922.6 0.91 168.5
256 46399.0 215.2 1.00 1133.1 0.94 239.5
bcsstk30 4 1794.4 76.0 1.08 688.6 0.78 78.5
16 8624.7 139.7 1.13 1076.5 0.83 148.4
64 23308.0 205.7 1.10 1381.1 0.90 222.0
256 56100.4 262.4 1.03 1639.8 0.98 287.5
5.4.2 Nonsymmetric Matrices
We partitioned the ten nonsymmetric matrices shown in Tables 5.3 and 5.4 using
1D column, 1D row, fine-grain, and the nested dissection methods of partitioning
for 4, 16, 64, and 256 parts. However, in order to use the nested dissection
partition method with the nonsymmetric matrices, we have to form bipartite
graphs as described in Section 5.3. We can then apply the nested dissection
implementation outlined in Section 5.2 to partition the bipartite graph, which
gives us a partitioning of the nonsymmetric matrix. In this subsection, we report
the communication volumes of the SpMV resulting from these partitionings.
Table 5.7 shows communication volumes averaged over 20 runs for the five
rectangular matrices from Table 5.3. The nested dissection method results were
consistently worse than the fine-grain results for these rectangular results and
often worse than one of the 1D methods. Only for the tbdlinux matrix did the
nested dissection method yield significantly lower communication volumes than
both 1D methods.
Table 5.8 shows communication volumes for the five square matrices from
Table 5.4 when the input and output vectors are required to have the same par-
titioning. The nested dissection results are very similar to the fine-grain results
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Table 5.6: Average (20 runs) communication volume (in words) and runtimes
(in seconds) for k-way partitioning of symmetric matrices using different par-
titioning methods. * - designates partitions that did not meet the 3% load
balance tolerance.
1D fine-grain nested diss.
total scal. scal.
Name k volume time vol. time vol. time
c-73 4 42314.2 162.2 0.04 280.7 0.03 171.1
16 99862.8 358.1 0.05 418.7 0.05 381.8
64 206273.2* 343.1* 0.07 604.9 0.06 361.8
256 171079.3* 545.0* 0.23 783.9 0.25* 559.6*
1024 216157.1* 430.9* 0.42 894.6 0.43* 444.2*
asic. 4 3560.4 78.7 0.51 270.8 0.61 78.7
16 9998.5 107.4 0.46 384.8 0.61 127.7
64 21785.8 146.7 0.44 489.7 0.59 166.5
256 38869.4 193.9 0.49 598.1 0.61 233.8
1024 62482.8 301.2 0.63 854.6 0.68 381.8
pkustk. 4 6610.8 133.4 0.63 1356.4 0.53 141.9
16 27565.4 237.9 0.49 2465.5 0.60 258.7
64 75329.7 346.4 0.42 3471.2 0.62 380.1
256 162105.5 461.6 0.43 3731.1 0.56 485.5
1024 372343.2* 549.2* 0.41 3871.3 0.50* 585.8
gupta3 4 30066.9 379.8 0.29 5291.0 0.19 429.0
16 103475.9 585.5 0.31 14299.8 0.21 653.4
64 332559.5 796.8 0.27 24856.8 0.19 872.2
256 1105498.9* 924.7* 0.17 27766.7 0.18* 1028.9*
1024 3125684.9* 1030.8* 0.11 29565.7 0.20* 1106.8*
and the 1D column results for the gemat11, lhr34, and Stanford Berkeley
matrices. For the memplus and onetone2 matrices, the nested dissection
method yields better results than 1D column (and 1D row for memplus). When
compared to the fine-graph method for these two, we see similar but in general
not quite as good results.
5.4.3 Mondriaan Comparisons
Mondriaan [69] is also a relevant method to compare against since it produces
a 2D matrix partitioning, and as our method, is quite fast compared to fine-grain
(being based on 1D hypergraph partitioning). Here we compare the results of
our nested dissection partitioning implementation with Mondriaan 1.0.2. It
is important to note that this is not a direct comparison of algorithms but
also of implementations. Mondriaan uses its own hypergraph partitioner,
which generally produces worse cut results than PaToH. Comparisons of the
symmetric test cases are given in Table 5.9, where a ratio less than one indicates
our method has lower communication volume. We observe that our method
was best for all but two matrices. Looking at only the first five test cases it
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Table 5.7: Average (20 runs) communication volume (in words) for k-way parti-
tioning of rectangular nonsymmetric matrices using different partitioning meth-
ods. ** - for one run, hypergraph partitioner failed to produce partition after
several hours, averaging 19 runs.
1D col. 1D row fine-grain nested diss.
Name k total vol. scaled vol. scaled vol. scaled vol.
dfl001 4 1388.4 2.14 0.99 1.18
16 3575.5 1.63 0.99 1.16
64 6040.2 1.39 0.99 1.12
256 8897.0 1.38 0.99 1.10
cre b 4 1119.6 29.19 1.03 2.31
16 3509.3 15.97 1.01 1.85
64 7952.3 9.32 1.02 1.61
256 17077.8 6.05 0.99 1.41
tbdmatlab 4 14991.2 0.94 0.72 0.68
16 40562.8 1.34 0.78 0.89
64 81468.6 1.66 0.80 1.04
256 144098.2 1.67 0.76 1.09
nug30 4 56796.5 4.75 1.10 1.31
16 115539.4 3.32 1.16 1.51
64 199977.0 2.67 1.17 1.53**
256 307627.1 2.09 1.17 1.49
tbdlinux 4 52021.1 0.81 0.47 0.43
16 146980.9 1.14 0.57 0.59
64 307829.8 1.45 0.61 0.73
256 569152.5 1.60 0.61 0.85
appears the two methods are roughly similar in quality. However, Mondriaan
suffers some of the same problems as 1D partitioning methods since it is uses
1D partitioning recursively. Therefore, the first bisection will sometimes incur a
large communication volume. We see our method produces much better results
than Mondriaan on the four large test matrices (Table 5.2), which are difficult
for 1D methods.
5.4.4 Message Metric
Communication volume is not the only metric that is important when evaluating
the quality of a sparse matrix partitioning in terms of parallel matrix-vector
multiplication. The number of messages communicated can of equal or greater
importance if the communication volume is low or the latency is high. 1D
partitioning of the sparse matrix yields a parallel matrix-vector algorithm with
only one phase of communication. This tends to result in a lower number
of messages in comparison to 2D partitioning methods such as the fine-grain
method. Table 5.10 shows the average number of messages sent (same as average
number of messages received) per part for the 1D column, fine-grain, and nested
dissection partitionings of the five symmetric matrices shown in Table 5.1 into
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Table 5.8: Average (20 runs) communication volume (in words) for k-way par-
titioning of square nonsymmetric matrices using different partitioning methods.
Vectors are partitioned the same. ** - hypergraph partitioner failed to produce
partition after several hours.
1D col. 1D row fine-grain nested diss.
Name k total vol. scal. vol. scal. vol. scal. vol.
gemat11 4 2357.2 1.040 1.033 0.975
16 4578.8 1.033 1.047 1.033
64 6291.4 1.022 1.061 1.041
256 8632.8 1.005 1.010 1.038
memplus 4 3615.7 1.002 0.107 0.227
16 6120.8 1.004 0.217 0.399
64 9696.5 0.999 0.316 0.513
256 16741.6 1.001 0.387 0.547
onetone2 4 1009.7 0.778 0.751 0.752
16 4932.9 0.791 0.723 0.776
64 11934.1 0.876 0.719 0.802
256 26095.9 0.903 0.843 0.878
lhr34 4 6613.6 1.078 1.005 0.918
16 20908.6 1.016 1.053 0.978
64 36937.8 1.005 1.073 1.030
256 61081.2 1.007 1.036 1.057
Stanford Berkeley 4 1383.0 3.536 1.095 1.300
16 5948.8 23.001 0.999 1.283
64 17725.9 ** 0.977 1.087
256 43801.5 ** 0.971 1.026
16, 64, and 256 parts. As expected, the 1D method consistently has the lowest
average number of messages sent per part of the three methods. The nested
dissection results are significantly lower than the fine-grain results for most of
the partitionings of the five matrices.
5.5 Improvements to Nested Dissection
Partitioning Algorithm
In Subsection 5.2.3, we outlined a general nested dissection partitioning algo-
rithm for sparse matrices. Steps 1-3 of Algorithm 3 specified how to partition
all the nonzeros in a matrix with the exception of the diagonal nonzeros cor-
responding to separator vertices in the graph and the off-diagonal nonzeros
corresponding to edges connecting separator vertices in the graph (lines 4-6 in
Algorithm 3). We also outlined the choices we made for lines 4-6 in our ini-
tial implementation. We showed in Section 5.4 that this initial implementation
produced fairly good results, similar in quality to the fine-grain method but
requiring less runtime. The question we attempt to address in this section is
whether we can improve our partitioning method, in particular improving lines
87
Table 5.9: Average (20 runs) communication volume ratio nested dissec-
tion/Mondriaan for k-way partitioning of symmetric matrices. A * indicates
the desired load-balance tolerance was not achieved.
Name k = 4 k = 16 k = 64 k = 256
cage10 0.876 1.013 1.194 1.303
lap200 1.045 1.101 1.158 1.142
finan512 0.208 0.524 0.865 0.792
bcsstk32 0.757 0.824 0.930 0.978
bcsstk30 0.771 0.836 0.901 0.837
c-73 0.037 0.065 0.092 0.211*
asic680ks 0.375 0.329 0.431 0.459
pkustk04 0.318 0.434 0.678 0.722
gupta3 0.240 0.390 0.643 1.152*
Table 5.10: Average messages sent (same as received) per process for k-way
partitioning of symmetric matrices using different partitioning methods. All
methods use hypergraph partitioning.
Name k 1D fine-grain nested dissection
cage10 16 11.6 21.4 15.4
64 20.0 35.1 27.7
256 24.2 36.4 33.6
lap200 16 6.0 8.1 6.9
64 6.0 8.2 6.8
256 6.0 8.1 6.7
finan512 16 2.0 4.0 2.0
64 2.1 9.3 2.3
256 6.0 17.4 7.2
bcsstk32 16 4.5 7.7 5.3
64 6.1 10.9 7.6
256 6.7 11.7 8.6
bcsstk30 16 3.6 7.6 4.2
64 5.9 12.2 7.6
256 7.3 16.0 9.9
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4-6 of Algorithm 3.
5.5.1 Partitioning Separator Vertices and Edges
In this subsection, we develop a model for improving the partitioning of the
separator vertices and edges connecting separator vertices (lines 4-6 in Algo-
rithm 3). We focus only on partitioning these separator vertices and edges,
given the previous partitioning of the rest of the graph (lines 1-3 of Algorithm 3).
This partitioning problem is shown in Figure 5.8 for k = 4 (3 separators). Fig-
ure 5.8(a) shows the separator vertices (unpartitioned, thus gray), which are
connected to previously partitioned vertices in the subdomains (colored ver-
tices) with previously partitioned edges. The edges (unpartitioned) connecting
separator vertices are shown in black. We ignore the separator distinctions
and partition the separator vertices and edges independent of the particular
separator to which each separator vertex belongs (Figure 5.8(b)). We replace
the interior subdomain vertices with special fixed vertices (represented by the
squares in Figure 5.8(b)), one for each part of the partition. The idea behind
the fixed vertices is that it does not matter how many of the interior vertices
of a given part a separator vertex is connected to in terms of communication,
only that there is at least one such connection. The fixed vertices serve as a
mechanism to account for the resulting communication when a separator vertex
is assigned a part different from the part of a neighboring interior vertex.
5.5.2 Implementation for Partitioning Separator Vertices
and Edges
We implement the partitioning of the nonzeros corresponding to the separator
vertices and edges by using a symmetric version of the fine-grain hypergraph
method (outlined in Subsection 2.5.2). The key factor in our decision to use the
relatively slow fine-grain hypergraph method is that we are only partitioning a
small fraction of the original matrix (that fraction corresponding to the sepa-
rator vertices and edges). The small size of this graph (relative to the initial
graph) will also allow for the fine-grain hypergraph method to produce a high
quality solution relative to other methods. After building a fine-grain hyper-
graph from the nonzeros that we need to partition (those corresponding to the
uncolored edges and vertices in Figure 5.8) and the fixed vertices, we partition
this hypergraph with a method that allows us to preassign parts to these fixed
vertices. Our goal is to show that this partitioning of the separator vertices and
edges is superior to the heuristics (described in Subsection 5.2.3) that we used
in our initial implementation.
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(a) Separator connections to interior vertices.
(b) Fixed vertices.
Figure 5.8: Partitioning model for separator vertices (gray) and edges connect-
ing separator vertices (black). (a) shows the separator vertices (for 3 separators)
connected to interior vertices of the different domains. In (b) these interior ver-
tices are replaced by fixed vertices, represented by squares (one for each different
part), that are preassigned to a part before the partitioning process.
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5.5.3 Improved Results
We compare the partitionings of different methods for a set of 11 sparse matri-
ces, previously described. We perform separate experiments for symmetric and
nonsymmetric matrices. The first six matrices are symmetric, and the final five
are rectangular and thus nonsymmetric.
In the following subsubsections, we compare the communication volume of
the resulting parallel sparse matrix-vector multiplication for these matrix par-
titionings. We compare the implementations of our nested dissection algorithm
(both the original and the improved implementations) with 1D hypergraph
partitioning and fine-grain hypergraph partitioning. As before, we used Pa-
ToH 3.0 [12] and Zoltan 3.0 [20] as our hypergraph partitioners. We derive
our vertex separators from edge separators produced by hypergraph partition-
ing.
Symmetric matrices
We partition the six symmetric matrices using 1D, fine-grain, and the nested
dissection methods of partitioning for 4, 16, 64, and 256 parts. We use the
nested dissection implementations outlined in Sections 5.2 and 5.5 to partition
the matrices directly. The resulting average communication volumes are shown
in Table 5.11. For 1D partitioning, we list the total communication volume. For
the fine-grain and nested dissection methods, we list a scaled volume relative to
the 1D volumes such that scaled volumes less than 1 indicate an improvement
over the 1D method. We see that both our nested dissection implementations
perform consistently better than 1D (scaled volumes less than 1). When com-
pared to the fine-graph method, we see for most partitionings that the original
nested dissection implementation yielded similar or better results for three of
the six matrices. The original nested dissection performed much worse only for
the cage10 matrix. Another important point is that we previously showed the
nested dissection method runtimes to be significantly lower than those of fine-
grain (Subsection 5.4.1), so in general we consider this a success. The improved
nested dissection implementation consistently yielded better results than the
original one. When compared to the fine-graph method, it yielded similar or
better results for four of the six matrices and was always competitive.
Nonsymmetric matrices
We partitioned the five rectangular matrices using 1D column, 1D row, fine-
grain, and the nested dissection methods of partitioning for 4, 16, 64, and 256
parts. In order to use the nested dissection partition methods with structurally
nonsymmetric matrices, we form bipartite graphs as described in Section 5.3.
Then, we apply the nested dissection implementations to partition the bipartite
graph, which gives us a partitioning of the nonsymmetric matrix. In this subsec-
tion, we report the communication volumes of the matrix-vector multiplication
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Table 5.11: Average (20 runs) communication volume (in words) for k-way
partitioning of symmetric matrices using different partitioning methods.
1D fine-grain orig. ND impr. ND
Name k total vol. scaled vol. scaled vol. scaled vol.
cage10 4 5379.0 0.755 0.822 0.757
16 12874.5 0.689 0.887 0.716
64 23463.3 0.696 0.980 0.723
256 40830.9 0.716 1.030 0.742
finan512 4 295.7 0.883 0.775 0.734
16 1216.7 0.844 0.770 0.745
64 9986.0 0.864 0.807 0.768
256 38985.4 0.679 0.770 0.674
bcsstk32 4 2111.9 0.763 0.840 0.833
16 7893.1 0.802 0.861 0.836
64 19905.4 0.938 0.910 0.852
256 46399.0 1.002 0.944 0.857
bcsstk30 4 1794.4 1.079 0.781 0.761
16 8624.7 1.133 0.827 0.752
64 23308.0 1.102 0.902 0.774
256 56100.4 1.031 0.982 0.824
asic680ks 4 3560.4 0.509 0.612 0.616
16 9998.5 0.463 0.605 0.591
64 21785.8 0.439 0.588 0.581
256 38869.4 0.492 0.613 0.615
pkustk04 4 6610.8 0.626 0.526 0.496
16 27565.4 0.492 0.602 0.553
64 75329.7 0.416 0.623 0.513
256 162105.5 0.428 0.558 0.451
resulting from these partitionings.
Table 5.12 shows communication volumes averaged over 20 runs for the five
rectangular matrices. The communication volumes for the last four partitioning
methods are scaled relative to the 1D column hypergraph partitioning method
(relative volumes less than 1 indicate less communication volume than the 1D
column method). The original nested dissection method results were consis-
tently worse than the fine-grain results for these rectangular results and often
worse than one of the 1D methods. Only for the tbdlinux matrix did the orig-
inal nested dissection method yield significantly lower communication volumes
than both 1D methods. However, we saw significant decrease in the communi-
cation volume for the new, improved nested dissection partitioning implemen-
tation when compared to the original implementation for both the tbdmatlab
and the tbdlinux matrices. In fact, for these term-document matrices, the
improved nested dissection method had a much lower communication volume
when compared to the 1D methods and was slightly better than the fine-grain
hypergraph method. This initial success with these term-document matrices led
to our study of information retrieval matrices in the next section.
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Table 5.12: Average (20 runs) communication volume (in words) for k-way
partitioning of rectangular nonsymmetric matrices using different partitioning
methods. ** - for one run, PaToH hypergraph partitioner failed to produce a
partition in 100 times the expected runtime, averaging 19 runs.
1D col. 1D row fine-grain orig. ND impr. ND
Name k total vol. scal. vol. scal. vol. scal. vol. scal. vol.
dfl001 4 1388.4 2.141 0.996 1.181 1.150
16 3575.5 1.631 0.997 1.155 1.097
64 6040.2 1.391 0.995 1.119 1.077
256 8897.0 1.377 0.990 1.097 1.069
cre b 4 1119.6 29.194 1.027 2.312 2.283
16 3509.3 15.970 1.011 1.848 1.803
64 7952.3 9.315 1.024 1.605 1.608
256 17077.8 6.048 0.997 1.409 1.405
tbdmat. 4 14991.2 0.937 0.718 0.681 0.560
16 40562.8 1.343 0.778 0.888 0.716
64 81468.6 1.661 0.797 1.041 0.774
256 144098.2 1.673 0.757 1.093 0.780
nug30 4 56796.5 4.746 1.100 1.307 1.295
16 115539.4 3.320 1.157 1.507 1.499
64 199977.0 2.674 1.172 1.530** 1.496**
256 307627.1 2.090 1.166 1.494 1.455
tbdlinux 4 52021.1 0.813 0.471 0.429 0.321
16 146980.9 1.136 0.565 0.594 0.491
64 307829.8 1.449 0.610 0.733 0.567
256 569152.5 1.600 0.611 0.854 0.590
5.6 Applications to Information Retrieval
We live in the information age with vast amounts of data to analyze. The com-
putational work in many information retrieval and analysis algorithms is based
on sparse linear algebra. One example is latent semantic analysis (LSA), where
the computation of the singular value decomposition (SVD) is crucial. A sec-
ond is the PageRank algorithm for ranking web pages. These methods are both
data and compute intensive, and various types of parallel computers (multicore
workstations, clusters of workstations, and parallel supercomputers) are used
in this computation. Data partitioning and load-balancing are important for
good parallel performance of these methods. For example, a term-document
matrix can be distributed by terms, by documents, or in a more complex man-
ner. We will show that graph models and algorithms can be a powerful tool for
finding these distributions. A common kernel in these computations is sparse
matrix-vector multiplication (SpMV). Often the same matrix is used for many
iterations in an iterative method. In this section, we have chosen, therefore,
to focus on the optimization of SpMV for large matrices arising in information
retrieval and scale-free (web) graphs.
In this section, we compare the partitions of these information retrieval ma-
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trices obtained by our nested dissection algorithms to partitions obtained by
one-dimensional and fine-grain hypergraph partitioning. The fine-grain distri-
bution [13] is of particular interest since it is the most general. Bradley, et
al. [10] compared some of these methods for parallel PageRank computations.
They showed that although communication volume could be reduced by over an
order of magnitude, fine-grain partitioning is too slow to be practical in this con-
text. We partition these information retrieval matrices using both the original
heuristic based nested dissection partitioning implementation (outlined in Sec-
tion 5.2) and the improved nested dissection partitioning implementation (out-
lined in Section 5.5). For both of these implementations, the vertex separators
are derived from the edge separators as outlined in Subsection 2.7.1. In addi-
tion to these two nested dissection partitioning methods, we implement a third
nested dissection method that uses the improved method but uses Scotch [18]
to determine the vertex separator (as described in Subsection 2.7.2) instead of
calculating it from the edge separator.
5.6.1 LSA and PageRank Background
Latent semantic analysis (LSA) and PageRank computation are important meth-
ods in information retrieval. In both cases, the computational kernel is sparse
matrix-vector multiplication. It is crucial, therefore, to compute matrix-vector
products efficiently for very large sparse matrices. We focus on large problems
for which parallel computers are used.
LSA uses the vector space model to analyze text data [4]. Given a set of
documents and terms of interest, the term-by-document matrix A has a nonzero
entry ai,j if and only if term i occurs in document j. LSA uses the SVD
to approximate A in a lower-dimensional space. The SVD is a factorization
A = UΣV, where U and V are orthogonal and Σ is diagonal. To compute
the SVD, iterative methods are employed that require repeated matrix-vector
multiplication. In practice, only the first 100-200 singular values and vectors
are useful.
Google has been remarkably successful at web search. At the heart of their
original search engine was the PageRank algorithm [11, 50, 51], which is based
on a Markov process model of a web surfer. The transition matrix (also known
as the “Google matrix”) is a sparse matrix with as many rows and columns as
there are web pages, possibly billions. A nonzero entry in position (i, j) of this
web link matrix denotes a link from page i to page j. Essentially, the PageRank
algorithm uses the power method for eigenvalues, and requires repeated SpMV
operations. Many tweaks and modifications have been made to the PageRank
algorithm, and the details of the methods used by commercial companies are
proprietary. Still, it is certain that SpMV remains an important part of any
variation.
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5.6.2 Experimental Results
We compare the partitionings of different methods for a set of nine sparse matri-
ces from information retrieval. We include term-document matrices, term-term
matrices, and both real and synthetic web link matrices. We summarize the
matrix properties in Table 5.13.
Table 5.13: Matrix info.
Name # rows # cols # nz symmetric matrix type
tbtlinux 112,757 112,757 2,663,175 yes term-term
tbtspock 254,679 254,679 4,148,673 yes term-term
tbtsandia2 128,127 128,127 2,251,345 yes term-term
tbdlinux 112,757 20,167 2,157,675 no term-document
tbdspock 254,679 25,196 6,198,719 no term-document
tbdsandia2 128,127 8,387 2,021,365 no term-document
StanBerk 683,446 683,446 8,266,822 no web link
RMAT18 262,144 262,144 2,359,114 no web link
RMAT19 524,288 524,288 4,718,360 no web link
The term-term document matrices were derived from the term-document
matrices by computing AAT and dropping small entries. These are symmetric,
so the standard graph model is used. For the term-document matrices, which
are rectangular, and the web link matrices, which are square but nonsymmetric,
we partition the bipartite graph as explained in Subsection 5.3. For the web
link matrices, we impose the same vector distribution on the input and output
vectors since that is essential in the PageRank algorithm. To ensure the same
vector distribution, we simply make the diagonal nonzero. While the Stan-
ford Berkeley matrix is real data from crawling the Stanford and Berkeley
domains, the R-MAT matrices are generated by using the recursive algorithm
in [17] with parameters a = 0.57, b = c = 0.19, and d = 0.05. R-MAT matrices
have inverse power-law degree distribution and are designed to simulate real
scale-free graphs.
We compare three variations of our nested dissection algorithm with pre-
vious partitioning methods: (i) the original implementation (outlined in Sub-
section 5.2.3 and described [8]), (ii) our new two-phase algorithm (described in
Section 5.5), and (iii) a version of this two-phase algorithm that uses Scotch to
produce vertex separators. We compare these methods with the 1D hypergraph
methods (row-based and column-based) and the fine-grain hypergraph method.
As previously mentioned, we tested two different approaches to compute
vertex separators. First, we derive our vertex separators from edge separators
produced by hypergraph partitioning. This choice enables a fair comparison
with hypergraph methods since the code base is the same, and was also used for
the previous presented results (and in [8]). However, hypergraph partitioning is
slower than graph partitioning. We therefore also implemented a version that
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uses Scotch [60] to compute the nested dissection ordering. One complication
is that Scotch balances vertices, not edges as we want. We observed that the
difference could be significant in some cases. We therefore had to make a small
modification of the Scotch code to enforce edge balance.
Setup of experiments
Although graph and hypergraph partitioning are NP-hard problems, several
good codes are available, all based on multilevel methods. We usedPaToH 3.0 [12]
as our hypergraph partitioner, since we found it produced better results than
Zoltan [22] in serial. We chose to perform our experiments in serial to evaluate
our model and algorithm better, but in practice parallel partitioners could be
used. We used Scotch 5.1 to compute vertex separators (with the modification
described above). In all cases, we tried to achieve load-balance within 3%. In a
few cases, we failed to achieve this (marked with an asterisk).
We partitioned the matrices into k = 2, 4, 16, 64, 256 parts to study the
behavior of the algorithms with varying k. Partitioning into 2 or 4 is relevant
for multicore computing. All experiments were run on a Dell workstation with
16 Gigabytes of RAM, Red Hat Linux, and gcc 3.4.6 as the compiler. Due to
randomization, we ran all experiments 20 times and computed their average.
Term-document matrices
The communication volumes obtained by partitioning the term-document ma-
trices for the different partitioning methods are shown in Table 5.14 and Fig-
ure 5.9. In general, the 2D methods (fine-grain hypergraph and three nested
dissection based methods) yield partitions that result in lower communica-
tion volume than the partitions produced by the 1D methods (except for the
Scotch based method for large numbers of parts). The fine-grain method
yielded lower communication volumes than the original and improved (with-
out Scotch) nested dissection methods when partitioning into large numbers
of parts for the tbdspock and tbdsandia matrices. However, the improved
nested dissection method (without Scotch) yielded lower volumes than fine-
grain method for the tbdlinux matrix, and the average volumes for these two
methods were similar for these matrices (Figure 5.9). In general, the improved
two-phase nested dissection method (without Scotch) yielded slightly lower
volumes than the original implementation. The nested dissection implemen-
tation that used Scotch to find the separators generally yielded the highest
communication volumes of the 2D methods.
Term-term matrices
The communication volumes obtained by partitioning the term-term matrices
with different partitioning methods are shown in Table 5.15 and Figure 5.10.
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Table 5.14: Communication volume (×103 words) for k-way partitioning of
term-document matrices using different partitioning methods. Average of 20
runs. * represents load imbalance.
k 1D Col 1D Row FG hyp. ND orig. ND impr. ND Scotch
tbdlinux
2 23.16 15.49 10.07 8.89 8.31 11.59
4 52.02 42.29 24.52 22.33 16.51 35.24
16 146.98 166.95 83.05 87.27 72.20 137.94
64 307.82 446.01 187.67 225.66 175.04 344.06
256 569.15 910.56* 347.69 485.90 338.15 591.41*
tbdspock
2 82.35 22.05 23.81 18.43 18.31 24.09
4 193.39 65.93 63.86 52.24 53.04 68.41
16 510.41 301.38 201.58 223.45 224.92 338.02
64 997.03 970.03 488.91 629.03 602.86 1281.76
256 1709.72 2305.35* 946.24 1547.07 1387.14 3251.41
tbdsandia2
2 39.99 7.51 8.44 5.79 5.80 7.19
4 95.48 22.06 23.66 17.43 17.37 22.30
16 250.25 100.09 81.95 73.81 74.91 110.49
64 477.11 317.47 201.41 204.50 207.56 425.16
256 780.74 736.48 389.32 500.94 488.26 1034.15
Figure 5.9: Average communication volume for term-document matrices, nor-
malized to 1 for 1D column partitioning results.
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Since 1D row and column partitionings are the same for symmetric partition-
ing, we do not present the 1D row results. We had difficulty obtaining balanced
vertex separators with Scotch for these matrices and were not able to satisfy
the load balance tolerance with this method for several runs. Again, we see that
the 2D methods yielded much lower communication volumes (up to a factor of
three times less for the averages) than the 1D method. The partition quality
of the improved nested dissection method (without Scotch) is similar to that
of the fine-grain method. For these term-term matrices, we see a significant
improvement in the two-phase nested method over the original method. Using
Scotch to find separators did not gain much for the term-term matrices. Al-
though there were cases where the Scotch based implementation yielded the
lowest volumes, most of these cases had poor load balance.
Table 5.15: Communication volume (×103 words) for k-way partitioning of
term-term matrices using different partitioning methods. Average of 20 runs. *
represents load imbalance.
k 1D Col FG hyp. ND orig. ND impr. ND Scotch
tbtlinux
2 14.98 5.17 5.22 4.57 4.60
4 37.22 12.08 16.89 12.62 12.67
16 120.95 38.87 67.99 46.53 41.03*
64 308.60 93.70 194.04 122.20 95.05*
256 717.25* 185.58 464.17* 263.80* 181.36*
tbtspock
2 47.97 39.50 33.76 33.16 30.52
4 101.91 84.65 79.13 72.35 88.71
16 203.22 169.08 178.07 147.64 173.19
64 298.76 255.90 276.76 229.66 224.37*
256 457.47 388.54 443.52 373.62 285.34*
tbtsandia2
2 12.67 6.01 7.89 6.95 6.46
4 31.65 15.24 23.72 17.73 15.43
16 99.93 46.98 87.45 55.24 35.70*
64 238.53 104.43 212.20 129.02 59.65*
256 528.13* 194.37 437.02* 258.11* 84.20*
Web link matrices
Table 5.16 and Figure 5.11 show the communication volumes obtained by par-
titioning the web link matrices for the different partitioning methods. It is im-
portant to note that fine-grain method failed to partition the RMAT19 matrix
in at least one of the twenty runs for 16, 64, and 256 parts. In general, the 2D
methods yielded lower communication volumes than the 1D methods. However,
for the Stanford Berkeley matrix, the 1D column method produced better
quality partitions than the nested dissection methods and was competitive with
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Figure 5.10: Average communication volume for term-term matrices, normal-
ized to 1 for 1D partitioning results.
the fine-grain method. We see that the fine-grain method produced partitions
with significantly less volume than the original nested dissection method and
slightly less than the improved two-phase method. However, the Scotch based
nested dissection method was far superior to the fine-grain and other methods
for the RMAT18 and RMAT19 matrices, albeit with an imbalance a little
larger than expected for the larger numbers of parts. This slight load imbal-
ance may be addressed during the post-processing phase. Scotch found much
smaller separators for these two matrices than the edge separator based method
of finding vertex separators that was used in the other two nested dissection
methods.
Figure 5.11: Average communication volume for web link matrices, normalized
to 1 for 1D column partitioning results. For k > 4, 1D row partitioning results
are too large to fit in plot.
Timings of partitioning methods
In the previous subsubsections, we have seen that our new nested dissection
based partitioning methods are competitive with the fine-grain hypergraph
method in terms of communication volume. From these results alone, however,
it is difficult to determine whether it would be advantageous to use these new
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Table 5.16: Communication volume (×103 words) for k-way partitioning of
web link matrices using different partitioning methods. Average of 20 runs. *
represents load imbalance. Problems for which at least one run failed to converge
are designated by @.
k 1D Col 1D Row FG hyp. ND orig. ND impr. ND Scotch
Stanford Berkeley
2 0.48 0.99 0.47 0.45 0.44 0.46
4 1.38 4.89 1.51 1.80 1.73 2.25
16 5.94 136.83 5.94 7.63 7.83 6.75
64 17.72 601.49* 17.32 19.27 20.26 21.95*
256 43.80* 1451.75* 42.51 44.96 48.39* 43.73*
RMAT18
2 59.98 60.05 25.95 36.07 36.02 17.82
4 149.56 149.77 70.76 93.23 66.02 50.41
16 432.46 433.05 228.31 301.63 232.96 140.73
64 835.66 835.30 473.59 632.73 504.14 237.00
256 1277.69* 1277.91 773.72 1085.07 841.57 309.97*
RMAT19
2 113.69 113.91 42.54 65.53 65.38 32.79
4 283.03 283.19 125.64 165.24 118.31 93.19
16 816.98 816.97 423.81@ 537.14 419.56 261.69
64 1589.73 1588.97 913.10@ 1193.06 932.37 444.37*
256 2453.41* 2451.90* 1469.33@ 2055.95* 1581.51 588.18*
methods. In practice, a matrix is perhaps used for only a few hundred iterations,
so the partitioning time is also important. In Table 5.17, we present select run-
times of the different methods for one term-document matrix (tbdlinux), one
term-term matrix (tbtlinux), and one web link matrix (Stanford Berkeley).
The most important thing to note is the extremely large runtimes for the fine-
grain hypergraph method. This method solves a larger hypergraph problem
than one-dimensional partitioning and thus requires significantly more time. In
general, the first two nested dissection methods that use 1D partitioning to find
the separators are significantly faster than the fine-grain method. The improved
nested dissection based method (without Scotch), however, can take almost
as much time as the fine-grain method when a problem is over-partitioned so
that the number of separator vertices make up a large percentage of the to-
tal number of vertices. The nested dissection based method that uses Scotch
to find the separators is typically the fastest method, even faster than the 1D
methods. This is expected, since graph partitioning is faster than hypergraph
partitioning. (One can also compute one-dimensional partitioning using a graph
partitioner, but we did not include this option since the quality is poorer than
with hypergraph partitioning.) For the Scotch version of the nested dissec-
tion method, the postprocessing was also optimized for speed (typically we do
a poorer partitioning of the intra-separator edges), as the time for this task can
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be higher than the Scotch partitioning by itself.
Table 5.17: Average times (in seconds) for partitioning each problem (k = 2
and k = 256 parts), averaged over twenty runs. Asterisks designate runs with
load imbalance.
k 1DCol 1DRow FG hyp. ND orig. ND impr. ND Scot.
tbdlinux
2 6.42 10.93 105.39 28.71 43.11 2.15
256 28.27 44.80∗ 305.53 91.02 300.94 3.91∗
tbtlinux
2 7.89 – 106.58 11.4 42.11 1.06
256 45.15 – 444.84 53.16∗ 168.27∗ 1.35∗
Stanford Berkeley
2 8.96 7.40 61.07 20.08 22.98 4.07
256 52.12∗ 1068.41∗ 309.53 1986.65∗ 2077.10∗ 16.12∗
5.6.3 Discussion
We compared different data distributions for information retrieval and text anal-
ysis, though the partitioning methods can be beneficial in other applications as
well. For term-document matrices, we showed there can be a substantial differ-
ence between partitioning by documents (columns) and by terms (rows), though
there was no clear pattern, so it is difficult to make a strong recommendation.
General 2D distributions often reduce communication volume by a factor of two
to four. For the Stanford Berkeley web link matrix, it is important to parti-
tion by columns not by rows, since the resulting communication volume can be
an order of magnitude smaller. For this matrix, there was little difference be-
tween 1D column distribution and most 2D distributions, which contradicts the
claim in [10] that 2D is an order of magnitude better. For the synthetic R-MAT
matrices, however, there is no difference between row and column partitioning,
and 2D partitioning can reduce communication by a factor of two to four. Also,
since it is hard to find good separators on such graphs, the results for nested
dissection methods varied substantially, with Scotch as the preferred method.
We presented information retrieval matrix results for our improvements to
the nested dissection method for partitioning sparse matrices. Our previous
implementation produced partitions of similar quality to the fine-grain method
for symmetric matrices at a great reduction in the runtime. Our improved im-
plementation has further reduced the communication volume, so we argue that
it is the best of the four methods for our set of symmetric term-term matrices,
when both partition quality and runtime are considered. For the rectangular
term-document matrices, our improved nested dissection algorithm yielded sig-
nificantly lower volume partitions than the 1D methods and was competitive
with the fine-grain method. Our improved implementation of the nested dissec-
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tion partitioning algorithm yielded lower volumes for the nonsymmetric matrices
(term-document and web link) when compared to the original implementation
but not significantly lower for every matrix. Using Scotch to calculate the
vertex separators for our improved method yielded mixed results. It yielded
somewhat disappointing results for the term-document matrices but was the
most promising method for the web link matrices. We hope to improve the load
balance of this method, making it a more viable option.
Moreover, our new framework allows us important flexibility in partitioning.
If quality of partitioning is the main goal, we may use a hypergraph partitioner
to find vertex separators, resulting in communication volume close to or better
than fine-grain, very often in less time. Otherwise, if speed is the primary
objective, we can use Scotch to obtain a partitioning method that is faster
and produces lower volume partitions than the 1D methods.
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6 Analysis of Nested
Dissection Partitioning
Method
In this chapter, we analyze our nested dissection partitioning algorithm for a
model problem. As our model problem, we have chosen matrices representing
a 2D Laplacian operator for a regular d × d grid since we are able to calculate
the separator sizes for this problem easily (under a reasonable set of assump-
tions). We derive lower bounds on the communication volume of the SpMV
operation, resulting from any partitioning and a nested dissection partitioning.
We compare these bounds with experimental results.
6.1 Lower Bound on Communication Volume
for Partitioning of Model Problem
In this section, we derive lower bounds for partitioning of a 2D Laplacian op-
erator on a d × d grid under a particular set of assumptions. We assume that
we are only considering symmetric partitions. This is a reasonable assumption
since the the 2D Laplacian matrices are structurally symmetric and there should
be an optimal symmetric partition. With this assumption about symmetry, we
can use our exact graph model to facilitate the analysis. Another assumption
we make is that none of the partitioned vertices are attached to four vertices
not of their part. This is a reasonable assumption since it is very unlikely that
this scenario could be part of an optimal solution. Initially, we assume a square
number of parts k and that d is divisible by
√
k. We later loosen this assump-
tion. First, we derive a lower bound on communication volume based on the
number of cut edges that exist for the graph corresponding to a partitioned 2D
Laplacian matrix. We then bound the number of cut edges, giving us a lower
bound on the volume in terms of the problem size and number of parts.
We find the edge cut useful in deriving a lower bound on the communication
volume of an optimal partition of the 2D Laplacian matrices. In particular, we
can approximate the communication volume by twice the edge cut (as described
in Subsection 2.3.1),
Vol ≈ 2C,
where C is the edge cut. The factor of two (as explained for the exact graph
model in Section 5.1) comes from the two phases of communication.
However, the edge cut overcounts the communication volume (as previously
explained for the graph model in Subsection 2.3.1). For this model problem
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(and the assumptions made), each vertex has its single word (per phase) of
communication counted up to three times by the edge cut metric since there
are up to three cut edges incident to the vertex. Figure 6.1 shows an example
where vertex 1 is connected to three cut edges and may be overcounted by a
factor of three. Thus, in order to get a true lower bound on the communication
volume of any partition, we must divide by a factor of three,
Vol ≥ 2C
3
.
It is important to note, however, that it is extremely unlikely that a vertex’s
volume contribution will be overcounted by a factor of three and somewhat
unlikely that it will be overcounted by a factor of two for this problem. Thus,
we should consider this bound a fairly loose lower bound.
1
Figure 6.1: Partition where the edge cut might overcount a vertex’s contribution
to the communication volume.
Next, we bound the number of cut edges in any vertex partitioning of our
graph. In a 2D grid, we assume for our lower bound that the vertices in a
square part will have fewer cut edges than the same number of vertices in any
other shaped part (justification provided in Appendix C). With the previous
assumptions about the size of the grid and the number of parts, we know that
the square parts will have sides of d/
√
k vertices. Thus, a square part will be
incident to 4d/
√
k cut edges. Thus, we obtain a bound for the minimum number
of cut-edges for a given partition by
Cmin ≥ 12
(
k
4d√
k
− 4d
)
= 2d
√
k − 2d.
The −2d term corrects for overcounting along the boundary and is independent
of the part shape. The factor of 1/2 accounts for each cut edge being counted
by both of its vertices. Thus, we obtain the following two lower bounds (the
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tight, overcounted bound and a true, but loose bound) on the communication
volume
Vol ≥ 4
(
d
√
k − d
)
and
Vol ≥ 4
3
(
d
√
k − d
)
.
For more flexibility, we remove the assumption that we have a square number
of parts and that d is divisible by
√
k and obtain a different bound on the number
of cut edges. For simplicity, we still assume that d2 is divisible by k.
Any partition with parts containing d2/k vertices will have more cut edges
than partitions with the possibly smaller square parts containing
(
bd/√kc
)2
vertices. Thus, we obtain a new bound for the minimum number of cut-edges
for a given partition of
Cmin ≥ 12
(
4k
⌊
d√
k
⌋
− 4d
)
= 2k
⌊
d√
k
⌋
− 2d.
Thus, we get the following two more general lower bounds on the communication
volume
Vol ≥ 4
(
k
⌊
d√
k
⌋
− d
)
and
Vol ≥ 4
3
(
k
⌊
d√
k
⌋
− d
)
.
6.2 Communication Bounds with Nested
Dissection Partitioning
In this section, we obtain bounds on the communication volume resulting from a
nested dissection partitioning of the model problem. We make several simplify-
ing but reasonable assumptions in this and the following analysis sections. First,
we assume that the vertex and edge partitions are compatible (a reasonable as-
sumption that we made a requirement for our method). Second, we assume that
at each level of the nested dissection, an optimal balanced separator is found
such that the subdomain sizes are the same. We also assume that we are not
over-partitioning the problem, so that there are non-separator vertices in each
subdomain. We give an analytic formula (in terms of the separator size) for
the minimum communication volume for a balanced partition obtained by the
nested dissection partitioning algorithm and outline how to obtain this optimal
partition.
6.2.1 Separator Sizes for Nested Dissection
In this section, we give analytic formulas for the separator sizes of the d×d grid
when determined using nested dissection to divide the grid into k subdomains.
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We assume that at each level of the nested dissection an optimal balanced
separator is found. A separator at a given level is represented by Si,j , where i =
0, 1, . . . , log2 k− 1 is the level of the recursive algorithm at which this separator
subdivides the domain (level 0 is the first bisection step) and j = 0, . . . , 2i−1 is
the index of a particular separator at level i. At level i, there are 2i separators.
For specific grid sizes (see Subsection 6.4.1), we can ensure that the subdomain
sizes are the same and the size of the separators at each level of recursion are
the same. With those assumptions, we can refer to any separator of level i as
Si,∗ and a straight-forward calculation shows that
|Si=2l,∗| = d− 2
i/2 + 1
2i/2
and
|Si=2l+1,∗| = d− 2
(i+1)/2 + 1
2(i+1)/2
.
The “global” k-way separator S is the union of all individual separators. It
follows that
|S| =
∑
i
∑
j
|Si,j | =
log2 k−1∑
i=0
2i|Si,∗|.
We refer to this separator S as optimal in the nested dissection sense (since
minimal separators are found at each level) However, most likely, there is a
smaller k-way separator. Figure 6.2 shows that |S| grows linearly with the
dimension d of the grid.
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Figure 6.2: |S| versus grid dimension d for different numbers of parts (k).
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6.2.2 Lower Bound on Communication Volume
We can derive a lower bound on the communication volume (in words) of
VolND(G, k) ≥ 2|S|.
This bound was given in a previous discussion of the nested dissection parti-
tioning algorithm (see Subsection 5.2.4). The basic idea is that each separator
vertex “costs” at least one word of communication in each phase (otherwise, it
would not be a separator vertex).
6.2.3 Optimal Nested Dissection Partition
For the 2D Laplacian matrices, the previous bound is exact for the minimum
communication volume since partitions (although perhaps slightly imbalanced)
can be constructed such that the communication volume is equal to 2|S| words
(see Figure 6.3). Thus, the minimum communication volume (in words) result-
ing from a nested dissection algorithm partition is
VolNDopt(G, k) = 2|S|.
Such an optimal partitioning can be obtained by applying the following
set of rules. We assume k = 4i for simplicity, but a slightly modified set of
rules would work for k = 2i as well. First, each separator vertex having two
interior (non-separator) neighboring vertices should be assigned the same part
as its neighboring separator vertices that have two interior vertices. When
minimal separators are found (in the nested dissection sense), separators are
adjacent to other separators in such a manner that three separators form two
perpendicular intersecting line segments (such as separators S0,0, S1,0, and S1,1
do in Figure 6.3). Let us define a cross to be a subset of vertices in these three
separators. The cross contains the central vertex of these intersecting segments
and the q vertices to the left, right, above, and below this central vertex, where
q is the number of vertices in the smallest separator. Let us refer to this central
vertex as the center of the cross. Let us refer to the four sets of vertices in
the cross to the left, right, above, and below the center vertex as the arms of
the cross. In order to obtain the optimal partitioning, we assign the vertices
of two arms of the cross to one part and the vertices of the other two arms to
another part. The vertices in an arm are assigned to a part only if they are
incident to interior vertices of that part. This part assignment requires that
the arms of a cross assigned to the same part are perpendicular to each other.
Finally, the center vertex of the cross may be assigned to either of the two parts
of the cross, but the two edges connecting this center vertex to the two arm
vertices of the other part must be assigned to that other part. This specific
edge assignment forces these two arm vertices to be connected to edges of only
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one different part. This set of rules can be applied to each separator cross in
the partitioning. However, one arm may be an arm of more than one cross and
thus impose a partitioning constraint on another cross. In particular, if an arm
is assigned to a part of a particular subdomain SA, the partitioning constraints
ensure that all arms bordering SA must be assigned the part of the vertices in
SA. Furthermore, the arms bordering any subdomain directly diagonal to SA
must be assigned the part of the vertices in this diagonal subdomain. These
constraints yield a “chess board” partitioning of the separator vertices, where
the separator vertices are assigned the parts of either the “white” or the “black”
subdomains (but not both) as illustrated in Figure 6.4. Thus, there are two
ways to partition the arm separator vertices optimally in this manner, with the
partitioning of the first cross determining the partitioning of the rest. This
process, in general, ensures that all separator vertices are incident to vertices of
at most two parts. As long as the subdomains are sufficiently large, this optimal
nested dissection partition should be sufficiently balanced.
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Figure 6.3: Optimal nested dissection algorithm partition. Part numbers for
vertices are given. Vertices of some parts are colored to illustrate part assign-
ment for particular edges where clarification is needed.
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(a) Separators partitioned “black”
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(b) Separators partitioned “white”
Figure 6.4: Two different “chess board” partitionings of separator vertices.
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6.3 Bounds on Heuristic Partitioning of Model
Problem
The optimal partition for the model problem given in the previous section can
not be obtained by our initial heuristic partitioning implementation outlined
in Subsection 5.2.3. In particular, the recursive nature of the part assignment
in our initial implementation precludes the arms of crosses being assigned to
only two parts. In this section, we provide bounds on the optimal partitioning
by the heuristic implementation of the nested dissection partitioning algorithm.
We use the same assumptions about the separators as we did in the previous
section. A lower bound is the same as given in the previous section, since this
is a specific case of the nested dissection partitioning method
VolNDheur (G, k) ≥ 2|S|.
6.3.1 Upper Bound
In this subsection, we derive an upper bound for the communication volume
produced by our heuristic implementation of the nested dissection partitioning
algorithm. We start with a fairly loose bound and refine (tighten) it using
reasonable assumptions.
For the 2D grid, each vertex touches at most four neighboring vertices. Thus,
each separator vertex in the nested dissection algorithm can cost at most 4 words
in each phase (8 words overall). Thus, we have a very loose upper bound on the
communication volume (in words) of
VolNDheur (G, k) ≤ 8|S|.
However, if we assume that each separator vertex is assigned the same part as
one of its four neighboring vertices (a reasonable assumption), each separator
vertex in the nested dissection partitioning algorithm can cost at most 3 words
in each phase (6 words overall). Thus, we have a slightly tighter upper bound
on the communication volume (in words) of
VolNDheur (G, k) ≤ 6|S|.
This upper bound can be further refined when we take into the account the
geometry of vertices assigned to the same part for this heuristic implementa-
tion of the nested dissection partitioning algorithm (e.g., see Figure 6.5). The
heuristic implementation bisects the vertices of the grid at each step so the ver-
tices assigned to each part form rectangles. We can exploit special properties of
these rectangular parts. In particular, any vertex must be connected to at least
two vertices that belong to its part. Otherwise, the vertices in its part would
not form a rectangle. Thus, any vertex can be connected to at most 2 vertices
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of a different part and we obtain a tighter upper bound on the communication
volume (in words) of
VolNDheur (G, k) ≤ 4|S|.
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Figure 6.5: Partition obtained from heuristic implementation of nested dissec-
tion algorithm. Vertices of same part form rectangles in grid.
6.3.2 Optimal Solution for Heuristic Implementation
By utilizing overlapping separators, we can tighten these analytic bounds on our
heuristic nested dissection partitioning implementation to obtain an analytic
formula for the communication volume resulting from the optimal partitioning
of this type. Since at any level of the algorithm the heuristic restricts the
separator to parts of one half of the subdomain, we can include the separator
vertices in that half of the subdomain when the algorithm is recursively applied.
When the subdomain with the separator is bisected, the new separator may
include a vertex that was in a previous separator. For this model problem,
this corresponds to one of the two lower level separators in a cross overlapping
the highest level separator at the center of the cross. Thus, the center vertex of
each cross is contained in two separators. These cross center vertices are vertices
in the higher level separator that “cost” two words of communication in each
phase since they are connected to a vertex in the same separator that belongs
to different part by an edge belonging to that different part. Using, these
overlapping separators, we can derive the communication volume (in words)
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resulting from an optimal partitioning with the initial heuristic implementation
to be
VolNDheurOpt(G, k) = 2|Sˆ|,
where Sˆ is the overlapping separator described above. From above, we see that
|Sˆ| = |S|+ χ, where χ is the number of crosses formed by the separators.
6.4 Numerical Experiments
6.4.1 Problem Setup
In order to ensure nice analytically predictable minimum separators and per-
fectly balanced subdomains, we need to pick our d × d grid in a specific man-
ner. We assume that we are partitioning the domain into k = 4i parts where
i = 0, 1, 2, . . ., so that each subdomain is a square grid. Given that we want each
subdomain to have exactly c vertices after partitioning into k parts, we need a
dn × dn grid, where n = log4 k, dn = 2dn−1 + 1, and d0 =
√
c. The recurrence
for dn can be solved to yield dn = 2nd0 + 2n− 1. Using this, we can ensure that
we have perfectly balanced subdomains. Table 6.1 shows four test matrices that
conform to these specifications. These matrices can be partitioned into at least
k = 1024 parts with perfectly balanced subdomains. Specifically, these matrices
correspond to d5 grids with d0 = {10, 15, 20, 25}.
Table 6.1: Model problem test matrices. 2D Laplacian operator matrices on
d× d grid.
d n nnz nnz/n
351 123201 614,601 4.99
511 261121 1,303,561 4.99
671 450241 2,248,521 4.99
831 690561 3,449,481 5.00
For the four matrices in Table 6.1, we calculated the two lower bounds on
communication volume for any partition (previously described in Section 6.1),
VolNDopt(G, k) (from Section 6.2), and VolNDheurOpt(G, k) (from Section 6.3)
for k = 4, 16, 64, 256, and 1024 parts. We also partitioned these matrices using
both our initial heuristic nested dissection partitioning implementation (out-
lined in Subsection 5.2.3) and our improved nested partitioning implementation
(described in Section 5.5) into k = 4, 16, 64, 256, and 1024 parts. The pre-
dicted analytical optimal communication volumes and experimentally obtained
volumes from the two partitioning methods are shown for the four matrices in
Figures 6.6 – 6.8.
As seen in Figure 6.6 for the 351×351 grid, there is little difference between
the original heuristic nested dissection partitioning implementation and the im-
proved implementation that focuses on partitioning the separator optimally. We
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speculate that this is due to the simplicity of partitioning the separator for this
model problem. The initial simple heuristic implementation is able to parti-
tion the separator adequately. This is not too surprising when you consider the
small difference between the communication volume of the optimal solutions for
the heuristic version of the nested dissection algorithm and the more general
algorithm (red and blue lines in Figure 6.6). We see a similar result for the
three other grids. However, since the communication volumes are so similar for
the two optimal solutions and the two experimental results are so similar, we
suppress the optimal heuristic solution data and the heuristic experimental data
from the remaining results for improved clarity.
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Figure 6.6: Numerical experiments for model problems (351 × 351 grid). Blue
and red lines are the communication volumes for an optimal nested dissection
algorithm partition and a nested dissection heuristic implementation partition,
respectively (as explained in the previous section). Red ×’s and blue +’s are
experimental results for the initial heuristic implementation and the improved
implementation, respectively.
In Figures 6.7 and 6.8, we see the two lower bounds as well as the optimal
solution for the nested dissection algorithm and the experimental results for the
improved nested dissection implementation. It is perhaps somewhat surprising
that our experimental results performed slightly better than the corresponding
optimal partitions of the nested dissection algorithm. Although it may seem
impossible that our implementations could perform better than the optimal
partitions, this can be explained by the assumptions made in our analytic mod-
els. In particular, we assumed that the S separator was the sum of the Si,j
separators obtained at each level, where each Si,j were minimal in their bisec-
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tion step. However, as previously mentioned, this S is not the global minimum
separator, and most likely there are smaller k-way separators. On further in-
spection, we see that our implementations are obtaining S separators that are
slightly smaller than the separators used in our analytic model that are optimal
in the nested dissection sense. We believe this slight discrepancy in the separa-
tors is a credit to the underlying multilevel partitioners that are able to improve
the partitions globally and thus the separators. At any rate, these comparisons
between our analytically predicted optimal solutions and our experimental re-
sults show that our implementations yield reasonably good partitions for the
model problem.
In Figures 6.7 and 6.8 we see a large discrepancy between volumes resulting
from the nested dissection partitions (optimal and experimentally determined)
and one of the lower bounds for any partitioning of these matrices (lowest line),
with the lower bound being approximately one third of the volume of the nested
dissection partitions. This discrepancy might indicate a less than optimal parti-
tioning method. However, as previously mentioned, we believe the lower bound
for any partitioning to be a very loose bound. In particular, there are two main
contributing factors that make this bound particularly loose. The first factor is
that we count the edge cut for a partition of square parts that has potentially
significantly less vertices than the original graph. The second and the more sig-
nificant factor is how we address the overcounting of the communication volume
by the edge cut metric. In order to account for this overcounting, we divide the
volume by three when in reality very few vertices will have their contribution
overcounted by a factor of three and few will be overcounted by a factor of
two. Thus, the communication bound most likely should be closer to the other
(tighter) lower bound (green line),
Vol ≥ 2C
than
Vol ≥ 2C
3
.
However, we see that this tighter lower bound is slightly larger than our exper-
imental results (and slightly lower than an optimal nested dissection partition).
This is most likely due to the overcounting of the volume contributions due
to the edge cut metric. Thus, correcting for this overcounting is definitely im-
portant, but we believe the correction factor should be closer to one than to
three.
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Figure 6.7: Numerical experiments for model problems (two different size grids).
Blue line is communication volume for optimal nested dissection algorithm par-
tition. Blue +’s are experimental results for improved nested dissection imple-
mentation. Black and green lines are two lower bounds for any partition of this
problem (green includes overcounting due to edge cut metric).
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(a) 671× 671 grid
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Figure 6.8: Numerical experiments for model problems (two different size grids).
Blue line is communication volume for optimal nested dissection algorithm par-
tition. Blue +’s are experimental results for improved nested dissection imple-
mentation. Black and green lines are two lower bounds for any partition of this
problem (green includes overcounting due to edge cut metric).
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7 Summary and Conclusions
In this dissertation, we have addressed two problems arising in combinatorial
scientific computing, both of which attempt to optimize the performance of
some numerical kernel. In particular, these CSC problems focused on optimiz-
ing matrix-vector multiplication in two different contexts. For both of these
problems, hypergraphs played an important role in this optimization.
In the first problem, we attempted to optimize a matrix-vector product op-
eration utilized in the construction of local stiffness matrices in finite element
assembly. The matrices in this product are dense and typically small. We fo-
cused on reducing the number of operations needed to calculate this product.
The cost of this optimization is relatively large but can be amortized over the
numerous calls (often in the billions) of this optimized matrix-vector product
code in finite element assembly. We have significantly improved on the pre-
viously developed graph model by Kirby, et al. [47, 48], greatly reducing the
number of MAPs from their results (up to a 21% decrease) as well as from the
unoptimized matrix-vector product (up to a 60% decrease). We presented a hy-
pergraph model that allows for further reduction in the operation count. With
our greedy solution to the hypergraph model, we saw a further reduction of up
to 31% (total reduction of 72%) in the number of MAPs and an improvement of
up to 31% over related work by Kirby, et al. [49]. A complication we saw with
the hypergraph model is that we cannot necessarily find an optimal solution (for
the relationships expressed) with a simple greedy algorithm. For some matrices,
significant further improvements might be made by solving this hypergraph op-
timization problem optimally or near optimally. We discussed vertex ordering
as a promising method for improving the solution. Given a vertex ordering, it
is fast to calculate an optimal solution for that ordering. The difficulty is in
finding an ordering that produces the optimal overall solution. A simple local
refinement of an ordering found by the greedy method showed some additional
improvement. We leave finding a global vertex ordering method as future work.
In the second problem, we attempted to minimize the runtime of parallel
sparse matrix-vector multiplication by balancing the work across processes and
minimizing the total communication volume. For this problem, the matrices
were assumed to be large enough to require distribution and parallelism to
compute the sparse matrix-vector product in a reasonable amount of time. We
focused on two-dimensional sparse matrix partitioning methods. For matrices
with good data locality (e.g., fine element matrices), one-dimensional parti-
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tioning is usually sufficient, and two-dimensional partitioning is unnecessary.
However, for some matrices where there is no strong locality (e.g., matrices re-
sulting from certain types of graphs), two-dimensional partitioning is necessary
to obtain low communication volumes.
We first presented a very simplistic “corner” method that produces surpris-
ingly good results for several of our matrices. This method was not as robust
or versatile as the nested dissection method, but with row/column reordering,
we believe the results would improve significantly (since it is a special case
of the nested dissection partitioning method). We next presented the nested
dissection partitioning method that was successfully used to partition symmet-
ric matrices. This method performed significantly better than one-dimensional
hypergraph partitioning and was comparable to (but much faster than) fine-
grain hypergraph partitioning, the previous gold standard partitioning method
in terms of communication volume. In general, the improved nested dissection
partitioning method (especially when using Scotch to calculate vertex sepa-
rators) performed better than the fine-grain hypergraph method for symmetric
matrices. We also presented extensions to the symmetric method that allows
us to partition structurally nonsymmetric matrices using bipartite graphs. Al-
though the results for nonsymmetric matrices were less consistent for the nested
dissection method, the results are promising for many matrices. We also found
the nested dissection partitioning method to be the best method overall for our
set of information retrieval matrices, being the clear winner for two of the three
matrix types. We believe that there are still improvements to be made for non-
symmetric matrices, but the initial results are encouraging. An important point
is that with both the corner and the nested dissection partitioning methods, we
have made two-dimensional partitioning methods as fast as one-dimensional
partitioning.
We are in the process of implementing these new two-dimensional methods
(the nested dissection partitioning method, in particular) in Isorropia, the com-
binatorial scientific computing package in the Trilinos Project [39]. In future
work, we plan to integrate our two-dimensional methods (the nested dissetion
method, in particular) into a recipe for the general partitioning of sparse ma-
trices, similar to the two-dimensional partitioning recipe presented in [16].
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A Local Stiffness Matrix for
2D Laplace
In this appendix, we derive the local stiffness matrix for the 2D Laplace equation.
We first start with the bilinear form (∇u,∇v)e = det(J)(∇u,∇v)eˆ. It follows
that
(∇u,∇v)e = det(J)(∇u,∇v)eˆ
= det(J)
 2∑
l,m,n=1
(
∂u
∂ξˆm
∂ξˆm
∂ξl
,
∂v
∂ξˆn
∂ξˆn
∂ξl
)
eˆ

= det(J)
 2∑
l,m,n=1
∂ξˆm
∂ξl
(
∂u
∂ξˆm
,
∂v
∂ξˆn
)
eˆ
∂ξˆn
∂ξl

= det(J)
 2∑
l,m,n=1
∂ξˆm
∂ξl
(
uTDmnv
) ∂ξˆn
∂ξl
 ,
where Dmn(i, j) =
(
∂φi
∂ξˆm
,
∂φj
∂ξˆn
)
eˆ
. Factoring out the vectors u and v, we get
(∇u,∇v)e = uTSev, where the local stiffness matrix is
Se = det(J)
 2∑
l,m,n=1
∂ξˆm
∂ξl
Dmn
∂ξˆn
∂ξl
 .
However, in this form of the stiffness matrix, the terms dependent on the
individual elements are mixed with the terms dependent only on the reference
elements. Rearranging the terms, we can achieve more separation:
Se =
2∑
m,n=1
Dmn
[
det(J)
(
∂ξˆm
∂ξ1
∂ξˆn
∂ξ1
+
∂ξˆm
∂ξ2
∂ξˆn
∂ξ2
)]
.
Terms inside the bracket are dependent on the individual elements, while the
matrices outside the bracket depend only on the reference element. The entries
in this stiffness matrix can be written as the Frobenius product of a tensor and
a matrix
Sei,j =
2∑
m
2∑
n
Gem,nKi,j,m,n = Ki,j : G
e,
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where
Ge =
 det(J)
(
∂ξˆ1
∂ξ1
∂ξˆ1
∂ξ1
+ ∂ξˆ1∂ξ2
∂ξˆ1
∂ξ2
)
det(J)
(
∂ξˆ1
∂ξ1
∂ξˆ2
∂ξ1
+ ∂ξˆ1∂ξ2
∂ξˆ2
∂ξ2
)
det(J)
(
∂ξˆ2
∂ξ1
∂ξˆ1
∂ξ1
+ ∂ξˆ2∂ξ2
∂ξˆ1
∂ξ2
)
det(J)
(
∂ξˆ2
∂ξ1
∂ξˆ2
∂ξ1
+ ∂ξˆ2∂ξ2
∂ξˆ2
∂ξ2
)

is a matrix dependent on the individual element and K is a tensor dependent
only on the reference element such that
Ki,j =
[
D11(i, j) D12(i, j)
D21(i, j) D22(i, j)
]
=

(
∂φi
∂ξˆ1
,
∂φj
∂ξˆ1
)
eˆ
(
∂φi
∂ξˆ1
,
∂φj
∂ξˆ2
)
eˆ(
∂φi
∂ξˆ2
,
∂φj
∂ξˆ1
)
eˆ
(
∂φi
∂ξˆ2
,
∂φj
∂ξˆ2
)
eˆ
 .
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B Directed Graph Model for
Structurally Nonsymmetric
Square Matrices
In Section 5.1, we presented an exact graph model for communication volume
of matrix-vector multiplication for structurally symmetric sparse matrices. In
this section, we generalize this model slightly, outlining an exact directed graph
model for the communication volume of matrix-vector multiplication for struc-
turally nonsymmetric but square sparse matrices. It is important to note that
this model is also valid for structurally symmetric sparse matrices but unneces-
sarily complicated. We restrict our attention here to the case where the input
and output vectors are partitioned the same. This restriction allows our directed
graph model to assign one vertex to the corresponding entries in both the input
and output vectors. For sparse square matrices with nonzero diagonals, the
model can always express optimal partitions. Further generalization to non-
identical partitioning of the input and output vectors of rectangular matrices is
analyzed in Section 5.3.
In this directed graph model, we represent each off-diagonal nonzero as a
directed edge, where the edge for nonzero ai,j is directed from vertex j to vertex
i. As with the undirected graph model (Section 5.1), we partition both the
vertices and edges. Again, we allow arbitrary assignment of both vertices and
edges, which distinguishes our approach from the 1D graph model and allows
for 2D partitioning. The communication for this exact directed model must be
analyzed separately for the two separate phases of communication. A vertex
incurs communication in the first phase of communication (communication of
x vector entries) if and only if there are outgoing incident edges that belong
to a different part. The volume depends on how many parts are represented
among the incident edges. A vertex incurs communication in the second phase
of communication (communication of the partial inner product values) if and
only if there are incoming incident edges that belong to a different part. Again,
the volume depends on how many parts are represented among the incident
edges.
Theorem B.0.1 Let G(V,E) be the graph of a square sparse matrix. Let
Ein(v) and Eout(v) denote the set of incoming and outgoing edges incident
to vertex v, respectively. Let pi(v) and pi(e) denote the parts to which v and e
belong, respectively. Then the communication volume in matrix-vector multipli-
cation is
∑
v∈V
[
(|pi(v) ∪ pi(Eout(v))| − 1) + (|pi(v) ∪ pi(Ein(v))| − 1)].
The first term is the contribution from the first phase of communication. The
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Figure B.1: 2D directed graph partition for nonsymmetric matrix and resulting
matrix partitioning. Edge directed from vertex j to vertex i corresponds to
the nonzero in row i, column j. Part (color) of graph edge corresponds to
off-diagonal nonzero part.
second term is the contribution from the second phase of communication. This
exact directed graph model yields a minimum volume balanced partition for
sparse square matrix-vector multiplication (for identical vector distribution)
when optimally solved.
Figure B.1 shows an example of the exact directed graph model for 2D
partitioning of sparse square matrices. The graph on the left corresponds to the
square matrix (shown partitioned on the right). The edges and vertices in the
graph are partitioned into three parts (represented by yellow, red, and green).
The matrix on the right shows the 2D square matrix partition obtained from
the partitioned directed graph. The partitioning of the diagonal entries (as well
as the vector entries) corresponds to the partitioning of the graph vertices. The
part of each off-diagonal entry ai,j corresponds to the part of the edge directed
j to i in the graph. The vertices that have outgoing incident edges belonging
to a different part require communication in the first phase. For example, in
the graph, vertex 6 of the red part has an outgoing edge ({6, 1}) belonging to
the yellow part and an outgoing edge ({6, 8}) belonging to the green part. This
corresponds to x6 needing to be sent to the red and green parts for the parallel
sparse matrix-vector multiplication. Similarly, the vertices that have incoming
incident edges belonging to a different part require communication in the second
phase. Since vertex 3 of the yellow part has an incoming edge ({4, 3}) belonging
to the green part, the yellow part will need to receive partial inner product
values from the green part.
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C Square Parts for 2D Grid
In this chapter, we justify our assumption that the edge cut for a partition of
square parts provides a reasonable lower bound on the edge cut for a partition
of our d × d grid. Again, we assume a square number of parts k and that d is
divisible by
√
k.
We start by assuming that the vertices of each part form a convex polygon.
This is a reasonable since such a partition exists (a partition of square parts)
and a nonconvex polygons would result in an unnecessarily large edge cut. For
such a convex part, it can be shown that the number of cut edges incident to
each part is 2w+2h (ignoring the boundary, which decreases the edge cut by the
same amount independent of the partition), where w is the width (in vertices)
of the part and h is the height (in vertices) of the part. This is illustrated in
Figure C.1(a), where we see 2 edges cut for each column and row of vertices
in the highlighted part. It follows that any convex part has the same edge cut
of an often larger rectangular part that has the same width and height of the
convex part (illustrated in Figure C.1(b)). Thus, we know that
Cconvex = Crect+ ,
where convex is any convex part and rect+ is the corresponding rectangular
part that has potentially more vertices.
(a) Convex part (b) Equivalent rectangular part
Figure C.1: Convex part and equivalent (in edge cut) rectangular part.
We can also relate the edge cut of a square part to any rectangular part of
the same number of vertices. The number of cut edges incident to vertices in a
rectangular part is simply the sum of the number of vertices on each side of the
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rectangle. This can be seen in Figure C.1(b), where the edge cut is 14. There
are three vertices on the left and right sides of this rectangle and four on the top
and bottom sides, for a total of 14 vertices (four vertices are counted twice but
these correspond to vertices incident to two cut edges). Since the “perimeter”
(in number of vertices) corresponds to the edge cut, a square part has fewer
incident cut edges than a non-square rectangular part with the same number of
vertices. Thus, we conclude that
Csquare ≤ Crect,
where square is a square part and rect is any rectangular part with the same
number of vertices. It follows that the number of cut edges incident to this
square part is no larger than that of the potentially larger rectangle rect+,
Csquare ≤ Crect+ .
Thus,
Csquare ≤ Cconvex.
So we have shown that a partition of square parts will have at least as few cut
edges as any other partition (assuming convex parts).
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