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Energy suppliers all over the world must expand energy in a way that is secure, clean, affordable, and
environmentally responsible. Photovoltaic (PV) has been a competitive renewable-energy source for the
power generation mix in the world. With the presence of solar PV technology, this paper proposes C4.5
approach for static security evaluation and classiﬁcation (SSE). This paper proposes PV generators con-
nected to the grid when bilateral energy transactions with the loads are implemented to see their
impacts on the system security. To build a classiﬁer in binary class, the process is divided into four
components: data collection, pre-processing and feature selection, comparison of the techniques, best
classiﬁer selection and performance evaluation. A comprehensive comparison of four of Decision Tree's
Algorithms for SSE is conducted. The study is (accomplished using) conducted on IEEE 30 bus system,
which comprises 5 PV power generators deliver a total power of 40 MW. Data are generated on (30, 57,
118 and 300) bus IEEE test systems used to train and test the classiﬁers. Empirically, with the presence of
PV power generators, the implementation results indicate that these classiﬁers have the capability for
system security evaluation and classiﬁcation. Lastly, C4.5 is an efﬁcient and effective approach for real-
time evaluation and classiﬁcation classiﬁer design.
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Fig. 1. Solar PV global capacity installation in Giga-watts [22].
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Determination of the power system current state, Energy
Management System (EMS) and on-line performs the task of
security evaluation (SE) and assessment. Through simulation, SSE
assists operators to detect following a given list of contingencies
such as a voltage out-of-limit or potential a system branch over-
loaded. Due to the large system size and deregulated power sys-
tem, a steady-state security analysis becomes an impossible task
due to the associated computation burden. In static security eva-
luation, the contingencies' severity is judged on scale performance
index (PI) basis. In [1–3], numerous PI based methods have been
reported. Artiﬁcial intelligence (AI) can be divided into two types
of techniques, clustering techniques and classiﬁcation techniques,
and its power of reducing the data complexity made it to use in
various areas like medical and engineering [4,5].
Back-propagation artiﬁcial neural networks [6], self-organizing
map neural networks [7] and others have been suggested for
evaluation of power system security. Optimal Artiﬁcial Neural
Network (ANN) architecture determination is the crucial ANN
problem, which is normally trial and error basis. Adaptive Neuro-
Fuzzy Inference System (ANFIS) as well, has been applied for
evaluating static security [8,9]. Recently, support vector machines
(SVM), based on statistical learning theory have been used in the
different areas of machine learning [10]. Currently, pattern
recognition (PR) is gaining more reputation in numerous problems
in electric power system. In this approach, to produce satisfactory
training dataset, the key simulation bulk is done off-line [11].
Sometimes, Decision Tree (DT) is combined to other methods [12].
Traditional techniques to solve this problem would involve per-
forming full AC load-ﬂow for each contingency event followed by
operating limit violations which has been reported in [13–15]. Due
to computational requirements, it is hard to use conventional
approaches through real time.
In general, a power system security assessment is an analysis to
determine the extent a power system is realistically safe from
severe interference to its operation [16]. A wide-range overview of
literature work in the coverage of the subject of SSE can be found
in reference [17] which exploits computational framework com-
bining static and transient power system security evaluation using
uncertainties. The paper concluded that the method is an effective
way to introduce the inﬂuence of probabilistic uncertainties in
power system security studies. In addition, the method establishes
its capability to differentiate several types of uncertainties that
pervade power systems and that are relevant to system security.
Furthermore, a study on online static security assessment module
using ANN [18] revealed that ANN models take loading condition
and the probable contingencies as the input and assess the system
security by screening the credible contingencies and ranking them
in the order of severity based on composite security index.
Another important literature supporting SSE is based on inte-
grated toll for static and dynamic security assessment of large
power systems [19]. Fan et al. [20] studied power system security
with reference to photovoltaic energy source using AI technique. A
growing need for renewable energy consumption has necessitated
the need for more studies on security assessment of power plants
utilizing renewable energy source. Therefore, with preference to
solar PV technology, this study proposes C4.5 approach for eva-
luation and classiﬁcation of static security evaluation (SSE). In
addition, the paper also proposes PV generators connected to the
grid when bilateral energy transactions with loads are imple-
mented to see their impacts on the system security via a com-
prehensive comparison of four Decision Tree's Algorithms for SSE.2. Overview of photovoltaic status worldwide
Demand on electrical energy has been in the gradual increase
due to the industrialization evolution and population increase. The
population throughout the world doubled from 3.2 billion in 1962
to 6.4 billion in 2005 and is forecasted to grow to 9.2 billion in
2050 [21]. Department of Energy in the USA predicts that energy
consumption all around the world will rise 71%, this from 2007
levels by 2030. Meanwhile available statistics revealed that global
photovoltaic energy consumption is highly increasing as shown in
Fig. 1. The trend is that within the span of time observed, there is
continuous rise in the installed capacity of solar power generation
on a global scale. However, it is most likely that the global market
potential for solar power exploitation might increase beyond the
71% already predicted by the Department of Energy in the USA.
This is obvious going by the analysis of the data presented in Fig. 1
showing that from 2004 to 2014 an increase of approximately 98%
is recorded.
Oil prices were below US $20 per barrel prior to 2000 to nearly
US $75 per barrel by the third quarter of 2006 to reach up as much
as $147 by mid-2008 [23]. At the end of 2010 the prices increased
from about $82 per barrel to more than $112 per barrel in 2011 and
would continue in its high price for the next three decades to
reach up to $125 per barrel by the year 2035 [24,25]. Hence, the
liquid fuel skyrocketing price besides its depletion over time,
though currently they cover almost two third of electricity
demand, has led to developed and developing countries making
efforts at energy sources' diversiﬁcation. Adding to that the global
warming emissions resulting from energy production are a serious
global environmental problem. The largest contributing source of
greenhouse gas is the burning of fossil fuels leading to the emis-
sion of carbon dioxide. The proof comes from direct measurements
of temperatures rising of air surface and temperatures of the ocean
subsurface and also, from rise in average sea levels, retreating
glaciers, and some changes to several physical and biological
schemes [26]. For the above reasons, the world needs to expand
energy supplies in a way that is secure, clean, affordable, and
environmentally responsible.
One of the promising renewable-energy sources is solar energy.
Besides being free of cost, the sun radiates about 3.9 as a black
body due to its high surface temperature with total energy deliv-
ered to earth 1018 (8000x global energy consumption) [27]. By
2050, alone, solar energy is expected to source 30% of the world’s
energy demand and to about 64% of the electricity source in 2100,
Fig. 2 [28].
Photovoltaic (PV) module is the sole mean by which the solar
energy is converted into electricity. By year-end 2013, Germany
had installed 35.7 GW of solar photovoltaic capacity thereby
leading as the country with the largest potential capacity in solar
Fig. 2. Global RE technologies development until 2100.
Fig. 3. Global solar PV energy based on major key market players [29].
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fundamentally changing the country's supporting systems for
renewable energy development.
As presented in Fig. 1, the year 2014 marked an unprecedented
demonstration of a solar PV power investment with a substantial
global installed capacity of 177 GW compared to 100 GW and
138 GW for the years 2012 and 2013 respectively. The US PV
market is set to witness the explosive growth over the next few
years; PV installations reached 2100 MWp by 2010 under the
various federal and state programs for PV with a forecast of 5 GW
installed during 2013. The US industry roadmap for PV project's
installations is to reach 36 GWp by 2020 and 200 GWp by 2030
[16]. There is 17,294 MW of solar PV capacity now on-line in
Germany, the world leader in using PV. According to the 2010 BP
Statistical Energy Survey, Germany's cumulative installed solar-
energy capacity was 9677 MW in 2009, 42.2% of the world total
and a change of 64.6% compared to 2008 [30]. In 2010 alone
7400 MWof Solar PV had been installed to make up along with the
wind energy about 30% of total German electricity generation.
Despite its high capital cost, PV is extremely modular, easy and
fast to install and accessible to the general public. Moreover, the
PV system is static, quiet, and free of moving parts, and these make
it have little operation and maintenance costs. Grid-connected PV
system (GCPV), on the other hand, can play a vital role in lowering
electricity demand and shifting peak load.3. Static security evaluation indices selection
Power system networks are required to operate with security
limits. Security is deﬁned as promising the continuous operation
of a power system capability under normal operation even next to
some important contingency [16]. In the literature, several keys
have been suggested as standards for Static Security Classiﬁcation
and Evaluation [2,31–34] which include lines overloaded or/and
bus voltages collapse which let the system deviate from normaloperating state limits. However, violations are not in the same
level of the same signiﬁcance.
Static security limits must be satisﬁed and can be deﬁned as
follows:
XNg
i ¼ 1 PGi ¼ PDþPloss P
min
Gi rPGirPmaxGi ; i¼ 1;2;…:Ng ð1Þ
Vmini

r Vij jr Vmaxi
 k¼ 1;2;…;Ni
SkmrSmaxkm ð2Þ
where at bus i; PGi denotes real power generation and PD is the
total system load; Ploss is the transmission real power loss; and Vijj
is the voltage magnitude.
Skm denotes the MVA ﬂow in branch km;Ng is the number of
generators and Nb is the number of buses.
In the assessment process of static security, it is evaluated for
several feasible contingencies via solving power ﬂow nonlinear
equations. These contingencies possibly will contain outage of a
generating unit or N1 transmission line or a transformer.
For numerous disturbances, the load ﬂow is simulated and the
security limitations are gauged. The operating state of power
system is categorized as Static Secure (SS-Binary 1) if two of the
limitations in Eqs. (1) and (2) are fulﬁlled. In case one limitation is
identiﬁed subsequent to a contingency, the state of the system is
categorized as Static Insecure (SI-Binary 0).4. Data mining techniques
Generally, most of the data mining approaches assess infor-
mation through the data-base. Nowadays, database becomes lar-
ger in size, and as result, it is very difﬁcult to interpret complex
data. Therefore, it is compulsory to develop efﬁcient methods to
deal about the complexity of data [34].
The traditional element accounts for coaching the device
understanding methods for classiﬁcation of static security eva-
luation contents. Fig. 4 presents the methodology for static
security evaluation content classiﬁcation approach based upon the
data mining techniques. The methodology is attained through four
phases: data set collection, data set preprocessing, training phase,
and classiﬁer evaluation with testing data. Consequently, the static
security evaluation can be managed based on the trained machine
learning classiﬁer.
4.1. Overview of Decision Tree
The DT is a structured upside down tree and built upon a
knowledge base (KB) basis which is consisting of a huge number of
operating points (OPs); these OPs are covering all likely states of
Parameters 
Start
Dataset pre-processing
1.Training dataset preparation
Dataset collection from 
Training of data mining 
technique 
Evaluation with 
testing dataset?
Security Status
End
Ok
No
Fig. 4. Data mining procedure for static security evaluation and classiﬁcation.
Table 1
Parameters settings for C4.5 training.
Parameter Description Value
ConﬁdenceFactor The conﬁdence factor used for pruning (smaller
values incur more pruning).
0.25
minNumObj The minimum number of instances per leaf. 2
Unpruned Whether pruning is performed or not False
Fig. 5. Single-line diagram of IEEE 30 bus system.
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[35–38]. The KB is deﬁned as [37], these features are the pre-
disturbance steady-state characterization and variables of each
OPs. The KB is divided into a learning set and test set. LS is used for
deriving the structures of the classiﬁer, while TS is used for the
structure's performance evaluation on new, unobserved OPs. The
DT’s construction starts at the root node with the total LS of pre-
classiﬁed OPs. At each stage, a tip-node of the rising tree is mea-
sured, and the system chooses whether it will be a terminal node
or should be developed further. To develop a node, a proper fea-
ture is identiﬁed ﬁrst, together with a contrast test on its values
and the certain test is implemented to the LS of the node. Every
node (subset) is considered by its security index (SI), deﬁned as
the ratio of secure OPs belonging to this node [38].
As mentioned earlier, DT’s are assessed by using the T.S. The
vital performance assessor of the DT is the correct classiﬁcations
rate (CCR) which can clear as the proportion of correct classiﬁed
OPs divided by the total number of OPs tested. The DT results and
the nodes number depend upon the accurateness given from the
user. Firstly, parameters of high accuracy are given to attain a large
and perfect tree. Subsequently, the tree size is progressively con-
densed to get a tree with extra practical rules. [39] provides a
systematic behavior of the DT approach.
4.2. C4.5 classiﬁer training
C4.5 Decision Tree is one of the most broadly used and real-
world approaches. In C4.5, the learned classiﬁer is represented by
a DT as sets of if-then rules to human readability improvement.
Therefore, the Decision Tree is simple to be understood and
interpreted. Besides, it can handle nominal and categorical data
and perform well with large data set in a short time [40].
In C4.5 training, the Decision Tree is built in a top-down
recursive way. Learning works of C4.5 are as follows: Primarily,
all training patterns are ﬁxed at root. These patterns are divided
based on features selected based on an impurity function in
recursive routine. Dividing continues till all training patterns for acertain node belong to the similar class. The parameters and their
settings values were used in WEKA as shown in Table 1.5. Raw dataset collection from power system network
A bus is a node at which one or multiple lines, loads or gen-
erators are connected. Each must in a power system is associated
with some electrical quantities voltage magnitude, active power,
reactive power and phase angle of voltage. Two out of these four
quantities are usually given while the remaining two are to be
determined by means of the solution of the equations. Fig. 5
illustrates a single-line diagram of IEEE 30 bus system. Newton–
Raphson Load Flow (NRLF) analysis is one of the approaches for
solving problems involving load ﬂow in buses. NRLF analysis is a
load ﬂow approach with suitable characteristics to handle most
power system analysis due to its numerous advantages. Apart from
the fact that the method is used for the transformation of original
non-linear power ﬂow problems to a set of linear problems, it also
exhibits characteristic powerful convergence behaviors and con-
siderable low computing times. NRLF analysis allows greater
generality and ﬂexibility, thereby enabling a wide-range of
representational requirements to be accommodated without dif-
ﬁculty and efﬁciently in the development and computation of the
static security evaluation.
NRLF analysis is used before implementation of Decision Tree to
solve algebraic equation which is nonlinear to the system used,
and collected data of all line ﬂow and voltages of all buses. These
data collected will use as input vector for training and testing the
algorithms. Thus, test dataset; which is dissimilar cases from the
Table 2
The procedures employed for assessing the efﬁciency of machine learning
techniques.
Measures name Formula
Correct classiﬁcation rate (CCR) CCR¼ TPþTNTPþFPþFNþTN (%)
True positive rate (TPR) TPR¼ TPTPþFN (%)
True negative rate (TNR) TNR¼ TNTNþFP (%)
Geometric mean (GM) GM¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TPR  TNR
p
(%)
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results. NRLF were developed via matpower 3.0b4 program [41]
and used through this study as a matrix form. In this program, the
results can be shown by using the command runpf ('case Z'),
where Z is the buses number. The list of attributes (features) used
for the pattern vector for static security evaluation is as follows
below.
XSSA ¼ V i;θi; SGi; SLi; Sij
 
The contingencies can include interruption on a transformer or
the transmission line or maybe a generator. Performing load ﬂow
will check all the bus voltages and line thermal power limits;
(1) voltage at all buses must be within their range (0.94–1.06) p.u.
[13,42], and (2) all lines are not exceeding their power range as
well (SoSmax.).
5.1. Dataset pre-processing
In order to attain more correct results, the datasets collected as
the pattern's vectors XSSE must be prepared properly. Data set pre-
processing involves manipulating the data set into an appropriate
training form of the Decision Tree techniques. Information pre-
processing demands 2 ways: search for planning and also coaching
data set planning. On the other hand, training data set preparation
step requires extracting the desired information and then selecting
the input/output data set or training patterns. Consequently, the
actual data set will be appropriately stabilized or discretized into a
speciﬁc range for better performance.
5.2. Feature selection
After we initialize a pattern vector (XSSE) from data collection
and data pre-processing, we initialize feature vector (ZSSE) from
cross validation and number of instances. Data samples generated
are randomly split into training and testing process in approxi-
mately proportions of 75% and 25% respectively. Cross validation is
a method applied to a data set to estimate the error. It has become
quite popular because of its simplicity. When we ﬁt a data set, we
do so by minimizing some sort of loss function; most often, we
will use the mean squared error for simplicity. We use the same
data that was used to ﬁt the model to test the model on a new data
set to provide a better estimation of the out of sample prediction
error. In this case, we turn to k-fold cross validation. In k-fold cross
validation, the data set is split randomly into k partitions. We then
ﬁt our model to a data set consisting of k1 of the original k parts,
and use the remaining portion for validation. Based on this, we
estimated the out of sample error using the portion of data left out
of the ﬁtting procedure. We repeat this k times and our estimate
for the out of sample error is the average over the k validation
runs. Thus, the value of k¼10 is used for the analysis in this paper.
A training pattern (ZSSE vector) takes the format ox1; x2;
x3; x4; x5;…; xn;…::; y4where x1; x2; x3; x4; x5;…; xn denote the
input vector and y denotes the security status output vector (tar-
get). This training pattern is called instances (row) while the
inputs are featured or attributes (column). The device condition is,
in fact, known as ‘Static Secure’ (SS-Binary one) whenever all the
limitations mentioned in Section 3 are often satisﬁed for almost
any provided backup. When somebody issues break 'is identiﬁed
performing a problem, the device situation is going to be known as
‘Static Insecure’ (SI-Binary zero).
Engineering common sense occasionally may decide on the
actual enter attributes. However, this kind of choices is going to be
very subjective using the chance of essential factors obtaining
turned down. A typical approach to feature selection will be a
consecutive feature choice, composed of two elements – a target
function known as criterion and also a consecutive investigationformula. The real feature factors chosen through SFS technique can
serve as an input data source regarding creating the actual clas-
siﬁer formula. The SFS technique utilized in the current function
begins with an empty group of features and also encourages
prospective client function subsets with the help of one attribute
every time. For each prospective client perform component, SFS
operates the actual 10-fold combined authorization through fre-
quently contacting the actual qualifying criterion operate. The
actual qualifying criterion operates is really a reduction calculation
determining the amount of misclassiﬁcation studies within the
mix afﬁrmation of every prospect feature part. This method has
actually continued before the inclusion of many more character-
istics producing absolutely no further reduction in the actual
qualifying criterion operate.
5.3. Training dataset preparation
To be able to put together working out information arranged,
the speciﬁed options that come with the actual system tend to be
obtained from the actual ready track documents. The key functions
of the power system network are extracted in order to prepare the
training data set. These functions tend to be transformed into the
actual input/output dataset or even coaching designs needed in
the coaching stage.
When the instruction dataset is ready while described pre-
viously, the actual dataset will be stabilized appropriately in
variety [0, 1] by applying Eq. (3).
v¼ vminV
maxVminV
ð3Þ
where v is the attribute V original value, v is the attribute V nor-
malized value, and minV and maxV are the minimum and max-
imum attribute V values respectively.6. Data mining performance evaluation
The correct classiﬁcation rate (CCR) can be deﬁned as a key
gauge employed for analyzing one particular or even classiﬁer.
Nevertheless, CCR only can be inadequate regarding gauging a
functionality of the classiﬁer for a static security index data set.
And so, the true negative rate (TNR) and true positive rate (TPR)
were used to evaluate the classiﬁer performance. Moreover, geo-
metric mean (GM) was additionally utilized in this research to
assess the actual overall performance regarding device studying
techniques, as shown in Table 2.
where:
TP (true positive): the number of positive samples classiﬁed
correctly.
FP (false positive): the number of negative samples classiﬁed
incorrectly.
TN (true negative): the number of negative samples classiﬁed
correctly.
FN (false negative): the number of positive samples classiﬁed
incorrectly.
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efﬁciency regarding supervised machine learning methods.
Subsequently training and veriﬁcation, the trained classiﬁer
was kept and then used later for the performance improvement of
the conventional static security evaluation policies.Table 5
Transactions of generators and load.
Trans. no. Gens. no. Loads no. MW
1 1 3 20
2 2 4 25
3 13 14 15
Fig. 6. Pool voltage proﬁle.7. Results and analysis
Within this research, C4.5 models were properly trained by
using a WEKA tool. WEKA is truly a workbench designed to help
the use of machine learning approaches to various actual difﬁ-
culties. WEKA is truthfully a totally released and also free code
developed in Java. In WEKA, the machine learning algorithms tend
to be realists organized into programs, to allow them to become
efﬁciently brought in and besides applied in Java's code. Right after
the training, the properly trained designs had been stored just as
the documents being applied in enhancing the static security stage
during the test stage. About applying WEKA classiﬁers in Java's
code, WEKA guide are available in [43].
In the steady-state, the SSE limitations are the bus voltage
magnitude (Vk) and the line thermal power (S) and can be written
as follows:
1:094Vk40:91 and SoSmax:
The outcomes of information building and show choice stages
of static security evaluation are shown in Table 4. The data samples
in m-dimensional feature space are randomly split into training
and test sets.
*Dimensionality reduction is designated by bold values, which
is feature selection essential measure of.
The normalized inputs and target’s vectors are randomly divi-
ded into two sets, 60% for training the network, 20% for validating
and the rest of the data (20%) for providing an independent test of
network generalization to data that the network has never seen.
It is to be noted that the limitation for both voltage magnitude
is (76%) and the line thermal power is 100 MW maximum. IEEE
30 bus test system consists of 30 buses, 20 loads, 41 branches and
6 generators. PV solar generators are installed at buses 1, 2, 13, 22,
23, and 27 and loads are in buses 2, 3, 4, 7, 8, 10, 12, 14-21, 23, 24,
26, 29, and 30.
Firstly, we adopt the idea that load at bus no.3 requests 20 MW,
load at bus no.4 requests 25 MW and load at bus no.14 requests
15 MW from generators nos.1, 2 and 13 respectively, elaborated in
Table 5 as follow:Table 3
Confusion matrix for a two-class problem.
Examples Predicted positive Predicted negative
Actual positive True positive (TP) False negative (FN)
Actual negative False positive (FP) True negative (TN)
Table 4
Data generation and feature selection of different IEEE test systems.
System size Operating scenarios Static Secure
(SS)
Static Insecure (SI) No. of p
(XSSE)
30 Bus 860 595 265 170
57 Bus 950 630 320 185
118 Bus 1100 750 350 210
300 Bus 1330 760 570 2207.1. Transactions implementation
Preliminarily, in the base case assessment, 30 IEEE bus test
systems attain well voltage proﬁle. Figs. 2 and 3 show the power
ﬂow result before implementing any transaction between loads
and PV generators. It is obviously revealed that all voltages are in
the range of their limits, as in Fig. 6 and lines thermal power are
not exceeded Fig. 7. Therfore, the status of the grid is secure.
Independently, the three transactions mentioned in Table 5
were implemented to see their inﬂuences on the static security of
the network.
7.2. Performance evaluation and discussions
In order to evaluate the performance of a static security eva-
luation approach, it is very important to measure its performance.
Therefore, some common performance measures are used to
evaluate the performance of a particular security status indexattern variables No. of features selected
(ZSSE)
Dimensionality reduction
25 14.70%
27 14.59%
29 13%
26 11.81%
Fig. 7. Pool thermal power lines ﬂow.
Table 6
Performance of C4.5 classiﬁer for static security evaluation.
Proposed Decision Tree classiﬁers (DTC's)
C4.5 Tree BF Tree Stump Tree J 48 Tree J 48 graft
IEEE 57 bus Total samples, 950
Train set Samples 630
CCR (%) 98.64 94.70 95.4 93.70 94.60
TPR (%) 96.30 93.90 95.1 93.20 94.00
TNR (%) 97.21 94.30 95.00 93.30 94.20
GM (%) 96.75 94.09 95.049 93.25 94.10
Time(s) 0 0.001 0.02 0.01 0.03
Test set Samples 320
CCR (%) 97.44 93.50 91.2 92.50 93.40
TPR (%) 95.90 93.60 95.5 93.70 94.90
TNR (%) 97.21 94.15 95.70 93.30 94.20
GM (%) 96.55 93.87 95.59 93.49 94.55
Time(s) 0 0.003 0.04 0.02 0.05
IEEE 118
bus
Total samples, 1100
Train set Samples 750
CCR (%) 98.44 94.50 95.20 93.50 94.20
TPR (%) 96.80 94.30 95.2 93.70 94.80
TNR (%) 97.5 95.00 94.90 93.10 94.10
GM (%) 97.14 94.65 95.049 93.39 94.45
Time(s) 0 0.001 0.052 0.01 0.05
Test set Samples 350
CCR (%) 97.74 93.80 91.50 92.80 93.70
TPR (%) 97.10 93.75 94.7 94.10 94.10
TNR (%) 96.90 94.30 94.90 93.20 94.30
GM (%) 96.99 94.02 94.79 93.64 94.19
Time(s) 0.001 0.002 0.055 0.015 0.08
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with same train datasets and test datasets are used in a compar-
ison. This comparison was in terms of CCR, TNR, TPR, GM and
computation time and presented in Table 6. Extra knowledge
regarding the data mining algorithms used in this study is pre-
sented in [44]. Table 6 shows the comparison between the per-
formance's measures of proposed C4.5 and other four various DT’s
techniques for the two network data sets (57 and 118 IEEE test
systems) in both training and testing data sets. For the purpose of
comparative analysis, BF Tree, Stump Tree, J 48 Tree and J 48 graft
are selected because the Decision Trees are the most popular data-
mining techniques and in this work they presented better results.
In Table 6, the best and the worst values of the measures are
highlighted in bold font and underline font, respectively. In
training phase (57 bus system), BF Tree, Stump Tree, J 48 Tree and J
48 graft attained around 94.70%, 95.4%, 93.70%, and 94.60% of CCR
respectively, while C4.5 Tree attained CCR of around 98.64%. In
testing phase, BF Tree, Stump Tree, J 48 Tree and J 48 graft attained
around 93.50%, 91.2%, 92.50%, and 93.40% of CCR respectively,
while C4.5 Tree attained around 97.44% of CCR. In training phase
(118 bus system), BF Tree, Stump Tree, J 48 Tree and J 48 graft
attained around 94.50%, 95.2%, 93.50%, and 94.20% of CCR
respectively, while C4.5 Tree attained around 98.44% of CCR. In
testing phase, BF Tree, Stump Tree, J 48 Tree and J 48 graft attained
around 93.80%, 91.5%, 92.80%, and 93.70% of CCR respectively,
while C4.5 Tree attained around 97.74% of CCR.
Bold value validates that C4.5 provides great correct classiﬁ-
cation rate and minimum computation time to other DTC's clas-
siﬁers. Finally, for train mode and test mode, Table 6 also
demonstrates the computation time in seconds. Strongly, it can be
observed that for both systems used, C4.5 got minimum compu-
tation time (0) second for training and testing phases. Further-
more, for the recall (test) phase where C4.5 got computation time
of 0 s and 0.001 s for training and testing phase respectively.8. Conclusion
The results and discussions of using C4.5 and other Decision
Tree classiﬁers with presence of photovoltaic power plants for SSE
the electric power grid has been presented. The implementation
Decision Tree methods on several IEEE test systems involved
appropriateness SSE and classiﬁcation by using four algorithms of
DT's. From this research work, it is observed that all these algo-
rithms promise successful and alternative techniques for large
scale power grid SSE. With the presence of solar PV technology,
bilateral energy transactions between loads and PV generators are
applied, and their impacts on the system security are presented
too. Mentioned techniques can effectively be implemented for SSE
of deregulated power system. 98.7% of CCR and zero second of
computation time made C4.5 very well ﬁt in the real-time for
deregulated power systems SSE with the presence of PV solar
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