Abstract
Introduction
To enhance the autonomous capability, systems are equipped with more and more sensors to detect operating status. Therefore, the reliable detection of system faults becomes extremely critical in order to assure system reliability, stability, and robustness.
By far, the most frequently-used method is Principle Component Analysis (PCA), which was proposed by Pearson in 1901 [1] , when he was studying regression analysis, and was mathematically developed by Hotelling in 1933 [2] . PCA has been widely used to monitor the industrial processes with multiple variables and diagnose system fault [3] [4] . But conventional PCA cannot reveal the exact correlations among the variables of dynamic processes. For this reason, dynamic PCA has been proposed, which takes serial correlation into account by augmenting the observation vector with lagged variables [5] [6] . However, all these methods were developed to target linear data systems. When data system is high-dimensional and severely non-linear, the method becomes ineffective. Therefore, in recent years, some new methods were proposed for non-linear systems. Kernel principle component analysis (KPCA) is derived from PCA, which is a widely used nonlinear feature extraction method [7] [8] .
But it can not reveal the intrinsic topological of the data, and it is very hard to find a suitable kernel function, which is very important for the approach. Particle filter (PF), a sequential Monte-Carlo based technique (SMC) [9] , can deal with nonlinear systems with any noise distribution. Duan Zhuohua et al. proposed an adaptive PF method for fault diagnosis in 2006 [10] , but it is still model based, which constrains its application.
In 2000, Roweis proposed a manifold learning algorithm called Local Linear Embedding (LLE), which is an unsupervised non-linear technique that analyzes the high-dimensional data sets and reduces their dimensionalities with preserved local topology [11] . Today, LLE has been widely used in cluster analysis, image processing, biological informatics, etc [12] [13] . In this work, the LLE algorithm was applied to sensor fault detection of nonlinear systems and certain enhancement has been made to make it more efficient and robust.
Extended locally linear embedding algorithm
The basic concept of LLE is to find a weight vector between a sample and its neighbors, and to keep this relationship in a feature space [11] . The weight vector expressing the intrinsic geometrical properties of the local patch can be obtained in three steps: (a) to find the neighbors of every sample in the high-dimensional space, (b) to obtain the reconstruction weight and a sparse matrix of the weight vectors, and (c) to compute the low dimensional embedding --the bottom nonzero eigenvectors of the sparse matrix are the low dimensional embeddings of high dimensional samples.
Intrinsic dimension estimation
According to LLE algorithm, the projection data is the bottom d nonzero eigenvectors of sparse matrix and d is the dimension of the feature space. In all the studies conducted by other authors, d is mostly selected based on the experience, through plenty of tests, which restricts the autonomy and adaptivity of the algorithm to certain extent.
Considerable efforts have been invested by other authors into the improvement of the autonomy and adaptivity of the algorithm. For example, Kegl computed the correlation dimension using Grassberger and Procaccia (G-P) algorithm, which is efficient but still suffers from several drawbacks [14] . Therefore, certain improvements are made to the G-P algorithm using linear fit, which not only realizes the adaptation of the algorithm to a large extent, but also improves the precision of the dimension estimation.
According to the concept of topological dimension, the ID of X is the topological dimension of the support of the distribution of X [14] . However, when data set is finite, it is difficult to apply the original definition to the ID estimate. The most popular definition, among many proposed, is called correlation dimension, which states that given a data set X with dimension D and a distance r, the number of samples coupled with the distance less than r is in direct ratio to r^D. At present, the most frequently used algorithm for estimating the correlation dimension is G-P algorithm [15] , which is summarized as follows:
Given a finite data set 
It has been proven that the zero limits cannot be achieved in a finite sample. Thus, the original estimate procedure proposed by Grassberger and Procaccia involves plotting ) ( log r C versus r log and then measuring the slope of the linear region of the curve [16] [17] . The correlation dimension of the finite data set  can then be expressed as 2 1 2 1 log ( ) log ( ) log( ) log( )
The algorithm for computing ID can be summarized in the following steps: (a) to select a series of r with different scales, (b) to compute the corresponding correlation integrals, (c) to identify the linear part of the curve and then to measure the slope of the identified linear region, and (d) to compute the correlation dimension of  . Among these steps, the selection of the linear part is the most crucial.
Given a countable data set
, we can obtain a series of corresponding correlation integrals
and plot log ( ) C r versus log r curves. The objective is to identify the linear region of this curve. To do so, a third order linear fit is applied to the data series ( log ( )
From Taylor Expansion, in order to make Eq.(4) linear, the high order terms must approach to zero, that is,
Hence, the linear approximation of Eq. (4) can be achieved. In other words, the linear part of the curve can be identified and then the correlation dimension can be obtained by computing the slope of linear part of the curve. Tennessee Eastman (TE) process is a standard test process proposed by J. J. Downs and E. F. Vogel [18] , and it is utilized to test the algorithm in this work. The curve is plotted in Figure 1 (log ) (log ) (log ) Given a threshold h, the bonds of r could be obtained. And then the intrinsic dimension of the data set can be obtained by computing the slope of the linear part of this curve.
Neighbor selection approach
It can be seen from the definition of LLE that the point and its neighbors must lie on or close to a locally linear patch of the manifold. Usually the correlation of data is computed after neighbors have been decided in Euclidean distance, but sometimes the nearest neighbors in Euclidean distance do not lie on the approximate linear curved face, as shown in Figure 2  . Suppose f is smooth, then the first Taylor expansion at  can be described as follow,
, and the tangent space   of f at  is expanded by d column vectors of
can not be computed directly. It has been known that it is a d dimensional space, so
can be achieved if there is a set of orthogonal basis of
For a certain point i x , its neighbors are To evaluate the performance of dimension reduction, some researchers proposed residual variance according to Input/Output mapping quality, and that is the description effectiveness of the original data in higher dimensional space. It is defined as , where x D and y D are the matrices of Euclidean distances (between pairs of points) in the high-dimensional and corresponding low-dimensional spaces, respectively. According to the definition, it can be seen that the lower the residual variance is, the better high-dimensional data is represented in the embedded space.
S-curve dataset is uniform sampled from noiseless three dimensional S-curve curved face [19] . In this work it is utilized to test the effectiveness of neighbor selection algorithm based on tangent space distance and compared with Euclidean distance.
There were 30 neighbors in the simulation, and to test the performance of the algorithm, residual variances were computed under 1 to 50 neighbors, and the result was shown in Figure 3 .
It can be seen from the figure that when there were few neighbors, the locally structure could not be expressed well, so the residual variance was much big. With more neighbors, both performances of two methods increase, but when the amount of neighbors increase, the method based on Euclidean distance could not guarantee the local linear characteristic, so the result was not good as tangent space distance method obviously. 
Out of sample extension
Although LLE can map a nonlinear projection model from a high-dimensional sample space to a low-dimensional feature space, it can not construct a transformation matrix like PCA. Hence, if new samples are acquired, it requires re-computing all the weights of the data set.
During the reconstruction of the weight matrix, the method prefers to "train" the algorithm using the available sample data sets (the training data set) so that the algorithm becomes "smart" to be able to reconstruct the test data set. Therefore, an intelligent system should have a training data library for the algorithm to reconstruct a new sample data set representing the test data set. Thus, it does not need to re-compute all neighbors of the data set that is a mixture of the new samples and the existing training data. Instead, we only need identify the equivalent neighbors from the training data library and use them to reconstruct the new sample data set in feature space, which can represent the test data set. The equivalent mathematical description is provided as follows.
Let
be a data set. Its projection in feature space is
. Given a test sample '
x , firstly find its k neighbors   , ,
, which can be obtained by LLE algorithm. Then the projection of x in feature space can be achieved,
It should be pointed out that this approach cannot achieve the global minimization of the reconstruction error between the training data and testing data. However, it can keep the model formed by training data and improve the degree of confidence of training data.
Fault detection algorithm
In the previous section, we have pointed out that LLE cannot compare the projection data with the original data like PCA. But after the projection, LLE can keep the topological structure of the original data as well as the similarity of normal data and illed data. Therefore, fault detection can be performed by computing the inter-class distance between the testing data and the training data [20] [21] . Inter-class distance is an important index in pattern recognition. For a multi-class estimation, suppose 
where c is the number of classes, i n is the number of samples of class i w , and j n is the number of samples of class . After have been projected to the feature space, the distance between the test data and training data is computed. Thus, the similarity of the test data and training data can be obtained. Suppose
 is the training data and x j is the test data. Eq. (10) can be simplified as
The fault will be alerted if d J h  , where h is a threshold.
Experiment results
To evaluate the performance of the algorithm, an example is presented and the results are compared with that using the KPCA approach. Simulation model was still TE data set described in section 2.1. There were 20 faults in TE data set. The dimension of TE process was 52 and 960 samples in each group. The fault data was introduced from sample 161. Some faults such as 1, 2, 6, 7, and 8 were easy to detect because most of the variables of the process were deviate from their working points, but others were difficult to detect.
In this work, fault 4, 10, 16 and 17 are selected to test the performance of the algorithm, where 4 was a jumping fault, 10 was a random fault, 16 and 17 were unknown faults. The number of the principle components of KPCA was 8, and the SPE charts of each fault were depicted in Figure 4 . The interclass distances between each testing data and training data are also depicted, in which (a), (c), (e), (g) are SPE statistic of fault 4, 10, 16 and 17 respectively, and (b), (d), (f), (h) are inter-class distance chart of each fault. 3 Sigma principles are utilized to compute the threshold, which was also depicted in the figure with dash line. The false positive (FP) rate and false negative (FN) rate are listed in Table 1 . From Table 1 , it can be concluded that the FP rate of LLE is a little high than KPCA, which mostly because the KPCA is insensitivity to the change of data. But the FN rate of LLE is much lower than KPCA, which is 4.498% in average. On the other hand, the FN rate of KPCA achieves 77.53% in average, which means that the approach based on LLE can detect each type of the fault, but KPCA fails to alert these faults. Table 1 . FP and FN rate of LLE and KPCA As illustrated above, for the four nonlinear sensor test sample sets, the LLE method is able to detect faults in all cases properly, but the classical method of KPCA is ineffective for these high dimensional and severely non-linear data.
Conclusion
Aiming at nonlinear sensor fault detection problem, an improved LLE-based approach is put forward. The performance of the algorithm is evaluated using a well-established TE data set. The result obtained is compared with that using the KPCA method and which indicates that the algorithm based on LLE is superior to the classic fault detection method. Improved Locally Linear Embedding Based Method for Nonlinear System Fault Detection ZHANG Wei, LIU Xiaoyuan, QI Ruolong, Jiang Yong
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