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I. INTRODUCTION
The capacity of the additive white Gaussian noise (AWGN) channel with power constraint P and noise variance N is
To approach this capacity at high signal-to-noise ratios (SNRs), one has to transmit several bits per dimension. A major breakthrough toward this goal was achieved in the early 80s by Ungerbock [l]. Ungerbock showed how to obtain high rate codes by using the mapping by set partitioning technique. Since then, this technique has been refined in various ways. What seems to be common to all current techniques for AWGN channels at high SNRs is the use of a large signal constellation, usually a lattice, and shaping. The purpose of this paper is to show that neither one is required to approach capacity. The idea is to do multilevel coding but map the output of each (possibly binary) encoder into a signal constellation (possibly antipodal) which is independent from the signal constellations used by other encoders. In this way we completely decouple each level and we let the central limit theorem and the channel noise ensure that the marginal distributions (at the receiver) be approximately Gaussian, as required to approach the capacity. 
