Abstract| Motivated by the fact that time delays in a practical Direct-Sequence Code-Division Multiple-Access system can never be perfectly estimated, an improved Minimum-Mean Squared-Error (MMSE) based receiver is proposed and analyzed. Via the simple assumption of a probability distribution for the delay estimation errors, the proposed receiver can achieve performance superior to that of the conventional MMSE receiver. The performances of this improved receiver and the conventional MMSE receiver are compared in terms of mean squared error, probability of error, and asymptotic multi-user e ciency (AME). As the original de nition of AME does not consider mismatched channels, the behavior of three single-user receivers bearing imperfect delay estimation is also investigated. These single user receivers are employed to de ne a more appropriate AME. Finally, an e cient update mechanism to accommodate dynamic channel statistics, and thus practical implementation, is proposed.
has been shown to be near-far resistant. Near-far resistant receivers are insensitive to the mismatch in received powers of active users. However, as with most proposed near-far resistant receivers, such as the asynchronous decorrelating detector in 4] and the optimum receiver in 5], the CMMSE receiver requires perfect timing information for all of the active users for correct receiver synchronization. As perfect delay information is not practically available, the e ect of errors in the delay information has been studied for various types of receivers 6], 7], 8], 9]. In 10], Madhow proposed a scheme of joint acquisition and demodulation for a chip synchronized system. However, previous results (e.g., 8], 9]) indicate that a timing mismatch on the sub-chip scale can impose signi cant performance degradation for CDMA receivers. In this paper, we shall propose a modi ed MMSE based receiver which considers potential errors in parame- The authors are with the Department of Electrical Engineering, The Ohio State University, Columbus, OH 43210 USA (e-mail: chul@er4.eng.ohio-state.edu; ubli@ee.eng.ohio-state.edu) ter estimates. Due to formulation of the MMSE criterion, uncertainty of the estimated parameters can be integrated into the receiver design in a straightforward fashion.
To resolve time uncertainty on the sub-chip scale, Iltis and Mailaender proposed a decorrelating detector for quasi-synchronous CDMA channels 11]. The system presumes a (Global Positioning System)-like timer on the mobile units so that all the active users in the same area can achieve near synchronous transmission. The residual delay o set is then discretized and the proposed receiver attempts to reject the interfering signals with all possible discretized delay o sets. Considering timing uncertainty in a continuous domain, Ostman et al. proposed two robust linear receivers 12] . Based on perturbation techniques, those receivers perform reliably as long as the rst order Taylor series expansion holds. The probability of satisfying this condition drops quickly as the timing uncertainty increases. In 13], Iltis proposed an MMSE receiver averaging over possible delay o sets. That work focuses on the proposed receiver's asymptotic performance as a decorrelating detector. While the work in this paper is based on a similar approach to combat the impact of delay errors, we will focus on the e ects of delay error on this new MMSE receiver for moderate to large signal-to-noise ratios (SNR). We also compare the improved and conventional MMSE receivers to quantify the trade-o between complexity and performance. The improved MMSE (IMMSE) receiver is intended to replace the CMMSE version with moderate computational overhead when delay estimates are comparably uncertain. A probability density function (pdf) is assumed for the delay errors. By design, this IMMSE receiver has better average performance than the CMMSE receiver in an environment where timing errors exist. However, we also show that it has improved performance for xed delay errors of moderate size.
An appropriate choice of prior pdf for the delay error remains an open issue. While delay estimation for asynchronous DS-CDMA channels has drawn much interest recently (see e.g., 14], 15]), the pdfs of the resulting estimators have not been reported. In 14] , Str om et al. have proposed several delay estimators, including maximum likelihood (ML) estimators. ML-based estimators have also been presented in 15] . While it is true that ML estimators are asymptotically unbiased and asymptotically Gaussian with minimum variance if the observations are identically independent distributed (e.g., 16]), the observations that are employed for delay estimation are not independent in asynchronous DS-CDMA systems. We have explored the behavior of MUSIC timing estimates for DS-CDMA multi-user systems 17], which are asymptotically Gaussian as proved by Stoica and Nehorai 18] . One can view the Gaussian distribution as a representative of the family of unimodal distributions. The assumption of zeromean Gaussian delay errors was also adopted in 6], 7]. As a comparison, the uniform distribution is also considered for a possible scenario where only coarse delay estimate information is available. We thus consider both distributions for the delay error to determine the improvements achievable by the IMMSE receiver.
While the IMMSE receiver exhibits better performance for large delay errors, the conventional version is surely superior for minute delay errors as it is optimal under perfect synchronization. To quantify this behavior, we investigate a simple bound on the delay error for which the IMMSE receiver outperforms the CMMSE receiver. This bound o ers coarse information that may help decide when to choose the CMMSE receiver and thus reduce computational overhead incurred by adopting the IMMSE receiver. A desirable property of this bound is its low computational cost, so the calculation can be integrated into a real-time system.
We also investigate an appropriate de nition of asymptotic multi-user e ciency (AME) for imperfect synchronization scenarios. The AME was originally introduced for AWGN channels in 19] . The AME describes performance loss of a multi-user receiver due to the interfering users in a high SNR environment. An appropriate AME metric for optical CDMA systems was considered in 20]. An optical CDMA receiver can never achieve ideal single-user performance due to the uncertainty embedded in the interfering signals that cannot be resolved. Similarly, the AME originally de ned in 19] does not apply to a delay mismatched channel because it assumes perfect timing information. To this end, we study three single-user receivers with delay errors and derive a corresponding modi ed AME. Finally, we propose an e cient update mechanism for the IMMSE receiver to cope with dynamic channel characteristics in a mobile communication environment. This paper is organized as follows. In Section II, the system model and assumptions are described. Section III provides the derivation of the conventional and improved MMSE receivers. In Section IV, we discuss the asymptotic performance measure, namely the AME, and the singleuser receivers associated with the modi ed AME for mismatched delay channels. The performance and comparison of the two MMSE receivers are presented in Section V, followed by the e cient update mechanism in Section VI. Final conclusions are presented in Section VII. In Appendix A, we de ne notation that facilitates the receiver comparison and update mechanism. Appendix B presents the derivation of a lower bound for the single-user minimumerror-probability receiver for mismatched delay channels.
II. SYSTEM MODEL
In this paper, we adopt the system model of Madhow and Honig 1] with slight modi cation. We consider coherent detection of asynchronous signals in a non-multipath environment. The idea behind this work may be extended to multipath channel scenarios provided that the multipath channel parameters are well estimated. Errors in channel parameters are to be considered in a future work. The received signal is the sum of K simultaneous CDMA transmissions plus additive white Gaussian noise. Without loss of generality, the data bits of interfering users are indexed such that their delay estimates are positive with respect to the user of interest (user 1). We consider one-shot MMSE detection; that is, detection of bit 0 for user 1 (b 1 (0)) is based on an observation interval equal to one bit period. In a one-bit interval, it is possible for the receiver to observe partial information for two data bits from each user. The true delay of each user is assumed to be distributed symmetrically with respect to its estimate, assuming that the delay estimates are provided by delay estimators. When the delay error of each user is random within N 2 
where P k , and k are the bit energy and delay of the k th user, respectively; b k (m) 2 f1; ?1g is the m th bit of user k, and T is the bit interval. By assumption, the transmitted bits are mutually independent and also independent of the Gaussian channel noise. In (1), the spreading waveform for user k, s k (t), is given by
where a k (i) 2 f?1; 1g is the i th element of the spreading sequence for user k, N is the processing gain, T c = T=N is the chip duration, and (t) is the rectangular chip waveform with energy 1 N and duration T c . As seen in (2), we consider a \short code" scheme in which the length of the spreading waveform is equal to one bit interval. The total received signal has the form,
where n(t) is a zero-mean, white, Gaussian noise process with variance 2 n . In this paper, we shall focus on a uplink scheme with centralized and non-adaptive receivers at the base station. Thus, we can assume that the base station has access to estimates of all of the active users' timing information. The delay estimate of user k is denoted by^ k , and the corresponding delay estimation error is k = k ?^ k . The probability density function (pdf) of the random variable k is denoted by p( k ). We also assume that the delay estimates are mutually independent; k is modeled as The expectation E b;n; denotes an average over all possible bit combinations, the noise process, and the delay errors. The bit estimate,b 1 (0), is formed by taking the sign of the linear estimate, i.e., b 1 (0) = sgn ? c T y : (8) The CMMSE receiver in 1] was constructed assuming perfect timing information and thus only the randomness of the transmitted bits and the channel noise process were considered. Therefore, the CMMSE receiver can be derived by replacing E b;n; in (7) with E b;n . For n 6 = 0, the c vector for the IMMSE receiver is given by c I = (E b;n; fyy T g) ?1 E b;n; fb 1 (0)yg = R ?1 I u; (9) where R I takes on the form, R I = E b;n; fyy T g
The de nition of M k and W k are given in Appendix A. Similarly, u can be written as a linear combination of the column vectors of M 1 , i.e., u = E b;n; fb 1 (0)yg
The vector x is determined by p( ), the pdf of , and the details are provided in Appendix A. As will be seen, Equations (9)- (11) facilitate the comparison of the two MMSE receivers and the update mechanism in Sections V-B and VI, respectively. Although the linear receiver in (9) is constructed by considering a continuum of possible delays, the performance curves presented in Section V are mostly for xed delay errors. This approach is taken for two reasons: rst, it is more realistic as a receiver will be subject to xed errors at any given time; second, it provides an alternative perspective on the receiver performance beyond the average measure for which the improved receiver is optimized. Next we will derive the performance measures, namely, the mean squared error (MSE) and the probability of error (P e ). The derivation of the modi ed AME 5] is presented in Section IV. First, we consider the MSE with xed ,
The average MSE (AMSE) over p( ) is given by
with R I and u given in (10) and (11), respectively. Assuming a xed delay error, the probability of error for user 1 (P MMSE e ) has the form, 
; (14) wherec = c kck and Q(x) is the complementary cumulative distribution function 1 of a zero-mean, unit-variance Gaussian random variable. In addition to compensating for delay mismatch, the Bayesian approach can also be applied to improving the MMSE receiver for mismatched energy (P k ) and noise variance ( 2 n ) estimates. However, we have observed that delay mismatch has the most signi cant impact on performance loss for CMMSE receivers. Figures 1-3 demonstrate the sensitivity of the CMMSE receiver to mismatch in the energies, noise variance, and delays. In Figure 1 , the energy of the received signal is xed with each interfering user 6 dB stronger than the interested user. The value on the x-axis is the energy deviation,P k ? P k , for k = 1; : : : ; K. Figure 3 show the probability of error of the CMMSE receiver in similar scenarios with noise variance mismatch and delay mismatch, respectively. To compare the di erent e ects of power and delay mismatch, we refer to some nominal values mentioned in previous works. In 21], Panicker and Kumar suggested that a power control algorithm operating in an environment with a lognormal average received power distribution will o er energies with a variance of 1-2 dB. Alternatively, the delay estimator based on the sliding correlator in 14] can achieve a standard deviation of 0:2T c with 100 samples. Our calculations indicate that for delay and power errors equal to the two previous nominal values, the probability of error due to delay mismatch is 70 times greater than that for the power mismatch. In terms of noise variance, we expect the e ect to be negligible when the SNR is large. In fact, for the situation of SNR = 13 dB and 6 users, the probability of error is almost invariant to deviation of the noise variance estimate (^ 2 n ) between ?5 dB to +5 dB, and hence much less than that for a delay error of 0:2T c . Speci cally, the probability of error due to 5 dB deviation of 2 n is equal to that with a tiny delay error, approximately 0:03T c . Thus, delay error is the most dominant factor among the three.
IV. ASYMPTOTIC MULTI-USER PERFORMANCE MEASURES FOR MISMATCHED DELAY CHANNELS
The asymptotic multi-user e ciency performance measure was introduced in 19]. However, the AME expression in 19] did not consider an environment with delay uncertainty. Thus, we will propose a new expression of the AME. Compared to the probability of error, the AME offers a more tractable measure of signal loss due to multipleaccess interference (MAI) in high SNR environments. In the particular case of linear receivers, such as the IMMSE and CMMSE receivers, we observe that one can calculate the probability of error explicitly; however, this calculation involves the determination of an exponential number (2 K ) of terms and thus becomes prohibitively complex to calculate as the size of the user population (K) increases. On the other hand, as will be seen, the AME provides a performance measure that is calculable with less computation. In addition, the AME will facilitate the comparison of the IMMSE and the CMMSE receivers, which is considered in Section V-B.
The AME for the detection of a user employing a receiver that yields a probability of error, P e , is de ned as = sup user. However, the optimal single-user receiver performance cannot be equaled by any receiver with delay uncertainty, even when the interfering users are absent. It would be more appropriate to consider the asymptotic behavior of the optimal single-user receiver for the delay mismatched channel. Three single-user receivers will be considered, namely, the single-user mismatched conventional (MC) receiver 9], the minimum-error-probability (MEP) receiver, and the matched lter (MF). The MC receiver considered in 9] synchronizes with^ 1 instead of the true delay 1 . For the same reason explained in Section III, the error probability is evaluated for a xed delay error and denoted by P SU;MC e , resulting in P SU;MC e = 1 2 Q p P 1 (j r 11 j ? l 11 ) n +Q p P 1 (j r 11 j + l 11 ) n ; (16) which is a sum of Q-functions. The r 11 in (16) In the high SNR region, the Q-function with the smallest argument will dominate. Thus, the AME which is de ned by MC = sup 0 r 1; lim n!0 P e P SU;MC : (18) In (18), the rst term in the numerator is the output of the receiver due to b 1 (0), the second term is inter-symbol interference (ISI), and the remaining term is the MAI. We note that the MC receiver is not the optimal single-user receiver if the delay error is modeled as a random variable with pdf denoted by p( ).
We next discuss two other single-user receivers for mismatched delay channels based on p( ). First, the minimum-error-probability (MEP) receiver is de ned to minimize the average error probability over all ; (21) where y i = y T v i for i = 1; 2. By substituting (20) and (21) into (19), we are able to derive a likelihood ratio test for the received signal. However, the form in (21) does not yield a closed-form solution for the error probabilities as it involves a sum of error functions. An asymptotic analysis of the MEP receiver has not borne useful results. Instead, we may apply the techniques in 5] and 22] to nd the bounds of probability of error for the MEP receiver for large SNR. The resulting bounds are sums of Q functions, which are easily manipulated to nd a bound for the AME. In Appendix B and Figure 4 , we provide a lower bound for the probability of error of the MEP receiver. It is clear that this bounding technique hardly provides a tight bound. The intractability of the probability of error of the MEP receiver, coupled with the looseness of the derived bounds in the MEP performance motivate the consideration of other single-user receivers for the construction of the modi ed AME. We consider the more tractable matched lter 
In the rest of this paper, when referring modi ed AME of the linear MMSE receiver, we refer to LIN MF in (26). Figure 4 shows the error probability of the single-user receivers under study. The analytical probability of error of both the MF and MC receiver is shown along with the simulation results for the MEP receiver and the accompanying lower bound. The MC receiver is optimal when = 0, but its error probability increases dramatically as increases. The MEP receiver has the minimum average error probability over 2 ?T c ; T c ] as expected, but it is hard to analyze. We note that for the system parameters considered, the MF is a reasonable approximation of the MEP receiver.
V. PERFORMANCE COMPARISON A. Numerical Results
In this section, we evaluate the performance of the two MMSE receivers operating in various communication environments. The results are presented for varying values of xed realizations of the delay errors, variance of delay errors, and near-far ratios (NFRs). Without loss of generality, we assume an equal value of the realized delay error for all active users, and furthermore we assume the errors have identical pdfs. 
where y k = p P k
To reduce complexity, we only consider the pdf of k within the intervals S j=?2;:::;1 I k;j outside which the density function is truncated. The truncated tails of the density represent a probability on the order of 10 ?14 at worst when = 0:2T c . Thus, this truncation will not signi cantly a ect the results.
The construction of the CMMSE receiver is independent of the underlying pdf of the delay errors. It is observed that the values of the modi ed AME for the CMMSE receiver for the two pdfs (uniform and Gaussian) are quite similar.
Thus, we only present the performance of the CMMSE receiver exposed to uniform delay errors. In all the calculations, we choose P 1 = 1, SNR 1 = P 1 = 2 n = 13 dB, and equal transmitted power for all interfering users. . In a practical receiver, it is generally the case that fewer than 100 symbols will be available to estimate the delays. Thus, larger standard deviations are to be expected in practice. For the current study, the spreading sequences are randomly chosen from Gold sequences (e.g. Four scenarios are considered: in Figures 3 and 5 , the near-far ratio between the interfering users and the desired user is xed at 6 dB with varying values of delay errors; Figure 6 shows the dual situation of a xed delay error of k = = 0:2T c (k = 1; : : : ; 6), and varying nearfar ratios; Figure 7 presents the AME as a function of the number of active users; in Figure 8 , the variance of delay error distribution is varied while realization of delay error is xed at = 0:2T c and the near-far ratio is 3 dB. To perform a fair comparison, the variances of the Gaussian and uniform pdfs are assumed to be equal.
In Figures 3 and 5 , we observe that the CMMSE receiver has superior performance for very small , but this advantage quickly diminishes as goes beyond 0:1T c . For very small delay error, the multiple-access interference experienced due to mismatch is small, thus the CMMSE receiver outperforms the IMMSE receiver. As the IMMSE receiver is optimized to consider varying delay errors, its performance vis-a-vis the CMMSE receiver improves as the delay error increases. Thus, there is a trade-o to be considered here: if the delay estimator is very accurate, there is little to be gained from employing the new receiver; however, for less accurate delay error estimates, the IMMSE receiver can o er substantial performance gains over the CMMSE receiver. Figure 6 shows the performance in a near-far scenario receivers as a function of realized delay error. \CMMSE(U)" denotes the conventional MMSE receiver; \IMMSE(G)" and \IMMSE(U)" denote the improved MMSE receivers assuming Gaussian and uniform distributed delay error, respectively. In the AME formulation, the CMMSE(U) and IMMSE(U) receivers are evaluated against the single-user conventional receiver experiencing uniform delay error; the IMMSE(G) receivers are against the single-user receiver with Gaussian delay error. (N = 31, 6 users; = 0:2Tc with Tc = 1, P k =P 1 = 6 dB, SNR 1 = 13 dB). with = = 0:2T c . We can see an overall advantage using the improved receiver, especially in severe near-far situations. Figure 7 presents a substantial improvement in the AME by the IMMSE receivers for various number of active users. Unlike Figures 3-6, Figure 9 shows the average MSE (AMSE) of the CMMSE and IMMSE receivers. The AMSE of the receivers are evaluated in a channel with uniform p( ) with = 0:2T c (T c = 1). It is observed that the IMMSE receivers achieve lower average MSE consistent with their design. Furthermore, the IMMSE receiver designed for the Gaussian p( ) only yields very small degradation versus the scenario with uniformly distributed delay errors of the same variance. However, without precise synchronization, near-far resistance is hardly achievable with linear one-shot detection. Thus, it is not surprising to observe that neither the CMMSE receiver nor the proposed receiver o er stable performance as the near-far ratio increases. However, the improved performance o ered by the IMMSE receiver is still substantial.
In Figures 3-6 , the error probability of the IMMSE receiver based on both delay error distributions agree closely due to the fact that partial moments of two pdfs within each chip duration are very similar for small values of the variance. This phenomenon is also observed from another perspective in Figure 8 , where the realization of delay error is xed at 0:2T c with di erent variances for the pdf s.
B. Comparison of Two MMSE Receivers
It has been previously observed that for certain regions of operation, the CMMSE receiver outperforms the IMMSE receiver. In this section we investigate these re- gions. Again, we assume an equal realized delay error for all active users. Note that in Figures 3 and 5 , there is a value of for which the CMMSE and IMMSE receivers perform identically. We de ne this particular value of the delay error as 0 . Due to the fact that the CMMSE receiver is optimal with perfect delay information, the IMMSE receiver performs worse than the CMMSE receiver for < 0 , and vice versa. Investigating 0 as a function of other parameters can help to understand the relative behavior of the two MMSE receivers. In this section, we will evaluate the threshold ( 0 ) and a bound ( u ), which can be linearly resolved. For tractability, we compare the two receivers for the two-user case by their AMEs. Since the numerator in (26) is a non-linear function of 0 , the value of 0 has to be obtained by numerically solving C = I , where C and I denote the AME of the CMMSE and the IMMSE receivers, respectively. A simple bound of 0 will be derived by solving a linear equation. In the numerator of (26), the rst, second, and last term in the numerator are associated with the desired signal, the ISI, and the MAI, respectively. By assuming that the delay error for user 1 is within a fraction of T c , we may ignore the ISI and rewrite (26) as C ' max 2 f0; C ? C g,
is the MAI experienced by the CMMSE receiver. Similarly, I and I can be de ned for the IMMSE receiver. Our upper bound to 0 is constructed by considering the value of delay error, u , that yields equivalent received desired signal for the two receivers, that is, u is the delay error such that C ( = u ) = I ( = u ). Proposition V.1: De ne the value of delay error that yields C = I as u , i.e., C ( = u ) = I ( = u ). If the ISI is negligible, then C ( = u ) < I ( = u ).
Since the CMMSE receiver is more vulnerable to time un- certainty, its AME evaluated at = u where C ( = u ) = I ( = u ) will be a ected by larger amount of MAI, i.e., C ( = u ) > I ( = u ). In other words, to perceive the same amount of desired signal with some delay error, the CMMSE receiver will inevitably perceive more MAI assumed with the same amount of delay error than the IMMSE receiver. Therefore,
which implies C ( = u ) < I ( = u ). Due to the fact that C falls o more quickly as increases (e.g., see Figure 5 ), u must be greater than 0 . That is, u is an upper bound of 0 .
From ( Figure 10 is determined numerically via C = I . We note that the upper bound, u , becomes looser for large SNR because it increases, instead of decreases, in the high SNR regime. The reason is as follows. Recall that the MMSE receiver is asymptotically equivalent to the decorrelating detector (DD) when NFR ! 1 and to the conventional receiver when NFR ! 0. As the SNR increases, therefore, the MMSE receiver acts like a DD, which sacri ces some SNR of the desired signal to reject the increased MAI. Thus, the upper bound u , which increases with lowered SNR of the desired signal after MAI rejection, will increase in the high NFR regime. As the perceived MAI is a function of codes and relative delays, the tightness of the bound varies case by case.
VI. EFFICIENT UPDATE MECHANISM
In this section, we provide an algorithm to e ciently update the IMMSE receiver when the statistics of the delay estimates have changed. This might occur if the transmitted signals are experiencing a particularly volatile channel.
Assume that a previously constructed IMMSE receiver, In this case, the computational cost will be doubled. Essentially, the cost ratio of the direct inverse scheme over the update scheme linearly increases with the quantity described by the code length divided by the number of users requiring updates. For instance, direct inversion requires 40 times more computation than the proposed scheme when a new user comes into a system where the spreading codes are of length of 255.
VII. CONCLUSIONS
In this paper, we have proposed a new MMSE-based multi-user receiver that is more insensitive to timing errors than the conventional MMSE receiver studied in 1]. The focus on timing information was motivated by a sensitivity study of the CMMSE receiver, which indicated that the CMMSE receiver is most intolerant to errors in timing information versus errors in energy or channel noise variance. It was assumed that it will be possible to crudely estimate the variance in the delay estimators. This estimated variance was then used to derive the improved receivers. Although the IMMSE was constructed to have better average performance than the CMMSE, the performance gain of the new receiver becomes substantial in even moderate near-far situations for xed timing errors. The IMMSE receiver essentially trades-o the performance in the small delay error region to gain better detection in the region with larger delay errors. If it is known beforehand that the receiver has almost perfect power control and delay estimation, using the new receiver is not recommended.
In order to properly evaluate the performance of the IMMSE, it was necessary to de ne a modi ed AME; it is noted that the original de nition of the AME is not appropriate for a mismatched delay error channel. To nd a better reference for this situation, we have evaluated three single-user receivers. Further study of bounding the performance of the minimum-error-probability receiver is still underway.
The nal study considered the implementation of the IMMSE operating in a time-varying channel. A simple algorithm to update the improved receiver was presented to accommodate either a new user or a change in delay estimator statistics. Using this algorithm, it is possible to adaptively update the receiver to match the current statistics of the delay estimator resulting in superior performance of the improved MMSE receiver. While the computational complexity of these improved receivers is higher than the conventional ones, it is still a linear function of the number of users.
The performance of the IMMSE coupled with the update algorithm make this receiver attractive for future implementation of a practical DS-CDMA system operating in a realistic wireless environment. Appendix I. Definition of M k , W k , and x In this appendix, we will de ne the matrices M k , W k , and the vector x found in Equations (10) and (11) . These matrices and vector facilitate the calculations in Sections V and VI. Letỹ denote the total received signal without noise after chip-matched ltering, i.e., 
II. Lower Bound of MEP Receiver
In this appendix, a lower bound for the performance of the single-user minimum-error-probability (MEP) receiver with delay error is derived. Recall that the error probability of the MEP receiver, denoted by P e;MEP , is evaluated for a xed delay error. To obtain a lower P e;MEP , we assume that a genie informs the receiver of the delay error = 0 , 0 0 T c . With equally probable data bits, the lower bound of P e;MEP is given by the probability that the likelihood ratio p1(y) p?1(y) < 1 while the transmitted data b(0) On several occasions during 1994 { 1997, she was a visiting scholar with the Mobile Communications Group of the Institut EUR ECOM in Sophia Antipolis, France where she considered blind equalization schemes for multi-user detectors. Dr. Mitra was a recipient of an NSF CAREER award in 1996 and a MacQuigg teaching award for the College of Engineering, The Ohio State University, in 1997. Her current research interests include multi-user detection theory, code-division multiple-access communications for personal wireless and mobile applications, non-parametric and robust detection, equalization techniques, and wireless networking.
