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Abstract
Let R be a local ring and M a free module of a finite rank over R. An element τ ∈ AutRM is said to be
simple if τ /= 1 fixes a hyperplane of M .
We shall show that for any σ ∈ AutRM there exist a basis X for M and ρ ∈ AutRM such that ρ acts as
a permutation on X and ρ−1σ is a product of m or less than m simple elements in AutRM , where m is the
order of the invariant factors of σ modulo the maximal ideal of R.
Also we shall investigate the problem treated by E.W. Ellers and H. Ishibashi [Factorizations of trans-
formations over a valuation ring, Linear Algebra Appl. 85 (1987) 17–27], in which they showed that σ is a
product of simple elements and gave an upper bound of the smallest number of such factors of σ , whereas
in the present paper we will give lower bounds of σ in case that R is a local domain. Moreover we will
factorize θσ as a product of symmetries and transvections for some θ the matrix of which is diagonal.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let R be a local ring with the unique maximal idealm, M a free module over R of rank n, and
AutRM the automorphism group of M over R.
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We use notations R for the residue class field R/mR, M for the quotient module M/mM ,
respectively. Since M is regarded as an R-module by a scalar multiplication a¯x¯ = ax for a ∈ R
and x ∈ M , we have the automorphism group AutRM .
For σ ∈ AutRM we can associate σ¯ ∈ AutRM by defining σ¯ x¯ = σx, x ∈ M . Also we have
three canonical maps πR : R → R defined by πR(a) = a¯ = a +m, πM : M → M by πM(x) =
x¯ = x +mM , and π : AutRM → AutRM by π(σ) = σ¯ , respectively. A submodule U of M is
called a hyperplane if U is a direct summand of M of rank n − 1. For σ ∈ AutRM we define the
fixed module of σ by
Mσ = {x ∈ M | σx = x}
and
S(1) = {σ ∈ AutRM | Mσ is a hyperplane of M} .
An element σ ∈ S(1) is called a simple element in AutRM .
Let X = {x1, x2, . . . , xn} be a basis for M with n  2. An element τ ∈ AutRM defined by
τx1 = x1 + ax2, 0 /= a ∈ R, and τ = 1 on U =
n⊕
i=2
Rxi
is called a transvection relative to the basis X, which we denote as τ = τx1,ax2,U . If 2 /= 0,
τ ∈ AutRM defined by
τx1 = −x1 and τ = 1 on U =
n⊕
i=2
Rxi
is called a symmetry, denoted by τ = τx1,U , whereas
τx1 = x2, τx2 = x1, and τ = 1 on V =
n⊕
i=3
Rxi
is a transposition, denoted by τ = x1,x2,V . Clearly these τ ’s are all in S(1).
Let Mn(R) be the algebra of all n × n matrices over R. Then we know that AutRM is
antiisomorphic to the unit group GLn(R) of Mn(R) by the assignment
ψ : AutRM → GLn(R),
where ψ(σ) = A with
σ tX = AtX
for a fixed basis X = {x1, x2, . . . , xn} for M . This relation between σ and A with respect to X
will be denoted by
σ ∼
X
A.
2. Statement of Theorems A–C
For a matrix A = (aij ) ∈ Mn(R), we understand that Ai is the ith row of A. Also In stands
for the identity matrix in Mn(R).
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Theorem A. Let R be a local ring with the unique maximal idealm,M a module over R of rank
n, and σ ∈ AutRM .
Then there is a basis X for M satisfying conditions (a)–(c):
(a) X admits a partition X = X1 ∪ X2 ∪ · · · ∪ Xm, where Xi, 1  i  m, is expressed as
Xi =
{
xi, σxi, . . . , σ
ni−1xi
}
, xi ∈ M
for some n1, n2, . . . , nm ∈ N with n1  n2  · · ·  nm and n = n1 + n2 + · · · + nm.
(b) Let Mi, 1  i  m, be the submodule of M spanned by Xi . Then, for ρi ∈ AutRMi defined
by a cyclic permutation
ρi : xi → σxi → · · · → σni−1xi → xi
and for ρ = ρ1 ⊕ ρ2 ⊕ · · · ⊕ ρm, we have
ρ−1σ ∼
X
A =


1
.
.
.
1 ∗
a1
1
.
.
.
1
a2
.
.
.
∗ 1
.
.
.
1
am


,
where A is different from In by having m rows An1 , An1+n2 , . . . , An1+n2+···+nm expressed
as for i = 1, 2, . . . , m, p = 1, 2, . . . , m and q = 0, 1, . . . , np − 1
Rn  An1+n2+···+ni =
(
α1(i), α2(i), . . . , αi(i), . . . , αm(i)
)
with
Rni  αp(i) =
(
ap1(i), ap2(i), . . . , ap(ni−1)(i), ap0(i)
)
for some apq(i) ∈ R satisfying that
(i) apq(i) ∈ m if p /= i and
(ii) ai0(i) = ai /∈ m.
In particular, A is lower trianglular and |A| = a1a2 · · · am /= 0¯.
(c) m is the order of the invarinat factors {f1, f2, . . . , fm} of σ¯ and ni = deg fi for i =
1, 2, . . . , m, and so they are unique for σ¯ .
If R is an integral domain, we have the quatient field F of R, the coefficient extension Mˆ =
F⊗RM of M and the natural extension σˆ = 1F ⊗R σ ∈ AutF Mˆ of σ ∈ AutRM .
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We denote by Uˆ the subspace F ⊗R U of Mˆ for a submodule U of M . Clearly, if τ ∈ AutRM
is simple, so is τˆ ∈ AutF Mˆ . As we see in [2], any σ ∈ AutRM is a finite product of elements
in S(1). The smallest number of such factors of σ is called the length of σ and denoted by l(σ ).
Similarly we define l(σ¯ ) and l(σˆ ). The following theorem gives us lower bounds and an upper
bound of l(σ ), where dˆ = dim Mˆσˆ and d¯ = dim Mσ .
Theorem B. For any σ ∈ AutRM let ρ be the permutation in Theorem A. Then,
(a) l(ρ−1σ)  m, and
(b) if R is a local domain, n − m  n − dˆ  l(σ )  n − d¯.
Theorem C. For the matrix A and the basis X in Theorem A let δ ∈ AutRM have its matrix
D = diag(1, . . . , 1, a1, 1, . . . , 1, a2, . . . , 1, . . . , am) relative to X. Then, δ−1ρ−1σ is a product
of m or less than m transvections. Also if 2 is a unit of R, ρδ−1ρ−1σ is a product of n − m
symmetries and m or less than m transvections.
Hahn and O’Meara [3] is now a standard book of classical groups, in which the length problem
is systematically treated. McDonald [4] should be recommended to them who want to know the
classical groups over local rings. Also, Tamburini and Wilson [5] presents a nice result on the
generation of finite simple groups.
3. Proofs for Theorems A–C
The proof of the following lemma is not difficult and we will leave it to the reader.
Lemma 3.1. For a subset Y = {y1, y2, . . . , yn} of M the following (a) and (b) are equivalent:
(a) Y is an R-basis for M .
(b) Y is an R-bais for M .
3.1. Proof for Theorem A
Since R is a field, the polynomial ring R[t] in t over R is a PID. Further, for f (t) ∈ R[t] and
x¯ ∈ M if we define a scalar multiplication by f (t)x¯ = f (σ¯ )x¯, M is endowed with the structure
of a finitely generated torsion module over R[t].
Therefore if we apply the structure theorem of a finitely generated module over a PID, we have
the following expression of M and σ¯ :
M = M ′1 ⊕ M ′2 ⊕ · · · ⊕ M ′m, (1)
σ¯ = σ ′1 ⊕ σ ′2 ⊕ · · · ⊕ σ ′m, (2)
where for i = 1, 2, . . . , m,
M ′i = Rx′i ⊕ Rσ¯x′i ⊕ · · · ⊕ Rσ¯ni−1x′i (3)
for some x′i ∈ M ′i , ni ∈ N with n1  n2  · · ·  nm and n = n1 + n2 + · · · + nm,
σ ′i = σ¯ |M ′i ∈ AutRM ′i , σ¯ ni x′i = c′0(i)x′i + c′1(i)σ¯ x′i + · · · + c′ni−1(i)σ¯ ni−1x′i (4)
for some c′j (i) ∈ R, 0  j  ni − 1 with c′0(i) /= 0¯.
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Also, we know that
m and {n1, n2, . . . , nm} are invariants of σ¯ . (5)
Further, if we choose any xi ∈ M such that x¯i = x′i for i = 1, 2, . . . , m, we get
σhxi = σ¯ hx′i for i = 1, 2, . . . , m and h = 0, 1, 2, . . . (6)
Indeed, for h = 0 it is obvious, and by induction on h we have
σh+1xi = σ · σhxi = σ¯ · σhxi = σ¯ h+1x′i ,
and (6) holds.
Now, set
X′ = X′1 ∪ X′2 ∪ · · · ∪ X′m
and
X′i =
{
x′i , σ¯ x′i , . . . , σ¯ ni−1x′i
}
, 1  i  m.
Then, by (3) X′i is basis for M ′i , and by (1) X′ is a basis for M over R. On the other hand, if
we set
X = X1 ∪ X2 ∪ · · · ∪ Xm
and
Xi =
{
xi, σxi, . . . , σ
ni−1xi
}
, 1  i  m,
by (6) we have Xi = X′i and X = X′. This shows that by Lemma 3.1 X is a basis for M , which
together with the second half of (3) gives us (a). As for (c), it is clear by the structure theorem.
So we show (b).
Clearly for 1  i  m and 0  j  ni − 2 we have
ρ−1σ(σ jxi) = σ jxi . (7)
Also if we write for i = 1, 2, . . . , m
σni xi =
m∑
p=1
(
ap0(i)xp + ap1(i)σxp + · · · + ap(np−1)(i)σ np−1xp
)
, apq(i) ∈ R, (8)
by (6) we have
σ¯ ni x′i =
m∑
p=1
(
a¯p0(i)x
′
p + a¯p2(i)σ¯ x′p + · · · + a¯p(np−1)(i)σ¯ np−1x′p
)
, apq(i) ∈ R. (9)
Comparing (4) and (9) we obtain
(i) apq(i) ∈ m if p /= i and
(ii) a¯i0(i) = c′0(i) /= 0¯ and so ai0(i) /∈ m.
Also (8) yields that
ρ−1σ(σni−1xi)
= ρ−1σni xi
=
m∑
p=1
(
ap1(i)xp + ap2(i)σxp + · · · + ap(np−1)(i)σ np−2xp + ap0(i)σ np−1xp
)
. (10)
Thus, for ai = ai0(i), we have the matrix A and An1+n2+···+ni as in (b). 
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3.2. Proof for Theorem B
We have the basis
X = X1 ∪ X2 ∪ · · · ∪ Xm
for M , where for i = 1, 2, . . . , m
Xi =
{
xi, σxi, . . . , σ
ni−2xi, σ ni−1xi
}
.
Hence for i = 1, 2, . . . , m if we write
Yi =
{
xi, σxi, . . . , σ
ni−2xi, ρ−1σni xi
}
,
Y (i) = Y1 ∪ Y2 ∪ · · · ∪ Yi ∪ Xi+1 ∪ · · · ∪ Xm,
and Y (0) = X, we find that each Y (i) is a basis for M over R. Because the determinant of the
n × n matrix of which j th row consists of the coefficients of the j th basis element in Y (i) relative
to the basis X is a unit of R by conditions (i) and (ii) of (b) of Theorem A.
Define τi ∈ AutRM by
τi = 1 on Y (i−1)\{σni−1xi} and τiσ ni−1xi = ρ−1σni xi .
Then, since either τi = 1 or τi ∈ S(1), and since τi carries Y (i−1) to Y (i), we conclude that
ρ−1σ = τm · · · τ2τ1
is a product of m elements in {1} ∪ S(1). This proves (a).
Next, we treat (b). We have already l(σ )  n − d¯ by Ellers and Ishibashi [2]. Also by Dieudonné
[1] we know that
l(σˆ ) = n − dˆ. (11)
Further if σ = τ1τ2 · · · τr is a product of r simple elements τi’s in AutRM , then σˆ = τˆ1τˆ2 · · · τˆr
is a product of r simple elements τˆi’s in AutF Mˆ , consequently
l(σˆ )  l(σ ). (12)
Moreover, for L = L1 ⊕ L2 ⊕ · · · ⊕ Lm with Li =⊕ni−2j=0 Rσjxi we can show that
L ∩ Mσ = {0}. Indeed, if 0 /= x ∈ L, we may write
x =
m∑
i=1
ni−2∑
j=0
aij σ
j xi, aij ∈ R,
where we may assume that aij /= 0 and ai(j+1) = · · · = ai(ni−2) = 0 for some 1  i  m and 0 
j  ni − 2. Then we find that σx /= x, and L ∩ Mσ = {0} as was to be shown. This implies that
Lˆ ∩ Mˆσˆ = {0}.
Therefore, noting that rank L =∑mi=1(ni − 1) = n − m and so dim Lˆ = n − m, we conclude
that
dˆ = dim Mˆσˆ  m. (13)
Thus (11)–(13) imply (b). 
3.3. Proof for Theorem C
By definition of δ we have δσni−1xi = aiσ ni−1xi for i = 1, 2, . . . , m, and δ = 1 on the other
basis elements in X. Hence
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δ−1ρ−1σ ∼
X
A′ =


1 ∗
1
.
.
.
∗ 1

 ,
where the diagonal entries of A′ are all 1. Therefore, for A′ instead of A if we take τi’s as in (a) of
Theorem B, they are all either 1 or transvections. This verifies the first assertion of Theorem C.
Recall that if 2 is a unit of R, an automorphism is a transposition if and only if it is a symmetry,
which yields our second assertion. 
Summarizing the results established above and combining the facts already known, we have:
Remark. n − dˆ  l(σ ) if R is an integral domain, l(σ )  n − d¯ if R is a local ring, n − m 
n − dˆ  l(σ )  n − d¯ if R is a local domain, and l(σ ) = n − d¯ if R is a valuation ring.
The following example shows that there exists σ ∈ AutRM such that
n − m < n − dˆ < l(σ ) < n − d¯
for any free module M of rank three over a local domain R.
Example. Let R be a local domain with the unique maximal ideal m requiring at least three
generators—it would help to give a concrete example of a local ring whose maximal ideal cannot
be generated by fewer than three elements.
Therefore, we have a, b, c inm such that a /∈ (b, c), b /∈ (c, a) and c /∈ (a, b). In particular R
is neither a principal nor a valuation domain.
Further, assume that 2 is a unit of R, i.e., 2 /∈ m. Under this situation, define
M = Ry1 ⊕ Ry2 ⊕ Ry3 with Y = {y1, y2, y3}
a basis for M , and let
AutRM 
 σ ∼
Y
A =


1 0 a
0 1 b
0 0 1 + c

 .
Then
d¯ = 0, (14)
because for x = a′y1 + b′y2 + c′y3 ∈ M we have
x ∈ Mσ  (σ − 1)x = 0  aa′ + bb′ + cc′ = 0,
which yields a′, b′, c′ ∈ m, and so Mσ = 0, i.e., d¯ = 0. In particular σ /∈ S(1).
Also we have
dˆ = 2, (15)
because both by1 − ay2 and cy2 − by3 are in Mσ but σ /= 1.
Now, define τ ∈ S(1) by
τy1 = y1, τy2 = y2 and τy3 = (2 + c)−1y3,
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and set
y′1 = y1 + ay3, y′2 = y2 + by3 and Y ′ = {y′1, y′2, y3}.
Then, Y ′ is a basis for M , and
τσy′1 = y′1, τσy′2 = y′2 and τσy3 = (1 + c)(2 + c)−1y3.
This shows that τσ ∈ S(1), hence if we set τ1 = τ−1 and τ2 = τσ , we get
σ = τ1τ2. (16)
Thus,
n − m < n − dˆ < l(σ ) < n − d¯
with n = 3, m = 3, dˆ = 2, d¯ = 0 and l(σ ) = 2.
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