Many studies have been made of continuous non-differentiable functions [1], the most famous of which is Weierstrass's W(a, b, x) defined by 00 (1 ) W(a, b, x) = X a" cos t¿»"**), 0 < a < 1, b an odd integer. Owing to the unusual nature of W(a, b, x) and the absence of any previous table, or even graph, despite the countless number of theoretical papers, it was believed that an extensive table of this Weierstrass function for some typical pair of parameters a and b might be of value as more than a mere curiosity, namely for suggesting or motivating further research, and for its interest to workers in numerical analysis. Thus, in this last connection, it might !>e of interest to determine empirically what results in numerical integration and possibly interpolation are available from the continuity alone. That W(a, b, x) is integrable follows from its continuity, and one might l>e curious to see the results of applying standard numerical integration formulas where the usual derivative formulas for the remainder would l>e inapplicable. Likewise, one might be curious to test out standard Lagrangian interpolation, where the remainder is often expressed in terms of derivatives. (We can write down interpolation and numerical integration formulas, avoiding derivatives in the remainder terms by employing divided differences and integrals with divided differences in the integrand, respectively. However, one usually estimates divided differences in terms of derivatives.) Finally, one's curiosity might extend as far as
(1 ) W(a, b, x) = X a" cos t¿»"**), 0 < a < 1, b an odd integer. which, according to Hardy [4] is the sharpest result (as of 1916) for no derivative, finite or infinite. (Hardy showed b > 1, ab ^ 1 sufficient to establish the non-existence of any finite derivative. He also showed that those same conditions, together with a(b + 1) < 2 for b -ik + 1, permitted the existence of an infinite derivative at certain points.) To illustrate the difference between (2) and (3) for a = §, (2) requires b ^ 13, while (3) permits b = 7. However, as far as the authors know there may be considerable work to lie done in the direction of lowering the bound o of I -}--,--( 1 -a) in (3) for the case of no derivative, finite or infinite.
Owing to the unusual nature of W (a, b, x) and the absence of any previous table, or even graph, despite the countless number of theoretical papers, it was believed that an extensive table of this Weierstrass function for some typical pair of parameters a and b might be of value as more than a mere curiosity, namely for suggesting or motivating further research, and for its interest to workers in numerical analysis. Thus, in this last connection, it might !>e of interest to determine empirically what results in numerical integration and possibly interpolation are available from the continuity alone. That W(a, b, x) is integrable follows from its continuity, and one might l>e curious to see the results of applying standard numerical integration formulas where the usual derivative formulas for the remainder would l>e inapplicable. Likewise, one might be curious to test out standard Lagrangian interpolation, where the remainder is often expressed in terms of derivatives. (We can write down interpolation and numerical integration formulas, avoiding derivatives in the remainder terms by employing divided differences and integrals with divided differences in the integrand, respectively. However, one usually estimates divided differences in terms of derivatives.) Finally, one's curiosity might extend as far as glancing at the results of standard numerical differentiation and interpretation of the results in the light of the knowledge that W(a, b, x) has no derivative.
For tabulation of any W(a, b, x), it is immediately apparent from (1) From the trigonometric identity (6) cos(tot(J ± t)) = T( -1 )l"-,)/* sin to**, to odd, we have
so that for complete tabulation of any W(a, b, x) it suffices for x to range from
Oto i
In connection with the choice of a and b, it is apparent that for a close to 1, we can choose b as low as 3, but the convergence of the series in ( 1 ) would be too slow for practical calculation of W(a, b, x) to high accuracy. Making a very small would give rapid convergence, but for accuracy fixed at a certain number of decimal places as a tends to get very small, say a = (, b" > N = il + ~ (1 -«)}'A" becomes enormous and W(t, b, x) becomes essentially the first term of (1), « cos (6"tx), whose graph would appear like that of a very highly oscillatory function of small amplitude. As a compromise Ijetween these two extreme types, we took a = \ and b = 7. The choice a = § did not lead to too many terms of ( 1 ), 50 terms giving a truncating error < £• 10"15, and yet there were sufficient terms beyond the first few to give a graph that is characteristic of W(a, b, x) rather than a predominantly sinusoidal type of curve. The 6 = 7 barely satisfies (3), thus tending to minimize the oscillatory behavior of W(a, b, x) and to facilitate graphing. We shall denote W(a, b, x) which is tabulated here for a = | and b = 7 by W(x).
This present table of W(x), x -0( .001)1 to 12D, was printed out and rounded from a preliminary calculation on the IBM 704 to several more places. Two separate and independent print-outs, supposedly identical, were proofread against each other, with just a single print-out error turning up. Naturally, no differencing check could be made upon the correctness of this table of TT(x), but every value underwent the following final functional check:
which was performed by desk calculation upon W(x) on one of the preliminary print-outs. The results showed W(x) to be correct to around 14D. In employing (8), W(7x) was found in the table as ± W(xl) for some suitable f, 0 g i* á i according to (4) and (7), and cos (7tx), after reduction of 7tx to the first quadrant, was
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use . The final 12-decimal table was checked by reading it several times against one of the print-outs, and it is believed to be correct to well within a unit in the 12th decimal. The purpose of the accompanying figure, which is merely a broken line graph of the table of W(x), is to furnish at a glance a view of the peculiar behavior of W(x). Of course, the graphical picture would be more complete if the time and means were available for calculating W(a, b, x) as a function of a also, and for a sequence of permissible odd integral values of i> (according to (3)) to correspond to each o. Although no offhand justification could be found for drawing anything smoother than a broken line connecting these 500 points, one still finds its ripples of irregularity, superposed upon a broader pattern of smoothness, to be quite revealing as to the nature of W(x) and how it might appear under repeated "magnification" (i.e., subtabulation).
To establish (8), replace x by 7x, in W(x) = £"_i cos (7"irx)/2n, to get
By repeated application of (8),
From (9), for x = 1/7", W(l) = -1 = 2nW(l/7n) -£ 2r cos (r/T), from
Letting n -* *> in (10), we see at once that (11) lim (2 2r cos (x/T)\ /2n = 1.
To test the value of standard numerical integration formulas upon W(x), whose integral is given by The results show no recognizable advantage in Simpson's rule. In fact, the sum of the absolute values of the above deviations in the trapezoidal rule is around 10~\ while the sum of the absolute values of the Simpson deviations is around 1£-10~"\ This may indicate that no higher-point formula will improve over the trapezoidal formula.
Lagrangian polynomial interpolation at intervals of 0.002 was tried for the 2-through 7-point cases, for a mid-interval (i.e., already tabulated) value of W(x) at two different places, x = 0.007 and x = 0.037, where the true value to 5D is 0.60807 and 0.43362 respectively. At each place the error in almost all cases ranged from around 0.01 to 0.05. More specifically, for x = 0.007 the error fluctuated between 0.01 for every even-point interpolation and 0.014 to 0.049 for various odd-point interpolations, and for x ■ 0.037 there were deviations of 0.032 and 0.055 for respective 2-point and 3-point interpolation and deviations ranging from 0.001 to 0.021 in the higher-point interpolation. On the basis of these two tests alone it would appear that one could not really count upon any systematic improvement beyond linear interpolation.
Finally, out of pure curiosity, 2-through 7-point Lagrangian differentiation, for the "first derivative," was tried out at the tabular interval of 0.001, for x = 0.002, and surprisingly enough, outside of the 2-point answer of -74 and the 3-point answer of -133, the remaining four cases all came within 6 units of -150.
From a casual look at the graph of W(x), it is apparent that in place of the derivative there is a general directional trend from any point xo if we do not go too far away from x0, and we might seek a suitable quantitative estimate for an "average slope" between x0 and x0 +-h. (The discussion here is concerned with a suitable generalization of the left-or right-hand derivative, rather than the derivative.) One suggestion that would appear natural for W(x, a, b), or any other continuous function, would be to investigate the possibilities of the average of the difference quotient {/(x) -/(x0))/(x -x0), which exists and is itself continuous for every x except xo in the open interval (x0, x0 + A). This average difference quotient or Da/(xo) might have the following definition (assuming that it exists in the first place):
That (13) may be a suitable generalization follows from the fact that when/'(x0) exists, (13) exists, and (14) limaV(xo) = /'(x.).
A-»0
This is seen at once from the replacement of [f(x) -/(x0)}/(x -xo) byZ'(xo) + e (x) in (13) and the continuity of e (x) in the closed set (x0, x0 + h) which makes e (x) integrable. Thus (13) exists and * Another counter-example found after that of the referee is the following: f{x) = x<t>(x), x 7* 0, /(0) = 0, where <t>(x) = 1 except in the intervals {(1/n -1/n3), 1/n], within which <t>(x) = 0. Now f(x) is continuous at x = 0 and has no derivative there. But l/h ¡i¡t>(x)dx -► 1 as A-»0, because the "dipped-out" area becomes an infinitesimal fraction of the whole (also infinitesimal) area between 0 and h, since as h ~ 1/n, we remove 22™-» l/«i' ~ l/2n* ~ 0(A). 190 .191 .192 . 193 194 195 ,196 197 198 199 . 
