Introduction
The perturbation method is used for determination of the physical values from theoretical mathematical models based on expansion of these values into an analytical series of certain small parameter which is termed disturbance.
The perturbation procedure [1, 2] needs introduction of the following assumptions: We also assume that the matrices    Q and   1 Q are symmetrical [1] . The computations will be carried out in the Cartesian coordinate system. Let us denote eigenvectors as 
In order to determine the unknown scalars  
and the coefficients at the respective powers of the parameter  are equated. This operation yields:
Further, substitution of the obtained vector 
The second and third components of the vector 
This leads to a form which is more convenient for calculation:
of the first correction for eigenvalue. The scalar
 is finally given by:
(21)
Calculations for the homogeneous state of strain
According to [4] we analyse homogeneous static strain of a compressible body. In the specific coincident Cartesian coordinate systems   i x and    X , strain can be given by the equations:
where Let us assume that the surface of discontinuity propagates towards in the direction which is perpendicular to the axis 
The basic matrix of the acoustic tensor ik Q can be calculated for the non-deformed medium. We adopt that 1
. Therefore, the strain tensor invariant are 3 2 1
. For the calculations, we adopt the elastic Murnaghan material according to [4, 5] . The calculations performed in [4] lead to the conclusion that the basic matrix    Q has the following components: ,
where  is the angle of inclination of the vector which is normal to the surface of discontinuity parallel to the axis 3 X of the Cartesian coordination system (Fig. 2) .
Further, let us calculate the matrix   1 Q , considered as a disturbance. We adopt that:
In order to determine the components of the matrix  
1
Q it is necessary to calculate the partial derivatives of the elastic potential with respect to the invariants 
Let us calculate eigenvectors and eigenvalues: 
, from the condition: ,
this yields vector 2 D with coordinates:
this yields vector 3 D with coordinates:
Below are presented the eigenvectors of the basic matrix  
It should be noted that the eigenvectors can also adopt the values with the opposite sign ( 
Comparison of the eigenvalues 
 after expansion for 11  , 
