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Abstract.
170  Nuclear magnetic resonance is an ideal probe of the high temperature 
superconductors as it can sample both the static and dynamic electronic susceptibilities 
o f the Cu-O planes of these materials. The 170  NMR site assignments and the 
temperature dependence of the shift and spin-lattice relaxation has been investigated 
for the n - 1  and 3 phases of Bi2Sr2Can.1Cull0 4+2n 811(1 the n = 3  phase o f TI2Ba2CaB. 
iCun0 4+2n.
The shift of the I70  resonance associated with the Cu-O plane of the non- 
superconducting Bi2Sr2C u06 is temperature independent from room temperature to 
5K. This is not the situation for Bi2Sr2Ca2Cu3O 10 and Tl2Ba2Ca2Cu3O10.
For the Bi2Sr2Ca2Cu3O 10 superconductor (Tc »  107K) both of the distinct Cu- 
O planes o f  the unit cell show a marked but different temperature dependence o f the 
NMR shift above Tc. The shift associated with the central Cu-O plane starts to 
decrease below -  300K and the spin component of the Knight shift has dropped to 
- 1 /2  o f its room temperature value by Tc. The outer Cu-O plane shift is almost 
temperature independent until -  120K when it decreases sharply and the spin 
component of the Knight shift is - 2 /3  o f its room temperature value by Tc. The 
difference in these temperature dependencies suggests that a one component 
susceptibility model cannot describe this system.
The Tl2Ba2Ca2Cu-,O10 superconductor is structurally very similar to 
Bi2Sr2Ca2Cu3O )0. The 170  NMR shift has been studied for this sample before an 
annealing process (Tc =  114K) and after (Tc=  124K). The room temperature 
resonances observed before and after the anneal are essentially the same. 
Interestingly the resonances observed for the two distinct Cu-O planes of the structure 
have very similar shift values and cannot be easy resolved (unlike the situation for 
Bi2Sr2Ca2Cu3O 10). Before and after annealing a temperature dependence of the 
resonance associated with the Cu-O planes is observed but in contrast to 
Bi2Sr2Ca2Cu3O 10 the two different plane resonances show the same temperature 
dependencies. Before the anneal the spin component of the shift is estimated to be 
— 2/3 of its room temperature value by Tc whereas after the anneal the shift has 
drooped to -  1/6 of its room temperature value by Tc.
For both Bi2Sr2Ca2Cu3O 10 and Tl2Ba2Ca,Cu3O.0 the relaxation behaviour o f 
the Cu-O planes appears to be Korringa like (K /T ,T  is constant) in the normal state 
despite these tem per ure dependent shifts. The values obtained for K#2T ,T  is similar 
to the theoretical value for simple s-type metals with no electron-electron or 
antiferromagnetic interaction. However the data does not completely rule out any 
other relaxation behaviour.
x
1.1. Superconductivity.
Superconductivity is an electronically ordered state that occurs in certain 
materials below a particular temperature referred to as the superconducting 
transition temperature (Tc). Superconductivity is in fact a common phenomenon 
and over one third of the elements are superconductors.
Superconductivity was first observed in 1911 by H. Kamerlingh Onnes 
while studying the D.C. resistivity o f  mercury at low temperatures(l). He 
observed that below a temperature near 4.2K the resistivity o f the sample 
disappeared. The discovery of other superconducting elements soon followed as 
well as the discovery that above a  certain critical current density (Jc) the 
superconductivity was quenched.
In 1933 Meissner and Ochsenfeld found that when a material went into the 
superconducting state all magnetic flux was expelled from its interior and this 
effect became known as the Meissner effect*2*. Not only was a superconductor a 
perfect conductor but it was also a perfect diamagnet. It was later shown that the 
superconducting state was an equilibrium state with no sample history dependence. 
In addition to  the Meissner effect it was found that if a  magnetic field was applied 
with the samole already below Tc no flux would enter.
Since the superconducting state is an equilibrium state Gorier and Casimir 
developed a  thermodynamical model which was in reasonable agreement with 
experiment*3*. These arguments explain the temperature dependence o f the critical 
field (Hc) which had been discovered earlier*4* (One o f  the first applications for 
these materials was the production o f magnetic fields by superconducting
Chapter I . Introduction.
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solenoids. It was discovered that the maximum field that could be achieved with 
available materials was very small, due to this critical field).
These superconductors are now referred to as the type I superconductors. 
The magnetic field dependence o f Type II superconductors is described by two 
critical fields. Magnetic flux penetrates at fields above Hc, and penetration is 
complete with superconductivity destroyed by Hc2 (see figures 1.1 and 1.2). It 
was found that it was possible to achieve high magnetic fields with these type II 
superconductors.
Early attempts to produce a theory of superconductivity failed but the 
phenomenological London equations(S) described how a magnetic field behaved in 
a superconductor. This introduced the London penetration depth (Xl), a 
characteristic decay length o f the  field entering the superconductor. Frdhlich(6) in 
1950 proposed that an electron-phonon interaction could produce an attractive 
force between electrons. From this model he suggested that the interaction would 
produce an electron ground state o f  lower energy than that o f ‘normal’ conduction 
electrons. However, calculation o f this new ground state by perturbation theory 
failed. It was not until 1957 that Bardeen, Cooper and Schriefer(7) proposed the 
BCS theory which explained all o f the existing experimental results.
A full description o f  the BCS theory and many other aspects of 
superconductivity can be found in Parks(8). The essential first step of the BCS 
theory was Cooper’s study o f  an electron-phonon-electron interaction. From this 
he proposed that an attractive force could exist between two electrons in the 
superconducting state, forming a  bound stable state<9). The two electrons of this 
Cooper pair with wave vectors k  and -k and total momentum zero pass through the
2
Temperature
Figure 1.1. Temperature dependence o f the critical field for Type I (Hc) and Type II 
(Hcl and Hc2) superconductors.
Figure 1.2. Magnetization curves for Type I and Type II superconductors.
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lattice without interacting with it. Bardeen, Cooper and Schriefer then argued that 
each bound pair restricts allowed electron wave vectors (from the exclusion 
principle). From this they constructed a ground state in which all electrons form 
bound pairs at T =0, despite the weakness of the attractive force. This 
microscopic theory proposed by Bardeen, Cooper and Schriefer gave good 
agreement with all known experimental results. It was a variational method that 
involved taking a trial wave function describing the Cooper pairs and minimising 
the expectation value of the energy associated with the parameters that control the 
wave function.
In the ground state Cooper pairs occupy all the region near the Fermi 
surface. To break up a pair requires a finite amount of energy corresponding to 
the binding energy of a pair. At T = 0  all electrons are paired whereas at a  finite 
temperature but below Tc some electrons will be excited to a higher energy state 
and will not be in a bound pair. Since a finite energy is associated with the 
binding there will be a gap (the superconducting energy gap) centred on the Fermi 
energy level in the electronic spectrum of occupancy. In BCS superconductors the 
distance between the two electrons o f a pair can be large ( -  lOOOnm) and so many 
pairs will overlap and interact with each other (in fact this overlapping is essential 
to the stability o f  the superconducting state). The energy gap will depend on the 
density o f the pairs and as this density is temperature dependent so too is the 
energy gap. At the transition temperature the thermal energy will b e  just great 
enough to break up the binding (kBTc -  Eg(Tc)).
By 1986 many elements and alloys had been found to be superconductors. 
However, the highest known transition temperature was only 23K for Nb3Ge and
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the current theories suggested that very much higher Tc’s were not likely. Late 
in 1986 the first of many reports o f high temperature (HiTc) superconductivity was 
published by Bednorz and Muller. They had been studying a range o f perovskite 
structures and found that La2C u04 doped with 8% Barium on the Lanthanum site 
had a  T c o f -  35K(,0). It was also found that Strontium could be used instead of 
Barium as a dopant. Interestingly these particular perovskites containing copper 
and oxygen had been studied before but their resistivity had only been studied 
down to liquid nitrogen temperatures.
In early 1987, soon after Bednorz and Muller's discovery, a group led by 
Chu announced the discovery o f the superconductor YlBa2Cu307^ (11) later called 
yttrium 123 or YBCO with a Tc o f  -9 0 K . It was later found that the yttrium 
could be replaced with almost any rare earth(12’13) even gadolinium(14) despite the 
fact that local magnetic moments were known to quench superconductivity. 
Another interesting aspect was that to a certain extent the Tc of a sample of 
Y1Ba2Cu30 7.£ could be controlled by varying the oxygen stoichiometry(15). This 
material was considered a breakthrough since it had a  Tc o f -9 0 K  well above the 
boiling point o f liquid nitrogen and a  large proportion of subsequent research on 
HiTc has gone into studying yttrium 123 and associated compounds. Other 
discoveries followed, most o f  which were copper-oxide based superconductors. 
However, above 20K superconductivity was also found in BaBi03 based 
systems<16). At present the highest Tc material is Tl2Ba2Ca2Cu3O l0 with a  Tc of 
125K*,7,i*>.
The new materials are in some ways very similar to conventional metallic 
superconductors. At room temperature they show an electrical resistivity which
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decreases with temperature and below a specific temperature the thermal 
fluctuations become too small to prevent pairing. The material then exhibits all 
the properties of a superconductor. However, there are a number anomalous 
features in the normal state behaviour of these materials. The most obvious of 
these is the linear temperature dependence of the normal state resistivity. This is 
in contrast to the resistivity observed for transition metal superconductors or other 
oxide superconductors*19*. Other anomalies include the temperature dependent 
Hall coefficient*20* (in metals these are normally temperature independent) and 
normal state tunnelling measurements*2
High temperature superconductivity is a constantly changing and enlarging 
field and there have been over thirty thousand papers published in the first five 
years since 1986. There is still no single theory which is able to explain all the 
different experimental data as satisfactorily as the BCS theory (with some 
modification) has for conventional superconductors. A full review of experimental 
results and theory would be very large and out o f  date very quickly. The 
fundamental interactions which give rise to superconductivity in the HiTc materials 
are still not understood. However, it is possible to identify the molecular and 
structural features which are common to most of the HiTc materials.
Most HiTc materials contain planes of copper and oxygen atoms between 
layers o f other atoms. They are typically very two dimensional with c lattice 
spacing (perpendicular to the Cu-O plane) much larger than a or b (which have 
similar values). In the superconducting state it is the conduction band associated 
with the Cu-O planes where superconductivity occurs. The layers in between the 
C u-0 planes are the doping sources that act as reservoirs of charge which
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contribute to this conduction band. This conduction band is common for a  number 
o f materials containing copper and oxygen and explains the reasonably low room 
temperature resistance associated with the HiTc materials.
Most of the materials so far studied have a structural distortion due to the 
Jahn-Teller effect where it is energetically favourable for some crystal symmetry 
to be lost or the crystal lattice is orthorhombic. This is thought to be important 
for superconductivity*18*.
There also appears to be a trade off between antiferromagnetism and 
superconductivity in these systems. An example o f this is the Lanthanum system.
Undoped La2C u04 js antiferromagnetic at room temperature, whereas a small 
amount o f doping i.e. substitution of Lanthanum by Barium or Strontium destroys 
this (see figure 1.3). This system is also a good example o f what is meant by a 
charge reservoir since if Barium is substituted for Lanthanum forming La2. 
xBaxC u04 one copper atom will go from a  2 +  state to a 3 +  state for every 
Barium atom added, to maintain charge neutrality. These extra electrons are not 
localised and contribute to the conduction band. The copper atoms can be thought 
o f as having an average valence value, above a valence o f  +2.2 
antiferromagnetism disappears and the material is superconducting*18,22*.
In the Yttrium based materials doping is not required as the extra charge 
is controlled by the oxygen concentration. The average copper valence in 
YjBajCujOg is + 1 .7  and the material is antiferromagnetic, whereas the average 
copper valence in Y|Ba2Cu3C>7 is + 2 .3  and the material is superconducting. The 
YjBa2Cu30 7^  system has a similar phase diagram to the Lanthanum cuprate 
system with regions of anti ferromagnetic, metallic, insulating and superconducting
7
regions.
A number o f the HiTc materials have a variable number of Cu-O planes per 
unit cell such as Y,Ba2Cu3+ll/20 7+n/2 with n -0 ,1 ,2  and 4*18,23'25*, Bi2Sr2Can. 
[Cun0 2n+4 with n —1,2 or Tl2Ba2Can.1Cun02n+4 with n =  l to
6(17.i i ,26-30) ^  TlBa2Can.1Cun0 2n+3 with n - 1 to 5*1*’31*. The last two are of 
some interest since they agree with the thought that Tc will increase with the 
number of planes per unit cell (n for the Bismuth and Thallium materials) until 
there are three planes (n=3) and then decrease. This idea was based on 
considering the average valence o f the Cu2+ ion. Single phase samples o f  Yttrium 
n - 3  or 5 or Bismuth n = 4  have not yet been fabricated.
A number o f experiments have now been performed on the HiTc materials 
that demonstrate that flux is quantised,*32’35* with the flux quantum o f h /2e, the 
same as for conventional superconductors. Therefore in the superconducting state 
pairing occurs and most experimental results o f the superconducting state can be 
explained by a modified BCS theory involving strong correlations of 
electrons*36,37*. There is still a lot o f uncertainty about the source of this pairing 
mechanism. Early suggestions included the Jahn-Teller effect*38,39* or a pairing 
associated with magnetic ordering or fluctuations*40* because o f the strong 
relationship between antiferromagnetism and superconductivity in these systems. 
However at present it is not known whether the mechanism for superconductivity 
is due to phonons (such as for simple metal superconductors) or spin fluctuations 
(the pairing mechanism for superfluid helium-3) or something more exotic.
The source o f the attractive interaction is important for a theoretical model 
(i.e. what is happening in the normal state). Once the normal state is theoretically
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understood then the pairing mechanism should be explainable. There are many 
different and conflicting theories o f  the normal state(4,\  which is not surprising 
since it is a very diverse problem with the phase diagram showing regions of 
antiferromagnetic, semiconductive, superconductive and metallic behaviour for 
different doping. Fermi liquid theory will not adequately describe the normal state 
and current work can be divided loosely into two categories, those that retain a 
Fermi liquid like description and those that do not. The anti ferromagnetic Fermi 
liquid theory*42* and the marginal Fermi liquid theory*43* are both experimentally 
based. However there are arguments that suggest abandoning Fermi liquid theory 
all together*44*. The non-Fermi liquid theory that Anderson(45,46) proposes is that 
the system can be described as a Luttinger liquid(47) (which is like a one­
dimensional Fermi liquid). The consequence o f this approach is that spin and 
charge are separated. The t-J model*48'49* also includes a separation of spin and 
charge with different velocities associated with the spin and charge (V, *  V J . 
Another approach studies the interplay between antiferromagnetism and 
superconductivity. Schrieffer*50' 52* argues that antiferromagnetic fluctuations cause 
regions of reduced spin or charge wave density. These regions referred to as 
'spin-bags’ lead to an attractive interaction between electrons. It would appear that 
the antiferromagnetic insulating phases are theoretically well understood(53'55) but 
do the copper spin interactions produce the pairing mechanism or compete with it 
T*56,57*. Some workers still propose a BCS like mechanism, o r a modified gapless 
BCS type mechanism with a gap opening up well below Tc*58*. Anisotropic 
pairing produced by an exchange o f rpin-fluctuations that was proposed for organic 
and heavy fermion superconductors*36,37* has also been suggested for the HiTc
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systems. However there are still other approaches suggesting that a strong 
correlation between electrons is the important factor*40,59).
1.2. Nuclear Magnetic Resonance.
The basis of Nuclear Magnetic Resonance (NMR) Spectroscopy is the 
measurement of the energy separation o f the ground state nuclear spin energy 
levels in an applied magnetic field. Nuclear Magnetic Resonance was first 
observed by two groups headed by Purcell(60) and Bloch(61) working independently 
in 1945. However, Gorter(62) in 1942 was the first to look for a resonance but 
failed due to the sample he had chosen.
Very soon after the initial experiments it was discovered that for the same 
value of the applied magnetic field the NMR frequency o f  a  particular nucleus 
varies slightly from the Larmor frequency expected from the Zeeman interaction. 
This is due to variations of local electronic environment for nuclei in different 
systems. This was first observed in 1949 in metals where the effect is largest and 
is called the Knight shift after its discovered63). The Knight shift is caused by the 
spin susceptibility o f conduction electrons altering the magnetic field at the 
nucleus. A shift in resonant frequency was later observed for other materials*64,65) 
where the effect is due to non-conduction electrons. These electrons shield the 
nucleus from the magnetic field (diamagnetic term) as well as there being a 
simultaneous interaction o f an electron with the nucleus and with the applied 
magnetic field (Van Vleck). The Van Vleck term arises from the ground state of 
an electron being altered by the applied magnetic field causing higher electron 
states to be mixed in with the ground state. The Van Vleck term is hard or 
impossible to calculate since it involves not just the electron ground state but also
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higher electron states. The non-conduction electron shift is referred to as the 
chemical shift.
Generally the shifts observed for a particular nucleus are quoted as a parts 
per million (ppm) or a percentage shift relative to the frequency o f the same 
nucleus but in a sample where the shift in frequency is small compared with the 
resonant frequency of a ‘bare’ nuclei (i.e. the Larmor frequency). An increase in 
resonant frequency is termed a positive shift.
NMR quickly became important in the study of metals, where the shifts are 
large and in the solution state where, despite the relatively small shifts involved, 
the widths o f resonances observed are comparatively small. This is because o f the 
rapid tumbling of molecules averaging away anisotropic interactions, this results 
in comparatively narrow lines. In the solid state there are a number o f interactions 
(e.g. the dipole-dipole interaction and in polycrystaline samples Knight shift 
anisotropy and quadrupole interactions) which broaden the NMR lineshape. In 
some situations this broadening can be used to obtain information. In other 
situations it is desirable to reduce this broadening and it was suggested that these 
anisotropic interactions could be averaged away by physical motion o f the sample. 
This was demonstrated in 1958(66> and the most common technique in use today 
is Magic Angle Spinning (MAS)<67). Great improvements in experimental 
techniques for solid state NMR have been made since then, including cross 
polarization(68), decoupling*69*, dynamic angle spinning*70*, double angle 
rotation(70) and a combination of these techniques.
The energy associated with each nuclear spin in an applied magnetic field 
is one o f the Zeeman energy levels, which is modified slightly by the energy of
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internal interactions. The distribution of these spins (classically) is governed by 
Boltzmann statistics. This results in a small population difference which is seen 
as a  macroscopic magnetization, generally in the same direction as the magnetic 
field. A n NMR experiment perturbs this spin system by applying an alternating 
magnetic field B, orthogonal to the static field B0. The perturbed system then re- 
achieves equilibrium by spins ‘flipping’ from one state to another giving up energy 
equal to  the difference in energy between the different energy levels. This energy 
is detected by the electromagnetic device that initially drives the transition of 
states. The probability of spontaneous ‘flipping’ with the emission of energy in 
a system in equilibrium is low.
This re-achieving of equilibrium leads to the second useful concept in 
NMR, that of relaxation whereby spins having been perturbed relax back into 
thermal equilibrium with each other and with their surroundings (the lattice).
A  single time constant may not adequately describe the relaxation o f  the 
spins to  equilibrium with the lattice but, at least, gives some idea of the time scale 
involved and is referred to as the spin-lattice o r longitudinal relaxation time T (. 
A sim ilar time constant associated with achieving equilibrium within the spin 
system is referred to as the spin-spin or transverse relaxation time T2. In some 
solids T ,  may be very long ( -  hours) although in metals it may be comparatively 
short ( — ms) at room temperature. This is because of different relaxation 
mechanisms being dominant in different systems. T 2 in solids is often very much 
less than T „
The concept of relaxation can be thought o f in a classical sense where a 
‘classical’ nuclear spin aligns itself with Bq. The spin is then perturbed by Bt and
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then relaxes back to its original alignment. This idea is the basis o f the 
phenomenological Bloch equations*71) which describe the relaxation.
In metals spin-lattice relaxation is achieved via simultaneous spin-flips of 
nuclear spin and conduction electron spin. The measurement of T ( can give 
information on magnetic fluctuations and conduction electrons. The spin-spin 
correlation function xifl.w) «  x 'ffl.u) + > x '( U .« )  with wave vector g  and 
frequency u> describes the electronic susceptibility of a system. The static spin 
susceptibility x '(0 ,0 ) =  Xo >s related to the electron spin contribution to the Knight 
shift K, by,
■ Âht Xo ( X • 1)
where Ahf is termed the hyperfine interaction which describes the coupling of the 
nuclear and electronic spins. Thus the observation o f the Knight shift can give a 
direct measure of the electronic susceptibility of a system if Ahf is known.
There are a number o f  other mechanisms for spin-lattice relaxation 
including electron orbital effects and quadrupole relaxation. However, the most 
important is the above contact interaction and for this the Knight shift and the spin- 
lattice relaxation are related by,
where T , is the spin-lattice relaxation time, T is temperature and K is the Knight 
shift. This is termed the Korringa relationship after its discoverer*72*.
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1.3. NMR and the Study of Superconductivity.
Both the normal and superconducting states a re  worth studying to determine 
the mechanisms for superconductivity since how a  sample behaves in the normal 
state has some bearing on the reason why it becomes superconducting. Performing 
a NMR experiment in the superconducting state may seem difficult since a 
magnetic field will only penetrate a  distance of the order of the penetration depth 
XL. Since this distance is small and o f the order o f  lOnm for metals*73* but lOOnm 
for the high temperature superconductors*74* NMR only samples the surface unless 
the sample (or sample grain size) is smaller than XL. Interestingly, experiments 
performed on small metal samples give almost the same results as those performed 
on bulk metal samples*73*.
Experiments performed on Type II superconductors below Hcl will be the 
same as those performed on Type I superconductors below Hc. However there is 
a  region of interest between Hcl and Hc2. Between these two critical fields there 
are two regions, one o f normal state material and one in the superconducting state. 
This is referred to as a mixed state where there is an inhomogeneous field within 
the superconductor which will broaden the NMR lineshape. Regions of normal 
state material increase as Hc2 is approached. The vortex structure o f the mixed 
state can be studied by observing the broadening and lineshape o f the NMR spectra 
caused by the distribution of the inhomogeneous field in the material.
Solid state phenomena are unaffected by NM R since the energy associated 
with nuclear spin interactions are small in comparison with electron and phonon 
energies. Therefore, soon after the discovery o f NM R it was used to study the 
normal and superconducting properties of the conventional BCS superconductors.
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The first study of a material in the superconducting state was made by Reif on 
mercury*75*. Knight also performed a similar study slightly later (76). The non­
zero Knight shift at T « 0 ,  once field inhomogeneity and diamagnetic shift (caused 
by the partial expulsion of flux) had been taken in to account, contradicted what 
was expected from the BCS theory developed after these experiments. F or a 
simple metal the normal state spin susceptibility is independent of temperature and 
therefore so is the Knight shift. The pairing up o f electron spins reduces this spin 
susceptibility and at T - 0  the spin susceptibility should be zero and therefore so 
should the observed Knight shift. Two contributions were later included to resolve 
this discrepancy, the orbital shift and spin-orbit coupling*77,78*. Spin-orbit 
coupling is the result o f the interaction between the spin of an electron and its’ 
orbital motion if the electron is moving in an electric field. Spin-orbit coupling 
is capable o f mixing electron states both in the normal and superconducting states. 
The result of this is that for some electron pairs BCS pairing is no longer 
maintained and this gives rise to a spin susceptibility below Tc.
In 1958 using the BCS theory Yosida theoretically calculated the spin 
susceptibility as a function of temperature in the superconducting state*79*. The 
Yosida function was found to fit well with the data obtained for Aluminium*80* 
where the effects of spin-orbit coupling are small (see figure 1.4).
One consequence of the BCS theory was the prediction o f the build up of 
the density o f states near to Tc (the coherence factor). In 1957 Hebei and Slichter 
measured the spin-lattice relaxation time in superconducting Aluminium*81* and 
found that the results were in complete agreement with the BCS theory including 
the observation of the coherence factor as a peak in the relaxation rate (1 /T ,) just
15
Figure 1.3. Phase diagram of La2.xBaxC u 0 4
Figure 1.4. The Yosida function applied to 27A1 NMR data(63).
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below Tc. Further experiments performed on BCS superconductors verified a  gap 
opening up(81,82) and the observation of the field distribution due to the flux line 
lattice (vortex lattice) below the transition temperature(83).
All NMR results on the conventional superconductors were in fact in 
agreement with the models o f superconductivity which expanded from the BCS 
theory. Since NMR had proved to be such a excellent probe o f the conventional 
superconductors studies immediately began after the discovery of the HiTc 
materials since they contain many nuclei susceptible to NMR, such as 63,65Cu, 
89Y, 205T1, ,39La and, if isotope exchanged, n O. These experiments probe the 
static and dynamic electronic structure at different sites in the superconductor.
Over 500 NMR papers have been published in the first five years since the 
discovery o f  HiTc materials and as for all other aspects o f these materials there are 
many differences in results, conclusions and theories with many conflicting views. 
NMR results can be divided into different topics for each nucleus such as, room 
temperature spectra and site assignment, room temperature magnetic field 
dependencies to find information on any electric field gradient, variable 
temperature shift and spin lattice relaxation measurements in the normal and 
superconducting states and the study o f flux vortices in the superconducting state. 
In the superconducting state one noticeable feature in all NMR data is the lack of 
a coherence peak in the spin-lattice relaxation. However, it has been shown that 
if  the electron pairs are strongly bound this will not be observed(58). Another 
common feature o f the results was the observation of temperature dependent shifts 
in the normal state, for 89Y, 63Cu and ,70  in oxygen depleted yttrium 123 and for 
63Cu and >70  in the Lanthanum system. This contrasts with simple metal systems
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where the Knight shift is constant above Tc and with 89Y, 63Cu and 170  in fully 
oxygenated Y 1Ba2Cu307 where a decrease in Knight shift is only observed below 
Tc(S4'98>. Early work on fully oxygenated Y,Ba2Cu307 studying the Knight shift 
below Tc tried to determine whether s or d electron pairing was involved since the 
Yosida function is different for the two cases. Unfortunately the data could be 
fitted to both functions since there was uncertainty in the value to be used for the 
orbital shift*99*. The normal state spin-lattice relaxation also proved interesting 
with some systems such as the fully oxygenated Y 1Ba2Cu30 7 showing Korringa 
like behaviour in the normal state although the 63Cu relaxation is influenced by 
electron-electron interactions and other systems such as the oxygen depleted 
Y,Ba2Cu30 7^  showing non-Korringa like relaxation*100' 107*.
Early attempts to explain these normal state NMR shifts, normal state 
relaxation and the lack o f a coherence peak involved spin fluctuations which make 
the superconducting state gapless*37*. A more thorough approach to explain these 
results is a phenomenologically based antiferromagnetic Fermi liquid theory 
proposed by Monien, Miles and Pines*41,108,109*. This involves temperature 
dependent antiferromagnetic correlations in the normal state and is also consistent 
with the NMR results for fully oxygenated Y1Ba2Cu30 7 (but of course in this case 
no shift is seen above Tc). A more detailed review o f work relevant to this study 
will be given in chapter 6.
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1.4. An Oxygen-17 Approach.
There are very good reasons for an l70  study o f HiTc superconductors 
which may be summarized as follows,
1) All the HiTc materials are oxides with one or more C u-0  planes in their 
structure.
2) Superconductivity is somehow inextricably linked with these Cu-O planes.
3) There are more non-equivalent oxygen sites than any other including copper for 
170  NMR to probe.
4) ,70  has a much smaller Quadrupole moment than 63Cu or 65Cu providing better 
resolution in aligned powders.
3) Hybridization of the Cu 3d state and the O 2p state will mean that information 
obtained from 170  NMR will be related to the Cu site(110,m\
6) There are lower Tc materials which are copper free but contain oxygen where 
a comparison of results may prove useful.
Unfortunately 170  has a  low natural abundance, but ,70  exchange has 
proved to be relatively straightforward and the correct oxygen stoichiometry can 
be achieved without adverse affects to the sample. The two samples o f  main
interest in this study were the n = 3  phases o f Bi2Sr2Cun0 2 n+4 and 
Tl2Ba2Cun02n+4. These two materials are of interest since they have the two 
highest, reliably reported, superconducting transition temperatures (1 10K and 125K 
respectively).
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2.1 Introduction.
NMR and superconductivity are two vast subjects and it is not intended 
here to discuss the theory behind them in depth but rather to describe the more 
important aspects which are related to this study. It is important to remember 
that although the theoretical background o f NMR and BCS like superconductors 
is  well understood, this not true o f the HiTc materials where theory is far from 
being fully understood.
NMR probes the (q,w) dependence o f the spin susceptibility x*pin (fl.w) 
with o) at the Larmor frequency (o^). The NM R relaxation rate (1/T ,) is a 
measure of the summation of x"*pin (q,coN) over q .
2.2  The Nuclear Spin Hamiltonian.
The energy associated with a nucleus o f  non zero spin (1*0) can be 
expressed in terms of the Hamiltonian,
H t o t m H a + Ht e *  H < +  t f ,  ♦ • • • ( 2 .1 )
Each term will be briefly considered here, further details can be found in 
the books by Abragam(l), Poole and Farach(2), S lich te r^ , and Winter*4*.
If a nucleus has a nuclear spin (1 * 0 ) then it possesses spin angular 
momentum h i which gives rise to a magnetic moment.
( 2 - 2 )
where yN is the nuclear gyromagnetic ratio.
The interaction o f this magnetic moment with an externally applied
Chapter 2. Theoretical Background.
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magnetic field (B0) gives rise to the Zeeman splitting term Hz,
( 2 .3 )
If the direction o f B0 defines the z direction then,
H ,  -  Y^Bo/n ( 2 .4 )
where m is the z direction component of I and has values I ,I -1,1-2,..,-I. 
Therefore for a  spin system I there will be 21+1 energy levels with a  separation 
of Yn^Bq- Since 7NhB0 is an energy term it can be described in terms o f a 
frequency u N the Larmor frequency,
In thermal equilibrium the populations o f the different energy levels are 
described by Boltzman statistics.
Hrf represents a radiofrequency magnetic field B,. In a  simple NMR 
experiment this is applied orthogonal to B0 and induces transitions between the 
Zeeman energy levels but only when the frequency of oscillation o f B, is close 
to the Larmor frequency. It can be represented by a raising and a  lowering 
operator,
Both H , and Hrf are externally imposed Hamiltonians, the other 
Hamiltonians to be considered are internal and can provide valuable information
y„hB0 -  />«„ ( 2 .5 )
( 2 . 6 )
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about a nuclei’s local electronic environment via their affect on the Zeeman 
energy levels. If the contribution o f  these Hamiltonians to the total energy is 
small compared with the Zeeman term then standard perturbation theory*1,5) can 
be used to determine their influence. For high values o f  Bq this situation is 
generally true, but the quadrupole interaction (Hq) can still be appreciably 
large*1,61.
Using Perturbation theory the total energy o f  the mth level is given by,
H| is the Hamiltonian of the interaction under consideration.
These internal interactions can be described as second rank tensors. An 
interaction ¡>x y t can be simplified by a  transformation R  so that only the diagonal 
elements are non-zero f i '‘ExyJ5  “  Ediag The new coordinate system is referred
( 2 .7 )
where.
< m \H z \m> « -fici>0 m ( 2 .8 a )
and,
Ej,1' *  <m\Hi  |m> ( 2 .8 b )
and,
E < m '\H i  Im X inlJ^ \m'>p ( 0 )  p ( 0 )
E m
( 2 .8 c )
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to  as the principal axis system (PAS). It is usual to characterise the interaction 
in terms of (i) an isotropic value Piso =  l/3 (P n  +  P22 +P33) if  the tensor is not 
traceless, which is observed as a shift in the Larmor frequency, (ii) an anisotropy 
* -  P33-P11 and (iii) an asymmetry 1; =  > V P |l'P j3 -
The magnetic interactions of nuclear spins coupling to conduction 
electrons are referred to as hyperfine interactions after the proposal that magnetic 
coupling could explain the hyperfine structure in optical spectra. An example of 
a  hyperfine interaction is the Knight shift observed in metals. The coupling of 
electrons with nuclei (with I * 0 ) in a metal is very different from that in a non- 
metal due to the nature of conduction electrons, (although the same interaction 
can be used to describe both situations). Since the conduction electrons are not 
localised a nuclear spin will be subjected to all the magnetic fields produced by 
all the conduction electrons at the same time. With no  externally applied 
magnetic field there is no preferential orientation for the electron spins and the 
magnetic coupling to the nuclei averages to zero. However a  static field B0 will 
polarise the electrons resulting in a non-zero average s type electron coupling (s- 
type, since they are the only electrons to have a non-zero wave function 
amplitude at the nucleus). This coupling is described by an interaction A such 
that,
<a.»>
W here HK is the hyperfine hamiltonian for the Knight shift interaction and 5 is 
the  electron spin. The summation is required because one electron spin couples
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with a  number o f nuclear spins. This interaction results in a change in the 
magnetic field ‘seen’ by a nucleus in the same direction as Bq.
Since non s-type electron wavefunctions are zero at the nucleus the only 
interaction between these electrons and the nucleus may occur via an exchange 
interaction with the s-type electrons. This occurs in transition metals (d-type) 
and is termed core-polarization. The resulting contact field produced is a  small 
change in magnetic field at the nucleus compared with that from the s-type 
electrons and is often opposite in direction to the applied field.
The observed Knight shift is proportional to applied magnetic field since 
the degree o f electron spin polarization is proportional to the applied field and 
is defined as a fractional shift AB/Bq. This may be written as,
where < 1 ^ ( 0 )  |2^ is  the average of the conduction electron probability density 
evaluated at the Ferm i energy level and x** is the total electron spin 
susceptibility. As the polarisation o f s-type electrons (which produces x.*) and 
< | Uk  (0 ) |2> are independent o f  temperature in simple metals, the Knight shift is also 
temperature independent.
There is a shift due to the orbital angular momentum of the electrons. 
The corresponding hamiltonian can be written as,
( 2 . 1 0 )
»art  -  1 - 2-1 ( 2 . 11 )
Where Q  is the orbital shift interaction.
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There is also a contribution to the magnetic field at the nucleus that arises 
from the interaction of the inner core electrons and the applied static magnetic 
field, the chemical shift. This is made up o f  two contributions. The diamagnetic 
term, from these inner core electrons setting up a magnetic field that opposes Bq 
(Lenz’s Law). The second term arises from Bq modifying the ground-state 
electron wavefunctions by the mixing in o f  some excited states. This is termed 
the paramagnetic or Van Vleck contribution and is dependent on the symmetry 
of the local electronic environment. These inner core interactions may be large 
but of opposite sign resulting in the orbital shift being small compared to that 
from the s-state interaction. In non-metals where there are no conduction 
electrons the chemical shift is dominant.
The nuclear charge distribution for I >  1/2 is not spherical and it has a 
nuclear quadrupole moment. This moment interacts with the electric field 
gradient which may be present in a  sample. As an example o f tensor analysis the 
quadrupole interaction will be described in more detail. The quadrupole 
hamiltonian may be written as,
M7 * 1 . 0 . 1  ( 2 -1 2 )
Where Q  is the quadrupole energy tensor. Using the fact that this tensor is 
symmetric and traceless and that 1(1+1) -  l x 2 +  Iy2 + IZ2 (the eigenvalue o f the 
operator I2) the Hamiltonian can be simplified to,
Hq -  \ c [  3 l i ~ Z {  X + l)  M | ( Zg-Zy)  ] ( 2 . 1 3 )
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with x,y and z as the principal axis system, C as a constant and 
I Qxx I s  I Qyy I ^  I Q«x I and where Qd are the three diagonal components 
o f Q (remembering that in the PAS all other components are zero), if is defined
as,
( 2 .1 4 )
0 -  • -- jC(i-n),  o„  - - i c < i . i |> ,  c „ - c ( I « )
Classically the scalar quadrupole moment Q is defined by,
«0 * f  p ( r )  ( 3 c o i 30 - l )  d ,  (2 .1 6 )
where e is the electronic charge. p(r) is the nuclear charge density over which 
the integral is carried out and 0  is the angle made by i  and the intemuclear axis. 
The electric field gradient V- is defined as.
v  .  - d E * .  p y
i} "3x7 a x i Bxj
(2 .1 7 )
Qjj and V- are related by.
_____
2 J  ( 2 J - l )
(2 .1 8 )
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v u  is referred to as the electric field gradient eq (with q being the field 
gradient). Notice that C of equations (2.13) and (2.14) is proportional to e2qQ. 
It can now be seen why the quadrupole energy tensor is traceless since the e .f.g  
obeys the Laplace equation,
V „ * V y y * V „  -  0 ( 2 . 1 9 )
The quadrupole coupling constant is defined as Cq =  e2qQ/h.
Cq, t) and the six Eulerian angles describing the orientations o f  the 
crystallographic and principal axis system are all that is required to describe the 
field gradient tensor. The second term for the quadrupole hamiltonian (Em(,)) 
from perturbation theory has a 3cos20 - l  variation where 0  is an angle from the 
z-axis of the PAS and B0.
The nuclear dipolar hamiltonian can be described as the interaction 
between two classical magnetic dipoles . It is a traceless and axially symmetric 
tensor and has a simple 3cos20 - l  angular variation. 0  is again the angle from the 
z-axis of the PAS and Bq. However, it is not necessary for two interactions to 
have a  common PAS.
If the resulting complete Hamiltonian H^, is anisotropic then the powder 
pattern obtained results from the randomly orientated crystallites each having its’ 
own PAS. The lineshape obtained for single crystals or aligned samples will o f 
course depend on orientation.
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Contributions to the (frequency) lineshape of a randomly orientated 
powder can be divided into two types. A homogeneous lineshape where all the 
nuclei contribute to it or an inhomogeneous lineshape where isolated spins 
contribute to different parts of it. In the inhomogeneous case the width 
associated with one spin is narrower than the total linewidth. This may arise 
either from differently orientated crystallites in the powder or from structural 
defects and impurities in each crystallite.
If an interaction results in a homogeneous linewidth of A v  then the spin- 
spin relaxation time will be of the order o f \ I A v .  Therefore for an imposed 
modulation to affect this interaction a causality argument would suggest that it 
must be of a shorter time scale than 1 IA v .  Many broadening interactions such 
as chemical shift anisotropy and the quadrupole interaction have a (3cos29 - l)  
dependence (where 6  is the angle between the z-axis of the PAS and B0). 
Spinning the sample with the axis of rotation at 0 = c o s '1(3’1/i) at a frequency vt  
>  A v  will narrow the lineshape. Inhomogeneous broadening is not affected 
since each contribution is narrowed but overall little or no narrowing takes place. 
Magic angle spinning*7* NMR (MAS-NMR) can therefore be used to improve the 
resolution of homogeneous lineshapes and is a method of determining the major 
contribution to the broadening of an observed lineshape by only narrowing the 
homogeneous part. For a fuller discussion on MAS and its uses the reader is 
directed to reference 8.
2 .3 . Sample Rotation.
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2.4. Relaxation.
A nuclear spin system with excited energy states will relax back to its 
ground state with the transfer of energy. This relaxation involves two processes, 
the spin-spin (or transverse) relaxation O2) where the spin system establishes 
internal thermal equilibrium and spin-lattice (T ,) where the spin system 
establishes thermal equilibrium with its surroundings.
Spin-lattice relaxation is achieved via a fluctuating magnetic field that a 
nucleus experiences and associated with every observed shift in frequency is a 
corresponding fluctuating magnetic field. There are, therefore, a  large number 
of relaxation mechanisms. In a metal the relaxation is predominately due to the 
coupling of the nuclei w ith the spin magnetic moment of the conduction 
electrons.
The spin-lattice relaxation time is related to the imaginary component of 
the spin-spin correlation function via the dynamical structure factor S(q,w) which 
describes the electron dynamics of a system,
If the hyperflne coupling is  the dominant relaxation mechanism then, quite 
generally, the spin lattice relaxation time can be written as,
where Aq is the form factor which describes the nuclear spin interaction and pB
1 - e
(2 .1 9 )
( 2 . 20 )
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is the Bohr magneton. In NMR to is at the Larmor frequency (wN) and is small 
compared with the correlation rate r"1 of the rapidly fluctuating conduction electrons. 
Therefore quite generally, the NMR relaxation rate 1/T, can be expressed in terms 
of the dynamical spin susceptibility*9* such that,
Aj the hyperfine coupling between the nuclear spin and the electron spin at r4.
The form factors are related to the hyperfine coupling constants o f surrounding 
nuclei and are generally also g dependent. The factors that control how the 
summation is performed are clearly important from a  theoretical view.
Xw(a,«)/w in the paramagnetic state has a Lorentzian frequency dependence 
with a  width Tq and may be written as,
Where x(<l) is the static wave-vector dependent spin susceptibility. For a Fermi 
liquid x(fl) and Tq are only weakly q dependent and.
( 2 . 22)
where.
(2 .2 3 )
" **2Po •  *X.’ /  »*# ( 2 .2 5 )
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where p Q is the density of states. For non-interacting electrons and a q 
independent and isotropic hyperfine interaction,
T x T K l n  y #
4K* . T Y n
( 2 . 26 )
This is the Korringa relationship(,0) and relates the Knight shift to the 
spin-lattice relaxation time if  the relaxation due to the hyperfine interaction is the 
dominant relaxation process.
The Korringa relationship only involves one relaxation mechanism. 
However in reality other mechanisms may also contribute to the relaxation such 
as the orbital electron or quadrupole interaction. This would decrease the 
observed relaxation time from that suggested from equation 2.26. Even in simple 
systems the relationship is not strictly correct due to electron-electron(I1,12) 
interactions or anti ferromagnetic correlations*13' 15*.
2.5. Relaxation In A Spin >  1/2 System.
In a  spin system (I) there will be 21+1 energy levels, therefore for 
I >  1/2, other transitions will occur than just the +1/2** -1/2 transition. For this 
reason the recovery o f magnetization in an NMR experiment where I >  1/2 cannot 
be simply described by an exponential function used to describe the recovery of 
a s p in - 1/2 system, which is of the form,
H„ -  tfe< l - 2 e ' t/T*) ( 2 .2 7 )
To describe the + 1/2 «• -1/2 relaxation behaviour in a spin >  1/2 system
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is reasonably straight forward and assuming that the energy separation of levels 
is unequal so that simultaneous spin-flips are forbidden by energy conservation 
it can be shown that for a spin =  5/2 system (i.e. 170 ) (16,17\
Hie) - M(O) ll-a ,» ’" ' (2.2»)
W here a |, a2 and a3 are set by the initial populations o f the energy levels. 
Figure 2.1 shows this recovery assuming that only the 1/2 and -1/2 energy levels 
have been perturbed in which case a t =  27/105, a2 =  28/105 and a3 ■  50/105. 
After a time t =  0.5T , the sum of the -6t/T, and -15t/T, terms are less than 
10% o f that of the t/X3 term and the relaxation can be adequately described a 
single exponential and a characteristic time T,.
2 .6 . NMR and Superconductors.
Before discussing the new HiTc superconductors it is worth giving a short 
overview concerning the BCS like superconductors, further details may be found 
in a  review by MacLaughlin(,8) and in the references listed at the beginning of 
the chapter.
NMR o f the normal state for BCS superconductors can be adequately 
described as that for a metal (since all BCS superconductors are metals). In the 
normal state the conduction electron susceptibility can be divided into three 
contributions,
Xe.e " X . ♦ X ct ♦ ( 2 .2 9 )
W here x ,  is the s-type spin susceptibility, x orb is the orbital susceptibility and x<i 
is the spin susceptibility of non s-type electrons (for transition metals the d-type
36
(S |W i q j v )  ( l ) w “ b‘ M
Figure 2.1. Relaxation o f  magnetisation as a  function of time for a) a spin *  5/2
system with only the l/ t  «• - 'A transition initially disturbed and b) a spin -  1/2
system.
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electrons will be important).
Each susceptibility contributes to  the Knight shift,
♦ I'd - *X, * *X„. ♦ CX4 (2.30)
K , ,K ^ , « d K J in the normal state have already been discussed. The coefficient 
c  (of equation 2.30) is often negative resulting from the contact field produced 
between the s and non s type wavefimctions being opposite in direction from the 
applied field. It is assumed that the d ipolar contribution to the spin susceptibility 
is unimportant.
In s-type superconductors the Knight shift is proportional to xg and 
< | C/jp (0  ) |a> ,,In  the normal state the Knight shift can be approximately calculated 
(e.g. for aluminium or mercury)*1,2'4,18*. Yosida(19) calculated x . >n the 
superconducting state described by the BCS theory*20*. As expected the Yosida 
function predicts a zero x , a t T  » 0 . The non-zero Knight shift observed in some 
cases can be explained by spin-orbit coupling and the orbital shift 
contribution*18,19,21,22*. If d-type electrons form Cooper pairs in the 
superconducting state this contribution to  the Knight shift should also disappear.
The orbital contribution is independent of spin-susceptibility of the 
electron and is not changed by spin pairing and so K ^  is the same in the normal 
and superconducting state and will contribute to the observed shift at T - 0 .
In the superconducting state diamagnetic supercurrents will be set up to 
oppose B0. The local fields caused by these currents will affect the magnitude 
o f  the Knight shift; because of this Knight shift data of the superconducting state 
can not be directly extrapolated to zero to  measure the temperature independent
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orbital shift.
2 .7 . Spin-lattice Relaxation in BCS Superconductors.
The normal state spin-lattice relaxation in the normal state of BCS like 
superconductors has already been described in section 2.4. In the 
superconducting state as the electrons pair they can no longer contribute to the 
relaxation mechanism. The spin-lattice relaxation in the superconducting state 
can be described very well by the BCS theory and was first derived by Hebei and 
Slichter<23). This theory includes contributions to the relaxation from the orbital 
and core-polarisation interactions. Near the transition temperature there is a 
decrease in Tj due to the increase in the density o f  states a t the Fermi level as 
the  superconducting gap opens up. This is termed the coherence peak that is 
observed in experiments on conventional BCS superconductors. Below Tc the 
spin-lattice relaxation time increases approximately exponentially.
2 .8 . NMR in High Temperature Superconductors.
The Hyperfine Hamiltonian for the Cu-O planes o f  a  HiTc superconductor 
maybe written as(24),
" w -  ( * • « )
W here the 63Cu nuclear spins are coupled to an electron spin at the same site S; 
(one per unit cell) by a hyperfine coupling tensor ^ aa and to  the electron spins
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at the four nearest neighbour sites by a hyperfine coupling constant B. The ,70  
nuclear spins couple via a  transferred hyperfine coupling constant C to the two 
nearest neighbour spins Sj.
The thermal average o f the ,70  interaction will give the isotropic spin 
component of the Knight shift,
With <-T.hSj#x> -  XqBq and < H hf>  -  <-x.f>ABSJ X>  then,
The spin component o f  the 170  Knight shift is proportional to the spin 
susceptibility at the two adjacent Cu sites.
In 1990 Monien, Monthoux and Pines proposed a phenomenological 
antiferromagnetic theory to  explain the results o f NMR studies of the Yttrium and 
Lanthanum superconductors03' 15*. Here this will be applied to the oxygen sites 
in the Cu-O planes. The general expression for spin-lattice relaxation times is 
given in equation 2.22 Performing the sum when antiferromagnetic correlations 
are involved can be difficult. With short range correlations both x(q) and 1/Tq 
will peak at q -  — (x/a.ir/a), (where a is the lattice constant). These
correlations will, in general, decrease the value o f T ,TKi2. The MMP model 
assumes a dynamical susceptibility of the form,
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The first term is the q-independent contribution (Fermi like term) and the second 
is the contribution for the antiferromagnetic spin fluctuations (which have a 
characteristic length £)• For an oxygen nucleus coupled to two nearest neighbour 
Cu spins the form factor can be written as Aq =  A[l+exp(iqa)]<9). This goes 
to zero at q =  QAF and so the antiferromagnetic correlations are not seen at the 
oxygen site (if they are small). Therefore on performing the sum over q the only 
important term would be the Fermi liquid like term and a normal Korringa like 
behaviour would be expected for the oxygen sites. This is not true at other sites 
as the form factor would be different and in some cases more q  dependent. On 
performing the sum over q it is assumed that a = b  for the lattice spacings a and 
b and the sum is performed by integration.
If the antiferromagnetic correlations a re  stronger so that ({/a) >  1 the 
MMP model suggests that,
"iT^ry -  x< °> (2 .3 5 )
i.e  that the Korringa relation no longer holds and T,TK§ is constant.
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3.1. Pulsed Fourier Transform NMR.
In 1950 Hahn(1) demonstrated that it was possible to perform NMR 
spectroscopy using a pulsed technique rather than the continuous wave method. 
One of the advantages demonstrated was the direct measurements of relaxation 
behaviour. Later Lowe and Norberg(2) showed that, apart from at very low 
temperatures, the resulting free induction decay from the spin system reacting to 
the RF pulse is the Fourier transform corresponding to the steady-state (CW) 
resonance. Therefore the FID contains the same information in the time domain 
as the CW resonance does in the frequency domain. This was demonstrated by 
Clark(3) by sweeping the field and using a box-car integrator and by Emst and 
Anderson(4) who performed a Fourier transform o f the FID using a computer.
Modem NMR spectroscopy involves radiofrequency measurements as a 
consequence of the large static magnetic fields used (1-15 Tesla and o>N= 7 NB0). 
A schematic diagram o f  a modem NMR spectrometer is shown in figure 3.1. 
Superconducting cryomagnets are ideal magnets to use with an NMR system as the 
magnetic field used must be homogeneous over the sample and remain constant 
during the experiment. A spectrometer consists of a stable continuous wave 
generator capable o f  producing the radio frequencies, linked to a pulse 
programmer via a gate to produce pulses of the required length. The pulse 
programmer should be capable of generating long and complex pulse programmes 
for sophisticated experiments. These pulses are used to drive an RF transmitter 
which is capable o f producing rectangular pulses which are typically 1-20/xs in 
length. Normally the output of the transmitter is terminated to 500 and has a
Chapter 3. Experimental Methods and Techniques.
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pulsed power rating of a few Kilowatts. The pulses from the transmitter are then 
fed into the NMR probe inside the bore or pole pieces of the magnet. The probe 
consists of an electrical circuit (Figure 3.2) with a coil (the NM R coil) that is 
normally positioned orthogonal to the direction o f Bq. The circuit is tunable to the 
required frequency and matched to 300 for coupling to the transmitter using 
variable capacitors and inductances.
The NMR coil, which contains the sample under investigation, converts the 
RF pulse into the oscillating magnetic field (Bj, which is of the order of mT) 
discussed in Chapter 2. The magnetisation will be tipped into the transverse 
direction by an angle 6  from the direction of Bq such that,
0  -  y mBxT  ( 3 .1 )
Where T is the duration o f B,. B, is dependent on the quality factor o f  the coil, 
(i.e. the design o f the tunable circuit) and the power supplied by the transmitter.
The resulting transverse resonant signal caused by B, induces a small 
voltage in the coil which is amplified by the preamplifier before going to the 
receiver via a number of filters. The induced voltage in the coil is o f the order 
of a few microvolts and this is generated immediately after the tunable circuit has 
been subjected to the large voltage o f the pulse. It is therefore necessary to design 
the electronics so that the transmitter and receiver are both coupled to the probe 
circuit but not to each other.
As the induced voltage is at its largest immediately after the RF pulse it is 
important that the receiver can recover quickly from any overload produced by the 
transmitter pulse leaking into it. The first part of the FID can also be corrupted
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by ringdown (the decay of the RF pulse) and mechanical oscillations o f the probe 
induced by the RF pulse(5). The time immediately after the pulse where the signal 
is corrupted by these effects is referred to as the deadtime (or ringdown time) of 
the probe. The signal is only sent to the receiver at a time comparable with the 
deadtime after the pulse to protect the receiver. The overall FID can be severely 
altered by the coil electrically breaking down due to too high a power being used 
for the RF pulse and arcing occurring between the coil windings.
Broad lines in frequency space have short FIDs (a function of Fourier 
transforms) therefore all the information may be lost in the deadtime o f the probe. 
To overcome this problem it may be necessary to use a spin-echo pulse program 
which will be discussed later in this chapter.
Quadrature phase sensitive detection using two PSDs<5) is commonly used 
to observe the signal. This has the advantage of distinguishing higher and lower 
frequencies than the irradiation frequency, by observing the in phase and out of 
phase components of the signal and an improvement of signal to noise (by 2I/2) 
over that using a  single PSD. The resulting signal is then digitised and stored for 
later manipulation by computer. This digitisation is one o f the limiting factors of 
the data acquisition as the spectral width observed is dependent on the sampling 
rate o f the digitisation.
The Fourier transform o f a sine wave of frequency p0 in a rectangular 
envelope o f duration T shows that the irradiation as a function o f frequency is 
related to i>0 and T  by,
F «  s in e  ( n ( v - v 0) D  ( 3 .2 )
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(See figure 3.3). It is advantageous to work within a spectral range such that the 
region o f interest is irradiated uniformly (i.e. close to the centre o f  the sinc- 
function) as by 1/T from the centre o f  resonance the amplitude o f the sinc-function 
has decreased to zero. This is the case for high resolution work where spectral 
widths are £  10*Hz, however, a width of the order o f lO*Hz wide would require 
a pulse width of less than -  20/* s just to observe the line. Since the length of the 
pulse (in the time domain) is also one of the governing factors in the tip angle 
(equation 3.1) there is a need in solid state NMR for short but intense RF pulses.
A large number of factors need to be taken in account in performing even 
a simple NMR experiment, first to detect a signal and then to improve the signal 
to noise.
a) To improve S/N the FIDs resulting from successive pulses may be added 
together with a subsequent improvement of n1/2 in the S/N over one FID (where 
n is the number o f FIDs). There are two limiting considerations that need to be 
taken into account for improvement. If the repetition time is much shorter than 
T( then the magnetization tipped into the transverse direction will not have time 
to recover back into the B0 direction but will remain in one direction, this is 
saturation. Conversely if the repetition time is much longer than T j, time will be 
wasted after the magnetisation has fully relaxed back into the Bq direction. 
Generally for quantitative spectra the repetition period has to be longer than 3T, 
however this does not optimise S/N  of the pulses which is an important 
consideration for experiments which require a large amount o f time, if the signal 
is small and T , long(6,7,8).
b) As stated earlier there is a  trade off between the range of frequencies
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Figure 3.2. T u n ab le  circuit with NM R coil used on the helium probe.
Figure 3.3. Frequency and lime domains of an RF pulse o f frequency and durauon
V
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irradiated and the tip  angle. The width may not be a  problem in some 
circumstances as long as some check is made of whether the whole spectrum is 
being irradiated. A pulse program that tips all the magnetization into the 
transverse direction (a 90° pulse) and with a repetition rate that allows the 
magnetization to completely equilibrate in the B0 direction will not give the 
optimum S/N .(6,7,8) It may be best to have a shorter pulse that irradiates a larger 
width and also allows the magnetization to return to equilibrium in the Bq direction 
more quickly so that a  faster repetition rate can be used(6).
c) The sampling rate of the digitiser is an important consideration as this 
sets the limit to the spectral width observed and consequently the S/N. Nyquist’s 
theorem states that a  sampling frequency of f  will result in a  highest measured 
frequency o f f/2. Quadrature phase detection has the advantage of separating 
frequencies above and below the frequency of the pulse by sampling the in-phase 
and out of phase components of the signal compared with the pulse frequency. 
For quadrature phase sensitive detection simultaneous rather than sequential 
detection o f the in phase and out o f phase magnetisation is better since then all the 
phase at a particular tim e is known.
d) Modem NM R transmitters are easy tunable to the required frequency 
and in most cases resonance can be found by selecting the frequency from tables 
then using a broad frequency sweep width and observing the resonance and then 
changing the frequency if  necessary. However, there are occasions when the 
resonance o f a particular nuclei in a system may be very different from that 
suggested by tables (e.g  205Pb in some lead compounds), in this case an educated 
guess and luck are required.
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All NMR experiments were performed using a commercially built Broker 
MSL 360 spectrometer together with an 8.45T Oxford Instruments wide bore 
( -  83mm) superconducting cryomagnet. The spectrometer is capable o f operation 
over a continuous range of frequencies from 4  to 130MHz (low frequency) and at 
360MHz (proton frequency at 8.45T). The spectrometer is managed by the 
Aspect-3000 computer which allows simultaneous data acquisition and data 
manipulation using the D1SMSL program. Operation of the spectrometer and the 
change o f parameters (such as spectrometer frequency and sweep width) are 
accomplished via the keyboard normally by short (2 to 4 letter) instructions.
The transmitters and receivers of the spectrometer are ran by the system 
process controller (SPC) of the Aspect-3000. The SPC is programmed by the 
operator to perform the pulse program, this may be a very simple single pulse 
experiment or a multi-pulse complex pulse sequence using both the low frequency 
transmitter and the proton frequency transmitter. This is all achieved using a 
highly structured programming language common to MSL spectrometers*9*.
Continuous low frequencies (1 to 200MHz) are generated by a frequency 
synthesizer with a resolution o f 1Hz. Pulses are  then produced by the SPC via an 
RF interface. These pulses are of the order o f 1 V in amplitude and are fed 
through a broadband (20 W) amplifier which drives the two available transmitters. 
The low power ( -  200W) broadband transmitter is built entirely from solid state 
electronics and is housed within the main spectrometer and is perfectly adequate 
for some solid state NMR work. One disadvantage of this transmitter is that the 
power output is only controllable using plug-in attenuators. The high power
3.2 The Broker MSL-360 NMR Spectrometer.
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transmitter ( — 1 KW) is an addition to the spectrometer (commercially available 
from Bruker) and is tunable from 10 to 150MHz using plug-in units for different 
frequency ranges. The final stage of this transmitter uses valves and the output 
power is continuously variable.
The induced voltage from the coil (the NMR signal) passes through the 
preamplifier where the first amplification o f the signal occurs (SO dB). The 
preamplifier is tunable to different frequency ranges using plug-in units and also 
contains R F  filters. The signal is then passed to the broadband receiver which can 
use both single and quadrature phase sensitive detection. For quadrature phase 
sensitive detection the data points are taken sequentially from each phase. The 
receiver gain and the phase of the receiver channels are controllable from the SPC. 
The receiver uses both electronic and computer controlled filters. The signal is 
then sent to  one o f two digitisers for analog to digital conversion. If the dwell 
time is i  4/is the 9-bit digitiser is used, for longer dwell times the slower (but 
with better resolution) 12-bit digitiser replaces it.
Field homogeneity of the cryomagnet is not a problem with the 
comparatively wide NMR lines observed in this study. Field homogeneity is 
achieved by using internal superconducting shim coils of the magnet as well as 
room temperature shimcoils inserted in the bore of the magnet. Linewidths of 
-  30Hz for protons in water can be achieved with a field drift o f £  20Hz per 
week.
Further details of spectrometer operation and magnet design can be found 
in the Bruker reference manual<10) and in the Oxford Instruments manual0 *\
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Two different NMR probes were used for the variable temperature 
measurements. Both of these were of the similar design, consisting of a solenoid 
coil and a simple tuneable circuit. Samples in the original probe were cooled by 
passing gas over the coil. This gas was first cooled by passing it through a heat 
exchanger containing liquid nitrogen the temperature o f the gas was then regulated 
using a series of heaters before the gas was in contact with the coil. This system 
was very simple to operate but was limited to a minimum temperature of 100K.
The second low temperature probe was a more sophisticated system. A 
simple solenoid coil was again used but this was inserted into an constant flow 
helium cryostat (Oxford instruments CF1200). This cryostat was then inserted into 
the bore of the magnet. The temperature was regulated using either an Oxford 
Instruments or a Thor temperature controller. Despite being upside down from its 
normal mode o f operation the cryostat performed adequately with a base 
temperature o f 3K using liquid helium and 80K using liquid nitrogen.
Two different sized solenoid coils were used with the constant flow 
cryostat. A 10mm diameter coil was originally used with a 90° pulse length for 
170  in water of 20/is with 300 volts produced by the transmitter, this would only 
irradiate a width o f -  10*Hz but had the advantage o f not electrically breaking 
down when using helium gas. A shorter pulse length was therefore used to 
increase the observable spectral width which resulted in a poorer signal to noise. 
To overcome these problems a 6mm coil was made for which the 90° pulse (on 
water) was found to be 6ps with 300 volts applied to the probe. In a liquid all 
energy levels are irradiated. The 90° pulse for a  solid sample will be 1/(I+'A) of
3.3. The NMR probes.
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that for the liquid if  only the V4 ** - l/ i  transition is irradiated in the solid(l2). 
Therefore the solid 90° pulse for 170  will be 1/3 o f that for a liquid. However, 
it is not necessary to use a 90° pulse in a simple NMR experiment but this will 
give the maximum signal for one pulse.
Both coils were potted in epoxy resin for electrical insulation. Despite 
containing much less sample than the original 10mm coil a much better signal to 
noise was achieved using the 6mm coil. The only disadvantage found with this 
coil was that it would electrically break down with helium gas if more than — 100 
volts applied to the probe, however no problems were encountered using nitrogen. 
The dead time for all the probes used was less than 5ps. Further details o f probe 
and cryostat operation can be found in the respective Bruker and Oxford 
Instruments manuals03' 17*.
For spinning experiments a  Doty high speed spinning probe was used with 
a -5 m m  coil. The maximum spinning speed achieved was 14KHz. No variable 
temperature spinning measurements were performed. For setting the stator of the 
Doty probe to the magic angle the reader is referred to reference 6, Further details 
of the operation o f  the Doty probe can be found in the Doty manuals08*.
3.4. Pulse Program s.
Two different types of pulse program were employed to obtain NMR 
spectra, one a simple single pulse sequence with a  delay after the pulse and before 
acquisition to protect the receiver and the other a simple spin-echo pulse sequence. 
In both cases quadrature phase sensitive detection was used. Extended phase 
cycling was used to reduce the effect of ‘ringdown’ and other unwanted artifacts 
such as baseline errors09). The spin echo pulse sequence was o f the form 9(P -
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r  - 180° - t ' - Acquire, rather than the quadrupole echo sequence o f  the form 90° - 
r  - 90° - t ' - Acquire, as this is more suitable for the inhomogeneous spectra 
observed in this study(12,20,21) (see figure 3.4.).
Two pulse programs were used to measure the spin-lattice relaxation time. 
The inversion-recovery pulse program first tips the magnetization into the -z 
direction (z being defined by the direction o f  Bq). A time r  later the magnetization 
is sampled using a spin-echo. A number o f  these experiments would be performed 
on a sample with different r  delays. T 1 is measured from the change in amplitude 
and/or area of the resulting frequency domain spectra obtained from the FIDs at 
each r  delay experiment.
The second pulse program used saturation recovery. The first part o f this 
pulse sequence is a saturating ‘comb’ o f  90° pulses (or something close to 90p) 
with a spacing of the order of T2. The num ber of pulses varies and may be very 
long. The intention of using this comb is to reduce the magnetization o f the 
sample to zero. After a time delay r  the magnetization is sampled with a spin- 
echo. Successive experiments are performed with different r  delays and Ti 
calculated as for the inversion recovery pulse program02,19,20) (see figure 3.5).
3 .5. Data Acquisition.
Most of the NMR spectra observed were o f broad lines. The resulting FID 
from a one pulse experiment would be very short with much signal being lost in 
the deadtime from the probe. In general, to overcome this problem a  spin-echo 
pulse sequence was used together with extended phase cycling. A typical pulse 
sequence would be a 90° pulse o f 2ps followed by a delay o f 50ps then a 180° 
pulse o f 4ps. The resulting echo would then be acquired. Successive echoes
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90° pulse
>----------------- T --------------------+ --------------------  t  ------------- i
Figure 3.4. Simple one pulse (a) and spin-echo (b) pulse sequences in time domain.
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Figure 3.5. Inversion recovery (a) and saturating comb (b) pulse sequences to 
measure T ,.
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would be averaged for sufficient signal to noise and the last half of the echo 
Fourier transformed to produce the frequency spectrum. Typical repetition periods 
for the pulse sequence were o f the order of 100ms. The spin-spin relaxation time 
(Tj) was sufficiently long as to not be a problem in acquiring data in this manner.
It was not possible to measure the spin-lattice relaxation time (T,) o f the 
,70  nuclei by using an inversion pulse with the two pulses of the spin-echo to 
sample the magnetization. This was probably due to the limitations o f the 
spectrometer and the smallness o f  the Tj/15 exponential term o f the recovery of 
the magnetization (see chapter 2) which is of the order o f  1ms in these systems at 
room temperature.
T | was finally measured using a saturating comb of 80 true 90° pulses with 
a spacing o f 2ms between pulses. This was followed by a two pulse spin-echo to 
sample the magnetization after a  delay (r). As the spacing between pulses in the 
comb is o f the order of T j/15 for the samples at room temperature, the first 
component in the recovery o f the magnetization was never reduced to zero. By 
3T, the first term (T,/15) in the recovery of the magnetization has reached its 
equilibrium value (within the limitations o f the spectrometer and signal to noise), 
the second term (Tj/6) 90% of its equilibrium value and the third term (Tj) 50% 
of its equilibrium value. The spin-lattice relaxation time was measured by 
observing the final recovery o f the magnetization where the T , term was dominant.
3.6. Data M anipulation.
Once the FID has been digitised, or successive FIDs digitised and added 
together, the time domain signal is processed to be in the form o f a  frequency
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domain spectrum. Operations are all performed using the software o f  the 
spectrometer’s computer. Manipulations include Fourier transformation, 
smoothing o f the spectra, phase correction and baseline correction. Care has to 
be taken with all these operations to ensure that the resulting spectrum is a true 
representation of the time domain signal in frequency space.
Typical processing would be of the form,
1) Selection of the point at which to start the Fourier transform. For a 
single pulse experiment the first few points o f the digitised FID may be corrupted 
because o f  probe deadtime or the pulse leaking through from the transmitter to the 
receiver. For a spin-echo the point with the largest amplitude is generally taken 
as the middle o f  the echo and the point from which to perform the Fourier 
transform. This point is not normally the point found from calculation*20’ using 
the delay between the 90° and 180° pules, presumably due to a time delay inherent 
in the spectrometer.
2) The FID is then smoothed by multiplying by an exponential function 
that enhances signal at short times. This is to improve signal to noise and is 
termed linebroadening since the line is broadened by this process*5’. Incorrect use 
of linebroadening results in a corruption o f the lineshape and incorrect 
interpretation of the data. It is therefore best to use either no linebroadening or 
as little as possible*22’.
3) The time domain signal then undergoes a Fourier transform to give the 
frequency domain spectrum.
4) First and second order phase correction is then applied to the spectra. 
This involves the mixing o f the signals from the two phases o f the PSDs to obtain
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the pure absorption spectra. It is mainly carried out by eye by observing peak 
symmetry and the baseline so for broad lines is rather subjective.
5) The baseline may be distorted because of probe deadtime; if this is the 
case baseline correction can be applied to correct it.
3.7. Oxygen-17 Exchange.
Oxygen-17 exchange was performed on the manufactured samples using 
oxygen gas supplied by MSD Isotopes Ltd. and Icon Ltd. Figure 3.7 illustrates 
the furnace set up. The volume o f  the furnace was 200ml and 100ml glass flasks 
of oxygen at a  pressure of one atmosphere containing 40% oxygen-17 were used. 
The amount o f  material used in each exchange was such that approximately 10% 
.of the oxygen in the sample would be oxygen-17 if the distribution was even 
throughout all the sites in the material. The exchange procedure was the same for 
both the thallium sample and the bismuth sample. The furnace would be sealed 
with an atmosphere of air in it. The temperature would be increased at a rate of 
100°C/hr until 500°C for the bismuth sample and 400°C for the thallium sample. 
The seal to the oxygen flask would then be broken by a steel weight dropped using 
a magnet and the furnace left at the exchange temperature for 12 hours. The 
furnace was then cooled at 50°C/hr to room temperature. These slow rates of 
cooling were for two purposes, 1) so as not to thermally shock the glassware of 
the furnace and 2) to allow the sample and gas to come in to equilibrium if  the 
setpoint temperature was too high.
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to vacuum pump
Figure 3.6. The oxygen-exchange furnace.
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4.1 Introduction.
The Bismuth superconductors with the general formula Bi2Sr2Can. 
iCu„04+2n were discovered in 1988(l,2). The superconducting transition 
temperature increases with n. Early work led to the observation that a higher 
proportion of single phase n « 3  material could be made with the substitution o f lead 
for some of the bismuth (<  10%)(3,4,5). So far only the n** 1,2 and 3 phases have 
been made as single phase materials. Pure undoped n =  l phase is either not 
superconducting or has a low Tc (6-1 OK) depending on sample preparation. Doping 
with a small amount of La for Sr (5-10%) increases Tc up to 32K(6' 8). For the n = 2  
and 3 phases Tc is 85K and 110K respectively*6,8' 11*.
The unit cell o f Bi2Sr2Can_iCuI1C>4+2ll is made up o f  two Bi-O and two Sr-O 
planes with Cu-O planes in between them. The Cu-O planes of the n - 2  and n = 3  
phases are separated by Ca planes (see figure 4.1). It is easiest to designate the Bi- 
O plane oxygens and the Sr-O plane oxygens as 0(1) and 0 (2) respectively using 
the same notation as Carillo-Cabera et al.(,2).
The n =  1 phase has only one Cu-O plane, which has two non-equivalent 
oxygen sites 0(3) and 0(4). The n = 2  phase has two equivalent Cu-O planes but 
each with two non-equivalent Cu-O distances (as in the n =  1 phase). These two 
planes are separated by a Ca plane. The n - 3  phase again contains two equivalent 
Cu-O planes as in the n =  l and n = 2  phase (Cu-0(3,4) and a central Cu-O plane 
separated by a Ca plane on each side. This central plane is flat (all other Cu-O 
planes in the n ■ 1,2 and 3 phases are buckled) with four equal Cu-O distances. 
This is designated the Cu(l)-0(5) plane and all other Cu sites in the three phases as
Chapter 4. The Bismuth Superconductors.
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Figure 4 .1 .  T h e  structure o f  the n - 1 , 2  and  3 phases o f  Bi2Sr2C an.,C u n0 4+2n-
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Cu(2).
The Cu(2)-0(3) and Cu(2)-0(4) distances are similar. The 0(3) and 0(4) 
sites are therefore expected to be very similar, so that for a randomly orientated 
powder sample the ,70  NMR resonance observed will not discriminate between the 
slightly different sites in the same plane.
As mentioned previously Pb is  substituted in to the material to promote 
single phase growth for the n = 3  phase. It is likely that the Pb would be substituted 
at the Sr sites as well as the Bi sites, which would lead to more sample 
inhomogeneity. It has been observed that the n = 2  and 3 phases are 
incommensurately distorted so that the Bi-0(1) distance is modulated(13,l4).
In this work an extensive I70  NMR study has been made o f the n = 1 (doped 
and undoped) and n » 3  phases. No work was done on the n=*2 phase as other 
groups have undertaken l70  NMR studies of this phase(,5*,9).
Two n =  1 phases were prepared at Warwick by Z. P. Han, one with no 
doping and one that was doped with La. The n =  1 pure phase was prepared by 
solid state reaction in air. Bi20 3, S rC 0 3 and CuO o f high purity (>99.9% ) were 
mixed together in the correct stoichiometric proportions (together with La20 3 for 
the doped sample) and calcined at temperatures between 790°C and 810°C with one 
intermediate grinding for 16 hours. The powder was then reground and made into 
pellets using a hydraulic press. These pellets were then heat treated at 840°C for 
one hour. This process did not involve the introduction o f Pb to aid single phase 
growth. X-ray diffraction showed that the material is mainly the n » l  phase with 
traces o f unreacted CuO and SrC03. AC susceptibility measurements showed that 
the sample was not superconducting above 3K. The doped sample was prepared in
•4
a similar manner but with the addition La20 3 so that the ideal stoichiometric 
composition would have been Bi2Sr, 7La<, 3CuOy. X-ray diffraction showed vary 
little second phase contamination and the transition temperature was found to be 10K 
by AC susceptibility.
The n = 3  phase material used was manufactured at the Technology and 
Environmental Centre o f  National Power PLC (then the Central Electrical Research 
Laboratories of the CEGB). Bi20 3, S rC 03 and CuO together with Pb30 4 were 
mixed together in the correct stoichiometric ratios to produce a compound with the 
cation ratio (Bi0 8Pb0 2)2Sr2Ca2 5Cu3 5. The mixed powder was calcined in air at 
800°C for 16 hours, reground and formed into pellets. The pellets were then 
annealed at 845°C for 270 hours with a cold intermediate regrinding after 150 
hours, after which the powder was re-pelletised. X-ray diffraction on the resulting 
material indicated that the sample was 85% n = 3  phase with a secondary phase of 
Ca2CuOy. Wave length dispersive analysis showed that the n = 3  phase had a 
composition of (Bio,93Pbg 07)2 .i^r i .87^a2 .o^u3.02^9.97’ AC susceptibility
measurements gave a transition temperature o f 107K(,7).
All samples were enriched with 170  by the method described in Chapter 3. 
Approximately 5g of each sample was enriched and a simple calculation of the 
volumes o f oxygen in the furnace and in the sample suggests that 10% of the oxygen 
was replaced by 170 .  Although the oxygen content o f the Bismuth superconductors 
influences the transition temperature, Tc was not affected by the 170  enrichment 
(shown by AC susceptibility).
4.2. I70  NMR Results.
4 .2 .1 . Room Tem perature Results.
Figure 4.2 shows the static 170  NMR spectra for the unaligned n =  l,2  and 
n = 3  phases obtained using a spin-echo pulse program (the n =  1 phase sample is the 
undoped material and the n = 2  spectra is from ref 17). All shifts are  relative to the 
,70  resonance of tap water (defined as Oppm). All spectra have a relatively narrow 
line at — 275ppm which is — 400ppm wide. In addition to this there is a much 
broader resonance at 1500-1900ppm which is narrower in the n = 2  and n = 3  phases. 
The n = 3  phase has an additional peak at -  1300ppm. There appears to be no 
differences between the room temperature spectrum obtained for the pure n = l 
sample and the doped n =  1 sample.
The ~275ppm line in the n =  l and 2 phases can be fitted to a  single 
quadrupole lineshape and is within the region typical for ,70  shifts o f  copper free 
materials*15*. It would be reasonable to assign this line to the oxygens in either the 
Sr-O o r Bi-O planes. It is most likely that this resonance is from the Sr-O plane 
since structural models o f the incommensurate modulation suggest a w ide variety of 
environments for the Bi-O plane oxygens(21). This modulation would cause this 
resonance to be very broad and unobservable, (in fact there is no ,70  NM R data for 
any material whose structure is incommensurately modulated). The spectrum 
obtained with the sample spinning at 12kHz (figure 4.3) gives further evidence for 
there being only one line at -  275ppm as this line narrows to a width o f  -  150ppm 
but still shows only one resonance. It would be very unlikely that the resonances 
from the two distinct planes would be identical. This spectrum was obtained using 
a spin echo with a  delay o f 83^s between the centres of the two pulses (the same as
H
Figure 4.2. The ,70  NMR spectra of the n— 1, 2 and 3 phases of 
Bi2Sr2Can. 1Cull04+2n at room temperature (n -2  spectra from ref. 17).
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the period of rotation).
The broader resonances lie outside the region of typical orbital shifts and are 
greater than shifts observed for Cu-O free systems0 7). These resonances are 
therefore from the Cu-O planes. The n - 1  phase has only one C u-0 plane and the 
n = 2  phase has two equivalent Cu-O planes in their respective unit cells. Therefore, 
as expected, only one resonance is observed in the Cu-O plane ,70  NMR region for 
each o f the two phases. The n = 3  material has three Cu-O planes per unit cell 
however, the two outer planes are identical. The -  1300ppm line is very 
symmetrical and is assigned to the central Cu-O plane oxygens (0(5)) and the 
-  1900ppm resonance to the oxygens of the two equivalent Cu-O planes (0(3,4). 
This assignment also explains why the -  1900ppm resonance has a higher intensity 
since there are twice as many 0(3 ,4) oxygens as 0 (5) oxygens. The n = 3  phase Cu- 
O planes resonances are not narrowed by spinning. This suggests that one of the 
broadening mechanisms at the Cu-O plane oxygen sites is sample inhomogeneity.
These assignments are consistent with those for other HiTc l70  NMR studies 
including the n = 3  phase of Tl2Sr2Can.1Cun0 4+2n material to be discussed in 
Chapter 5 and are further justified by variable field measurements of this phase(22).
The parameters used to fit the room temperature static spectrum of the n - 3  
phase are shown in Table 4.1 and the simulation together with the experimental data 
is shown in figure 4.4. Only second order quadrupole and shift broadenings have 
been considered. This fitting gives further evidence for the correct assignment of 
the two distinct Cu-O planes. The central plane ,70  resonance can be fitted to a 
Gaussian lineshape with no electric field gradient, this is reasonable as the central 
plane is in a symmetric environment where only a small electric field gradient (or
a) Static
Figure 4 .3 .  T he ,70  N M R  spectra  observed for the n - 3  phase a) static b) spinning.
F igure 4 .4 . The simulated and  experim ental l70  NM R spectra o f  the n - 3  phase.
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none at all) would be expected. To simulate the 1900ppm resonance both an electric 
field gradient (Cq=2.8MHz) and an axial shift are needed. This would be expected 
if this 170  resonance was associated with the outer Cu-O planes. This modelling 
together with the spinning spectrum also show that there must be a  large amount of 
inhomogeneity at the Cu-O plane sites as these resonances are very broad and are 
not narrowed by spinning whereas the major contribution to the width of the Sr-O 
plane resonance is a quadrupole interaction. It is not possible to find one unique set 
of parameters using data measured at a single magnetic field, however these 
parameters are in agreement with those obtained using measurements at a number 
of different magnetic fields(22).
Peak
Posn.
(ppm)
Model Shift
(ppm) (|Ah z)
AK
(ppm)
Broadening
(Hz)
275 Quad. 275 4.6 - 0.6 4000
1300 Gauss. 1300 - - - 8000
1900 Shift+Q
uad
1560 2.8 1200 0 20000
Table 4.1 Simulation parameters for the n = 3  phase at room temperature.
The xh  «* - lA  transition is unaffected by first order quadrupole effects. An 
approximation to the quadrupole static quadrupole linewidth (A v st) can be derived 
from the second order term. With i j—0, Ar* can be written as(23\
Av at 225 C2 11(1*1) -3/4] 576 * v t I 2  ( 2 J - l )  2 (4.1)
Where vL  is the Larmor frequency. A Cq value o f 2.8MHz at a Larmor frequency 
of 48.8MHz would result in a quadrupole width of 20kHz for a spin »5/2  system.
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Since the outer Cu-O plane is o f the order of 100kHz wide the dominant broadening 
mechanism is not quadrupole but the axial contribution ( -  60kHz)(22). There is also 
a  broadening due to the inhomogeneity o f the sample at the Cu-O plane oxygen sites 
( ~  20kHz).
Changing the delay between the pulses in the spin-echo pulse sequence is an 
effective way of measuring the spin-spin lattice relaxation time. Figure 4.5 shows 
the 170  spectra for the n = 3  phase for delays o f 50^s and 500/is. The change of 
lineshape of the Cu-O planes resonance also suggests an inhomogeneity o f  the 
structure since different regions o f the resonance have different T2 values.
4 .2 .2 . Variable Tem perature Shift Measurements.
Using, initially, the Bruker static probe and then later the more sophisticated 
Bruker low temperature probe and Oxford instruments cryostat measurements were 
taken between 400K and 5K. Figure 4 .6 shows the observed spectra at room 293K, 
120K, 60K and 5K for the undoped n =  l and the n = 3  phase. All spectra were 
obtained using a spin-echo pulse sequence but at low temperatures (< 5 0 K ) the 
lineshapes for the n= 3 phase were similar to those obtained using a single pulse 
experiment. This is because the FIDs of the low temperature data are o f the order 
o f  — 10/iS long and are not corrupted by the ringdown o f the probe, unlike the 
shorter FIDs ( — 5ms) obtained at higher temperatures.
The position o f the resonance of the C u(l)-0(3,4) oxygens changes only 
slightly with temperature (if at all) for pure n « l  phase. However, the line width 
increases with decreasing temperature and changes from 2500ppm (FWHM) at room 
tem perature to 3500ppm (FWHM) a t 5K. The doped n = 1 sample showed the same 
tem perature dependence as the undoped n =  l sample. In both cases the line at
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— 275ppm did not move or change width with temperature.
To locate the peak position of the ,70  resonance o f  the two Cu-O planes of 
the n - 3  phase at each temperature a fitting program was used that fitted the data 
only to a Gaussian/Lorenztian lineshape. This does not fit the lineshape exactly but 
it does give the peak position accurately. Figure 4.7 is a  plot o f peak position for 
the ,70  resonance at the two Cu-O plane sites as a function o f temperature for the 
n*=3 phase. The position of the l70  resonance associated with the Sr-O plane was 
found to be independent of temperature apart from demagnetisation effects (with a 
value of ~275ppm). At 8SK all the lines have merged into one and it is not 
possible to resolve separate lines below this temperature.
For the central Cu-O plane this peak position is the isotropic shift whereas 
this is not true for the outer Cu-O plane where a large shift anisotropy ( — 1200ppm 
at room temperature) contributes to the linewidth. These measurements clearly 
show a strong temperature dependence o f the ,70  resonances o f the two distinct Cu- 
O planes above the superconducting transition temperature. Tc o f the sample was 
found to be 96K, at the magnetic field of the NMR measurements (8.45T), as 
observed by a large change in the Q o f the NMR coil. These results are  quite 
startling in themselves but it would be useful to have som e estimate o f  the spin 
component of the Knight shift (K^ for the outer Cu-O plane as this is the only 
temperature dependent contribution to the observed shift.
If Sp,^ (the peak position of the resonance) is assumed to be equal to the 
parallel component o f the measured shift (which is true for an axial lineshape) and 
ignoring quadrupole effects then,
St.o • ¿ W < r >  " ( 4 .2 )
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Figure 4.7. Peak position of the two Cu-O plane 170  resonances for the n - 3  phase
as a function of temperature.
75
T
E
M
P
E
R
A
T
U
R
E
 (
K
)
Where Sji0 is the isotropic shift and AK is the axial contribution to the shift at room 
temperature. In this case AK is taken to be -  1200ppm. Therefore the isotropic 
shift at room temperature is -  400ppm less than the peak position. To calculate Si<0 
as a function of temperature it has been assumed that the axial contribution to the 
shift varies proportionally to Slso, (this is known to be true for YBa2Cu30 7^ (24)) so 
that,
s , „ < n  -  -  * * * - | e* >((m  « . j >
Although this may not be strictly true it is a reasonable approximation since there 
will be some uncertainty in determining the temperature independent contribution 
(Korb) to SiiD. Siso as a function of temperature for the two Cu-O plane 170  plane 
resonances is shown as figure 4.8. The isotropic shift is essentially the same as the 
peak position but with -  400ppm subtracted at room temperature and -  200ppm 
subtracted at 70K. No account of a temperature dependent electric field gradient 
has been made, since the quadrupole contribution to the broadening is small it has 
been assumed that any temperature dependence will also be comparatively small.
This isotropic shift is the sum o f  tw o components, the temperature dependent 
spin contribution to the Knight shift (K J  and the temperature independent orbital 
contribution (Korb). The temperature independent contribution to the shift cannot 
be determined by extrapolation to T = 0 ,  since demagnetisation effects due to the 
induced diamagnetic supercurrents need to be taken into account. In fact the 
resonance at 5K (which is just one broad line including the Sr-O plane oxygens) is 
at -280ppm  indicating a diamagnetic shift o f  ~500ppm. Estimates o f the
7«
U\cltJ> U IH S OldOHlOSI
Figure 4.8. Isotropic position of the two Cu-O plane 170  resonances for the n - 3
phase as a function of temperature.
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temperature independent contributions for the 170  resonances of the Cu-O planes 
will be discussed in Chapter 6.
The temperature dependence of the 170  spin component o f the Knight shift 
associated with the two Cu-O planes is very different from NMR results observed 
for conventional superconductors. The central plane position slowly decreases from 
300K with the decrease becoming quicker below 120K, by Tc the value o f  K , is 
~  1/2 of its room temperature value. The temperature dependence o f the outer Cu- 
O plane shows a different trend. The shift is almost temperature independent until 
120K and then starts to drop rapidly and is - 2 /3  of its room temperature value by 
Tc. The temperature dependencies of the shifts give no indication o f  the 
superconducting transition temperature. It is interesting that the two planes do  not 
appear to be strongly coupled as the temperature dependencies of the shifts are 
rather different.
The Gaussian/Lorentzian lineshape fitting program does not model the 
lineshape exactly but it does give a measure of the line width. It was observed that 
this width for both planes followed the same trend with the width slowly increasing 
as the temperature decreases, reaching a maximum - 1 15K and then starts to 
decrease (see figure 4.9). The mechanism for this increasing width is unknown but 
the decrease below 115K can be explained by the inhomogeneous contribution to  the 
lineshape. The width would decrease if the shift of higher frequency (higher ppm) 
decreased more rapidly with temperature than shifts with lower frequency. 
Interestingly, the ratio of the width of one line divided by the width of the o ther is 
reasonably constant with temperature. This implies that the width changes o f  the 
outer Cu-O plane resonance are not due to changes in the axial contribution to the
7«
2<
NN
I
Figure 4.9. Approximate widths of the two Cu-O plane O resonances for the n - 3
phase as a function of temperature.
shift.
4.2.3. Variable Tem perature Spin-lattice Relaxation Measurements.
All spin-lattice relaxation times were measured using a saturating comb of 
pulses as described in the Chapter 3. If the transmitter output is 500V (into 500) 
and there are 80 pulses o f 2 ¿is each in the comb, then the amount o f energy applied 
to the coil is of the order o f  1 joule for each comb of pulses. This is a 
comparatively large amount of energy to put into the system. However, this does 
not cause sample heating. At 100K the rate o f change of shift is 20ppm/K this gives 
a temperature scale resolution o f -2 K .  Observation of the spectra during T, 
measurements at all temperatures revealed no change in peak positions, showing that 
heating effects must be negligible.
Tables 4.2 and 4.3 show the relaxation times measured at different 
temperatures. One experiment to sample the magnetization at a particular r  delay 
takes approximately one hour. Normally a guess would be made at the value o f T, 
and the values for the r  delays set. Typically a T , measurement would consist of 
7 different r  delays each run twice in a random order in an attempt to reduce errors 
due to the drift in gain of the amplifiers. To further decrease the error in these 
measurements, (which are mainly due to S/N), would require very much longer 
times which, when considering the possible drift in gain of the amplifiers, was not 
considered to be practical. Figure 4.10 shows the recovery of magnetisation as a 
function o f r  delay for the 1900ppm line at room temperature. As the temperature 
decreased S/N improved, despite the increase in the relaxation times, due to the 
larger magnetisation produced at lower temperatures.
As can be seen from figure 4.11 P^T]*1 varies with temperature in the
to
normal state (see also tables 4 .2  and 4.3). This is not the case for the relaxation 
behaviour of the n ~ 2  phase*18,19) or for the ,70  relaxation of the higher Tc HiTc 
materials in general(,9). However, these materials do not show such a large change 
with temperature of the Knight shift in the normal state (apart from a  few cases 
including the oxygen depleted Y,Ba2Cu307^  to be discussed later).
Tem p (K) 
±2K
T, (s) 
±10%
s .  (ppm)
±10ppm
s , „  (ppm)
±lOpprn
T jT  (sK) 
±10%
RT 0.021 1950 1590 6.15
200 0.036 1900 1560 7.20
140 0.055 1850 1500 7.70
110 0.080 1750 1410 8.80
100 0.10 1650 1330 10.0
Table 4 .2  ,70  Shift and Relaxation data for the outer Cu-O plane.
Tem p (K) 
±2K
T, (s) ±  10% Sp^k (ppm)
±10ppm
T ,T  (sK) 
±10%
RT 0.035 1300 10.26
200 0.067 1150 13.40
140 0.12 1020 16.80
110 0.26 820 28.60
100 0.40 700 40.0
Table 4 .3  l70  Shift and Relaxation data for the inner Cu-O plane.
• 1

(Ic'd
Figure 4.11. ‘ O [T,X|_1 data as a function o f temperature for the two Cu-O plane
resonances of the n - 3  phase.
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Tj in the superconducting state was not measured. No spin-lattice 
relaxation measurements were made for the Sr-O line (which has a very much 
longer T , estimated when analyzing the Cu-O plane data), or for the doped or 
undoped n =  1 phases.
4.3. Discussion.
I f  the conduction electrons behave as a free electron gas the Korringa 
relationship would be valid (Kg2T ,T  is constant). However the phenomenological 
application of an antiferromagnetic Fermi liquid theory to the lanthanum and 
yttrium superconductors by M illis, Monien and Pines(25'27) suggests that if 
antiferromagnetic correlations are large enough KST |T  is constant. One problem 
with testing both models is that Korb, the temperature independent part o f the shift 
is unknown. However, plots o f [T 1T ] '1 and [T1T ] '1'* as a function o f shift will 
give the orbital contribution for both models and the Korringa constant for the 
[T |T ] 'ly* plot. To test both cases figures 4.12 and 4.13 show [T |T ]'l/i and [T jT ]'1 
respectively as a  function o f Sji0 for the two planes o f the n = 3  phase. Despite the 
fact that Kg varies significantly with temperature above Tc both plots give 
reasonable fits to the data. For the Korringa plot the data for the outer and inner 
planes can be fitted reasonably well to a single line indicating that they both have 
similar values for the Korringa constant (Kg2TjT) and for Korb. The values 
obtained are tabulated in table 4 .4 . The value of K g ^ jT  obtained for the two 
planes is [1.50±0.08]*10's sK. This value is very close to the theoretical value 
of 1.43*10‘5 sK for simple S type metals with no or little electron-electron 
interaction. It is also interesting to note the rather large values of Korb obtained 
assuming a KgT (T  relationship (see Chapter 6).
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Figure 4.12. |T |TT"’ as a function o f  isotropic shift for the two Cu-O planes of the
n -J  Phase.
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Figure 4.13. [T,T ]'i as a function o f isotropic shift for the two Cu-O 
n - 3  phase. planes of the
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Cu-O plane 
site
Value o f  K,2T ,T  
[•10  s sK]
Kort,
(ppm)
Value of KfT ,T  
[•MT4 sK]
Kort,
(ppm)
Inner Plane 
0 (5 )
1 .50±0.08 90±20
8.2±0.4 520±25
Outer
plane
0(3 ,4)
4 .3±0.8 930±  100
Table 4.4 Kg2T jT  and K,TjT data for ,70  in the Cu-0 of the n = 3  phase.
Trokiner et al(28) have also studied the ,70  NMR for the n = 3  phase and they 
also report a temperature dependence o f the shift above Tc (but do not report the any 
relaxation data). The temperature dependence of the peak position for the outer Cu-O 
plane oxygen site is similar in the two sets of data. However, the temperature 
dependence o f the  shift measured here for the central plane is different from their 
reported temperature dependence, showing no sharp decrease at 120K but a  smoother 
decrease. It is worth noting that their work was carried out at a  lower field (7.0T) 
and they report the peak position rather than the isotropic value. This slightly lower 
field is enough to lose resolution between the two Cu-O plane sites making 
determination o f  the peak positions difficult.
There are  no other reports of spin-lattice relaxation measurements o f  the n * 3  
phase but the temperature dependence and spin-lattice relaxation times have been 
studied for the 170  NMR resonance o f the n = l and 2 phases o f the Bismuth 
superconductor*15*. In both cases the oxygen sites in the Cu-O planes have TjT 
constant and a value of the Korringa constant close to the theoretical value (i.e. 
Korringa like behaviour in the normal state) however no large change in K, is 
observed above T c and so the data would also fit a KfT ,T  model.
•7
Since there are similarities in the data obtained for the n - 3  phases 
Bi2Sr2Ca2Cu3Ol0 and Tl2Ba2Ca2Cu3O10 further discussion of these results may be 
found in Chapter 6.
• •
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C hapter 5. The n = 3  Phase o f the Thallium Superconductor
'n 2Ba2CaB.,C |,«0 4+2a.
S .l .  Introduction.
Many high temperature superconductors have been fabricated containing 
thallium since the initial discovery of a TI-Ba-Ca-Cu-O system with a  transition 
temperature of 110K(I‘5). Four of these thallium based superconductors form a 
family with the general formula 'n 2Ba2Can.,Cun0 4+2n with n=  1 to 4 . These can 
all be made as single phase compounds. Tc increases with n to n —3 and then 
decreases (Tc of 85k, 110K, 125K, and 112K for n =  1,2,3 and 4 respectively^). 
The n = 3  phase was first discovered in 1988<7) and the superconducting properties 
were later improved by Parkin et al(8), who increased the superconducting 
transition temperature to 125K. The unit cell o f the n = 3  phase is orthorhombic 
and comprises o f two thallium-oxygen (Tl-0(1)), two barium-oxygen (Ba-0(2)) 
planes and three copper-oxygen (Cu-0(3) and Cu-0(4,5)) planes with two calcium 
planes between them. This is very similar to the structure o f the Bi2Sr2Ca2Cu3O|0 
material but with no modulation o f the T l-0  distance and with the C u-0(3 ,4) plane 
less buckled (See figure S .l) .
There have been a large number of NMR and NQR studies o f  all three 
phases o f ’n 2Ba2Can.1Cun0 4+2n since 205T1(9‘13) as well as 63,65Cu(14) and ,70 (l4' 
16) are accessible to NMR. 205T1 and 63,65Cu NMR and NQR studies have been 
carried out on the n =  1,2 and 3 phases but the only ,70  NMR work reported has 
been on the n *  1 and 2 phases.
Since there are structural similarities between the n - 3  phases o f the 
Tl2Ba2C ^ .1Cu„04+j .» 7> and the Bi2Sr2Can.|C un0 4+2„<1*) an l70  NMR study of
9 1

the n = 3  phase of the Thallium superconductor was thought to be worthwhile to 
compare with the data obtained for the n = 3  phase of Bismuth superconductor.
The n = 3  phase sample used in this study was made at the IRC for 
Superconductivity at the University of Cambridge by R.S. Liu and P.P. Edwards. 
The sample was prepared for a study of materials with the composition Tl2. 
xBa2Ca2+xCu3Oi0 as it had been suggested that C a could be substituted for T l(19). 
The sample was made by mixing T120 3, Ba02, CaO and CuO in the correct 
stoichiometric proportions and then pressed into pellets. The pellets were then 
wrapped in silver foil to prevent the loss of thallium and were oxygen annealed in 
a furnace a t 910°C for 3 hours and then cooled back to room temperature(20). The 
sample chosen for the experiments had a composition of Tl, 8Ba2Ca2 2Cu3O 10 and 
a superconducting transition temperature of 117K measured by A.C susceptibility 
(the highest Tc for all the samples manufactured). X-ray diffraction showed no 
sign o f a  minority phase however A.C. susceptibility measurements of the sample 
after ,70  enrichment suggest that a small fraction o f  the n = 2  phase is present.
n O  enrichment was carried out as described in Chapter 3 on approximately 
15g o f material at a temperature o f 450°C for 16 hours and then slowly cooled to 
room temperature. A calculation of oxygen volumes in the furnace and sample 
implies that if  the ,70  is distributed uniformly then approximately 8% o f  the 
oxygen in the sample would be 170 .  A.C. susceptibility measurements showed 
that the transition temperature had decreased by 3K to 114K presumably due to a 
slight oxygen deficiency, excess or inhomogeneity.
After initial n O NMR measurements had been completed it was discovered 
(by R.S. Liu) that a vacuum anneal at a temperature of 750°C for 10 days
93
increased the superconducting transition temperature of the n = 3  phase(22). The 
sample was returned to the IRC for this anneal. After this the transition 
temperature had increased to 124K and no evidence o f the n=»2 phase could be 
observed by A.C. susceptibility measurements (see figure 5.2). Fortunately during 
this anneal little o r no 170  was removed from the sample as was shown by the S/N 
of later NMR experiments.
5.2. ,70  NM R Results.
5.2.1. Room Tem perature Results and Site Assignment.
The room temperature 170  NMR spectra obtained using a spin-echo pulse 
sequence were made on an unaligned powdered sample o f the n = 3  phase of the 
Thallium superconductor before and after the vacuum anneal (these spectra are 
shown in figure 5.3). The spectra show the same trends as for other high 
temperature superconductors with a peak at ~280ppm  (within the region for 
diamagnetic oxides) and another peak at ~  1400ppm (within the region o f  Cu-0 
planes). There is very little difference between the before and after anneal results 
apart from a slight narrowing o f  the C u-0 plane resonance by — 35ppm however 
the centre o f the resonances are at the same position ( ±  -  lOppm). This slight 
narrowing is probably caused by structural ordering and the removal o f  some 
dislocations and impurities during the anneal as this would increase the 
homogeneity o f the sample. The difference in relative amplitudes o f  the 280ppm 
and 1400ppm resonance is most likely caused again by this reorganisation of the 
oxygen distribution.
170  NMR data at different magnetic fields has shown that the line observed 
at 280ppm in the Thallium n = 2  phase can be fitted to two resonances one from
94
A.C. Susceptibility (arb. scale)
Figure 5 . : .  The A.C. Susceptibility o f  the Thallium sample before 
vacuum anneal. (Measured by R. S. Lui at the IRC, Cambridge!.
and after the
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the T l-0  plane and the other from the Ba-O plane(16>. It would be reasonable to 
suppose that this is also true for the n = 3  phase as it is possible to describe this 
lineshape at 280ppm using the same parameters as used for the n « 2  phase*16* (see 
table 5.1 for parameters used). Two resonances were expected in the region of 
Cu-O plane 170  shifts, as was found for the Bi2Sr2Ca2Cu3O10 sample. The line 
at 1400ppm could be composed o f two resonances as there is a  slight shoulder on 
the low frequency (right side) o f  the lineshape. The lineshape does not alter apart 
from in the amplitude observed during a T, measurement. This implies that all 
o f the lineshape has the same value o f T ,. Changing the delay in the normal spin- 
echo experiment reveals that the line at higher frequency (higher ppm) has a 
slightly shorter spin-spin relaxation time (T2). This can be seen in figure 5.4 
where delays o f 30/iS and 500/zs have been used for the r-delay between pulses in 
the spin-echo.
The data cannot be fitted to one unique set of parameters and ideally data 
from a range of magnetic fields is required. However, a reasonable fit can be 
obtained using a small electric field gradient, a small shift anisotropy and a large 
dipolar broadening value for one o f the planes and a Gaussian line shape for the 
other plane. Figure 5.5 shows the experimental data and the simulation o f  the 
1400ppm and 280ppm resonances and Table 5.1 presents the fitting parameters.
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Figure 5.3. The 170  NMR Resonance o f the Thallium sample at room temperature.
Figure 5.4. Comparison of the l70  NMR resonance for the Thallium sample using 
a spin-echo with a) SQpf and b) 500^s delay between pulses.
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Peak
Posn.
(ppm)
Model Shift
(ppm) (ljH z)
AK
(ppm)
% Broadening
(Hz)
280 Quad. 300 4 - 0.1 4000
280 Quad. 350 5.5 - 0.3 4000
1400 Gauss. 1200 - - 0 10000
1400 Shift+
Quad
1400 > 2 400 0 10000
Table S .l Simulation parameters for the room temperature spectrum of the 
Thallium n = 3  phase.
The Gaussian and anisotropic lines are assigned to the central Cu-0(3) 
plane and to the outer Cu-0(4,5) plane respectively. This assignment is based 
upon what is known about the crystal structure o f the phase (i.e. one symmetrical 
environment and one not), the similarities to the Bismuth n = 3  phase and that the 
simulation requires the anisotropic lineshape to have approximately twice the area 
o f  the Gaussian lineshape (there are twice as many outer planes as central planes).
As is the case for the n= 3 phase of the Bismuth superconductor, it would 
appear that their is a contribution to broadening of the Cu-O resonance from 
sample inhomogeneity in the Cu-O planes. The spectra obtained by spinning at 
10-14kHz and using a spin-echo pulse sequence with the spacing between the echo 
pulses equal to the period of rotation showed no sign of narrowing any of the 
resonances (figure 5.6). The Tl-O and Ba-O plane resonances are also unaffected 
by spinning unlike the Sr-O plane of the n = 3  phase of the Bismuth material 
(Chapter 4).
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a )  s im u la ted
P P M  from HjO
Figure 5.5. Simulated data for the Thallium sample (a) with the experimental data (b) 
at room temperature.
Figure 5.6. Static a) and spinning b) ,70  NMR resonances of the Thallium sample 
at room temperature (spinning at 14KHz).
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5.2 .2 . Variable Tem perature Shift M easurem ents.
The Broker probe and Oxford instruments cryostat were used for all 
experiments. Liquid nitrogen and the 6mm coil w ere used down to a temperature 
of 80K and liquid helium and the 10mm coil were used below this temperature to 
avoid the problems of electrical breakdown o f the 6mm coil when using helium. 
The use of different cryogens does not appear to affect the data as measurements 
up to 120K using either nitrogen or helium gave the same results.
For the sample before and after the vacuum  anneal the Tl-O and Ba-0 
resonances showed no temperature dependence apart from demagnetisation effects 
at low temperatures.
Spectra recorded at room temperature (293K), 200K, 80K and 5K are 
shown for the sample before annealing in figure 5.7. The Tl-O and Ba-O 
resonances are partially saturated due to the repetition period used (100ms) for all 
experiments. Figure 5.8a shows the temperature dependence of the peak position 
of the Cu-O plane resonance as a function o f tem perature for the sample before the 
vacuum anneal. The resonance starts to decrease smoothly in frequency just below 
room temperature. There appears to be no  anomalous behaviour in the 
temperature dependence near Tc where the value o f  the shift is approximately 2/5th 
of its room temperature value. By -  120K the C u-O , Tl-O and Ba-O resonances 
have all merged into one. Since the TI-O and Ba-O resonances do not start to 
move until below -  100K demagnetization effects due to induced supercurrents do 
not occur above this temperature. The 5K spectrum is at ~-200ppm and is 
~2000ppm wide. The width presumably is due  to the diamagnetic shielding 
supercurrents.
100

Figure 5.8b shows the temperature dependence of the Cu-O plane peak 
position two days after the vacuum anneal. Again the value o f the position o f the 
resonance starts to decrease just below room temperature but the decrease is much 
quicker than for the sample before vacuum annealing and the shift is only l/10th 
of its room temperature value by Tc (in zero field). Again the dependence is 
smooth with the rate of decrease of shift increasing a t ~  180K and then decreasing 
at -  90K. There is no indication o f Tc. All resonances have merged together by 
— 120K and the T l-0  and Ba-O resonances do not move until below — 100K.
Figure 5.9a is the temperature dependence o f the peak position of the Cu-O 
planes of the sample taken 14 days after the results o f figure 5.8b which are shown 
again for comparison as figure 5.9b. Both temperature dependencies are vary 
similar down to -  130K (just a few degrees above Tc), however, there is some 
difference below this temperature. At Tc the position of the shift is l/5th of its 
room temperature value. The resonances merge together at 120K and the Tl-O 
and Ba-O resonances do not start to move above — 100K.
It is difficult to explain the difference between the two sets o f data for the 
same sample after the vacuum anneal. It takes a long time for the sample to come 
into equilibrium after the probe has been cooled. In fact it was found that once 
the cryostat had been cooled to 100K, which takes approximately one hour, the 
sample does not come in to equilibrium for another 30 minutes as was shown by 
the Q o f the coil still changing. This was known however, and taken into account 
with similar waiting periods for both experiments. A more likely explanation is 
that some o f the ordering o f the oxygen atoms after the vacuum anneal has been 
lost or rearranged in the time between the two experiments and the sample is not
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Figure 5.8. The 170  MNR peak position associated with the Cu-O planes a) before 
the vacuum anneal and b) a few days after the anneal both as a function of 
temperature.
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Figure 5.9. The 170  MNR peak position associated with the Cu-O planes a) 14 days 
after the measurements made just after the vacuum anneal (shown again as b »  both 
as a function o f temperature.
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stable in oxygen stoichiometry. The sample was stored in a sealed sample 
container between experiments.
For all three temperature dependence experiments there appeared to be no 
appreciable change in the width of the C u-0 plane resonance.
5 .2 .3 . Variable Tem perature Spin-lattice Relaxation Time Measurements.
The Bruker low temperature probe with a 6mm coil and the Oxford 
instruments cryostat using liquid nitrogen as the cryogen were used for all spin- 
lattice relaxation measurements. T , measurements using an inversion recovery did 
not result in the inversion of all the magnetization (the same as for the Bismuth 
sample). A saturating comb pulse program was again used with 80 pulses of 2/is 
length with a  spacing of 1ms between them. As before to measure T , only the last 
50% o f the recovery of the magnetization was observed. Heating of the sample 
by the saturating comb was not found to be a  problem, as the Cu-O plane 
resonance did not change position during measurements indicating no change of 
temperature of the sample.
Two sets o f T , data at different temperatures were measured, one set for 
the un-annealed sample (table 5.2) and one set after annealing (table 5.3), at the 
same time that the final set of variable temperature shift measurements were taken.
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Temperature (K) ±2K Position of Peak 
(ppm) ±  lOppm
T, (ms) ±10%
293 1420 27
200 1330 45
150 1060 100
135 920 140
120 680 400
105 410 >2000
Table 5.2 170  NMR Shift and Spin lattice relaxation data for the Cu-O plane site 
of the un-annealed Thallium n = 3  sample.
Temperature (K) ±2K Position of Peak 
(ppm) ±  lOppm
T, (ms) ±  10%
293 1420 30
200 1200 65
150 960 150
130 420 1000
Table 5.3 ,70  NMR Shift and Spin lattice relaxation data for the Cu-O plane site 
of the annealed Thallium n - 3  sample.
As was found with the Bismuth sample S/N improved with decreasing 
temperature despite the longer spin-lattice relaxation times. Typically 1-2 hours 
were required at each delay for sufficient S/N. [T,T]‘1 as a function of 
temperature is shown as figure 5.10.
5.3. Discussion.
There appears to be no ambiguity about the site assignment for the 170  
NMR resonance obtained for the Thallium n - 3  phase. It is interesting that the 
isotropic shifts o f the two Cu-O planes are so close together compared with the
106
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Figure 5.10. [T,T]*1 as a function of temperature for the 170  of the Cu-O planes
before and after the vacuum anneal.
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results for the Bismuth n = 3  sample. It is difficult to find a unique set of fitting 
parameters from measurements at just one magnetic field. The fit at the field used 
here (8.45T) suggests a much smaller electric field gradient and a smaller axial 
contribution to the shift for the outer Cu-O plane than for the Bismuth n = 3  phase. 
Using 63Cu NQR(23) it has been shown that the electric field gradients at the 
copper sites for both Cu-O planes for the n = 3  phase of the Thallium phase are 
smaller than the electric field gradients at the copper sites for both Cu-O planes 
o f  the n - 3  phase o f the Bismuth phase. This, and the smaller axial shift are 
possibly explainable by the fact that the outer Cu-0(4,5) plane is considerably 
more buckled in the Bismuth n = 3  phase than it is for the Cu-0(4,5) plane of the 
Thallium n= 3 phase(7,18), this may lead to a smaller e.f.g. The Cu-0(3) central 
plane is flat for both materials.
The similarity of the positions may be due to some sort o f coupling 
between the two Cu-O planes and the similarity o f the planes. A difference in the 
temperature dependence o f the two Cu-O plane oxygen sites would be seen at least 
by a change of width o f the resonance, if not by the observation o f two distinct 
resonances. However, there appears to be no change in width. This suggests that 
both planes have a common susceptibility. This would also explain why a single 
Tj value can describe both planes.
Near Tc to approximately 10K below Tc (130K-110K) the S/N was found 
to be worse than expected. This must be caused by the sample going into the 
superconducting state and expelling magnetic flux. This transition however is not 
seen in the temperature dependence o f the shift for the Cu-O plane site oxygens. 
The Tc of the sample in the field could not be measured by the change in Q of the
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coil as no large change of Q was observed. This is strange since this measurement 
was possible for the Bismuth material. It is worth noting that there are no 
structural changes to the crystal structure at Tc(24).
As stated in Chapter 2 there are good reasons for wanting to know the 
relationship between the spin component of the Knight shift and the spin-lattice 
relaxation time. To test the Korringa relationship and the MMP suggestion, [T,T]* 
x/l and [T jT ]'1 have been plotted as a function o f  peak position o f the C u-0 plane 
resonance for the pre-annealed and after annealed measurements (see figures 5.11,
5.12, 5.13,5.14). The deduced values o f K#2T ,T  and K ,T ,T  and the 
corresponding values of the temperature independent component o f the observed 
shift (Korb) are shown in table 5.4.
Value of 
K,2T,T 
[MO'5 sK]
Kod,
(ppm)
Value of 
K.T,T 
[ • H r  sKJ
Koh,
(ppm)
Before
Vacuum
Anneal
1.27 ±  0.06 141 ±  49 7.1 ±  2.9 549 ±  24
After vacuum 
anneal
1.54 ±  0.07 96 ±  48 9.0 ±  1.6 450 ±  120
Table 5.4 Kg2T ,T  and KgT ,T  data for 170  in the Thallium n= 3 sample.
Apart from the vacuum annealed [T,T]*1 vs K, plot (figure 5.13) all plots 
give reasonable good fits and there is little justification for suggesting that one type 
o f  plot gives a better fit than any other. What is interesting is that the Korringa 
constant obtained is close to the theoretical value if  a  Korringa like relationship is 
assumed. The values of the Korringa constant are different for the measurements 
before and after the anneal, suggesting a change to the relaxation process.
109
Figure 5.11. [T,'!’]*1'* as a function of peak position shift for the l70  o f  the Cu-O
planes before the vacuum anneal.
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Figure 5.12. [T1T]’1'* as a function o f peak position shift for the 170  of the Cu-O 
planes after the vacuum anneal.
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Figure 5.13. fTjTT1 as a function of peak position shift for the 170  of the Cu-O
planes before the vacuum anneal.
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Figure 5.14. [T|TJ’* as a function of peak position shift for the 170  o f the Cu-O
planes after the vacuum anneal.
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Another interesting point to  note is the large value of the temperature independent 
(Korb) part o f the observed shift for the [T jT ]'1 vs Kg plot. For the sample before 
annealing the value o f Korb corresponds to the measured shift observed at a 
temperature o f  — 110K for the Cu-O plane ,70  temperature dependence. Since the 
T l-0  and Ba-O plane resonances do not move above a temperature of -  100K 
demagnetization effects are  not important until below this temperature. It seems 
unlikely therefore, that the shift in position o f the Cu-O plane resonance above this 
temperature is entirely due to demagnetisation effects. This suggests that the value 
of Korb obtained from the KgT ,T  plot is too high. The same is true for the results 
obtained for the sample after vacuum anneal, since Korb from the plot, assuming 
K,T,T relationship, is larger than observed shifts before demagnetization effects 
become important. The independent contribution to the observed shift if a Kg2TjT  
relationship is assumed is a much smaller value than that assuming a KgT,T 
relationship. The values obtained are very similar to those obtained for the n = 3  
Bismuth sample. The Cu-O plane resonance is only at this position after 
demagnetization effects become important.
For the un-annealed sample T , measurements just below Tc were found to 
be difficult because o f the poor S/N. However, it was possible to measure a lower 
limit to T j just below Tc as 2s. There does not appear to be any BCS like 
enhancement of T , just below Tc.
There is little temperature dependence of the shift in the thallium n = 2  
phase above Tc and only below Tc does the shift quickly decrease(,5). A number 
of 205T1 studies have been carried out on the n - 3  phase(9,t4) and the 205T1 shift 
is essentially temperature independent above and across the transition temperature
114
but the thallium is in the Tl-O planes 205T1 does not sample the susceptibility of 
the Cu-O planes directly but only by a hyperfine interaction between the copper 
or oxygen nuclei and the thallium nuclei.
Since there are many similarities of these results with those obtained for the 
Bismuth n * 3  material further discussion o f these results will be made together 
with those of the Bismuth material in Chapter 6.
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6.1. Introduction.
It is intended here to discuss the results of the ,70  NMR experiments for 
the Bi2Sr2Ca2Cu3O I0 and Ti2Ba2Ca2Cu3O |0 superconductors of Chapters 4 and 5 
together, as the results for the two materials are in some respects very similar. 
It is worth noting the interesting features of the results which need further 
discussion and comparison with the NMR results obtained for other HiTc materials 
and nuclei. These are,
1) The temperature dependence in the normal state of the n O NMR resonances 
associated with the Cu-O planes of the two materials.
2) The relaxation behaviour and how it is related to the Knight shift.
3) The value of the temperature independent component o f the shift (K ^t) for each 
resonance.
To avoid too much confusion each topic will be discussed (almost) separately.
6.2 . The Shift Measurements.
The room temperature isotropic shifts for the two planes of the n=*3 
Bismuth phase are -  1560ppm and ~  1300ppm and the Tc of the sample is 110K. 
The room temperature isotropic shifts for two Cu-0 planes of the n = 3  Thallium 
sample before and after annealing are at -  1400ppm and the Tc o f the sample 
before the anneal was 114K and after 124K. The fully oxygenated Y,Ba2Cu307, 
the oxygen deficient Y ,Ba2Cu30 7^  and La, g5Sr0 15C u04 all have, the same value 
o f the oxygen hyperfine coupling constant*1* (within experimental error). The 
Knight shift is proportional to the spin susceptibility and therefore proportional to 
the electronic density o f  states at the Fermi level (DOS)(2). If it is supposed that
Chapter 6. Discussion.
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both the n = 3  Thallium and Bismuth samples have the same value of oxygen 
hyperfine coupling constant as each other, (but not necessarily the same as for the 
other materials), then this implies that the DOS in the normal state is less for the 
Thallium sample than for the Bismuth sample. This would be in contrast to the 
conventional materials where higher Tc superconductors have higher DOS(3,4). 
This is also true for YBa2Cu307 (Tc -  92K) and YBa2Cu4O |0 (Tc -  80K). Band 
structure calculations have shown that the DOS for YBa2Cu30 7 is larger than the 
DOS for YBa2Cu4O10(5,6). However, the l70  shifts of the Thallium C u-0 planes 
did not alter with the increase of transition temperature. This suggests that either 
the relationship between the density of states and the transition temperature in not 
obvious or the hyperfine coupling constant is altered.
The most striking feature of the shift measurements for both materials is 
that the observed shift decreases noticeably with decreasing temperature in the 
normal state. This is not the case in simple metals where the Knight shift remains 
constant until Tc, after which it decreases as conduction electrons pair up and the 
susceptibility decreases(7' ,0). In certain HiTc superconductors this is not the case 
and a number of different nuclei, which are accessible by NMR, show some 
degree o f temperature dependence in the normal state<10'34). However, other HiTc 
materials show no NMR shifts above Tc<32‘48).
There have been a large number o f NMR (and in the case o f  63,65Cu NQR) 
experiments performed on HiTc materials. Superconductivity is somehow 
inextricably linked with the Cu-0 planes and NMR experiments fall into one of 
tw o groups, 63,65Cu and ,70  experiments which sample the susceptibility o f the 
Cu-O planes directly (as well as other sites in the case of >70 )  and other nuclei
11«
such as 89Y and 205T1 which sample the susceptibility o f the Cu-O planes only 
indirectly via a transferred hyperfine interaction.
The Cu-O planes o f  the La, S5Sr0 15C u04 and La, ssCao lsC u 0 4 have been 
studied by 170  NMR(I3,32\  both show a temperature dependence o f  the shift in the 
normal state and for the Lai.8SCao.isCu04^ material the shift has decreased to 
of its room temperature value by Tc. This temperature dependence is very similar 
to that observed for 89Y , 63Cu and ,70  NMR in oxygen deficient Y,Ba2 CU3O74 
(with 5 <  1).
The most extensive NMR studies have been performed on Y,Ba2Cu30 7^ 
using l70 ,  63Cu and 89Y. The variation o f Tc as a  function of oxygen 
concentration is explained by the corresponding hole doping(49). The magnetic 
properties of the 60K (oxygen deficient) phase are very different from the 90K 
(fully oxygenated) phase. Temperature dependent NMR shifts for 17Ot 63Cu and 
89Y in the normal state a re  observed for the 60K phase(15 25,33) but not for the 
90K phase*32"43*. U sing 63Cu and 89Y Knight shifts it was shown that this 
temperature dependence was associated with the spin susceptibility of the Cu-O 
planes*16,25*. Early experiments suggested different temperature dependencies for 
the 170  and 63Cu, further expert men ts<20) suggested that the 170  and 63Cu Knight 
shifts were proportional to  each other (taking into account the orbital contribution 
to the shift). This work could be interpreted in two ways, either that, because of 
hybridization of the bonds between the copper and oxygen sites there was a 
common susceptibility in the planes, or that a one spin component model was 
appropriate where the Knight shifts were all proportional to a  single static 
susceptibility x0, that described the whole system. Later it was shown that the89Y
11»
spin component of the shift was also a measure o f  this static susceptibility giving 
further evidence for a  one component model(50). No conclusions could be drawn 
on which model was appropriate from studying fully oxygenated Y1Ba2Cu30 7, 
since no, or very little change in shifts are observed in the normal state.
As stated previously Trokiner et al<31) have performed variable temperature 
170  NMR experiments on the n= 3 phase o f the Bismuth material. The samples 
used contained a high proportion of the n = 2  phase probably due to the high 
temperature used for the 170  exchange, w hich was carried out at 800°C. 
Measurements were performed at 7.0T (40.4M Hz) with a corresponding poorer 
resolution compared with the measurements reported here (8.45 T). The same site 
assignment conclusions are drawn and fairly sim ilar temperature dependencies are 
measured. The spectrum they obtained at room temperature and the temperature 
dependence o f the two distinct Cu-O planes are reproduced here as figures 6.1 and
6.2. The shift data for the outer Cu-0 plane is essentially the same as that found 
in this work but there is a noticeable difference in the temperature dependence of 
the inner plane 170  resonance. They liken the temperature dependence they 
observed for the inner plane to the behaviour o f 170  in oxygen deficient 
Y|Ba2Cu30 7 ^  (with S <  1). However little o r no  account has been made for the 
fact that the resonances from the two sites overlap leading to considerable 
problems in determining the peak position for the  inner plane.
There is only one other report of 170  N M R  studies on the temperature 
dependencies of the n =  l phase of Bi2Sr2Can.1C u  „ < w « >  but there have been 
three for the n * 2  phase(32,44,45). Here there is n o  temperature dependence o f the 
shift in the normal state although no mention is m ade of any changes in width.
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Figure 6.2 The temperature dependencies o f the ,70  NMR peak positions 
associated with the two Cu-O planes of the n - 3  phase of Bi2Sr2Can.1Cun0 2 n+4 
measured by Trokiner etal (ref 25).
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There are no reports of ,70  NMR in n = 3  phase o f ’n 2Ba2Can.,Cun0 4+2n 
but two for the n=*2 phase*32,48*. Only one of these(32) includes variable 
temperature measurements and the 170  shift was found to be independent of 
temperature in the normal state.
205T1 NMR has been performed on all phases o f 'n 2Ba2Can.,C un0 4+2lI(45‘ 
48,51-33) and there is no temperature dependence o f the shift in the normal state. 
Interestingly one piece of work noticed a defect line in an n =2 sample. This was 
attributed to thallium in the calcium plane next to the Cu-O plane*53*. This line 
followed the Curie-Weiss law reproducing the temperature dependence of the 
magnetic susceptibility.
There appears to be two different behaviours observed in the HiTc 
materials, the NMR shift is either independent o f temperature in the normal state 
(observed for the higher Tc HiTc materials) o r dependent as is the case for the two 
lower Tc materials (Lanthanum and oxygen deficient Y1Ba2Cu30 7^).
A plausible explanation o f these temperature dependant normal state shifts 
is the antiferromagnetic Fermi-liquid theory suggested by Millis.Monien and 
Pines*l,54,55). Neutron scattering experiments*57'59* and Raman Spectroscopy 
studies*60,61* have established the existence o f  short range (over a  few lattice 
spacings) antiferromagnetic spin correlations o f  the Cu spins in the normal state 
o f  the doped Lanthanum and oxygen deficient Yttrium superconductors. If these 
correlations increase with decreasing temperature then this corresponds to a 
decrease in the density of states as a pseudogap opens in the electronic spectrum. 
Since the Knight shift is proportional to the density of states, this decrease will be 
observed as a decrease in Knight shift. It seems strange that there is no
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discontinuity at Tc for the Knight shifts but the superconductivity may in some way 
be intimately related to these spin correlations.
The spin component o f the Knight shift is a  measure o f  the static spin 
susceptibility (xo) which is the real part o f the spin-spin correlation function x (U .« )  
at Q=0 and u = 0  (or o> is small, as is the case of NMR experiments). The MMP 
theory models the susceptibility when influenced by these anti ferromagnetic 
correlations however, the theory is phenomenologically based on experimental 
results. A full description o f  the MMP model is given in references 1,54 and 55. 
Including the antiferromagnetic correlations the spin-spin correlation function is 
written as,
■  X r i a , * » )  ♦  (6.1)
Where xf and *af describe the Fermi free electron and antiferromagnetic 
contributions respectively. The real part o f xp at $1=0 and u>=0 is denoted as xo- 
The MMP theory models the anti ferromagnetic component xaf such that.
x^a.**) __________*J2__________l*i2 (0-<7)a- i  ( w / « SJP) ( 6 . 2 )
Where xq is the static spin susceptibility at q =  Q -  (x /a .x /a ) which is the 
antiferromagnetic wave vector and is related to x<j by xq ■  XoiÉ^o) where £ is 
the antiferromagnetic correlation length (which is temperature dependent) and l/£0 
is the wave vector at which the anti ferromagnetic contribution starts to dominate 
the spin-spin correlation function. (Here it is assumed that the lattice spacing a 
and b are equal.) fu*»S p is a  characteristic energy describing the antiferromagnetic
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spin dynamics. From this, the real part of the static spin susceptibility at xo at 
a = 0  and u = 0  is given by,
Xo ■ (6.3)
For the n =  l,2  and 3 phases o f  Bi2Sr2Can.,Cun0 4+2ll antiferromagnetic 
fluctuations are observed for materials with sufficient doping if  Sr, Ca or Bi are 
replaced by La, Y or Pb respectively*61*. It is not known whether the small 
amount of Pb in the material under investigation here is sufficient to produce AF 
fluctuations*61 \  Comparison of 63Cu and 205T1 spin-lattice relaxation data suggest 
the existence of anti ferromagnetic correlations in the n - 2  and 3 phases o f
It seems likely that any anti ferromagnetic correlations that exist in the n =  1 
and 2 phases of the Bismuth and Thallium materials must be weak since 
temperature dependent normal state shifts are not observed for the n =  1 and 2 
phases. Does this MMP model explain the 170  Knight shift data observed for the 
Bi2Sr2Ca2Cu3O 10 and Tl2Ba2Ca2Cu3O 10 materials ?. The answer would appear 
to be no for three reasons. Firstly this model is a one component model with only 
one common static susceptibility that is seen by all nuclei. If this was the case 
then the two Cu-O plane resonances of the Bismuth sample would both show the 
same temperature dependence which they clearly do not. Secondly the 205T1 
resonance in the n = 3  phase of the thallium material is independent o f  temperature 
in the normal state. Thirdly the shifts observed for both the Lanthanum 
superconductor and oxygen deficient Yttrium superconductor vary quite smoothly
12S
whereas a more distinct drop is observed before the transition temperature for the 
Bi2Sr2Ca2Cu3O 10 and Tl2Ba2Ca2Cu3O,0 materials.
It is worth noting that although the 205T1 resonance does not follow the ,70  
it would be useful to know what happens at the copper sites. Experiments on 
YBa2Cu307  and La2-xSrxCu04 materials have shown that the suggestion that the 
holes preside mainly on the oxygen 2p orbitals is correct*16,36,63,64*. However it 
has been agreed*20,65* that hybridization strongly binds the O 2p holes to the 
nearest Cu2+ ion and makes no contribution to the spin susceptibility. The spin 
susceptibility at the oxygen site is therefore directly related to that of the copper 
site and should show the same dependence.
63,65Cu NMR and NQR also probes the susceptibility directly at the Cu-O 
plane site but because of its large quadrupole moment results in very broad lines. 
However some very useful work has been done using aligned powders and single 
crystals(1*,23,25,4l,66'69).
Using aligned platelets the Knight shift component o f the 63Cu NMR of 
Bi2Sr2CaCu208 has been seen to decrease by -  xh  of its room temperature value 
by Tc*69*. This is unlike the 170  dependence (independent o f temperature in 
normal state), however on annealing the sample only a  slight deviation above Tc 
was observed for the 63Cu resonance*69*. The anneal increases the carrier 
concentration (but interestingly decreases Tc). These effects are possibly explained 
by the formation of a  spin gap unrelated to the superconductivity*69*.
It is strange that the two distinct Cu-O planes o f the Bismuth material show 
different temperature dependencies but the ones of Thallium do not. One 
difference of the two structures is that there is a lot more buckling of the Cu-O
12<
planes in the Bismuth material whereas for the Thallium the copper and oxygens 
are sited on a geometric plane for each of the planes(70).
As yet there is no theory or model that would explain this strange 
temperature dependence. A simplistic explanation would suggest a mechanism 
where electrons are  removed from contributing to the spin susceptibility (paired 
up?) whilst still in the normal state. This mechanism could be described as a 2- 
dimensional superconductivity in the Cu-O planes which is observed only in the 
highest Tc HiTc materials and at a higher temperature than that for bulk 
superconductivity.
6.3 Spin-lattice relaxation.
It would appear from the results for the ,70  relaxation rates at the Cu-O 
planes in the normal state that the relaxation can be described by a single band of 
non-interacting electrons in the same way as elemental metals (i.e. Korringa like). 
There are two reasons for this, firstly the value obtained for K,2T jT  is very close 
to the theoretical value in the normal state for all temperatures measured, and the 
corresponding orbital shift is a  reasonable value (this will be discussed in the next 
section).
k , 2t ,t  can show large deviations from its theoretical value due to electron- 
electron and antiferromagnetic interactions*1,54’55,71'72*. Since in the other HiTc 
systems the Knight shift is not very temperature dependent it is hard to determine 
whether Kg2T ,T  or KgT[T  is constant with temperature. Even here the data both 
the n - 3  phases of the Bismuth and Thallium superconductors give reasonable fits 
assuming either a Kt2T ,T  or a KgT ,T  relationship, (apart from the value o f the 
orbital contribution obtained if a KgT ,T  is assumed). Interestingly enough the S9Y
127
and 170  relaxation rate in oxygen deficient YBa2Cu30 7^  was thought to be 
Korringa like (16,21,73' before the M MP theory. Table 6.1 lists the shift and 
relaxation data for a number of different HiTc systems. Generally the relaxation 
rates for the Cu-O plane oxygens is Korringa like for the highest T c oxides but the 
copper relaxation rates may be influenced by electron-electron interactions(39).
205T1 NMR shows no shift in the normal state. There are  some reports of 
a slight decrease o f position in superconducting state(48), but other reports mention 
no differences between the normal and superconducting states. It is thought that 
the shift is predominately due to the orbital contribution. Electron-electron or 
antiferromagnetic correlations have been suggested as reasons for the non-Korringa 
like behaviour of the 205T1 relaxation(47). However earlier investigations of 205T1 
in these systems suggested that the relaxation was Korringa like(S,).
The value of the orbital contribution is important since it is one of the 
factors that controls whether a fit is reasonable or not. For instance the 170  
relaxation data from oxygen depleted YBa2Cu3O7^ (20) is plotted in figure 6.3 
assuming a KS2T ,T  fit and in figure 6.4 assuming a KST,T fit. As can be seen 
both give reasonable fits but with peculiar orbital shifts of -270ppm and 420ppm 
respectively. Although both these values of Korb seem rather strange, data for the 
relaxation rate o f 89Y in oxygen depleted YBa2Cu30 7^ (16) can be plotted assuming 
a Kg2TjT relationship with a Korb value of 300ppm or assuming a KgTjT  
relationship a Korb value of 200ppm, both of these values are reasonable.
As was shown in chapter 2, the spin-lattice relaxation rate is governed by 
how the sum over q  space is performed (Equation 2.19). Antiferromagnetic 
correlations will control the form factors and how the summation is performed.
iaa
Figure 6.3. [T .'IT ,/i as a function o f shift for the ,70  NMR data for Y|Ba2Cu30 74 
(d-0.37.62Kr4».
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Differences in the spin lattice relaxation rates in the Y,Ba2Cu30 7^  and La2. 
xSr„Cu04 materials have been explained by the MMP theory*1,54,55). It has been 
shown that for 63Cu in oxygen deficient Y jB a ^ t^ O ^  the relaxation rate is 
enhanced by these antiferromagnetic correlations*543 (whereas for the fully 
oxygenated Y1Ba2Cu30 7^  the enhancement may be due to anti ferromagnetic 
correlations or electron-electron interactions*18,39,743).
Again the question arises, does the MMP theory explain the Korringa like 
behaviour of the two systems being studied here ?. The answer is possibly but not 
likely. The MMP model assumes a dynamical susceptibility in terms o f the static 
susceptibility of the form,
Where I \ p  q is the peak of the Lorenztian associated with the antiferromagnetic 
correlations and x(q) has a peak at q = Q AF=(x/a,T/a).
It is possible that if the antiferromagnetic correlations are short range they 
will not be seen at the oxygen sites (as pointed out in Chapter 2). Therefore the 
oxygen relaxation is dominated by spin fluctuations near to q = 0  and.
T for a  Fermi liquid is inversely proportional to the density of states (and therefore 
also l/x(0)) which leads to the  Korringa relationship if  there are no strong 
magnetic correlations. In Y,Ba2Cu30 7^  the length scale o f  the antiferromagnetic
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correlations increase with decreasing oxygen concentration. The above argument 
is used to explain the Korringa like behaviour o f the fully oxygenated 
Y1Ba2Cu30 7.a<2<),75) where any anti ferromagnetic correlations should not influence 
the 170  relaxation.
This argument is not convincing for the relaxation observed here. The 
antiferromagnetic correlations have to be strong enough to severely reduce the spin 
susceptibility in the normal state but weak enough not to interfere with the 
relaxation.
Despite this inconsistency with the lower T c materials it is not inconsistent 
with the results for the relaxation rates of the Cu-O plane oxygens in the higher 
Tc materials (the n= 2 phases o f Bi2Sr2Can.1Cun0 4+2n 311(1 ’n 2Ba2Can.1Cun0 4+2n 
and fully oxygenated Y 1Ba2Cu30 7.j) which all give values o f the Korringa constant 
(Kg2T,T) close to the theoretical value expected if  there is little electron-electron 
interaction at the oxygen sites(32,75). This again supports the idea that electrons 
are somehow removed from contributing to the spin susceptibility as the 
temperature decreases but in the normal state, leaving those that remain to 
contribute to the relaxation. These remaining electrons behave in a similar manner 
to s-electrons in a simple metal and are Korringa like. If this is true it would 
appear that the change in shift observed above Tc is somehow related to the 
superconductivity.
Although the shift and relaxation data im plies that the Korringa law is 
obeyed it does not rule out other behaviour, since the data cannot be uniquely 
fitted to just a Korringa like fit. Even in the MMP theory the energy T which is 
used to define the non-antiferromagnetic part of the spin dynamics is allowed to
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be temperature dependent to completely fit the data for the oxygen deficient 
Y1Ba2Cu3O7^<50) and so KST ,T  is not completely independent o f temperature.
For the Thallium sample no coherence peak was observed below Tc. This 
is in agreement with all other results of HiTc superconductors. A number of 
reasons have been proposed for this Hebel-Slichter enhancement not being seen. 
These include strong binding of the electron pairs, gap anisotropy o r  it is a 
consequence of the charge and spin separation*76'80*.
6 .4 . The Orbital Contribution.
As stated before the orbital shift is independent of temperature but cannot 
be found directly by extrapolation to zero because of the induced supercurrents 
causing a shift observed NMR frequency (demagnetization). Estimates for Korb 
of the  ,70  resonances of the C u-0 planes vary and are sample dependent*41*. 
From  measurements of the internal magnetic field in the Y1Ba2Cu30 7 using 89Y 
NM R as a probe a value of 100± lOOppm was suggested(4,\  whereas estimates 
based on the shifts of the CuOz precursor materials are around -100ppm(32,81). 
However a much higher value has been obtained for aligned Y,Ba2Cu3C>7 where 
it is possible to determine the axial contribution to the shift which is independent 
o f  demagnetisation as the diamagnetic currents will cancel. By extrapolating to 
T = 0 K  it is possible to estimate the isotropic value of Korb as 2 4 0 ±  110ppm(20). 
The values for Korb obtained assuming a K ,T,T fit are very much larger than this. 
In fact the observed shifts for the Cu-O planes in the Bismuth n « 3  and Thallium 
n * 3  phases drop to below the deduced values of Korb from assuming a  K,T,T 
relationship at ~90K  for the Bismuth material and at -  110K for the Thallium 
m aterial. These temperatures are higher than the temperatures at which the
13)
insulating plane n O resonances (at ~280ppm) o f the two samples start to move 
(which is at -  85K for Bismuth and -  100K for Thallium). This implies that the 
decrease in shift occurs at a higher temperature than when demagnetization affects 
become important. The values of Korb obtained assuming a Korringa relationship 
( ~  lOOppm) are more reasonable, again suggesting that the system is Korringa 
like.
However, it would seem very strange indeed if  these HiTc materials behave 
in a similar manner to the free electron like metals. All other superconducting 
materials, such as the alloy materials (e.g. Nb3Sn), the organic superconductors 
and BaBi03 cannot be described in the same manner as the simple metal 
superconductors.
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Material
(Tc)
Nuclei Temp, d e p  o r 
Indcp.
Norm al Shift.
T c seen 
by shift.
Relaxation ' 
Behaviour.
Lai.ssCaoisC“0 «-*
(22K)
63Cu NA NA NA
>7o Dep.1261 NO N K .A F26'
Lai7Sr0 ^Cu04^ 
(38K)
63Cu Dep.«5 *) NO N K lQ l-A F361
' 7o Dep.*261 NO NK.AF'201
Y B a iC u ^ j
(90K)
®*Y Indcp.«27) YES K«272v
>7o Indcp.«26-32» YES K«2*-3' 7«'
63Cu Indep.«34» ) YES N K IEE.A Fy11* "
YBa2C u30 7^
(62K)
®*Y Dep.«27) NO N IO V F44»
“ Cu Dep.«») NO N ieA F «» '
>7o Dep.«»419) NO NICAF*14-'9)
YBsjCu^o
(100K)
•*Y Dep.<*>> NO NK>F7<“ >
«Cu D ep .< » NO N K .iE E > F > ™
»7o NA NA NA
BijSrjCuO*
(-6K )
**01 NA NA NA
17o Indep.«26) YES K«2*»
Bi2Sr2CaC u2Og
(85K)
« C u Dep.«*4) NO NK«*4»
>7o Indep.«26-59) YES K«2*)
Bi2Sr2Ca2C u ,O n ,
(110K)
**Cu NA NA NA
>7o Dep.«A> NO K«a»
Tl2B a2C uO b
(80K)
» 5 n Indep.«4« 42) YES NK«4®42'
63Cu NA NA NA
*7o NA NA NA
TTjBajCaCujO,
(108K)
J°5t , Indep.«4»-42) YES NK<4»-42»
63Cu NA NA NKIO)l«>
'7o Indep.«2*» YES K«26'
TI2B a2C a2Cu^Oi(i
(123K)
20JTI Indep.*42-45 YES K«424*
63Cu NA NA NK(Q),4 :’
>’o Dep.«8 ) NO K«8»
Table 6.1 Summary of NMR shift and relaxation  data for a  number of HiTc 
materials.
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Notes for table 6.1.
K: Normal Korringa like relaxation.
NK: Not Korringa like relaxation.
EE: Relaxation enhanced by electron-electron interaction. 
AF: Relaxation affected by antiferromagnetic correlations. 
(Q): Zero field (N uclear Quadrupole) data.
(A) : See C hapter 4.
(B) : See C hapter 5.
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7.1. Conclusions.
There appears to be no ambiguity in the site assignment for Bi2Sr2C u06, 
Bi2Sr2Ca2Cu3O10 and Tl2Ba2Ca2Cu3O10, with the resonances associated with the 
Cu-O planes of the materials all being found in the 1000-2000ppm region common 
to all the copper oxide superconductors.
The position of the l70  NMR resonance associated with the Cu-O planes 
o f Bi2Sr2Cu06 (at -  1300ppm) show no temperature dependence between 300K 
and 5K but the resonance does broaden with decreasing temperature. The 
mechanism for this is unknown.
For Bi2Sr2Ca2Cu3O 10 the resonances associated with the two distinct Cu-O 
planes of the unit cell are easily resolved from each other and have isotropic shifts 
o f — 1590ppm and — 1285ppm for the outer and inner Cu-O planes at room 
temperature. Because o f the axial shift the peak position o f the outer Cu-O plane 
is at -  1950ppm at room temperature. For both Bi2Sr2C u06 and 
Bi2Sr2Ca2Cu3O I0 the line a t -  275ppm is associated with the Sr-O plane. The 170  
resonance of the Bi-O plane is not observed due to incommensurate modulation of 
the Bi-O distance.
For Tl2Ba2Ca2Cu3O 10, which is structurally similar to Bi2Sr2Ca2Cu3O l0 
the resonances associated with the two Cu-O planes are not easily resolved and 
both have shifts o f -  MOOppm. This difference between the two materials is 
probably due to the Cu-O planes o f the Thallium material being a considerably less 
buckled than for the Bismuth material. This also explains the smaller axial
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contribution to the shift and the smaller electric field gradient for the outer Cu-O 
plane of the Thallium sample compared with that for the Bismuth sample. Both 
the resonances associated with Tl-O and Ba-O planes are seen in the region 
expected (~280ppm ).
The resonances for the Cu-O planes o f both Bi2Sr2Ca2Cu3O,0 and 
Tl2Ba2Ca2Cu3O10 show large temperature dependencies in the normal state, this 
is unlike conventional superconductors or the other higher T c HiTc materials. This 
temperature dependence could possibly be explained by antiferromagnetic 
correlations in a similar manner to that used to explain the temperature dependent 
normal state behaviour of the lower Tc HiTc materials. However, this temperature 
dependence could also be explained by a 2-dimensional superconductivity in the 
Cu-O planes. In this mechanism pairing occurs in the Cu-O planes at a higher 
temperature than that of bulk superconductivity which is seen as a decrease in the 
spin-component o f  the Knight shift.
The resonances of the two planes of B i jS r jC a ^ ^ O ^  show different 
normal state temperature dependencies and cannot be described by a one 
component spin susceptibility model. However, the resonances of the two Cu-O 
planes of Tl2Ba2Ca2Cu3O10 show the same temperature dependence as if they are 
coupled in some way and could therefore be described by a one component spin- 
susceptibility model.
The 170  spin-lattice relaxation of the Cu-O planes o f Bi2Sr2Ca2Cu3O,0 and 
^2® a2 '^a2^u3®10 appear to be Korringa like in the normal state despite the 
temperature dependent normal state shifts. The value o f Kg2T,T is very close to 
the theoretical value for s-type metals with no electron-electron or
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antiferromagnetic interaction. The values obtained for the temperature independent 
orbital shift are -  lOOppm assuming a Korringa like relaxation. This value 
appears to be reasonable when compared to the value obtained for other systems.
If weak antiferromagnetic correlations are the cause of the normal state 
temperature dependence of the shift, they will not influence the l70  relaxation 
because of the position of the oxygen sites in the unit cell. However, it seems 
very unlikely that the antiferromagnetic correlations are large enough to severely 
reduce the spin-component of the Knight shift but not affect the relaxation whilst 
in the normal state. This Korringa like behaviour is in agreement with the n O 
spin-lattice relaxation of the other higher Tc HiTc materials which do not show 
temperature dependent shifts in the normal state. The relaxation for 
Bi2Sr2Ca2Cu3O10 and Tl2Ba2Ca2Cu3O10 is also suggestive of the pairing of 
electrons above Tc in the Cu-O planes which then make no contribution to the 
spin-susceptibility or the relaxation leaving the unpaired electrons unaffected.
7.2. Further Work.
Despite the large number o f  NM R groups working on HiTe materials there 
are still a number o f materials that have not been investigated by 170  NMR o r  the 
investigation is incomplete. It would certainly be interesting to study the n = 4  
phase of T l^ C a , , . iC u n0 4+2n or all five phases o f TlBa2Can.1Cun0 4+2n ( n -1  
to 5) if they really are single phase.
The problem of broad lines associated with 63Cu NMR for randomly 
orientated powdered samples would be removed if the materials could be aligned
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o r single crystals o f sufficient size grown. It would certainly then be worth 
performing 63Cu variable temperature shift and spin-lattice relaxation 
measurements on Bi2Sr2Ca2Cu3O10 and n 2Ba2Ca2Cu3O 10 and comparing this to 
the ,70  data.
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