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a b s t r a c t
Based on the generalized CP-function proposed by Hu et al. [S.L. Hu, Z.H. Huang, J.S. Chen,
Properties of a family of generalized NCP-functions and a derivative free algorithm for
complementarity problems, J. Comput. Appl. Math. 230 (2009) 69–82], we introduce a
smoothing function which is a generalization of several popular smoothing functions. By
which we propose a non-interior continuation algorithm for solving the complementarity
problem. The proposed algorithm only needs to solve at most one system of linear
equations at each iteration. In particular,we show that the algorithm is globally linearly and
locally quadratically convergent under suitable assumptions. The preliminary numerical
results demonstrate that the algorithm is effective.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The complementarity problem (CP) is to find a vector x ∈ ℜn such that
x ≥ 0, s = f (x) ≥ 0, xT f (x) = 0 (1.1)
where f : ℜn → ℜn is a continuously differentiable function with f := (f1, f2, . . . , fn)T . The CP has various applications in
operation research, economics, and engineering (see, for example, [1–3]), and hence, it has been extensively studied in the
literature.
Various methods for solving the CP have been proposed in the literature, including non-interior continuation algorithms
[4–12], semi-smoothing Newton algorithms [13–16], smoothing Newton algorithms [17–20,28], and merit function
methods [21–25]. Among them, the non-interior continuation algorithm is one of the most effective methods for solving
the CP. Roughly speaking, the CP can be reformulated as a system of parameterized smoothing equations, and hence, one
may solve approximately the parameterized smoothing equations by using some Newton-type method at each iteration
and make the smoothing parameter tend to zero as the iteration is going on so that a solution of the original problem can
be found. In this kind of method, the starting point and the intermediate iteration points are not required to stay in the
positive orthant, which is an outstanding difference of this kind of method from interior point methods. Thus, one can call
it the non-interior continuation algorithm. Generally, a non-interior continuation algorithm needs to solve two systems
of linear equations and to perform two or three line searches at each iteration in order to ensure the global linear and
local quadratic convergence (see, for example, [5–8,10,12]). Huang [11] proposed a non-interior continuation algorithm for
solving the linear complementarity problem, which is conceptually simpler thanmost non-interior continuation algorithms
in the sense that the proposed algorithm only needs to solve at most one linear system of equations at each iteration.
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It is well-known that the smoothing function plays an important role in non-interior continuation algorithms. In this
paper, we introduce the following function:
φθp,µ(a, b) = a+ b− p

θ(|a|p + |b|p)+ (1− θ)|a− b|p + µp, ∀(a, b) ∈ ℜ2, µ > 0, (1.2)
where θ ∈ [0, 1] and p ∈ (1,∞) are two given parameters. The function φθp,0(·, ·)with θ ∈ (0, 1]was introduced in [24];
and it was proved to be a CP function, i.e., φθp,0(a, b) = 0 if and only if a ≥ 0, b ≥ 0, ab = 0. We will show in the next
section that the function φθp,µ(·, ·) is a smoothing function. It is easy to see that φθp,µ(·, ·) reduces to the CHKS smoothing
function when p = 2 and θ = 0; and φθp,µ(·, ·) reduces to the Fischer–Burmeister smoothing function when p = 2 and
θ = 1; and φθp,µ(·, ·) reduces to the smoothing function used in [28] when θ = 1. Thus, the function φθp,µ(·, ·) contains
many popular smoothing functions as special cases.
In this paper, based on the smoothing function φθp,µ(·, ·) defined by (1.2), we propose a non-interior continuation
algorithm for solving the CP (1.1). The proposed algorithm is a modified version of Huang’s algorithm proposed in [11].
However, there exist at least three differences between this paper and [11]. First, the proposed algorithm is simpler than
the one in [11]. Second, the smoothing function used in this paper ismore general than the one in [11]. Third, we consider the
general complementarity problem, not the linear complementarity problem considered in [11]. Under suitable assumptions,
we show that the proposed algorithm is globally linearly and locally quadratically convergent.
The rest of this paper is organized as follows. In Section 2, we show the continuous differentiability of the function
φθp,µ(·, ·) and some basic results. In Section 3, we propose a non-interior continuous algorithm and show its global
convergence. In Section 4, we show the global linear and local quadratic convergence of the algorithm. The preliminary
numerical results are reported in Section 5, and some remarks are given in Section 6.
Throughout this paper, we use the following notation. We denote the iteration index set by K , i.e. K := {1, 2, . . .}.
Denote I = {1, 2, . . . , n}. Suppose thatℜn denotes the space of n-dimensional real column vectors,ℜn+ (respectively,ℜn++)
denotes the non-negative (respectively, positive) orthant inℜn, the superscript T denotes transpose, and sgn(·) denotes sign
function. For any two vectors x ∈ ℜl and s ∈ ℜr , where l and r are any two positive integers, we write (xT , sT )T as (x, s) for
simplicity. We denote by ‖x‖ the 2-norm of the vector x. For any A ∈ ℜn×m, ‖A‖ denotes the Frobenius norm of the matrix
A. If {αk} and {βk} are two sequences in ℜ with αk, βk > 0 for all k ∈ K , αk = O(βk)means that lim supk−→∞ αk/βk <∞,
and limk−→∞ αk/βk = 0, then αk = o(βk). For any x, s ∈ ℜn, we always use the following notation unless stated otherwise:
z := (x, s), zk := (xk, sk), ∀k ∈ K, zki := (xki , ski ), ∀k ∈ K, i ∈ I.
2. Preliminaries
For any fixed θ ∈ [0, 1], p ∈ (1,+∞), and µ > 0, we denote
h1(a, b) := θ |a|p−1sgn(a)+ (1− θ)|a− b|p−1sgn(a− b), ∀(a, b) ∈ ℜ2,
h2(a, b) := θ |b|p−1sgn(b)− (1− θ)|a− b|p−1sgn(a− b), ∀(a, b) ∈ ℜ2,
hθp,µ(a, b) := p

θ(|a|p + |b|p)+ (1− θ)|a− b|p + µp, ∀(a, b) ∈ ℜ2.
Lemma 2.1. For any given θ ∈ [0, 1], p ∈ (1,+∞), and µ > 0, the function φθp,µ(·, ·) is continuously differentiable.
Proof. Since θ ∈ [0, 1] and µ > 0, it follows that hθp,µ(a, b) > 0 for all (a, b) ∈ ℜ2. Thus, by a direct calculation, we get
(φθp,µ)
′
a = 1−
1
p
(θ(|a|p + |b|p)+ (1− θ)|a− b|p + µp) 1p−1 · (θp|a|p−1sgn(a)+ (1− θ)p|a− b|p−1sgn(a− b))
= 1− hθp,µ(a, b)1−p · h1(a, b),
(φθp,µ)
′
b = 1−
1
p
(θ(|a|p + |b|p)+ (1− θ)|a− b|p + µp) 1p−1 · (θp|b|p−1sgn(b)− (1− θ)p|a− b|p−1sgn(a− b))
= 1− hθp,µ(a, b)1−p · h2(a, b).
These imply that the desired result holds. 
For any z = (x, s) ∈ ℜn × ℜn and any given θ ∈ [0, 1], p ∈ (1,+∞), and µ > 0, we construct a function
Hθp,µ : ℜ2n → ℜ2n by
Hθp,µ(z) :=

s− f (x)
Φθp,µ(z)

(2.1)
with
Φθp,µ(z) :=
φθp,µ(x1, s1)...
φθp,µ(xn, sn)
 . (2.2)
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Lemma 2.2. (i) For any fixed θ ∈ [0, 1], p ∈ (1,+∞), and (a, b) ∈ ℜ2, the function φθp,µ(a, b) is continuously differentiable,
strictly decreasing and concave with respect to µ > 0. Moreover, we have |φθp,µ2(a, b)− φθp,µ1(a, b)| ≤ µ2 − µ1 for any
µ1, µ2 ∈ ℜ with 0 < µ1 ≤ µ2.
(ii) For any fixed θ ∈ [0, 1], p ∈ (1,+∞), and (x, s) ∈ ℜ2n, the function Φθp,µ(x, s) is Lipschitz continuous with respect to
µ > 0, and the Lipschitz constant is
√
n, i.e., ‖Φθp,µ2(a, b)−Φθp,µ1(a, b)‖ ≤
√
n|µ2−µ1| holds for anyµ1, µ2 ∈ ℜwith
µ1, µ2 > 0,
Proof. First, we consider (i). For any µ > 0, an elementary calculation yields that
∂φθp,µ(a, b)
∂µ
= −µ
p−1
p
√
θ(|a|p + |b|p)+ (1− θ)|a− b|p + µpp−1 < 0,
∂2φθp,µ(a, b)
∂µ2
= −(p− 1)µ
p−2
p
√
θ(|a|p + |b|p)+ (1− θ)|a− b|p + µpp−1

1− µ
p
θ(|a|p + |b|p)+ (1− θ)|a− b|p + µp

≤ 0.
Thus, for any fixed θ ∈ [0, 1], p ∈ (1,+∞), and (a, b) ∈ ℜ2, the function φθp,µ(a, b) is continuously differentiable, strictly
decreasing and concave with respect to µ > 0. By the Mean Value Theorem, for any µ1, µ2 ∈ ℜ with 0 < µ1 ≤ µ2, there
exists some µˆ ∈ (µ1, µ2) such that
φθp,µ2(a, b)− φθp,µ1(a, b) =
∂φθp,µˆ(a, b)
∂µ
(µ2 − µ1).
It is easy to see that for µ > 0,
−1 ≤ ∂φθp,µ(a, b)
∂µ
= −µ
p−1
p
√
θ(|a|p + |b|p)+ (1− θ)|a− b|p + µpp−1 < 0.
Therefore, we obtain that the result of (i) holds.
Second, we consider (ii). From the definition ofΦθp,µ(x, s) and the result in (i), we can easily obtain that the result of (ii)
holds. 
Recall that themapping f is called a P0-function, if for every x, y ∈ ℜn with x ≠ y, there is an index i ∈ I such that xi ≠ yi
and (xi − yi)(fi(x)− fi(y)) ≥ 0.
Lemma 2.3. Suppose that f is a continuously differentiable P0-function. Given θ ∈ [0, 1], p ∈ (1,∞), µ > 0, and let Hθp,µ be
defined by (2.1). Then
(i) Hθp,µ is continuously differentiable for all z := (x, s) ∈ ℜn×ℜn. Let H ′θp,µ(z) denote the Jacobian matrix of Hθp,µ at z. Then
H ′θp,µ(z) :=
[ −f ′(x) I
Dθp,µ(z) Eθp,µ(z)
]
,
where I denotes the n × n identity matrix, Dθp,µ(z) is an n × n diagonal matrix with the ith diagonal element being
1− h1(xi,si)
hθp,µ(xi,si)p−1
for any i ∈ I, and Eθp,µ(z) is an n× n diagonal matrix with the ith diagonal element being 1− h2(xi,si)hθp,µ(xi,si)p−1
for any i ∈ I.
(ii) H ′θp,µ(z) is nonsingular for any z := (x, s) ∈ ℜn ×ℜn.
Proof. The result of (i) is obvious by Lemma 2.1, and hence, we only need to show the result of (ii). For any i ∈ I, we haveθ |xi|p−1sgn(xi)+ (1− θ)|xi − si|p−1sgn(xi − si)hθp,µ(xi, si)p−1
 =
θ |xi|p−1sgn(xi)+ (1− θ)|xi − si|p−1sgn(xi − si)
hθp,µ(xi, si)p−1
≤ θ |xi|
p−1 + (1− θ)|xi − si|p−1
hθp,µ(xi, si)p−1
< 1,
where the last inequality follows from a similar proof given in [24, Proposition 2.5]. Thus, for anyµ > 0, the matrix Dθp,µ(z)
is a positive diagonal matrix for any z = (x, s) ∈ ℜn×ℜn. Similarly, for anyµ > 0, the matrix Eθp,µ(z) is a positive diagonal
matrix for any z = (x, s) ∈ ℜn ×ℜn. So, from [26, Lemma 4.1], we can obtain the desired result in (ii). 
Since φθp,0(·, ·) is a CP function, by (2.1) and (2.2) it is easy to see that Hθp,0(z) = 0 if and only if (x, s) solves the CP (1.1).
Thus, we may apply a Newton-type method to solve Hθp,µ(z) = 0 with µ > 0 and make µ ↓ 0 so that a solution to the CP
could be found.
3. Algorithm and global convergence
In this section, we propose a non-interior continuation algorithm for solving the CP (1.1) and show the algorithm is
globally convergent.
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Algorithm 3.1 (A Non-Interior Continuation Algorithm).
Step 0 Choose δ, σ , γ ∈ (0, 1), µ0 > 0. Set z0 := (x0, s0). Choose β such that β ≥ √n and ‖Hθp,µ0(z0)‖ ≤ βµ0. Set k := 0.
Step 1 If ‖Hθp,0(zk)‖ = 0, stop; otherwise, go to Step 2.
Step 2 If ‖Hθp,µk(zk)‖ = 0, then set zk+1 := zk and αk := 1, go to Step 4; otherwise, let∆zk := (∆xk,∆sk) ∈ ℜ2n solve the
equation
H ′θp,µk(z
k)∆zk = −Hθp,µk(zk). (3.1)
Step 3 Let αk be the maximum of the values 1, δ, δ2, . . . such that
‖Hθp,µk(zk + αk∆zk)‖ ≤ (1− σαk)βµk. (3.2)
Set zk+1 := zk + αk∆zk. If ‖Hθp,0(zk)‖ = 0, stop; otherwise, go to Step 4.
Step 4 Set
µˆk :=

1− 1
2
σαk

µk. (3.3)
Let ηk be the minimum of the values 1, γ , γ 2, . . . such that
‖Hθp,ηkµˆk(zk+1)‖ ≤ βηkµˆk. (3.4)
Set µk+1 := ηkµˆk and k := k+ 1; go to Step 2.
Remark 3.1. Algorithm 3.1 is a modified version of Huang’s algorithm in [11]. It is simpler than Huang’s algorithm. It is easy
to see that if Hθp,µk(z
k) = 0 for any k ∈ K , then Algorithm 3.1 does not solve the Newton equation (3.1) and does not
perform the line search (3.2) in the (k + 1)th iteration. Thus, Algorithm 3.1 only needs to solve at most a linear system of
equations at each iteration. It is also easy to see that Algorithm 3.1 can be easily started. For example, we may choose any
(µ0, x0, s0) ∈ ℜ++ ×ℜn ×ℜn as the starting point of Algorithm 3.1 and set β := max{√n, ‖Hθp,µ0(z0)‖/µ0}.
Define two index sets by
K1 := {k ∈ K : Hθp,µk(zk) = 0} and K2 := {k ∈ K : Hθp,µk(zk) ≠ 0}. (3.5)
ThenK1

K2 = K andK1K2 = ∅. Thus, either k ∈ K1 or k ∈ K2 for any k ∈ K .
Lemma 3.1. Suppose that f is a continuously differentiable P0-function. Given θ ∈ [0, 1] and p ∈ (1,∞). Then the following
results hold.
(i) The sequence {µk} is monotonically decreasing and µk > 0, for all k ∈ K;
(ii) Algorithm 3.1 is well-defined;
(iii) ‖Hθp,µk(zk)‖ ≤ βµk, for all k ∈ K .
Proof. Since the results of (i) and (iii) can be easily proved, we omit their proofs. Now, we give the proof of the result in (ii),
which is divided into the following three parts.
Part 1. By the above (i) and Lemma 2.3 we get that Step 2 is well defined.
Part 2. We show that Step 3 is well-defined. We only need to consider the case of Hθp,µk(z
k) ≠ 0. For any α ∈ (0, 1], we
let
Rk(α) := Hθp,µk(zk + α∆zk)− Hθp,µk(zk)− αH ′θp,µk(zk)∆zk, (3.6)
which, together with (3.1), implies that
‖Hθp,µk(zk + α∆zk)‖ ≤ (1− α)‖Hθp,µk(zk)‖ + ‖Rk(α)‖. (3.7)
Since µk > 0, it follows by Lemma 2.3(i) that Hθp,µk(·) is continuously differentiable at zk. Thus, ‖Rk(α)‖ = o(α) by (3.6).
This and (3.7) imply that there exists an α¯ ∈ (0, 1] such that ‖Hθp,µk(zk+α∆zk)‖ ≤ (1−σα)‖Hθp,µk(zk)‖ for anyα ∈ (0, α¯].
Thus, Step 3 is well-defined.
Part 3. We show that Step 4 is well-defined. If Hθp,µk(z
k) ≠ 0, then
‖Hθp,µˆk(zk+1)‖ ≤ ‖Hθp,µˆk(zk+1)− Hθp,µk(zk+1)‖ + ‖Hθp,µk(zk+1)‖
≤ √n|µk − µˆk| + (1− σαk)βµk
≤ 1
2
βσαkµk + (1− σαk)βµk
=

1− 1
2
σαk

βµk
= βµˆk. (3.8)
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If Hθp,µk(z
k) = 0, then ‖Hθp,µˆk(zk+1)‖ = ‖Hθp,µˆk(zk+1) − Hθp,µk(zk+1)‖, and hence, we can also obtain that (3.8) holds by
noting that (1−σαk)βµk ≥ 0. Thus it follows from (3.8) that there exists an ηk ∈ (0, 1] such that ‖Hθp,ηkµˆk(zk+1)‖ ≤ βηkµˆk.
By combining Part1 with Part 2 and Part 3, we obtain the result in (ii). 
Denote the so-called neighborhood by N(β, µ) := {z ∈ ℜn × ℜn : ‖Hθp,µ(z)‖ ≤ βµ}, where µ > 0 and β is given in
Algorithm3.1. Then the slice of theneighborhoodwithµ ∈ (0, µ0] is givenbyN(β, (0, µ0)) := {z ∈ N(β, µ) : µ ∈ (0, µ0)}.
Throughout this paper, we use the following assumption.
Assumption 3.1. The slice of the neighborhood, N(β, (0, µ0)), is bounded.
Such an assumption is fundamental in non-interior continuation algorithms. It follows from Lemma 3.1(iii) that
Assumption 3.1 implies boundedness of the sequence generated by Algorithm 3.1.
Now, we discuss the global convergence of Algorithm 3.1.
Theorem 3.1. Suppose that f is a continuously differentiable P0-function and Assumption 3.1 is satisfied. Given θ ∈ [0, 1] and
p ∈ (1,∞). Then
(i) Algorithm 3.1 generates an infinite iteration sequence {(µk, zk)} with limk→∞ µk = 0.
(ii) Every accumulation point (µ∗, z∗) of the sequence {(µk, zk)} satisfies that µ∗ = 0 and z∗ is a solution of the CP.
Proof. (i) It is obvious that Algorithm 3.1 will generate an infinite iteration sequence {(µk, zk)}. Since Assumption 3.1 holds,
the sequence {(µk, zk)} is bounded, and hence, we may assume that (µ∗, z∗) ∈ ℜ × ℜn × ℜn is an arbitrary accumulation
point of {(µk, zk)}. Thus, there exists an infinite index set Ω such that limΩ∋k→∞(µk, zk) = (µ∗, z∗). Since µk ≥ 0 for all
k ∈ K , we have µ∗ ≥ 0. We will show µ∗ = 0. In the following, we assume µ∗ > 0 and derive a contradiction. If there
exists an infinite subset Ω¯ = {ki} ⊆ Ω such that Hθp,µki (zki) = 0 for all ki ∈ Ω¯ , then it follows from Algorithm 3.1 that
αki ≡ 1 for all ki ∈ Ω¯ and µki+1 ≤ µki+1 = ηki µˆki ≤ (1 − σ2 )µki . Let ki → ∞, we have that 0 < µ∗ ≤ (1 − σ2 )µ∗, which
is a contradiction. So, without loss of generality, we assume that Hθp,µk(z
k) ≠ 0 for all k ∈ Ω . Let α¯k := αk/δ; then Step 3
implies that ‖Hθp,µk(zk + α¯k△zk)‖ > (1− σ α¯k)βµk. In addition, by (3.6) we have
‖Hθp,µk(zk + α¯k△zk)‖ ≤ ‖Hθp,µk(zk)+ α¯kH ′θp,µk(zk)△zk‖ + ‖Rk(α¯k)‖
≤ (1− α¯k)βµk + o(α¯k).
Thus, (σ−1)βµk+ o(α¯k)α¯k > 0. Furthermore, since it follows from (3.3) thatαk → 0 (k →∞), we obtain that (σ−1)βµ∗ ≥ 0.
This contradicts σ < 1 and µ∗ > 0. Therefore, µ∗ = 0.
(ii) By the above (i) we have µ∗ = 0. This, together with the result in Lemma 3.1(iii), implies that Hθp,µ∗(z∗) = 0, which
leads to the desired result in (ii). 
4. The rate of convergence of Algorithm 3.1
The followingproperties of the smoothing function given by (1.2)will be used in the proof of the global linear convergence
result of Algorithm 3.1.
Lemma 4.1. Given θ ∈ [0, 1], p ∈ [2,∞), µ > 0. Suppose that the function φθp,µ(·) is defined by (1.2). For any α ∈ (0, 1) and
c := (a, b), cˆ := (aˆ, bˆ) ∈ ℜ2, we have the following results.
(i) θ |a|
p−2+(1−θ)|a−b|p−2
hp−2θp,µ
≤ 2.
(ii) ‖φ′′θp,µ(c)‖ ≤ 6(p−1)µ .
(iii) |φθp,µ(c + α(cˆ − c))− φθp,µ(c)− αφ′θp,µ(c)(cˆ − c)| ≤ 3α
2(p−1)
µ
‖cˆ − c‖2.
Proof. (i) If θ = 0 or 1, the result of (i) is obvious; and if θ ∈ (0, 1), then
θ |a|p−2 + (1− θ)|a− b|p−2
hp−2θp,µ
≤ θ |a|
p−2
hp−2θp,µ
+ (1− θ)|a− b|
p−2
hp−2θp,µ
≤ θ
θ
p−2
p
+ 1− θ
(1− θ) p−2p
= θ 2p + (1− θ) 2p ≤ 2.
Thus, the result of (i) holds.
(ii) From the definition of φθp,µ(a, b), it follows that
φ′θp,µ(c) =

1− h1(a, b)h1−pθp,µ
1− h2(a, b)h1−pθp,µ

. (4.1)
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Let φ′′θp,µ(c) := (aij)2×2. Then, we have
a11 := − (p− 1)(θ |a|
p−2 + (1− θ)|a− b|p−2)
hp−1θp,µ
+ (p− 1)h1(a, b)
2
h2p−1θp,µ
,
a12 := (p− 1)(1− θ)|a− b|
p−2
hp−1θp,µ
+ (p− 1)h1(a, b)h2(a, b)
h2p−1θp,µ
,
a22 := − (p− 1)(θ |a|
p−2 + (1− θ)|a− b|p−2)
hp−1θp,µ
+ (p− 1)h2(a, b)
2
h2p−1θp,µ
,
a21 := a12.
Hence, by using the above (i), we further obtain that
|a11| ≤ p− 1hθp,µ ·
θ |a|p−2 + (1− θ)|a− b|p−2hp−2θp,µ
+ p− 1hθp,µ ·

h1(a, b)
hp−1θp,µ
2
≤ 2(p− 1)
µ
+ p− 1
µ
= 3(p− 1)
µ
,
|a12| ≤ p− 1hθp,µ ·
(1− θ)|a− b|p−2
hp−2θp,µ
+ p− 1
hθp,µ
·
h1(a, b)hp−1θp,µ
 ·
h2(a, b)hp−1θp,µ

≤ p− 1
hθp,µ
· θ |a|
p−2 + (1− θ)|a− b|p−2
hp−2θp,µ
+ p− 1
hθp,µ
·
h1(a, b)hp−1θp,µ
 ·
h2(a, b)hp−1θp,µ

≤ 2(p− 1)
µ
+ p− 1
µ
= 3(p− 1)
µ
,
|a22| ≤ p− 1hθp,µ ·
θ |a|p−2 + (1− θ)|a− b|p−2hp−2θp,µ
+ p− 1hθp,µ ·

h2(a, b)
hp−1θp,µ
2
≤ 2(p− 1)
µ
+ p− 1
µ
= 3(p− 1)
µ
.
Furthermore, from the definition of the Frobenius norm, it follows that
‖φ′′θp,µ(c)‖ ≤ ‖φ′′θp,µ(c)‖F =
 −
1≤i,j≤2
a2ij ≤
6(p− 1)
µ
,
which completes the proof of (ii).
(iii) For any α ∈ [0, 1), we have
|φθp,µ(c + α(cˆ − c))− φθp,µ(c)− αφ′θp,µ(c)(cˆ − c)| =
α ∫ 1
0
[φ′θp,µ(c + αt(cˆ − c))+ φ′θp,µ(c)](cˆ − c)dt

=
α2 ∫ 1
0
t
∫ 1
0
(cˆ − c)Tφ′′θp,µ(c + αts(cˆ − c))(cˆ − c)dsdt

≤ α2
∫ 1
0
t
∫ 1
0
‖φ′′θp,µ(c + αts(cˆ − c))‖dsdt
 ‖(cˆ − c)‖2
≤ 3α
2(p− 1)
µ
‖cˆ − c‖2,
which completes the proof of (iii). 
In addition, the global linear convergence of Algorithm 3.1 needs the following assumption, which was proposed by
Huang [11]. Such an assumption is weaker than those used in the analysis on the global linear convergence of most non-
interior continuation algorithms (see Section 4 in [11] for some details).
Assumption 4.1. Let {µk}k∈K and {△zk}k∈K2 be generated by Algorithm 3.1, whereK2 is defined by (3.5), then there exists
a scalar C > 0 such that ‖△zk‖ ≤ Cµk, ∀k ∈ K2.
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Now we give the global linear convergence of Algorithm 3.1 as follows.
Theorem 4.1. Given θ ∈ [0, 1] and p ∈ [2,∞). Suppose that f is a continuously differentiable P0-function and the sequence
{(µk, zk)} is generated by Algorithm 3.1. If Assumptions 3.1 and 4.1 hold, then there exists a scalar C ∈ (0, 1) such that
µk+1 ≤ Cµk holds for any k ∈ K .
Proof. Since either k ∈ K1 or k ∈ K2, we divide the proof into two parts.
Part 1. Suppose that k ∈ K1. Then it follows from Algorithm 3.1 that (3.3) holds with αk ≡ 1. Thus,µk+1 = ηkµˆk ≤ µˆk =
(1− σ/2)µk, i.e., µk+1 ≤ C1µk with C1 := 1− σ/2.
Part 2. Suppose that k ∈ K2. In this case, we first prove that there exists a scalar αˆ∗ ∈ (0, 1) such that ‖Hθp,µk(zk +
α△zk)‖ ≤ [1− σ αˆ∗]βµk. By Lemma 4.1(iii) we have
‖Φθp,µk(zk + α△zk)− Φθp,µk(zk)− αΦ ′θ,µk(zk)△zk‖ =
 n−
i=1
[φθp,µ(zki + α∆zki )− φθp,µ(zki )− αφ′θp,µ(zki )∆zki ]2
≤
 n−
i=1
[
3α2(p− 1)
µk
‖∆zki ‖2
]2
= 3
√
nα2(p− 1)
µk
‖∆zk‖2
≤ 3√nα2(p− 1)C2µk. (by Assumption 4.1) (4.2)
Take α¯ := min{ β(1−σ)
6
√
n(p−1)C2 , 1}. Then for any α ∈ (0, α¯),
‖Φθp,µk(zk + α△zk)− Φθp,µk(zk)− αΦ ′θp,µk(zk)△zk‖ ≤
1− σ
2
βαµk. (4.3)
In addition, by using the Mean Value Theorem we have
f (xk + α△xk)− f (xk)− αf ′(xk)△xk = α
∫ 1
0
[f ′(xk + αt△xk)− f ′(xk)]△xkdt.
Take ε := min{ (1−σ)β2C , 1}. Since f ′(·) is continuous onℜn×n, there exists an αˆ ∈ (0, 1) such that ‖f ′(xk+αt△xk)−f ′(xk)‖ ≤ ε
for any α ∈ (0, αˆ) and any t ∈ [0, 1]. Thus,
‖f (xk + α△xk)− f (xk)− αf ′(xk)△xk‖ ≤ αε‖△xk‖ ≤ αεCµk ≤ 1− σ2 βαµk. (4.4)
Take α˜ := min{α¯, αˆ}. Then from (3.6), (4.3) and (4.4), it follows that for any α ∈ (0, α˜),
‖Rk(α)‖ ≤ ‖f (xk + α△xk)− f (xk)− αf ′(xk)△xk‖ + ‖Φθp,µk(zk + α△zk)− Φθp,µk(zk)− αΦ ′θp,µk(zk)△zk‖
≤ (1− σ)βαµk. (4.5)
Thus, by (3.7) and (4.5) we further obtain that
‖Hθp,µk(zk + α△zk)‖ − (1− σα)βµk ≤ (1− α)βµk + (1− σ)βαµk − (1− σα)βµk
= (1− σα)βµk − (1− σα)βµk
= 0.
Assume that l is the smallest nonnegative number such that δl ≤ α˜. Then αk ≥ δl by the line search (3.2). Take αˆ∗ := δl,
then
‖Hθp,µk(zk + α△zk)‖ ≤ (1− σαk)βµk ≤ (1− σ αˆ∗)βµk.
Furthermore, by µk+1 = ηkµˆk and (3.3), we have µk+1 ≤ (1− σ2 αˆ∗)µk. Therefore, µk+1 ≤ C2µk with C2 := 1− σ2 αˆ∗.
By combining Part 1 with Part 2, we obtain the desired result. 
Suppose that (µ∗, z∗) is an accumulation point of the sequence {(µk, zk)} generated by Algorithm 3.1, where z∗ :=
(x∗, s∗). Then, from Theorem 3.1 we know that µ∗ = 0 and z∗ is a solution of the CP. In order to discuss the local quadratic
convergence of Algorithm 3.1, we use the following assumption.
Assumption 4.2. At least one of the following two results is satisfied. (i) Let z∗ be a strictly complementary solution of the
CP (i.e., x∗ + s∗ > 0) which is obtained by Algorithm 3.1. Then the whole iteration sequence {zk} converges to z∗. (ii) Every
accumulation point of the iteration sequence {zk} is a strictly complementary solution of the CP.
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Table 1
The numerical results of Algorithm 3.1.
RES(10−10), GAP(10−10)
Problem θ p = 1.5 p = 2 p = 2.5
RES GAP IT CPU RES GAP IT CPU RES GAP IT CPU
bertsekas(1)
0 – – – – – – – – 8.13647 0.17336 16 0.047
0.25 – – – – – – – – 12.1841 −0.33795 17 0.031
0.5 – – – – – – – – 900.607 −7.40327 16 0.031
0.75 – – – – 76.0515 2.75273 20 0.031 3847.84 −37.6872 17 0.031
1 – – – – – – – – 2265.64 −22.6826 17 0.031
bertsekas(2)
0 – – – – 3.82722 0.41982 20 0.031 326.386 7.75669 16 0.016
0.25 – – – – – – – – 9338.65 −30.7697 16 0.015
0.5 – – – – 1.8066 0.84368 19 0.031 26.6187 −0.21536 19 0.047
0.75 – – – – – – – – – – – –
1 – – – – – – – – 2265.64 −22.6826 17 0.031
colvdual(1)
0 20.3273 56.0903 16 0.031 94.3784 85.9483 9 0.031 10.5369 5.84626 10 0.015
0.25 1019.55 3487.24 16 0.031 38.7047 −4.72276 9 0.031 267.285 −35.0729 10 0.016
0.5 9113.17 41111.6 16 0.031 6616.25 −1033.34 10 0.032 727.703 −16.9895 9 0.031
0.75 3414.84 19432.4 20 0.031 836.703 119.074 15 0.015 1372.79 −319.195 9 0.031
1 33.7578 255.266 18 0.032 2.28006 −0.73499 10 0.015 6.02226 2.06809 11 0.031
colvdual(2)
0 3856.19 10642.1 25 0.063 – – – – – – – –
0.25 87.6038 297.273 26 0.047 – – – – – – – –
0.5 515.005 2296.58 28 0.031 – – – – – – – -
0.75 – – – – 13.2388 −0.37697 15 0.016 – – – -
1 – – – – 14.6966 −3.18739 15 0.031 12.0207 3.76968 11 0.031
cycle
0 433.44 2167.2 8 0.017 3.6912 31.9359 7 0.031 8.07929 80.8296 7 0.016
0.25 276.192 1578.24 8 0.032 0.14725 0.92317 7 0.016 0.02236 0.22417 7 0.015
0.5 240.749 1605 8 0.032 3.35339 26.1227 7 0.031 0.25679 2.57323 7 0.016
0.75 1784.3 14275 6 0.016 50.0713 508.979 7 0.031 0.55598 5.579 7 0.032
1 4.04881 40.4881 7 0.016 116.922 1325.9 5 0.015 5.56633 55.8865 5 0.016
degen
0 11.1942 11.033 20 0.016 162.331 145.193 13 0 0.00031 0.00025 10 0
0.25 1125.29 1278.19 19 0.016 124.699 137.745 11 0 0.02775 −0.00159 9 0.016
0.5 3751.36 5038.48 16 0 1.19735 1.47557 11 0.016 93.0796 −62.3539 8 0
0.75 5.16871 7.96744 16 0.016 0.00941 0.01171 10 0 0.03559 −0.02842 8 0
1 4.66331 3.63653 15 0.015 0.04819 −0.01063 10 0.015 0.00008 −0.00005 8 0.016
explcp
0 3767.86 7535.72 7 0.032 166.807 333.614 6 0.031 0.00001 0.00001 5 0.047
0.25 234.394 535.762 7 0.032 0.15888 0.36198 6 0.016 138.44 −76.9593 5 0.031
0.5 13.7708 36.7208 7 0.016 0.01404 0.03232 6 0.016 1858.6 1214.75 5 0.015
0.75 3888.85 11993 6 0.031 368.07 7.44245 6 0.016 2185.53 −1717.49 5 0.016
1 22.263 25.4634 7 0.031 0.00501 −0.00137 7 0.016 50.4442 −46.1352 5 0.015
gafni(1)
0 2.13664 0.53058 6 0.031 1140.7 41.0477 6 0.031 1.80738 0.25483 5 0.031
0.25 35.5202 −0.35362 6 0.031 0.57419 −0.00429 7 0.031 14.2046 −0.11413 6 0.031
0.5 4982.67 −24.32 6 0.031 5949.5 −560.882 6 0.015 1036.24 −9.72981 6 0.031
0.75 107.202 −0.91187 7 0.031 1.94098 −0.22156 7 0.032 6418.01 −72.3327 6 0.032
1 128.85 −1.69791 7 0.032 62.8546 −8.78974 7 0.016 3842.64 −49.1801 6 0.031
gafni(2)
0 1985.65 32744 6 0.016 1120.35 4360.84 6 0.031 3.8244 14.6626 7 0.031
0.25 985.478 2989.37 6 0.031 209.217 76.689 6 0.031 667.173 139.224 7 0.031
0.5 0.81472 0.53497 7 0.032 931.777 −276.293 7 0.031 0.16086 −0.03026 8 0.031
0.75 604.248 −88.9423 7 0.031 1.19693 −0.57217 8 0.032 24.9219 −9.34173 8 0.031
1 17.0086 −5.26491 8 0.032 0.80219 −0.51461 8 0.032 94.1092 34.8031 8 0.031
hanskoop(1)
0 – – – – 14.8754 1.90051 11 0.031 4.12951 −0.63752 11 0.016
0.25 18.4425 5.86339 23 0.098 – – – – 570.144 −19.7367 11 0.031
0.5 19.7498 7.92328 23 0.047 8246.51 516.741 11 0.032 894.34 −25.9505 12 0.015
0.75 – – – – 24.9917 0.13139 12 0.031 8.0255 1.15809 14 0.032
1 294.916 −1.70834 15 0.031 294.916 −1.70834 15 0.031 4.97472 −0.67506 11 0.031
hanskoop(2)
0 – – – – 36.3019 4.63705 12 0.031 1217.1 −139.717 8 0.031
0.25 – – – - – – – – 1579.85 −130.779 11 0.031
0.5 38.1076 15.8152 20 0.047 – – – – 13.8701 −1.23368 11 0.015
0.75 – – – – – – – – 1.41142 0.08481 12 0.032
1 2476.9 1205.05 14 0.031 5244.76 −27.3789 12 0.016 7.01799 −0.78717 12 0.031
(continued on next page)
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Table 1 (continued)
RES(10−10), GAP(10−10)
Problem θ p = 1.5 p = 2 p = 2.5
RES GAP IT CPU RES GAP IT CPU RES GAP IT CPU
hanskoop(3)
0 – – – – 74.9572 9.57066 13 0.016 3.68443 −0.067861 11 0.016
0.25 – – – – 1.43106 −0.14437 12 0.031 212.989 −7.2219 11 0.031
0.5 16.9545 6.79579 18 0.047 0.37031 0.03047 11 0.016 50.3495 −1.5195 12 0.015
0.75 5594.13 3268.94 19 0.031 – – – – – – – –
1 17.3077 6.36453 20 0.031 – – – – – – – –
hanskoop(4)
0 – – – – 7577.75 977.466 12 0.015 1071.31 −46.1169 9 0.031
0 – – – – 11.0929 2.15787 15 0.016 8.73105 −0.93699 10 0.015
0.5 257.48 109.838 17 0.032 119.254 4.3352 12 0.031 129.562 −3.85088 12 0.032
0.75 104.29 56.432 18 0.032 5204.57 58.0605 11 0.016 – – – –
1 46.3882 34.6067 18 0.031 4587.26 −28.4304 11 0.016 – – – -
Now, we show that Algorithm 3.1 is locally quadratically convergent.
Theorem 4.2. Given θ ∈ [0, 1] and p ∈ [2,∞). Let the sequence {(µk, zk)} be generated by Algorithm 3.1 and let (0, z∗) be an
accumulation point of {(µk, zk)}. Suppose that f is a continuously differentiable P0-function and f ′(·) is Lipschitz continuous in
N(z∗, ε) := {(µ, z) ∈ ℜ+ × ℜn × ℜn : µ + ‖z − z∗‖ ≤ ε} for some ε ∈ (0, 1). If Assumptions 3.1, 4.1 and 4.2 hold, then
αk ≡ 1 for all sufficiently large k ∈ K2, and µk+1 = O(µ2k).
Proof. Since (0, z∗) is an accumulation point of {(µk, zk)}, without loss of generality, we assume that limk→∞ µk = 0 and
limk→∞ zk = z∗ throughout the proof of this theorem.
(i) We show that αk ≡ 1 for all sufficiently large k ∈ K2. By Assumption 4.2 it is easy to show that Φ ′θp,µ(z) is Lipschitz
continuous in N(z∗, ε), i.e., for any (µ, z) ∈ N(z∗, ε), there is a τ¯ > 0 such that ‖Φ ′θp,µ(z +△z)− Φ ′θp,µ(z)‖ ≤ τ¯‖△z‖. So,
‖Φθp,µ(z +△z)− Φθp,µ(z)− Φ ′θp,µ(z)△z‖ =
∫ 1
0
[Φ ′θp,µ(z + t△z)− Φ ′θp,µ(z)]△zdt

≤
∫ 1
0
τ¯‖△z‖2tdt
= τ¯
2
‖△z‖2.
In addition, since f ′(·) is Lipschitz continuous in N(z∗, ε), there is a τˆ > 0 such that
‖f (x+△x)− f (x)− f ′(x)△x‖ ≤ τˆ‖△x‖2 ≤ τˆ‖△z‖2.
Therefore, if we denote τ := τ¯ 2/4+ τˆ 2, then we have
‖Hθp,µk(zk +△zk)− Hθp,µk(zk)− H ′θp,µk(z)△zk‖ ≤ τ‖△zk‖2 ≤ τC2µ2k, (4.6)
where the second inequality follows from Assumption 4.1. By using (3.1) and the fact that µk → 0, we obtain from (4.6)
that ‖Hθp,µk(zk +△zk)‖ ≤ (1− σ)βµk for any sufficiently large k ∈ K2. This, together with (3.2), implies that αk ≡ 1 for
all sufficiently large k ∈ K2.
(ii) We show that µk+1 = O(µ2k). Since limk→∞ µk = 0 and limk→∞ zk = z∗, it easy to see that hθp,µk(zk+1i )→ hθp,0(z∗i )
as k → ∞, which implies that hθp,µk(zk+1i ) ≥ hθp,0(z∗i ) − ε for all sufficient large k ∈ K . Denote hθp,0(z∗i0) :=
min{hθp,0(z∗i ), i ∈ I}. Then, by Assumption 4.2 we have hθp,0(z∗i0) > 0. Since either k ∈ K1 or k ∈ K2, we divided the
proof into the following two parts.
Part 1. Suppose that k ∈ K1. In this case, Hθp,µk(zk) = 0, and hence, from Algorithm 3.1 it is easy to see that (3.3) holds
with αk ≡ 1 and zk+1 = zk for any k ∈ K1. So, for any sufficient large k ∈ K1 and any given i ∈ I, there exists a scalar
λi ∈ (0, 1) such that µ˜i := λiγ ηkµˆk + (1− λi)µk ∈ (γ ηkµˆk, µk) andφθp,γ ηkµˆk(zk+1i )− φθp,µk(zk+1i ) =
∂φθp,µ˜i(zk+1i )∂µ (γ ηkµˆk − µk)

= µ˜
p−1
i
hθp,µ˜i(z
k+1
i )
p−1

1− γ ηk

1− σαk
2

µk
= [1− λiγ ηk

1− σαk2
]p−1
hθp,µ˜i(z
k+1
i )
p−1

1− γ ηk

1− σαk
2

µ
p
k
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Table 2
The numerical results of Algorithm 3.1.
RES(10−10), GAP(10−10)
Problem θ p = 1.5 p = 2 p = 2.5
RES GAP IT CPU RES GAP IT CPU RES GAP IT CPU
hanskoop(5)
0 – – – – – – – – 429.249 −64.9467 11 0.031
0.25 – – – – – – – – – – – –
0.5 – – – - – – – – 1.40563 −0.04948 12 0.016
0.75 – – – – – – – – 83.7077 0.01326 9 0.031
1 – – – – – – – – 54.1968 0.16268 8 0.032
josephy(2)
0 45.0375 7.22607 8 0.031 1758.33 2201.29 6 0.032 2111.35 1840.32 6 0.032
0.25 37.2872 74.9079 8 0.032 1866.98 1592.88 6 0.031 2191.76 1910.03 6 0.016
0.5 359.717 859.534 8 0.032 8748.82 −1192.03 6 0.031 0.09112 0.02948 7 0.031
0.75 8.15288 24.4915 9 0.031 0.70367 0.215766 7 0.031 0.91142 0.13360 7 0.031
1 5259.78 18580.3 9 0.016 0.01353 −0.00411 8 0.031 1562.81 1222.37 7 0.032
josephy(4)
0 122.945 197.679 6 0.015 0.0207 0.02062 5 0.032 6473.12 6037.71 4 0.031
0.25 359.716 735.369 6 0.031 0.07943 0.05528 5 0.016 116.107 78.2354 5 0.031
0.5 687.276 1102.55 6 0.015 17.6447 −0.9753 5 0.031 410.368 185.777 5 0.031
0.75 8984.18 14147.9 6 0.031 516.511 −142.312 5 0.031 263.168 153.267 5 0.031
1 606.246 134.2 7 0.031 6316.53 −3880.18 5 0.031 14.6707 14.5373 5 0.031
josephy(5)
0 1789.94 2909.03 5 0.016 1193.59 1421.52 4 0.032 2736.05 2381.8 4 0.016
0.25 384.219 605.803 5 0.031 4117.58 3906.98 4 0.031 1383.99 −434.703 4 0.031
0.5 5076.45 2499.71 5 0.031 0.31343 −0.16443 5 0.031 0.20426 −0.07611 5 0.032
0.75 6.3232 0.89835 6 0.015 140.547 −95.332 5 0.031 17.4653 −10.018 5 0.031
1 25.8991 −4.43135 6 0.032 8346.97 −8105.19 5 0.031 47.7612 −35.926 5 0.032
josephy(6)
0 1180.32 1893.57 12 0.031 36.4707 40.4312 8 0.031 4.99128 4.31358 6 0.016
0.25 – – – – 0.01551 0.02085 8 0.031 38.7497 6.7438 6 0.032
0.5 1814.66 4334.14 15 0.032 10.34 10.5174 13 0.016 919.537 321.526 6 0.015
0.75 74.8448 199.577 15 0.015 3394.81 5244.23 13 0.015 860.369 849.374 6 0.031
1 – – – – 2.40828 3.51655 15 0.016 337.132 242.384 6 0.032
kojshin(1)
0 – – – – – – – – – – – –
0.25 – – – – – – – – – – – –
0.5 – – – - – – – – – – – –
0.75 – – – – – – – – 83.7077 0.01326 9 0.031
1 – – – – – – – – 54.1968 0.16268 8 0.032
kojshin(2)
0 1200.42 35.7719 22 0.031 8407.88 0.219 21 0.032 128.914 0.00041 9 0.031
0.25 1544.35 29.2851 13 0.032 8786.44 75.9696 24 0.015 621.525 0.00223 9 0.031
0.5 – – – – 6071.75 2155.6 23 0.031 3137.04 0.00287 9 0.016
0.75 2935.9 30.741 22 0.032 4165.93 3393.36 23 0.016 6103.28 0.00122 9 0.031
1 3510.93 3647.8 33 0.031 8964.56 22.4763 27 0.031 7644 0.00372 11 0.015
kojshin(4)
0 313.847 1277.13 8 0.032 21.2918 31.9597 6 0.031 11.7057 0.00014 5 0.032
0.25 248.983 1269.26 8 0.032 203.59 0.00280 7 0.032 48.1824 −0.00021 5 0.031
0.5 993.864 7621.97 7 0.015 55.7925 0.00035 7 0.016 1525.33 0.57352 5 0.032
0.75 476.794 5556.98 7 0.016 722.892 0.01543 7 0.031 20.0847 0.03473 6 0.031
1 1517.81 42643.8 7 0.016 627.161 0.01280 7 0.016 4154.64 105.478 5 0.032
kojshin(5)
0 2.09857 8.49239 9 0.031 25.3542 0.0073 5 0.031 1189.63 101.007 4 0.031
0.25 864.074 5059.18 8 0.032 437.148 0.01915 7 0.032 1954.27 −475.668 4 0.015
0.5 1819.84 9900.16 8 0.031 300.182 0.00936 6 0.031 245.99 0.00548 5 0.031
0.75 1.50124 4.83689 9 0.031 8795.28 58.6972 5 0.031 1.33805 0.02188 6 0.031
1 980.816 6565.91 9 0.015 105.512 0.01008 6 0.032 2643.47 2237.96 5 0.016
kojshin(6)
0 4984.93 23002.1 6 0.031 3.00349 8.03706 6 0.031 173.19 44.9042 6 0.015
0.25 435.402 3635.78 7 0.031 24.1849 −41.4016 6 0.031 32.2127 55.7084 6 0.032
0.5 102.156 0.76593 9 0.031 97.0439 0.00264 7 0.032 4903.95 3143.33 5 0.031
0.75 8714.88 −3.273 8 0.031 3222.61 0.88035 8 0.031 9329.29 0.10282 11 0.032
1 5698.5 658.394 8 0.032 482.148 0.02029 8 0.031 8869.44 96.1428 6 0.032
mathinum(1)
0 7400.62 4.5 25 0.031 – – – – 0.63561 −0.31766 7 0.015
0.25 – – – – 0.03021 0.03046 9 0.015 60.5177 −30.2317 7 0.031
0.5 7643.31 4.5 23 0.031 – – – – 4.57969 −2.28774 7 0.031
0.75 7311.04 4.5 24 0.031 – – – – 8.06144 −4.02523 7 0.032
1 5867.89 4.5 21 0.032 – – – – 428.847 −212.554 6 0.016
(continued on next page)
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Table 2 (continued)
RES(10−10), GAP(10−10)
Problem θ p = 1.5 p = 2 p = 2.5
RES GAP IT CPU RES GAP IT CPU RES GAP IT CPU
mathinum(2)
0 256.009 372.951 13 0.031 7288.57 2708.88 7 0.032 4984.6 −2827.79 4 0.031
0.25 6206.77 4.5 23 0.016 4580.37 −61.7964 7 0.016 1208.44 −605.807 5 0.016
0.5 410.086 868.663 12 0.032 0.01814 −0.01839 8 0.031 5395.74 −2733.33 5 0.031
0.75 9934.12 4.5 22 0.031 344.492 −107.322 8 0.016 6694.09 −3395.66 5 0.031
1 6505.7 4.5 22 0.031 – – – – 1573.72 −785.281 5 0.031
mathinum(3)
0 5.01907 4.5 25 0.032 3795.21 −1808.02 9 0.015 5337.28 4.5 23 0.031
0.25 9.13454 4.5 24 0.031 2498.5 −1146.4 9 0.031 7796.89 4.5 23 0.032
0.5 7984.7 17267.2 11 0.032 8333.74 −3877.14 9 0.032 8549.1 4.5 20 0.031
0.75 2.77531 7.76467 11 0.031 – – – – 5862.4 4.5 24 0.031
1 7.4204 16.1885 11 0.031 – – – – 7932.09 4.5 25 0.031
mathinum(4)
0 1482.41 2113.88 5 0.032 2021.17 −1008.17 6 0.015 4797.82 −2398.44 6 0.031
0.25 0.41155 1.09152 6 0.016 0.02191 −0.01091 7 0.015 0.15024 −0.07508 7 0.031
0.5 8.64294 11.3552 6 0.016 0.52769 −0.26225 7 0.016 2.57148 −1.28522 7 0.016
0.75 340.683 138.383 6 0.031 7.60443 −3.77528 7 0.016 20.7614 −10.3768 7 0.016
1 7091.74 −585.113 6 0.016 81.5327 −40.2863 7 0.016 113.527 −56.7432 7 0.016
≤ 1− γ ηk

1− σαk2

hθp,µ˜i(z
k+1
i )
p−1 µ
p
k
≤ 1− γ ηk

1− σ2

hθp,0(z∗i0)− ε
µ
p
k.
Thus, for any sufficiently large k,
‖Φθp,γ ηkµˆk(zk+1)− Φθp,µk(zk+1)‖ =
 n−
i=1
|φθp,γ ηkµˆk(zk+1i )− φθp,µk(zk+1i )|2
≤
√
n

1− γ ηk

1− σ2

hθp,0(z∗i0)− ε
µ
p
k. (4.7)
Furthermore, for any sufficiently large k,
γ βηkµˆk ≤ ‖Hθp,γ ηkµˆk(zk+1)‖ (by (3.4))
= ‖Hθp,γ ηkµˆk(zk+1)− Hθp,µk(zk+1)‖ (by k ∈ K1 and zk+1 = zk)
= ‖Φθp,γ ηkµˆk(zk+1)− Φθp,µk(zk+1)‖
≤
√
n

1− γ ηk(1− σ2 )

hθp,0(z∗i0)− ε
µ
p
k,
and hence, ηkµˆk ≤
√
n[1−γ ηk(1− σ2 )]
γ β

hθp,0(z∗i0 )−ε
 µpk holds for any sufficiently large k; whileµk+1 = ηkµˆk from the algorithm. So, we obtain
that µk+1 = O(µpk).
Part 2. Suppose that k ∈ K2. In this case, by the proof of the above (i), we have αk ≡ 1 for sufficiently large k ∈ K2. Thus,
for sufficiently large k ∈ K2, zk+1 = zk +△zk and
γ βηkµˆk ≤ ‖Hθp,γ ηkµˆk(zk+1)‖
≤ ‖Hθp,γ ηkµˆk(zk+1)− Hθp,µk(zk+1)‖ + ‖Hθp,µk(zk+1)‖
= ‖Φθp,γ ηkµˆk(zk+1)− Φθp,µk(zk+1)‖ + ‖Hθp,µk(zk +△zk)− Hθp,µk(zk)− H ′θp,µk(zk)△zk‖ (by (3.1))
≤
√
n

1− γ ηk(1− σ2 )

hθp,0(z∗i0)− ε
µ
p
k + τ‖△zk‖2 (by (4.6) and (4.7))
≤
√
n

1− γ ηk(1− σ2 )

hθp,0(z∗i0)− ε
µ
p
k + τC2µ2k, (by Assumption 4.1)
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Table 3
The numerical results of Algorithm 3.1.
RES(10−10), GAP(10−10)
Problem θ p = 1.5 p = 2 p = 2.5
RES GAP IT CPU RES GAP IT CPU RES GAP IT CPU
nash(1)
0 195.23 −3556.83 7 0.031 194.235 −3776.89 7 0.031 194.239 −3776.97 7 0.031
0.25 198.16 −3680.58 7 0.031 200.003 −3889.07 7 0.032 199.975 −3888.53 7 0.032
0.5 204.588 −3871.42 7 0.031 208.168 −4047.91 7 0.031 207.879 −4042.29 7 0.031
0.75 217.579 −4190.76 7 0.032 221.151 −4300.54 7 0.031 220.05 −4279.11 7 0.031
1 235.553 −4558.12 7 0.031 244.588 −4756.77 7 0.031 240.165 −4670.6 7 0.031
nash(2)
0 124.258 628.235 21 0.391 93.8752 296.538 16 0.031 5307.13 11360.3 12 0.031
0.25 3.43118 20.2605 22 0.063 0.01965 0.09013 17 0.063 14.8797 −11.344 12 0.031
0.5 1483.59 10594.6 18 0.047 0.01933 0.11015 17 0.047 0.11103 −0.07284 12 0.047
0.75 7.69012 67.1149 22 0.062 0.40009 0.35338 19 0.047 189.914 −128.214 12 0.031
1 – – – – 51.2193 9.74809 19 0.047 0.00503 −0.00701 13 0.047
scarfanum(1)
0 108.481 37.0632 22 0.063 0.44162 0.00822 19 0.016 308.742 −72.9885 12 0.015
0.25 30.1513 15.1932 21 0.031 26.5483 0.07771 15 0.016 27.1476 −0.52276 12 0.016
0.5 19.4589 16.8609 21 0.031 80.0012 −0.42886 17 0.015 1.62272 −0.02593 13 0.031
0.75 40.0625 20.1088 21 0.032 1.99911 −0.01013 17 0.016 584.647 −10.3802 16 0.031
1 155.669 61.2719 21 0.031 1041.07 −7.11609 16 0.032 3917.94 −115.976 14 0.015
scarfanum(2)
0 2206.32 753.237 21 0.046 0.07410 0.00132 17 0.016 202.86 −5.52678 12 0.015
0.25 29.347 15.1882 21 0.031 525.769 9.68618 17 0.015 18.7991 −0.36344 12 0.031
0.5 36.2726 14.2238 23 0.032 2560.75 −3.37534 14 0.016 44.0169 −0.68699 13 0.016
0.75 31.0877 19.1788 21 0.031 407.695 −1.99707 18 0.031 4005.76 −65.2827 16 0.015
1 3839.01 1000.55 22 0.031 164.891 −1.09166 17 0.016 29.794 −0.90197 14 0.016
scarfanum(3)
0 108.467 37.0582 23 0.047 103.788 −0.66974 17 0.015 314.365 −87.3901 13 0.015
0.25 442.233 221.754 22 0.031 796.43 7.38512 14 0.015 – – – -
0.5 5478.84 2152.7 23 0.016 689.208 43.8583 15 0.016 3.00012 −1.06126 13 0.016
0.75 – – – – 2.53699 −0.01015 17 0.016 3313.3 −54.4421 14 0.016
1 – – – – 4.71254 −0.03154 17 0.016 1022.21 −24.3192 14 0.016
sppe(1)
0 51.0499 969.565 21 0.063 0.00302 0.00323 12 0.016 – – – –
0.25 2.65857 62.1729 24 0.047 0.01698 0.03614 12 0.031 – – – -
0.5 1333.91 40519.1 24 0.047 58.1772 145.874 11 0.016 3.11546 3.14806 8 0.016
0.75 1.62795 60.9421 25 0.046 307.782 840.268 11 0.031 13.0134 14.9056 9 0.031
1 4.08804 114.226 29 0.047 81.3163 236.069 11 0.016 23.078 30.0353 9 0.031
sppe(2)
0 4099.54 77877.6 17 0.062 0.64862 1.53495 11 0.016 0.24091 0.26981 9 0.031
0.25 14.3836 337.492 19 0.047 2.71344 6.92279 11 0.031 2.47433 2.68523 9 0.031
0.5 2523.32 75306.2 17 0.031 0.51439 1.28231 11 0.016 260.09 281.259 9 0.016
0.75 37.8577 1471.75 18 0.031 251.584 734.086 11 0.015 21.0265 22.0031 9 0.031
1 5420.27 246011 18 0.031 6.9266 19.6771 12 0.032 3316.78 3721.26 8 0.016
tobin(1)
0 105.709 1927.51 20 0.078 75.2961 789.161 16 0.032 – – – –
0.25 285.247 6214 21 0.062 – – – – 20.2816 164.748 11 0.031
0.5 2017.08 53830.1 22 0.047 0.47603 4.62646 17 0.047 756.137 2375.11 12 0.031
0.75 – – – – 1.08987 3.50061 17 0.031 118.473 756.289 11 0.032
1 – – – – 89.9277 294.254 17 0.015 5.2577 34.9724 11 0.046
tobin(2)
0 13.2407 241.425 21 0.078 26.3974 2.6819 16 0.031 1804.25 12010.2 11 0.031
0.25 1.51764 33.1394 24 0.063 104.524 1425.89 16 0.031 – – – –
0.5 15.4934 422.102 23 0.047 0.40242 3.87712 17 0.031 3.15191 20.9648 12 0.031
0.75 – – – – - – – - 11.7259 78.0026 12 0.047
1 – – – – 0.40203 2.11482 17 0.032 104.245 1196.11 12 0.032
which yields
µk+1 =
√
n

1− γ ηk(1− σ2 )

γ β(hθp,0(z∗i0)− ε)
µ
p
k +
τC2
γ β
µ2k = O(µ2k).
Therefore, by combining Part 1 with Part 2, we further obtain µk+1 = O(µ2k). 
From the proof of Theorem 4.2 it is easy to see that ifK2 = ∅, then the rate of local convergence of Algorithm 3.1 is order
of p, where p ≥ 2.
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5. Numerical results
In this section, we implement Algorithm 3.1 for some complementarity problems from MCPLIB [27]. All experiments
were done at an PC with CPU of 2.8 GHz and RAM of 2.00 GB, and all codes were finished in MATLAB. Throughout the
computational experiments, the parameters used in the algorithm are chosen as follows: σ = 10−4, γ = δ = 0.8, and
µ0 = 0.01. We use ‖Hθp,0(zk)‖ ≤ 10−6 as the stopping rule.
We test some problems (CP) from MCPLIB to see the numerical behavior of Algorithm 3.1. This is to investigate the
numerical behavior of these test problems for different θ ∈ [0, 1] when p varies from 1.5 to 2.5. The numerical results
are listed in Tables 1–3, respectively. However, we only listed θ = 0, 0.25, 0.5, 0.75, 1, p = 1.5, 2, 2.5 in Tables 1–3,
respectively, for simplicity. Among these Tables, Problem denotes the problem from MCPLIB we tested, and the number
after each problem specifies which starting point from the library is used; RES denotes the value of ‖Hθp,0(zk)‖ when the
algorithm terminates; IT denotes the number of iterations; and CPU denotes the cpu time when the algorithm terminates;
and - denotes the algorithm failing.
From the Tables 1–3,we see that Algorithm3.1 is able to solve almost all complementarity problems fromMCPLIB. Among
these tested problems, there are some problem failures for p = 1.5, such as bertsekas, hanskoop, kojshin; there are also
some problem failures for p = 2, such as hanskoop, kojshin. (We can see that these problems fail just in some starting
points.) However, in the case of p = 2.5, Algorithm 3.1 is basically successful for these tested problems. From the tables, we
also see that Algorithm 3.1 in the case p = 2.5 generally requires fewer iterations than in the case p = 2, and in the case
p = 2 requires fewer iterations than in the case p = 1.5.
The numerical results listed in Tables 1–3 are comparable to those given in [20,24,28]. In particular, it is obvious that
the numerical results listed in Tables 1–3 are better than those obtained by the merit function method in [24] in the sense
that they have fewer numbers of iterations, shorter CPU times, and higher precision than those in [24]. Also there are some
problems failure in [28], but success in our tables, such as colvdual.
6. Remarks
Based on the generalized smoothing function defined by (1.2), we proposed a non-interior continuation algorithm for
solving the complementarity problem, which is a simplified version of Huang’s algorithm given in [11]. In particular, we
showed that the algorithm is globally linearly and locally quadratically convergent under suitable assumptions. We also
reported some preliminary numerical results, which demonstrate that the algorithm is effective for solving the problems
we tested.
We believe that the generalized smoothing function defined by (1.2) can also be used in other non-interior continuation
algorithms or smoothing Newton algorithms for solvingmany optimization problems. In addition, it is also possible that the
similar idea can be applied to solve the system of equalities and inequalities (see, for example, [29–31]).
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