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Mobile Robot as Physical Agent
of Intelligent Space
Drazˇen Brsˇcˇic´ and Hideki Hashimoto
Institute of Industrial Science, The University of Tokyo, Japan
The Intelligent Space is an area (room, public space,
etc.) that has networked distributed sensors, which can
be used for observing and gathering information from
the space. The main objective for the introduction of
Intelligent Space is to provide services to humans inside
the space. These services can be either informational,
such as the ones provided by displays, or physical. In
order to be able to provide physical services mobile
robots are introduced in the Intelligent Space as actu-
ators. The network of distributed sensors in the space
can therefore be utilized to provide data from the space
needed for the control of the robot. Here we present our
implementation of an Intelligent Space system that uses
spatially distributed laser range finders for tracking the
mobile robot and humans inside the space and building
the map of the space. Based on these measurements, the
control of mobile robot acting as physical agent of the
Intelligent Space is developed.
Keywords: intelligent spaces, mobile robot control, ubiq-
uitous sensor system, laser range finders
1. Introduction
1.1. Intelligent Space
In recent years there have been a growing num-
ber of researches on spaces that have distributed
sensors formonitoring the space. These types of
spaces have been given various names, such as
smart spaces or ambient intelligence, whereas
in our research we have been using the name
Intelligent Space (iSpace) [1]. iSpace is a space
(room, public space) in which various sensors
are distributed in order to gather information
from the space. It processes the obtained infor-
mation in order to achieve a better understand-
ing of the current state and processes in the
space. Moreover, the iSpace is provided with
different actuators, which enable it to act inside
the space. These three functions – ‘sensing’,
‘understanding’, and ‘acting’ – define the basic
framework of the Intelligent Space.
The main purpose for the introduction of iSpace
was to develop a system that is able to support
humans, i.e. users of the space, in various ways.
In that sense, sensors are used to observe the
space and gather information about the humans
and other objects in the space, whereas actuators
are used to provide both physical and informa-
tive services to the users of the space. Figure 1
shows the configuration of the iSpace.
Figure 1. Intelligent Space concept.
There are a number of research approaches simi-
lar to Intelligent Space. In the research on Easy
Living Technologies [2] human tracking tech-
nology is used with the purpose to guess the
intent of users in the space in order to auto-
mate and facilitate everyday tasks. The Oxygen
Project [3] is a similar research aiming at the
development of intelligent environments based
on human-centered computation. The Interac-
tive Workspace Project [4] is yet another project
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in which the possibilities of using ubiquitous
embedded sensors and information displays are
explored. There are also a number of recent re-
search approaches, for example [5], [6], [7], [8],
where mobile robots are considered as physical
agents like in our iSpace research. Finally, there
is a large number of researchwork on sensor net-
works, ubiquitous computing, and mobile robot
control, which is also more or less related to the
iSpace research.
Based on its structure, the Intelligent Space
could be characterized as a combination of ubiq-
uitous sensing and robotics. Each of the dis-
tributed devices (i.e. both sensors and actu-
ators) is provided with a processing unit and
a network interface, so it can process and ex-
change information with other components of
the iSpace. However, they do not act completely
independently, but are parts of the iSpace and
under its direct control. For example, physi-
cal agents, such as mobile robots, do not act
on their own, but are used by iSpace as means
of performing actions and changing its state.
Therefore, sensors and actuators are considered
constituents of the iSpace itself, and the whole
iSpace is regarded as one robotic system.
In this paper we focus on the physical acting in
Intelligent Space, i.e. the control of a mobile
robot. Apart from the robot navigation part, the
sensing function of the space is also described as
a prerequisite for the implementation of control.
1.2. Mobile Robots in Intelligent Space
As described above, spatially distributed sen-
sors give iSpace the capability to obtain various
information about the space. But in order to im-
plement actual services to the users of the space,
actuating devices are needed. Informative ser-
vices, such as providing visual or textual data to
the user can be realized using displays or projec-
tors, for example using a projectorwith a pan-tilt
unit [9]. However, in order to be able to pro-
vide physical services to humans, robotic tech-
nology is indispensable. Here mobile robots,
due to their mobility, provide a good choice
for versatile physical agents inside iSpace. The
main tasks for mobile robots inside Intelligent
Space are the ones typical for service robots,
and include various services such as carrying,
delivering, cleaning, etc.
From the point of view of mobile robot con-
trol, the presence of distributed sensors is ad-
vantageous compared with the control using
only onboard sensors. One advantage that the
iSpace concept provides for mobile robot con-
trol is for the tasks of localization and mapping.
By using external sensors, the global position
of the mobile robot can be directly measured.
This alleviates the need for using a map of the
space during localization and estimating the lo-
cation by comparing the onboard sensors read-
ings with the map. Also, localization and map-
ping can be done independently, unlike in the
case of localization and mapping with mobile
robots where the two tasks are dependent and
have to be considered together, leading to the si-
multaneous localization and mapping (SLAM)
problem. SLAM has achieved much attention
recently and there are several approaches that
give good solutions, but also have several re-
strictions [10]. On the other hand, in iSpace the
SLAM problem is avoided, which makes the
implementation much easier.
Another advantage the iSpace gives is that,com-
pared to onboard sensors, distributed sensors
enable themeasurement of obstacles, evenwhen
the robot is not near them, or if they are hidden
behind other obstacles. Thismeans that the map
of the space and the position of moving obsta-
cles, such as humans, can be updated in real
time. Since the map is constantly updated, ad-
vanced motion control algorithms that consider
the changes in the map in real time can be used.
Apart from using them as physical agents, the
iSpace can also benefit from mobile robots by
utilizing them as mobile sensors. In other
words, in order to obtain more information
about the space, the sensors onboard the robot
can be utilized in addition to the sensors dis-
tributed in the space, e.g. to update the map of
the space or provide details about the location
and pose of the users in the space. However,
the introduction of onboard sensors for track-
ing and mapping is not straightforward, since
it would introduce correlations in the estimates,
like in the SLAM problem described above. For
that reason, in this paper we concentrate only on
sensors distributed in the environment.
In this paper we consider the implementation
of the control of mobile robot as physical agent
of Intelligent Space. To be more precise, we
want the iSpace to be able to move the robot
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through the space toward a goal. Although this
by itself might not be a very useful action, it
represents the basis for different physical ser-
vices, such as object carrying, human guiding,
etc. To implement the mobility of the mobile
robot inside iSpace, two main objectives need
to be developed: sensing and robot navigation.
In the sensing part, in addition to robot track-
ing, tracking of humans is also necessary. Also,
in order to implement robot control, a map of
the space is needed. For the implementation of
mobile robot navigation inside the space, path
planning and local control are developed. These
are described in the rest of the paper.
Figure 2 shows the iSpace experimental room
in our laboratory where the developed methods
were tested. It consists of a system of eight
CCD cameras, an ultrasound global positioning
system, and two mobile robots by ActivMedia
Robotics. One laser range finder device, which
is the sensor we use for tracking in this paper,
is also shown.
Figure 2. Intelligent Space experimental room.
The rest of the paper is organized as follows.
A description of tracking and mapping process
using distributed sensors and an overview of
commonly used sensors is given in Section 2.
Section 3 describes our implementation of the
tracking and mapping system using multiple
laser range finders, and experimental results of
tracking both human and robot. Section 4 de-
scribes the implementation of robot navigation
and the obtained experimental results. Finally,
a conclusion is given in Section 5.
2. Tracking Inside Intelligent Spaces
There are various systems for indoor tracking
of humans or other objects. The characteris-
tics of such systems vary greatly with the type
of sensors used. A comparison between mainly
used sensors is given in Table 1. Some other ap-
proaches for object tracking are available, such
as magnetic trackers or similar motion capture
systems, but they are not appropriate for use
in iSpace, so their description will be omitted.
Further details on sensors for tracking can be
found e.g. in [11].
As can be seen from Table 1, all of these sen-
sors have their advantages and disadvantages.
RFID sensors, which are used e.g. in [5], are
cheap, but give only a very rough measure-
ment of the position. Floor pressure sensors
[12], [13] give rather accurate measurements,
but are expensive, and their installation is com-
plex. In the following text we give some more
details on cameras, which are probably the most
commonly used sensor and ultrasound systems,
which we use in our lab as benchmark. Finally,
sensors used in this work – laser range finders
– are presented.
2.1. Cameras
Computer vision has a very long research his-
tory and the tracking of humans and other ob-
jects has been studied extensively. A good sur-
vey on visual based tracking can be found in
[14]. Cameras are inexpensive and easy to in-
stall, which is the reason why they have fre-
quently been employed in research work on in-
telligent environments [2], [3], [4]. Our own
camera-based system for tracking both humans
and robots in iSpace is described in [15]. How-
ever, both in our and other researches, it has
proven hard to obtain a robust and easy-to-use
tracking system for humans and robots in intel-
ligent environments using cameras only. This is
due to the complexity of the observed environ-
ments, effects of changing illumination, small
resolution if cameras are too far away, the need
for accurate calibration, etc. In order to over-
come these difficulties, other sensors have to be
considered.
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Method Advantage Limitation
Camera CheapEasy to install
Not robust in complex
environments




Need to wear tags
Pressure sensors Non-obtrusiveAccurate Rather expensive
IMU / Encoders Direct measurement ofspeed, orientation
Accumulating error
Only if equipped onboard
Laser range sensors AccurateRelatively low price Occlusions
Table 1. Comparison of Different Sensors for Object Tracking.
2.2. Ultrasound, Indoor GPS, etc.
There are several localization systems based on
ultrasound. Examples include Active Bat and
Cricket systems [11] and the Zone Positioning
System by Furukawa Electric, Ltd. installed in
our laboratory (shown in Figure 2). The intel-
ligent environment research project described
in [6] also utilizes an ultrasound system in re-
search.
Similar systems also exist, but based on differ-
ent signal carriers such as radio waves or light.
These systems are sometimes given the name
"indoor GPS". This is due to their similarity
with the GPS system, i.e. using external devices
with known location (satellites in the GPS case)
to determine the absolute position. One exam-
ple are the so called "pseudolites" [16], which
provide localization by using a signal similar to
the GPS signal. This makes possible the use
of the same GPS receiver for both outside and
inside localization.
The main characteristic of all these systems is
their relatively high accuracy. But due to a
rather high price, the need for installation of
multiple devices in the space and the their accu-
rate calibration prior to deployment, these sys-
tems are less attractive for application in real
environments. Furthermore, like in radio fre-
quency systems, users have to wear tags.
In the experiments, we use the measurements
obtained using the ultrasound positioning sys-
tem in our lab (Figure 2) as a benchmark for the
developed laser range finder-based tracking.
2.3. Laser Range Finders
Laser range finders (or LIDARs – Laser Imag-
ing Detection and Ranging) are devices that
determine the distance to an object or surface
using laser rays. Although these devices have
been available on the market for some time, due
to the appearance of relatively low priced eye-
safe laser range finders, they are frequently em-
ployed for mapping and surveying tasks. Also
they have become a standard onboard sensor for
mobile robots. Since the installation of these
devices is very simple and there is no need for
wearing special tags, laser range finders appear
to be a very good solution for object tracking in
Intelligent Space.
There have been several researches on the use
of laser range finders for tracking humans and
robots. Nevertheless, they have mostly been
concentrated on employment of laser scanners
on board of mobile robots for tracking humans
in the vicinity. Examples of researches on
tracking using static laser range scanners are
in [17], where laser range finders are used for
tracking people in everyday environments and
[18], where position of pedestrians in large open
spaces was estimated. In our developed system
we adopted a approach similar to these two re-
searches, but extend it further to achieve track-
ing of both humans and mobile robots in iSpace.
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In our research we use Hokuyo URG-04LX
laser range finders, like the one shown on Fig-
ure 2. It has a scan angle of 240◦ with angular
resolution of about 0.36◦. The measurement er-
ror is about 10 mm for the 1 m range, and about
1% for larger distances. The main possible dis-
advantage in using this device is its maximum
measurement distance of only 5.6 meters. This
is a quite small range compared to other laser
range finders available on the market, but its
price is much lower, which makes it a good and
affordable option as sensor for indoor tracking
applications and as mobile robot’s onboard sen-
sor.
In the tracking system described below, we
use several laser range finders as iSpace’s dis-
tributed sensors. For simplicity, in this paper we
focus only on this type of sensor (and encoders
for the robot tracking case). A combination
of several sensors with different characteris-
tics would probably give better tracking results,
however, it would also result in a more com-
plicated tracking system. On the other hand,
the described system is flexible enough to al-
low easy and straightforward incorporation of
other sensors, too.
The laser range finders are distributed in the
space close to the ground (about 20 cm above
the floor). The advantage of the low position
is that it is possible to scan also relatively short
objects, assuring that all objects on the floor will
enter the scan. Also, since humans are scanned
at the level of their legs, this reduces the occlu-
sion of the objects behind them. Unfortunately,
this way the position of the human has to be
estimated based on the position of his/her two
legs, which is more difficult than the case when
the scan is done e.g. at the waist level, when
they appear as just one object in the scan.
3. Tracking and Mapping Using Multiple
Laser Range Finders
The flow of the tracking and mapping process
is shown in Figure 3. It consists of back-
ground subtraction, clustering, data association
and tracking, which are performed separately
on each distributed sensor (laser range finder).
The results are than sent to the position server
and mapping server, where the data from all
sensors are combined. (Note that the position
server and mapping server can also be imple-
mented on the same computer.) Each of these
steps is described here. Some further details
about the tracking system can be found in [19].
Figure 3. Flow of the tracking and mapping process.
3.1. Extraction of Object Position Form
Scan
3.1.1. Background Subtraction
Background subtraction is the processes of de-
termining which parts of the scan are due to
static objects, and which come from reflections
from moving objects, which, in the case of iS-
pace, are mainly humans and robots. The part
belonging to static objects is called the back-
ground, whereas the part belonging to moving
objects is called the foreground. The back-
ground can be easily determined, for example,
by taking several scans while there are no mov-
ing objects in the space and taking their average.
The foreground (moving objects) can be ex-
tracted from the scan by comparing with the
learned background: the parts of the scan that
differ from the background more than a given
threshold are marked as the foreground.
Sometimes it can happen that some static ob-
jects enter in the foreground, for example some
moved furniture, etc. After the change, these
types of objects are completely static and can
be easily identified and inserted in the back-
ground. This way the background is always
kept updated.
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3.1.2. Clustering and Data Association
The scan points in the foreground are clustered
based on Euclidean distance between, them us-
ing a nearest neighbor classifier. This divides
the foreground to a number of clusters, each
belonging to one of the tracked object. Clus-
ters with a small number of scan points (1 or 2
points) are discarded, which eliminates possible
noise in the measurements.
Before position estimation can be performed, it
is necessary to do the data association, that is,
to determine which obtained cluster belongs to
which tracked object (either human or robot).
In order to do that, the cluster centers, which are
obtained by averaging the position of all scan
points in the cluster, are compared with the po-
sitions of currently tracked objects, and each
cluster is assigned to the nearest object. The
clusters that are far from all currently tracked
objects are considered as new objects, and a
new tracking process is started for them. This
data association based on the Euclidean distance
is very simple, but it proved to be sufficient in
our experiments, where there were not many
tracked objects in the space. For tracking in
very crowded environments a more advanced
data association method such as JPDA [20]may
be needed.
3.1.3. Estimation of the Object Center
From the previous step the positions of cluster
centers were obtained. But since the objects
are scanned from one side, the center of the
obtained cluster of points in generally does not
coincide with the center of the tracked object.
To obtain the positions of the tracked object
from the cluster positions we use an approxi-
mate relation (see Figure 4):
robj = rcl + d, (1)
Therefore, the object position is approximated
as being further from the sensor than the cluster
center, where the difference d is dependent on
the radius of the object, whereas the angle θ
of the line between the laser range finder and
the object is assumed to be the same as for the
cluster center (robj and θ can be considered as
the polar coordinates of the object position with
respect to the sensor.) In our experiments d was
Figure 4. Tracking with laser range finders: the object
center is assumed to be at a fixed distance from the
center of the cluster of scan points belonging to it.
set to 6 cm for human (i.e. human’s leg) and 15
cm for the mobile robot.
In the case of tracking robots, the position es-
timated using (1) can be considered as a mea-
surement of the robot position. But in the case
of tracking a human, the position has to be de-
termined based on two clusters belonging to the
human’s legs, as noted earlier. (We assume
that the humans are not wearing a long skirt or
similar clothes, in which case the legs would
not be detected.) In a given measurement step
these clusters may or may not be available, de-
pending on occlusions in the scan. There are
two possible approaches to track humans in this
circumstances. One is to track both legs inde-
pendently and then combine them to obtain the
human’s position, which is the approach taken
e.g. in [18]. The other way is to combine the
corresponding clusters and track the human di-
rectly, which we adopt here. Since the position
of the human can be assumed to be in the mid-
dle between both legs, in case both legs are vis-
ible, the measurement of the human’s position
is taken as their mean value. When only one leg
is visible, the other leg’s position is assumed
based on the current human’s tracked position,
and the measured position is calculated accord-
ingly. However, in this case, the measurement
is considered less reliable.
The number of scan points in the cluster and the
number of clusters belonging to an object can
be used as a simple way to distinguish between
humans and other objects. A filtered value of
the number of detected clusters is kept for each
object. We found out that, for the robot, this
value tends to be about 1–1.3, whereas for hu-
mans it is usually larger than 1.7, so it proved
to be an easy and robust way for determining
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the object type. Once the type is known, it is
possible to decide which of the described ways
to use to calculate the object position.
3.2. Object Model
The mobile robot used in the experiment is a
differential drive robot. The pose of the robot is
represented by its (x, y) position and orientation




xk + vkΔT cos (θk)
yk + vkΔT sin (θk)θk + ωkΔT
]
+ Vvk, (2)
where v is the translational velocity andω is the
rotational velocity as measured by the robot’s
wheel encoders. ΔT is the sample time. The
process noise v represents the uncertainty on
the robot velocities, with V being the appropri-
ate transformationmatrix. The noise is assumed
zero mean Gaussian with covariance matrix Q,
which is equal to zero when the robot is stopped
and grows linearly with increasing speed.
In the human tracking case, the state is repre-
sented by the (x, y) position and velocities in
the x and y direction vx and vy. The model is










The noise v has the same characteristics as in
the robot case.
Using the procedure described in the previous
section, laser range finders detect objects in the
scan (humans or robot) and measure their po-
sition relative to the sensor. The output of the
measurement are the range and angle to the de-
tected objects (e.g. in the robot case the range is
given by (1), while for humans themeasurement
is obtained by combining the measurements of
two legs as described above.) Therefore the








where Δx, Δy and q are given by the following
relations:
Δx = x0 − x1, (5)
Δy = y0 − y1, (6)
q2 = Δx2 + Δy2. (7)
The index 0 and 1 stand for the coordinates
of the sensor (determined beforehand by cali-
brating the sensors, as described below in 3.6)
and observed object, respectfully. w represents
the measurement noise, which is assumed zero
mean Gaussian with covariance matrix R.
Linearizing the robot process model (2) gives
the following process matrix in the robot case:
F =
[
1 0 −v sin (θ)




When tracking humans, whose process model




1 0 ΔT 0
0 1 0 ΔT
0 0 1 0
0 0 0 1
⎤
⎥⎦ . (9)
Linearizing the measurement model (4) gives












3.3. Estimation Using the Extended Kalman
Filter (EKF)
Using the model and its linearization derived in
the previous subsection, an Extended Kalman
Filter-based estimator can be implemented. The
EKF equations are [20]:
xˆ−k = f (xˆk−1, vk, wk) , (11)
P−k = FkPk−1F
T
k + Qk, (12)


















Pk = (I − KkHk)P−k . (15)
The function f in (11) is given by either (2) or
(3), depending on whether it describes the state
of the robot or human. Function h in (13) stands
for the measurement model given in (4).
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3.4. Fusion of Multiple Sensors
Byusing themethod described above, each laser
range finder can independently track objects in
the area it covers. But, in order to cover a larger
area and to achieve a more stable measurement,
estimates from multiple sensors are fused to-
gether. Every sensor sends the estimated po-
sitions and speeds to one computer, called the
position server (Figure 3), where the estimates
are combined to obtain positions of all tracked
objects in the space. This fusion of indepen-
dent estimates is usually called track-to-track
estimation [20].
A simple way to combine measurements is
to take the mean of the estimated values as
obtained on different sensors for each of the
tracked objects. However, since the estimation
is done using a Kalman filter, the covariance
of the estimate is also available, and it can be













2 x2+ · · ·+P−1n xn
)
(17)
where xf and Pf are the fused value and its
covariance matrix, while xi and Pi are the esti-
mated value and the associated covariance ma-
trix for the sensor i.
Note that the fusion algorithm does not depend
on the type of sensors used for tracking. There-
fore the same position server can be easily uti-
lized for fusion of measurements from different
sensors.
3.5. Mapping
For each laser range finder, the background of
the scan represents the scan points that belong to
static objects in the space, as explained earlier.
Therefore the backgrounds of all sensors can
be used to obtain the map of the space. This is
done by sending the background to the mapping
server, as shown in Figure 3.
There are several approaches to mapping using
range finder devices. Because of the inherent
noise in the measurements, most of them rely on
some kind of uncertainty representation. Proba-
bility, fuzzy logic and Dempster-Shafer theory-
based approaches are the most commonly used,
and their comparison can be found in [21]. Ac-
cording to the results presented in that article,
fuzzy logic gives somewhat better results than
other methods, which is the reason why we
chose to use the fuzzy logic-based mapping al-
gorithm. For the map representation we use the
occupancy grid [10], in which the space is di-
vided into a grid of rectangular cells of the same
size.
Full details of the used mapping algorithm are
given in [22]. The fuzzy logic (possibilistic)
approach to mapping uses the idea that both
empty and occupied areas are defined as fuzzy
sets. These sets are not complementary, and for
a given cell partial membership to both sets is
possible. This allows the identification of areas
where there are conflicting observations, in or-
der to build conservative occupancy grids of the
space. An example of an obtained map is shown
in Figure 5. (Note that this is just one example
– we use movable partitions and tables, so the
configuration of the experimental space is not
always the same).
Figure 5. Result of mapping using distributed laser
range finders. The grey squares represent the cells
estimated as occupied. The dashed line approximately
outlines the plan of the room.
Similar to the position server case, the map-
ping server does not depend on the type of used
sensors. This makes the system flexible with
respect to the type of sensor used.
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3.6. Calibration
In order to convert the estimated positions of
tracked objects to the global coordinate system,
the sensors need to be calibrated, i.e. their po-
sition and orientation in space has to be known.
This is important both for the fusion of sensor
measurements and building of the map of the
space.
Calibration is performed in the following way.
A calibration object (an object which can be
well detected by a laser range finder) is placed
in turn on several points with known global co-
ordinates. For each of these points the laser
calculates the position of the object in its local
coordinate system. The sensor parameters can
then be determined based on the obtained global
and local coordinates for these points. By solv-
















Txg = μx1 − μx2 cos θg + μy2 sin θg (19)
Tyg = μy1 − μx2 sin θg − μy2 cos θg (20)
where Txg, Tyg are the sensor coordinates in
the global coordinate system, and θg is its ori-
entation. The indexes 1 and 2 represent the
global and obtained local coordinates respec-
tively, while μ’s stand for mean values; for ex-
ample, μx1 stands for the mean value of the






The calibration procedure can also be auto-
mated, for example by tracking the mobile robot
moving in the space and using these data for cal-
ibration, as described in [23].
3.7. Experiment – Tracking the Robot
and Humans
An example of results obtained using the de-
scribed tracking method is shown in Figure 6.
The obtained position is compared with the esti-
mation using the global positioning ultrasound
system in our lab. The position estimation with
the ultrasound system is done by tracking a tag
on the object (or two in the robot tracking case).
In the robot tracking case this measurement is
also combined with the output from the robot’s
wheel encoders to obtain a smooth and stable
measurement.
Due to the scanning speed of the used laser
range finders of 100 ms, the sampling time of
the tracking algorithm was also fixed to that
value. This also proved to be large enough to
do all the necessary calculations.
Figure 6. Comparison of the tracking results using laser range finders with the ultrasound measurement. The robot
and human tracking case are shown.
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It can be seen from the obtained robot track-
ing results (Figure 6a) that tracking using laser
range finders gives very similar results to the one
obtained using the ultrasound system (which
actually has more outliers). In the human track-
ing case (Figure 6b) the difference between the
two estimates is somewhat larger. Since in this
case the ultrasound system measurements are
directly used, the larger difference is partly due
to the human swinging during walking – since
the tag is attached to the human, this swinging is
reflected in the measurement, as can be noticed
in the figure. However, the difference between
the estimates is less than 10 cm most of the time,
which confirms the adequacy of the laser range
finders-based tracking system for application in
iSpace. Also, although not shown in the results,
the tracking using distributed laser range finders
can, naturally, also be used for tracking multiple
objects.
4. Control of the Mobile Robot
Using the method described in the previous sec-
tion, at any moment estimates of the position
of robot and humans and a map of the space
are available from the position and mapping
servers. By using this information, it is pos-
sible to implement the control of the physical
agent inside the iSpace. The flow of the con-
trol process is shown in Figure 7. It consists of
two steps: path planning, and path tracking and
obstacle avoidance.
Figure 7. Flow of the mobile robot control process.
In our implementation, all calculations are per-
formed by the iSpace. It sends the calculated
speed commands to the robot, whereas the robot
acts just as a mobile platform and does not par-
ticipate in the control process. The steps of the
control algorithm are described bellow.
4.1. Path Planning
Path planning is the problem of finding the best
way for the robot to move through the space
based on the map of the obstacles in the space.
Since the map obtained during the mapping pro-
cess is represented as an occupancy grid, the
most often used path planning methods are var-
ious graph search methods.
One such method that has been very popular for
mobile robot path planning applications is de-
scribed in [24]. This planning method is named
Dynamic A* or D*, and it uses advanced com-
puting techniques to speed up the planning time.
This way, fast path planning even in large maps
became possible. Since the publication of the
original D* paper, several improvements have
appeared.
However, the main disadvantage of most plan-
ning methods including D* is that, due to the
grid representation of the map, the headings
of the obtained path are restricted to multi-
ples of 45◦. But, recently, planning techniques
that give smoother paths and can have arbitrary
headings have been developed, such as the Field
D* method [25]. The main idea of Field D* is to
calculate not the cost of grid cells, but the cost
of the corner cells, and to linearly interpolate
the cost on the cell edges from the costs of the
cell corners. Although this linear interpolation
approach is not exact, it gives a good approxi-
mation of the real cost. By using this method
it is possible to calculate the cost of both the
points on the edge and inside the cell. Further
details of the method and its implementation
can be found in [25].
The whole planning process goes as follows.
Before planning, the obstacles in the map (both
static and moving, i.e. humans) are enlarged
by the radius of the robot. Also, in order to
keep the robot from moving too close to the
obstacles, in the vicinity of obstacles the cost
of traversing the cells is higher (the closer to
the obstacle the higher the cost). The Field D*
method is applied on the obtained grid, which
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gives a smooth path from the robot to the goal.
This process is repeated in every step.
An example of a path calculated using this
method is shown in Figure 8. The figure shows
the top view of the space, and an obstacle and
one human are present in the space. Two ob-
tained paths are shown – one using the D*
method and the other using Field D*. While
in the D* case the path is confined to headings
of 45◦, Field D* gives a very smooth path and
moves quickly towards the goal. These good
characteristics are the reason why we use Field
D* in our implementation.
Figure 8. Comparison of paths planned using D* and
Field D*. The Field D* gives a smoother path.
4.2. Path Tracking and Obstacle Avoidance
In order for the robot to follow the calculated
path and at the same time avoid bumping into
obstacles, a control algorithm that takes into
consideration the state of the space around the
robot is used. Although a variety of approaches
exist, in our implementation we use the Dy-
namic Window Approach (DWA) [26]. The
reason for choosing DWA is that it has a phys-
ically meaningful interpretation and has been
used in several successful implementations in
real environments, e.g. [27].
The DWA is used to generate the mobile robot
speed commands ensuring that the robot does
not collide with obstacles and that it follows
the desired path. Moreover, the obtained com-
mands are calculated in such way that they do
not violate the dynamic constraints of the robot,
i.e. its maximal transversal and rotational ac-
celerations.
In order to achieve that, calculations are done
directly in the velocity space of the robot, that is,
the space defined by its speed and angular speed.
First, the combinations of transversal and angu-
lar speed can be reached in the next step based
on the allowed maximal accelerations are de-
termined. Then an objective function is used
to determine which speed combination is most
appropriate to be applied in the next time step.
The objective function consists of three sub ob-
jectives – clearance, speed and heading of the
robot [26]:
G = gclear + gspeed + ghead (22)
Clearance gclear gives a measure of how good
the given speed combination is for avoiding the
obstacles. It does this by considering the time
it would take the robot to hit an obstacle if the
given speeds are applied. The speeds for which
this collision time is small have lower clear-
ance objective values, while speeds that would
certainly lead to collision are regarded as non-
admissible and are not considered further.
The speed objective gspeed is usually set to have
higher values for higher forward speeds so that
the robot travels as fast as possible. But, some-
times turning in placemight be desired, inwhich
case lower speeds are given higher objective val-
ues. We use this in the case when the robot is
facing away from the goal, so that the robot
will first turn towards the goal before starting to
move.
The heading objective ghead is used to make the
robot move toward the goal, or follow a path.
This is done by first predicting the position and
orientation that the robot would have after ap-
plying the considered speeds for one time step
and then breaking until stop. The heading ob-
jective value is calculated from the difference
between the achieved orientation and the head-
ing towards the goal – the lower the difference
the higher the value.
In order for the robot to follow a path, in the
heading calculation instead of the real goal one
point on the path (path goal point) is used as a
temporary goal. This has a convenient property.
By changing the difference between the path
cost of the robot’s current position and the path
cost of the path goal point, the maximum speed
of the robot can be regulated. The reason for
this is that for higher speeds the predicted posi-
tion of the robot will exceed the path goal point
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and thusmake the heading objective small. This
can be useful, for example, in the case when the
robot has to move in the vicinity of obstacles
or in areas where there is large uncertainty in
the map. The cost of traversing these areas is
higher and thus the path cost is changing faster.
As a consequence, the path goal point will be
closer, and the robot will slow down. In other
words, the robot will move slower in those situ-
ations, which is exactly the behavior we would
wish to have and another reason why we chose
this control method. This behavior is depicted
in Figure 9. It can be seen that the robot slowed
down when close to the obstacles.
Figure 9. Simulation of the robot slowing down in the
vicinity of obstacles: velocity profile. The robot path is
shown in the lower right.
In the calculation of the objective function, the
calculations of the clearance and heading ob-
jective are particularly involved because they
include calculations of the time until collision
with an obstacle and prediction of the robot
pose aftermovement and breaking, respectively.
Since these calculations have to be done for ev-
ery speed combination, they can be very ex-
pensive. For this reason, similarly to [27], we
adopt the use of look-up tables which results in
a considerable speed up in the calculation.
4.3. Experiment – Control of Mobile Robot
We tested the developed system in our exper-
imental space. Three laser range finders were
arranged in the space and, using them, a map
of the space was built and humans and a mobile
robot were continuously tracked, as explained
in Section 2. Based on the obtained map and
positions, the mobile robot was driven in the
environment by the iSpace. The mobile robot
used was an ActivMedia Pioneer DX2.
The robot was controlled with a sample time of
100 ms. We found out that this is enough to
obtain smooth and fast movement of the robot,
even in the presence of humans moving in the
space. As shown in Figure 7, the robot is con-
trolled with the transversal and angular speed
obtained from DWA (the speeds are regulated
using Pioneer’s onboard PID controllers).
Figure 10 shows an example of the obtained
robot navigation results. In this situation the
iSpace was given a command to drive a robot
from the start position (-2, -2) to the point with
coordinates (1, 0). In the first case (Figure 10a)
there was no obstacle in the robot path. In that
Figure 10. Mobile robot control experiment.
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case the robot moved smoothly and on a direct
path towards the goal. In the case shown in Fig-
ure 10b, there was a human between the robot’s
current position and the goal. The position
of the human was continuously tracked by the
iSpace, which enabled appropriate navigation
of the robot. It drove around the human and
then proceeded towards the goal.
5. Conclusion
In this paper the problem of utilizing a mobile
robot as physical agent inside Intelligent Space,
a space that can monitor its state using mul-
tiple distributed sensors, was considered. As
noted, this problem consists of guiding the mo-
bile robot to desired locations in the space, and
it can be divided to two main tasks: sensing and
robot navigation.
Sensing consists of tracking the position of the
robot and humans in the space, and building the
map of the space, since both of these tasks are
indispensable for the implementation of robot
control. We presented an implementation of
tracking and mapping usingmultiple laser range
finders distributed in the space. We have shown
that laser range finders are an attractive and easy
solution for these tasks. Furthermore, a descrip-
tion of the calibration and fusion processes is
given. Based on the results of the tracking and
mapping processes control of the mobile robot
is implemented. The description of the mobile
robot control algorithm used was given, and ob-
tained experimental results were presented.
The presented implementation is an example of
how to introduce physical agents inside Intelli-
gent Space by utilizing the distributed sensors
present in the space. It gives a practical solu-
tion that uses easily available sensors and robust
control algorithms. Several improvements are
also possible, such as the utilization of robot’s
onboard sensors, which will be considered in
our future work.
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