Abstract. Harmonic mappings from the Sierpinski gasket to the circle are described explicitly in terms of boundary values and topological data. In particular, all such mappings minimize energy within a given homotopy class. Explicit formulas are also given for the energy of the mapping and its normal derivatives at boundary points. §1. Introduction . A typical example of such a fractal is the Sierpinski gasket SG, and to keep matters simple we will restrict attention to just this case, although it is expected that the methods we develop can be extended more generally. The new elements involving the target space Y , in contrast to R, are nontrivial topology and curvature. In this paper we take Y to be the circle, so we have nontrivial topology but no curvature. Numerical computations of mappings with Y equal to the 2-sphere or hyperbolic plane have been done by Gregory Padowski, and may be found at http://mathlab.cit.cornell.edu/∼gp36/.
§1. Introduction
Whenever there is a theory of harmonic functions on a space X, there should be a theory of harmonic mappings from X to Y , where the target space Y is any Riemannian manifold. (See [EL1] , [EL2] , for the standard theory where X is also a Riemannian manifold.) We will be interested in developing such a theory for the class of p.c.f. self-similar fractals with self-similar Dirichlet forms as developed by Kigami [Ki1] - [Ki4] (see also [S] ). A typical example of such a fractal is the Sierpinski gasket SG, and to keep matters simple we will restrict attention to just this case, although it is expected that the methods we develop can be extended more generally. The new elements involving the target space Y , in contrast to R, are nontrivial topology and curvature. In this paper we take Y to be the circle, so we have nontrivial topology but no curvature. Numerical computations of mappings with Y equal to the 2-sphere or hyperbolic plane have been done by Gregory Padowski, and may be found at http://mathlab.cit.cornell.edu/∼gp36/.
The theory of harmonic functions h : SG → R and the standard self-similar Dirichlet form E(u, u) is easy to explain in terms of a sequence of graphs Γ m approximating SG. We take Γ 0 to be the complete graph on the vertices V 0 = {v 0 , v 1 , v 2 } of an equilateral triangle in the plane. These vertices will be taken to be the boundary of SG. We define the vertices V m of Γ m inductively by V m = The limit always exists in (1.1) because E m (u, u) is monotone increasing in m for all functions u and is constant for harmonic functions. The domain of E, dom E, is by definition the space of functions for which the limit in (1.1) is finite, and E may be extended to a bilinear form on dom E satisfying the axioms of a Dirichlet form. All functions in dom E are continuous, a reflection of the fact that points have positive capacity. The space of harmonic functions is 3-dimensional, each harmonic function h being determined by its boundary values ( whenever u t is a path with fixed boundary values and u 0 = h. If h minimizes energy in its homotopy class (with fixed boundary values), then it is harmonic, but there may exist other critical points. We have already observed that this does not happen when Y = R, and we will show that it does not happen for the circle, either.
We will allow circles of arbitrary radius, so S 1 = R/τ Z for some τ > 0. Every continuous function u : SG → S 1 has local lifts u : U → R for small enough neighborhoods U in SG, and if u is topologically trivial, then we may take U = SG. It is easy to see that u is a harmonic mapping if and only if the lifts u are harmonic functions.
Consider the edges of the triangle T with vertices (v 0 , v 1 , v 2 ). Since each edge is topologically trivial we can find lifts defined on the whole edge and define the increments (∆) j along the edge opposite v j by
for the appropriate lift. Note that we have (∆) 0 + (∆) 1 + (∆) 2 = kτ for some integer k; in fact k = W (u, T ), the winding number of the image u(T ) in S 1 . More generally, let k w = W (u, T w ) where T w is the triangle F w T . (Throughout this paper we omit the subscript w when w is the empty word ∅.) All but a finite number of the k w are zero, because once T w is small enough the image u(T w ) is not onto S 1 , so it is topologically trivial.
Consider a homotopy class of maps with u(v j ) specified. This determines data {(∆) j , k w } subject to the consistency conditions
and k w = 0 except for a finite set of words. Conversely, every such data set determines a homotopy class. It is not hard to see that every homotopy class contains an energy minimizer, using the fact that points have positive capacity so that energy limits are automatically uniform limits and so stay within homotopy classes. We will show directly that each homotopy class contains a unique harmonic mapping by giving an explicit formula for the mapping in terms of the data. In the process we will also find a formula for the normal derivatives. The importance of normal derivatives may be seen as follows.
Consider just harmonic functions. We may localize the definition (1.6) of normal derivatives to a cell F w SG and a vertex F w v j on the boundary of this cell by taking
Again, it is not necessary to take the limit for harmonic functions. If F w v j is not a boundary point of SG, then it can also be represented as F w v j , a boundary point of a different cell F w SG. The condition that the function be harmonic at the point is the same as the condition that the sum of the two different normal derivatives be zero. Thus we may glue together harmonic functions defined on neighboring cells if the values of the functions are the same and the normal derivatives sum to zero. When we consider harmonic mappings, we may still define normal derivatives by considering lifts, since the differences in (1.13) are independent of the lift chosen. Again the sum of normal derivatives at a nonboundary point must be zero. However, when we glue together different lifts, we must allow jump discontinuities that are integer multiples of τ . Conversely, such a consistent collection of local harmonic functions determines a harmonic mapping. In this way the problem of harmonic mappings h : SG → S 1 is purely topological. In Section 2 we present the details of the extension algorithm for harmonic mappings, and at the same time compute normal derivatives. In Section 3 we compute the energy in terms of the data, and show that mappings with prescribed boundary values in S 1 that minimize energy are topologically trivial (all k w = 0). We also give a completely explicit set of formulas in the simple case that k w = 0 for |w| ≥ 2.
Harmonic mappings from SG to R n are characterized by the condition that the coordinate functions be harmonic functions, and the energy is simply the sum of the energies of the coordinate functions. An illustration of such a mapping for n = 2 may be found in [Ki3] . The results of this paper easily extend to mappings to any flat torus, which may be represented as R n /Λ n for a lattice Λ n generated by n linearly independent vectors τ 1 , . . . , τ n . (Unless these vectors are orthogonal, this is not a geometric product of circles.) It is simply a matter of replacing scalar quantities by n-vectors, and correctly interpreting certain products. For example, the increments (∆ w ) j are vectors, and the winding numbers k w are elements of the integer lattice Z n , with the product τk w being interpreted as the vector (k w ) 1 τ 1 + · · · + (k w ) n τ n . Then all the formulas of Section 2 remain valid, with (N w ) j , (λ wj ) k and (δ w ) j all being vectors, but γ(v, j) remaining the same scalar values. For the results in Section 3, it is necessary to interpret the norm in (3.3) and (3.6) as the Euclidean norm in R 3n , and the square (τk w ) 2 as the R n dot product (τk w ) · (τk w ) with τk w as above. Note that µ w is an n-vector but E w is still a scalar. §2. The extension algorithm
In this section we assume that u(v j ) in S 1 are given, and compatible data {(∆) j , k w } are given to determine a homotopy class. Let h denote a harmonic mapping in this class. Rather than give formulas for the values of h at points, we will give formulas for the increments of h along the edges of the triangles. Let
for any lift h of h along this edge. (When w is the empty word we write (∆) j rather than (∆ ∅ ) j .) We want an inductive formula that enables us to compute these increments for words of length m + 1 in terms of increments for words of length m, since the data supplies us with the initial values for the empty word. In the topologically trivial case the result is easy. 
Proof. In this case there exists a global lift h which is a harmonic function. Thus (1.3) holds for h. An elementary computation shows that (2.2) is equivalent to (1.3).
Note that in this case we always have (∆ w ) 0 + (∆ w ) 1 + (∆ w ) 2 = 0, so the matrix given in (2.2) is not the only possible choice. One could add an arbitrary constant to each row. This particular matrix was chosen because it has column sums equal to zero.
Our strategy for the general case will be to add a correction term to (2.2). In other words we define ( 
We will also require similar correction terms for normal derivatives. Write (N w ) j for (1.13). Note that the matching condition on adjacent cells means
and we also have the consistency condition
In the topologically trivial case we have simply
by taking m = 0 on the right side of (1.13). In the general case we define the correction terms (δ w ) j by
Both correction terms (λ w ) j and (δ w ) j will be zero if |w| is large enough so that h is topologically trivial on F w SG.
Our first goal is to translate the condition that h be a harmonic mapping into a system of equations for the correction terms. Then we will solve the equations. The next result might be of independent interest.
Lemma 2.2. For any w,
Proof. This is obvious for harmonic functions, hence it is true for the length of w long enough, say |w| > m 0 . We will show the inductive argument that if (2.8) holds for all words with |w| = m + 1, it holds when |w| = m. Indeed, if |w| = m, then by the induction hypothesis (N wj ) 0 + (N wj ) 1 + (N wj ) 2 = 0 for j = 0, 1, 2. Sum these equations and use (2.4) to eliminate the nondiagonal terms (N wj ) k with j = k. Because of (2.5) the remaining terms yield (2.8).
Lemma 2.3. The following equations on (λ wj ) k and (δ w ) j are necessary and sufficient for them to be associated with a harmonic mapping in the given hopotopy class:
for all w and all j.
Proof. Each edge in the triangle F w T splits into a union of two edges of triangles of the next level, yielding the consistency condition
Substituting (2.3) and simplifying shows that (2.9) is equivalent to (2.14). The definition of the winding number requires
which is easily seen to be equivalent to (2.10).
Next we consider conditions involving normal derivatives. Condition (2.8) is clearly equivalent to (2.13). Condition (2.5) after substituting (2.7) becomes
When we substitute (2.3) and simplify, this is equivalent to (2.12). Similarly, condition (2.4) after substituting (2.7) becomes
and after substituting (2.3) and simplifying, this is equivalent to (2.11). Thus the conditions are necessary (in fact (2.13) could be eliminated since it follows from (2.11) and (2.12) as in the proof of Lemma 2.2). But conversely, if the conditions are satisfied, solving (2.3) yields a mapping in the required homotopy class that has lifts on cells F w SG for all sufficiently large words that are harmonic functions, and satisfies the required matching condition on normal derivatives on adjacent cells F w SG. Thus it is a harmonic mapping.
Lemma 2.4. The unique solution of (2.9), (2.10) and (2.11) for (λ wj ) k in terms of (δ wj ) k is given by
(2.18)
Proof. Note that for fixed w we have 9 linear equations in 9 unknowns. First we use (2.10) to solve for the diagonal variables (λ wj ) j in terms of the others:
We substitute (2.19) into (2.11) to obtain
Now (2.9) and (2.20) give 6 equations in 6 unknowns, and it is easy to check that (2.16) and (2.17) give the unique solutions. Substituting these into (2.19) yields (2.18). 
Proof. Since (δ w ) j = 0 for w long enough, it is clear that (2.21) allows us to solve inductively for all words working down in length. We obtain (2.21) by substituting (2.16)-(2.18) into (2.12) to eliminate the λ's, and then simplifying using (2.13). We can then prove (2.13) inductively directly from (2.21), hence (2.21) implies (2.12).
Lemma 2.6. The solution to (2.21) is given by the finite sum Proof. From the form of (2.21) it is clear that the solution must have the form (2.22) for some coefficients γ(v, j). Substituting (2.22) into (2.21) yields
(2.26)
Equating coefficients of the same k's yields the initial values
with M j given by (2.24), which yields (2.23).
Note that (2.22) is a local formula, in the sense that the normal derivatives in the cell F w SG are determined by the topological data of winding numbers for cycles contained in that cell alone. The same is true for the (λ wj ) k in view of Lemma 2.4. We summarize our results as follows. In this section we compute the energy E(h, h) = E of a harmonic mapping in terms of the data. In fact
for each m, where E w denotes the contribution toward the energy from the cell F w SG. When m is large enough
where we use vector notation ∆ w = ((∆ w ) 0 , (∆ w ) 1 , (∆ w ) 2 ) and stands for the Euclidean norm. We seek an expression of the form
for any w, where µ w and E w are vector and scalar correction terms involving only the topological data. Note that (3.3) does not determine µ w and E w uniquely, since by (2.15) we may add an arbitrary multiple of the constant vector (1, 1, 1) to µ w and compensate by adjusting E w . 
(3.6)
Proof. Since
we substitute (3.3) in (3.7) and attempt to obtain recursion relations for the correction terms. We obtain first
and then we substitute (2.3) into the right side of (3.8) to eliminate ∆ wj . We claim that the quadratic terms in ∆ w are the same on both sides of (3.8). Indeed, on the left side we have ∆ w 2 , while on the right side we have 5 3
2 + lower order terms.
Next we equate the terms in (3.8) that are linear in ∆ w to obtain
Equating separately the factors of (∆ w ) j yields the vector equation
where B j are given by (3.5). Equating everything that remains in (3.8) yields
Altogether we have shown that a solution of (3.9) and (3.10) gives a solution of (3.8), hence a valid formula of the form (3.3). But it is straightforward to show that (3.4) solves (3.9) and then (3.6) solves (3.10).
Example 3.2. Because the formulas are so complicated in the general case, it is worth examining in detail the special case in which the topological data k w are all zero for |w| ≥ 2. So we are given (∆) 0 , (∆) 1 , (∆) 2 , k, k 0 , k 1 , k 2 subject to the condition (∆) 0 + (∆) 1 + (∆) 2 = kτ. The mapping is uniquely determined once we specify the value at one of the boundary points, say u(v 0 ), but all our formulas are in terms of increments so this value does not enter into consideration.
We have δ w = 0 and λ w = 0 if |w| ≥ 2 because at that level the mapping is topologically trivial. By (2.21) we see that δ w = 0 also for |w| = 1, and
where w = ∅ (we write δ for δ ∅ ). By (2.16)-(2.18) we have 
