Preliminaries
Our research is directed towards finding finite sample approximations for posterior moments, functions of posterior moments and marginal posterior densities of parameters of econometric models in multidimensional cases. For this purpose we make use of Monte Carlo integration methods. The problem may be stated briefly as follows. Let 0 be an s vector of interesting parameters and g(0) some function of 0, then Sg(0)p1(0I data) do Eg(0)=--
where p'(0ldata) is a kernel of the posterior density. We are interested in the efficient computation of the right hand side of equation (1). So far our approach was to generate a random sample 01, . . ., ON from a density I(0) and compute the posterior expected value of g (0) Hammersley and Handscomb (1964) and Rubinstein (1981) . In two earlier papers Van Dijk, 1978, hereafter KVD, and , hereafter VDK), we applied importance sampling in some Monte Carlo integration problems. In these papers we emphasized as a condition for the feasibility of this approach that an importance function can be found which is a reasonable approximation to the posterior density. Since this condition is not always satisfied in econometric applications we started to investigate alternative approaches. In the present paper we discuss a particular econometric application. We revisit the Johnston model, studied in KVD, but we consider a different prior density. Our prior is again uniform, but on the interval (-2, +2) rather than (0, + 1) for each of the three parameters. The advantage of this choice is that we get more insight in the integration problems of very skew distributions. As mentioned in KVD this skewness is due to the contribution of the Jacobian to the likelihood, but in that paper we eliminated much of the skewness by means of truncation. Apart from skewness the posterior has some interesting features which are described in more detail in section 2. Finally we wish to emphasize that this is a preliminary report (see the introductory footnote).
Some results
We take as an example the three-dimensional marginal posterior density of the structural parameters pl, /32 and y2 of the Johnston model (see KVD, section 4). The prior for PI, /I2 and y2 is uniform on the interval (-2, +2) for all three parameters in the present paper.
Hence it is considerably less informative than in the KVD case. The prior for the covariance matrix of the structural disturbances is one proposed by Malinvaud (for details see Malinvaud, 1970, pp. 248-9) . The prior for the constant terms is uniform on a large region. In this particular case of two stochastic equaticns the marginal posterior density of (PI, p2, yz) is equivalent to the concentrated likelihood function. For some technical details we refer to Van Dijk and Kloek (1977) . We consider two families of importance functions: the multivariate Student density and a product of a univariate Student and log Student densities. The log transformation is rather obvious as a tool to introduce skewness. The problem is to find the proper direction(s) of skewness. This is done in a rather ad hoc manner in the present case. More mechanical procedures are a topic of current research.
A multivariate Student density of the s vector 0 may be written as with where p is the centre of the distribution, V a positive definite symmetric matrix and X the degrees of freedom parameter. We consider two ways of assigning the parameters of (3). In both cases the degrees of freedom parameter and a common scale parameter are fixed at unity for the sake of convenience. The two cases differ in the following respects. Case I consists of taking the posterior mode for p and minus the inverse of the Hessian of the log posterior for V. This we shall name the local approximation case. Case TI consists of taking the posterior mode for p in asymmetric importance sampling and the posterior mean as estimate for p in symmetric importance sampling. The posterior covariance matrix is the estimate for V. These posterior estimates for p and V are obtained after a first round of Monte.Car10. We name case I1 the global approximation case. The parameter estimates are presented in Table 1 . It is seen that the posterior densities for pl and pz are skew because the modes and means differ considerably. Also the local approximation of Vfails to hold globally in at least two respects. First, the posterior standard deviations for pl and p 2 are for the global case roughly eight times as large as their local approximations. Second, the posterior correlation between /I2 and yz is positive in the global case, while the local approximation indicates that it is negative. Table 2 presents results for the numerical error of the posterior means of PI, p2 and y2 for the Monte Carlo methods. As a measure of numerical error we take the ratio ( x 100) of the standard deviation of the Monte Carlo estimate of the posterior mean (see KVD, section 6) and the posterior standard deviation given in Table 1 . This relative measure of numerical inaccuracy has been chosen, since we are more concerned to estimate a ppsterior mean accurately if the posterior variance is small, than if it is large.
We consider two methods. The first is symmetric simple importance sampling (SSIS), as described in our earlier papers. The second method is asymmetric simple importance sampling (ASIS). We generate random drawings as follows. Standard Student random drawings (sl, s2, ss) are generated. Next we use the transformation sl* = 1-eS1, s2* = 1-es2, s3* =s3. Finally the values of sl*, sz* and s3* are rotated in the usual way with estimates of the:posterior mode and the local approximation (case I) and the global approximation (case 11). This introduction of skewness is rather ad hoc. We are currently investigating more mechanical procedures.
The results of Table 2 clearly indicate that the local approximation of V is a poor starting point for computational efficiency. Comparing the Monte Carlo methods it is seen that SSIS gives the lowest error when the local approximation is used, but that asymmetric importance sampling is better in two out of three cases for global approximation. We want to stress that these numerical results are rather preliminary. We have taken the results for the different methods after roughly 15 minutes CPU-time in order to avoid large sampling elrors in the estimates of these numerical errors. However, a careful comparison consists of recording the number of function evaluations; the numbers of accepted and rejected drawings using identical random number sequences, etc. This has still to be performed.
Next we present the univariate marginal posterior densities for PI, and y2 and bivariate marginal posterior densities for (PI, P2), (PI, y2) and (Pz, y2) in Figure 1 and Figures 2a, 2b and 2c. These have been computed by making use of the formulae given in KVD, section 7, but with asymmetric simple importance sampling. , , ., 2c* Bi~ariate margins1 posterior densities for (p,, y2) . Figure 2a clearly illustrates the effect of the Jacobian I 1-PI -p21 (compare KVD, sections 2 and 4). If and pz are both negative, the Jacobian is greater than unity. Figures 1,  2a and 2b indicate that the constraint PI b -2 truncates the posterior. Figure 2c has a more regular shape, though rather skew in the direction of p2.
We conclude this section with two remarks. 1. For the local approximation case we performed a sensitivity analysis with respect to the common scale parameter of the covariance matrix. However, the search for an optimal value of such a parameter is computationally rather costly, when one has to run the same computer program for different values in a rather wide interval.
2. We generated structural disturbances from a multivariate normal process around the posterior mode and re-estimated the marginal posterior densities by means of Monte Carlo. Roughly the same results occur. Thus, specification errors, which are probably present in Johnston's model, are not the main cause of the problem.
