Unmanned aerial vehicles (UAVs), which have been widely used in recent years, can acquire high-resolution images with resolutions in millimeters; such images cannot be acquired with manned aircrafts. Moreover, it has become possible to obtain a surface reconstruction of a realistic 3D model using high-overlap images and 3D modeling software such as Context capture, Pix4Dmapper, Photoscan based on computer vision technology such as structure from motion and multi-view stereo. 3D modeling software has many applications. However, most of them seem to not have obtained appropriate accuracy control in accordance with the knowledge of photogrammetry and/or computer vision. Therefore, we performed flight tests in a test field using an UAV equipped with a gimbal stabilizer and consumer grade digital camera. Our UAV is a hexacopter and can fly according to the waypoints for autonomous flight and can record flight logs. We acquired images from different altitudes such as 10 m, 20 m, and 30 m. We obtained 3D reconstruction results of orthoimages, point clouds, and textured TIN models for accuracy evaluation in some cases with different image scale conditions using 3D modeling software. Moreover, the accuracy aspect was evaluated for different units of input image-course unit and flight unit. This paper describes the fundamental accuracy evaluation for 3D modeling using UAV imagery and 3D modeling software from the viewpoint of close-range photogrammetry.
INTRODUCTION
Unmanned aerial vehicles (UAVs) have many applications in various fields such as archaeology (Verhoeven, 2011) , agriculture (Honkavaara et al., 2012) , and mining (Tscharf, 2015) . Moreover, use of 3D modeling commercial software based on structure from motion/multi-view stereo (SfM/MVS) has considerably increased in recent years. Therefore, accuracy evaluation of 3D modeling software in some cases has been performed (Necerino et al., 2013 , Strecha et al., 2015 . Naturally, previous studies selected the focus of the camera to enable high-accuracy photogrammetry. However, auto-focus is expected to be used in low-altitude flights for obtaining images for practical topographical mapping. On the other hand, the authors have been focusing on 3D measurement systems using consumer-grade digital cameras for the various application fields (Nakano and Chikatsu, 2010) . It was concluded that the evaluation of the interior orientation parameter in the self-calibration process is important for highaccuracy close-range photogrammetry using non-metric digital cameras. To this end, we performed a fundamental study on practical image acquisition in low-altitude flights and the accuracy evaluation of 3D modeling from the viewpoint of close-range photogrammetry using UAVs.
UAV SPECIFICATIONS
The accuracy aspect was evaluated from the analysis results of the 3D modeling software using images acquired by the lowaltitude flight of the multicopter. The multicopter used the customized model ZION Pro800 of the multirotor manufactured by ENROUTE CO., LTD., JAPAN. Table 1 Figure 1 shows the multicopter on the temporary take-off and landing field. Sony ILCE-6000 with gimbal equipment under the body of the multicopter can be observed. Figure 1 . Muticopter on the take-off and landing field
TEST FIELD
In Japan, the aviation law for UAVs has been partially revised in December 2015. Therefore, free flight of the UAV has become more difficult. We borrowed the Robot Field Experiment Facility from Saitama Prefecture as part of the leading-edge project. The field is a ground which was shut down in March 2013. Therefore, the ground was overgrown with rank weeds. The location and conditions of the fields are shown in Figure 2 and Figure 3 , respectively. The weeds can be observed in Figure 3 . 
. Configuration of test target
The weeds are approximately 20 cm in height, including the height of about 1 m. A tether for UAV getaway prevention was employed as a safety measure in the field. The flight status using the tether is shown in Figure 5 and Figure 6 . The flight operator, tether operator, and UAV connected with a tether can be seen in Figure 5 . The temporary take-off and landing field can be seen in the lower center of Figure 5 . It was placed as a safety measure to reduce the influence of dust by downwash during take-off and landing. The tether connected to the right skid of the UAV to fly toward the left direction can be confirmed in Figure 6 . The test targets were placed at 42 points in an area of about 90 × 70 m on the ground for accuracy estimation, as shown in Figure 3 and Figure 4 . The test target is a black-and-white target of dimensions 8 × 8 cm, and the local coordinates were observed using a total-station (Leica Geosystems, TCR703). The local coordinates were converted to geodetic coordinates using a GNSS (Leica Geosystems, GS10). The total-station has a distance measuring accuracy of 2 mm + 2 ppm and an angle measuring accuracy of 3 s. 
CONDITIONS OF IMAGE ACQUISITION
A consumer grade mirror-less single-lens reflex camera mounted on the UAV was used in the measurement. The transmitter of the UAV can control the camera shutter, and shooting intervals of 2 s or 5 s can be set manually. A flight speed of 2 m/s and a shooting interval of 2 s were set in the flight plan in consideration of the conditions of the multicopter and digital camera. The overlap rate is affected by the flight altitude because the flight speed and shooting interval are fixed. Table 2 shows the digital camera specifications. For close-range image acquisition, the flight altitude was set at 10 m, 20 m, and 30 m. The flight plan specifications for altitude are shown in Table 3 . It can be seen that the high-resolution ground sampling distance was 2.4-7.3 mm. The baseline length was 4 m, and the flight speed was selected to be 2 m/s for a shooting interval of 2 s; the overlap rate calculated from the footprint is also shown in Table 3 . Although the overlap rate was calculated to be less than 59% at an altitude of 10 m, it was estimated that 3D reconstruction is possible under 18% overlapping in triplet images considering the requirements of the input image of the 3D modeling software. Table 3 . Image acquisition specifications
MODELING HYPOTHESIS
3D modeling software has been widely used in recent years. It is possible to reconstruct relative models by extracting a large number of multidimensional features from high-overlap images without ground control points. The exterior orientation parameter in the 3D modeling software is calculated utilizing computer vision techniques based on SfM. SfM can reconstruct 3D space by overlapping the images from different perspectives. The number of courses and exposure stations and placement of ground control points are determined in accordance with the working area for quality control of map plotting or orthoimage creation in photogrammetry. In other words, a 3D model with accuracy is expected to easily combine the modeling process in computer vision and the flight planning in photogrammetry.
On the other hand, considering that images are taken at a fixed interval and multiple images are feature matched in SfM, the image redundancy must be greater than that in the image dataset of traditional photogrammetry in order to acquire a better image dataset. Therefore, in this study, the accuracy was compared to obtain course units and flight units of the models.
IMAGE ACQUISITION
Autonomous flight tests were performed in accordance with the flight plan in the test field. As a result, the dataset for a 10 m flight altitude was judged unsuitable for analysis. The images were not suitable for stable image matching because the surface of the vegetation was moving because of the wind from the UAV's downwash. It was considered that reasonable evaluation is difficult because of the motion of the surface of the vegetation and insufficient overlap rate. The strong downwash was caused by the UAV weight of approximately 6 kg. Figure 7 shows the motion of the vegetation because of the downwash at a 10 m flight altitude. We used two image sensors-Sony ILCE-6000 and GoPro HERO3+ Black Edition. The motion of the vegetation is difficult to detect in the interval still images of Sony ILCE-6000 for photogrammetry. The motion of the vegetation became apparent in the moving images of GoPro HERO3+ Black Edition for situation understanding. The motion of the vegetation was not detected in images obtained from flight altitudes of 20 m and 30 m. 
ACCURACY EVALUATION
We used three 3D modeling softwares-Acute3D Smart3Dcapture, Pix4Dmapper, and Photoscan. Pix4Dmapper was used for accuracy evaluation in this study because it has been empirically understood that the softwares have no significant differences in accuracy, although their price and interfaces are different. A 3D model was constructed by selfcalibration using five ground control points (GCPs) (1, 9, 22, 36, 37 in Figure 4) , and the nominal values of the camera specifications. The approximate positions of the exposure station are given by the flight log of the UAV using a GNSS. Therefore, accuracy evaluation was performed using the processing combination of course unit/flight unit and GNSS/GNSS + GCPs, as shown in Table 4 .
Unit Given condition Course GNSS GNSS + GCPs flight GNSS GNSS + GCPs Table 4 . Processing combination A 3D texture model is preferable for accuracy evaluation; however, plannimetric accuracy was observed using orthoimage and height accuracy computed by the inverse distance weighted method using the point cloud. Table 5 and Table 6 show the RMSE for check points. Table 6 . Accuracy for a given condition of GNSS + GCPs Table 5 shows that the height accuracy for a given condition of GNSS was about 4 m. It was inferred that influence of the single point positioning error of GNSS. Moreover, the planimetric accuracy shows an RMSE of 0.5-1.4 m. On the other hand, the results for the given conditions of GNSS and GCPs confirm that the horizontal accuracy and height accuracy are about 2 cm, except for the result for a course unit of 20 m in Table 6 . However, planimetric accuracy shows a lower value than one pixel of plan specifications of the ground sampling distance (4.9 mm at a flight altitude of 20 m, 7.3 mm at a ground altitude of 30 m); therefore, the pointing accuracy is regarded as the standard error.
The results for the course unit at a flight altitude of 20 m for given conditions of GNSS and GCPs showed an accuracy remarkably lower than that of the other results. It was surmised that the number of GCPs must be reduced when selecting the images and course units.
CONCLUSIONS
Flight tests and accuracy evaluation were conducted in accordance with the flight plan at the test field using an UAV for a fundamental study. It was found that low-altitude flights at 10 m altitude cause a strong downwash and vegetation motion. Two image sensors were effective for acquiring images for topographic mapping and situation understanding. Planimetric accuracy and height accuracy using the auto-focus setting has achieved 2 times from 4 times of ground sampling distance. As a result, UAVs can acquire high-resolution images at lowaltitude flights with auto-focus settings. It was understood that a combination of different conditions must be considered from the viewpoint of accuracy control. The accuracy evaluation results were obtained in centimeters. Further studies are required because this accuracy is insufficient from the viewpoint of photogrammetry.
