Abstract| W e present an approach for constructing optimal feedback control laws for regulation of a rotating rigid spacecraft. We employ the inverse optimal control approach which circumvents the task of solving a Hamilton-Jacobi equation and results in a controller optimal with respect to a meaningful cost functional. The inverse optimality approach requires the knowledge of a control Lyapunov function and a stabilizing control law of a particular form. For the spacecraft problem, they are both constructed using the method of integrator backstepping. We give a c haracterization of (nonlinear) stability margins achieved with the inverse optimal control law.
I. Introduction
Optimal control of rigid bodies has a long history stemming from interest in the control of rigid spacecraft and aircraft 1], 2], 3], 4], 5]. The main thrust of this research has been directed, however, towards the time-optimal and fuel-optimal control problems 6 16] . The case of general quadratic costs has also been addressed in 17] . Optimal control for the complete attitude problem, i.e., including the orientation equations is more di cult and has been addressed in terms of trajectory planning 18], 19], or in semi-feedback form 20] . The main obstruction in constructing feedback control laws in this case stems from the di culty in solving the Hamilton-Jacobi equation, especially when the cost includes a penalty term on the control e ort. In 21] the authors obtain closed-form optimal solutions for special cases of quadratic costs without penalty on the control e ort. These control laws asymptotically recover the optimal cost for the kinematics but may lead to high-gain controllers. When a control penalty i s i ncluded in the performance index, linear control laws have b e e n constructed which p r o vide an upper bound for a quadratic cost in some speci ed compact set of initial conditions. Suboptimal results can be obtained by minimizing this upper bound 21]. Alternatively, one can penalize only the high-gain portion of the control input. This approach is based on the optimality results of 22] and it has been used both for axi-symmetric 23] and non-symmetric bodies 24]. The most advanced e orts towards designing optimal feedback c o n trollers have been made in 26], 27] in the framework on nonlinear H1 design. However, the authors in 27] solve the Hamilton-Jacobi-Isaacs inequality which, in general, only guarantees an upper bound of the cost for the zero-disturbance case.
In this paper we follow an alternative approach in order to derive optimal feedback control laws for the complete rigid body system. We employ t h e inverse optimal control approach w h i c h circumvents the task of solving a Hamilton-Jacobi equation and results in a controller optimal with respect to a meaningful cost functional. This approach, originated by Kalman to establish certain gain and phase margins of linear quadratic reg- The inverse optimality approach used in this paper requires the knowledge of a control Lyapunov function and a stabilizing control law of a particular form. For the spacecraft problem, we construct them both using the method of integrator backstepping 32]. The resulting design includes a penalty on the angular velocity, orientation and the control torque. The weight i n t h e penalty on the control depends on the current state and decreases for states away from the origin. We also present a result which puts a constant (identity) weight on control and possesses stability margins analogous to the in nite gain margin and the 60 phase margins for the linear quadratic regulators. It should be pointed out that global stabilizing controllers using the inverse optimality approach of 30] have also been presented in 33].
The paper is organized as follows. Section II reviews the basics of the inverse optimality a p p r o a c h and presents it in a format convenient for design of controllers. Section IV contains the main result|the construction of the inverse optimal feedback law for a rigid spacecraft, which is specialized in Section IV-B to the case of a symmetric spacecraft. A n umerical example in Section V illustrates the theoretical result of the paper.
II. Inverse Optimal Control Approach
We consider nonlinear systems a ne in the control variable The cost (5) depends on the particular system dynamics. This is understandable, since by requiring closed-form solutions to a nonlinear optimal feedback problem it is sensible to choose costs which are compliant with the system dynamics. In other words, the cost should re ect somehow, and take i n to account, the form of the nonlinearity of the system. This restricts of course the choice of performance indices. On the other hand, one avoids solving the often formidable Hamilton-Jacobi equation.
The result of Proposition II.1 was given in 31] for = 2 . The extension that we give here for 2 is straightforward and given without proof. However, this extension, already establishes an in nite gain margin of the inverse optimal controller, a w ell known property of linear quadratic regulators 28]. An equivalent of the phase margin was also given in 31] and it requires that the function R ;1 (x) be locally bounded. Under this condition, there exists a continuous positive function ( ) such that R ;1 (x) (V (x))I 8x 2 IR n (6) which follows from the radial unboundedness of V (x). With this de nition, we state the main result on robustness margins achievable using the inverse optimality approach. In the linear case, this result gives precisely the in nite gain margin 1 and the 60 phase margin.
Proposition II.2: ( 31] ) Under the conditions of Proposition II.1 and assuming that R ;1 (x) is locally bounded, the con-
is globally asymptotically stabilizing for the system (1) with the input dynamics u = a(I +P)v, where a 1= is a constant and P is a strictly passive 2 (possibly nonlinear) system.
Note that the form of the control law (7) is
is a positive de nite and radially unbounded Lyapunov function. The control law (7) minimizes the cost functional
wherel(x) (V )l(x) is positive de nite.
III. The Rigid Body M o d e l
In this section we use the inverse optimal results of Proposition II.1 in order to derive control laws which are optimal with respect to a cost which includes a penalty on the control input as well as the angular position and velocity of a rigid spinning spacecraft. The complete attitude motion of a rigid spacecraft can be described by the state 
for all ! 2 IR 3 , where k k denotes the euclidean norm, i.e., kxk 2 = x T x, for x 2 IR n .
Observe that the system in Eqs. (11) is in cascade interconnection, that is, the kinematics subsystem (11b) is controlled only indirectly, through the angular velocity vector !. Stabilizing control laws for systems in this hierarchical form can be e ciently designed using the method of backstepping 32]. According to this approach, one thinks of ! as the virtual control in Eq. (11b) and designs a control law, say ! d ( ), which stabilizes this system. Subsequently, one designs the actual control input u so as to stabilize the system in Eq. (11a) without destabilizing the system in Eq. (11b) by forcing, for example, ! ! ! d .
The main bene ts of this methodology is that it is exible, and lends itself to a systematic construction of stabilizing control laws along with the corresponding Lyapunov functions.
IV. Control Design

A. Backstepping
The rst step for applying the results of Proposition II.1 is to construct a control-Lyapunov function for the system in Eq. (11) . For systems with cascade interconnection structure, such as the rigid body equations, one can use the method of integrator backstepping to achieve this objective. Sontag and Sussmann were the rst to notice this property for the rigid body in 36], where they used backstepping to design smooth feedback control laws for an underactuated rigid body. The same technique was also used in 37] for stabilization of an axisymmetric spacecraft using two control torques. Here we use backstepping in order to derive a control-Lyapunov function, along with a stabilizing controller of a particular form for the system in Eq. (11).
Control of the kinematic subsystem. Consider the kinematics subsystem in Eq. (11b) with ! promoted to a control input and let the control law ; S(!)J ;1 T J 2 S(!)J ;1 i ;1 J ;1 (27) where k2 > 0. Then (26) With the choice of the feedback c o n trol law in Eqs. (24), (27) therefore it penalizes both the states and !, as well as the control e ort u. As and ! increase, the penalty on the control decreases. This is a desirable feature of the optimal control law, since it implies more aggressive c o n trol action far away f r o m t h e equilibrium. Indeed, as the system state starts deviating from the intended operating point the controller allows for increasingly corrective action. For and ! large we h a ve
One can see that k2 has no e ect on the large-signal performance. In addition, larger values of k1 tend to put more penalty on while smaller values of k1 tend to put more penalty o n !. At the same time, for and ! small we h a ve that l( !) 2k 3
so, close to the origin, the control law reduces to an LQR-type linear control law. The control law in this case minimizes the LQR cost
where Q = 4k2 + k1 k1(4k2 + k1) k1(4k2 + k1) k 2 1 (3k1 + 4 k2) R = 4 4k2 + 3 k1 J ;2 (36) It is important to realize that the optimal control law in Eq. (30) avoids the cancelation of the nonlinearities. Notice, for example, that from Eq. (25) one can globally asymptotically stabilize the system by c hoosing the control law u = ;k2J z ; k1 2 J(I + T )z ; S(!)J ! (37) which renders _ V = ; k 3 1 2 (1 + k k 2 )k k 2 ; k2kzk 2 < 0 8( z) 6 = ( 0 0) (38) There are no obvious optimality c haracteristics associated with this control law. In fact, as was pointed out in 31], 38] controllers which cancel nonlinearities are, in general, nonoptimal since the nonlinearity m a y be actually bene cial in meeting the stabilization and/or performance objectives. An undesirable feature of the optimal control law in Eq. (30) is that it depends on the moment of inertia matrix J, which m a y not be always accurately known. The robustness properties of the optimal control law will be addressed in the future. (1) and (2) . The exponential stability of the closed-loop system is evident from these gures. At this step the choice of k1 is basically dictated by the required speed for the completion of the rest-to-rest maneuver.
For the stabilization of the complete system we use the control law in Eq. (30) . The state trajectories for di erent values of the gain k2 are depicted in Figs. (3) and (4) . The optimal trajectories have a very uniform behavior which is essentially independent of the value of k2 and they follow v ery closely the corresponding trajectories for the kinematics subsystem. The control action varies a great deal, however, with k2. The initial control action consists, essentially, in making ! ! ; k1 . This is clearly shown in Fig. (3) .
Finally, Fig. (6) shows the time history of the Frobenious norm of the control penalty matrix R(! ). The control penalty is decreased rapidly at the initial portion of the trajectory when increased control action is necessary in order to \match" ! with ! d within a short period of time. 
VI. Conclusions
Due to the di culty in obtaining closed-form solutions to the Hamilton-Jacobi-Bellman equation, the direct optimal control problem for nonlinear systems remains open. However, the knowledge of a control Lyapunov function allows us to solve t h e inverse optimal control problem, i.e., nd a controller which i s optimal with respect to a meaningful cost. The inverse optimal stabilization design for a rigid spacecraft in this paper is, to the authors' knowledge, the rst feedback control law that minimizes a cost that incorporates penalty on both the state (angular velocity and orientation) and the control e ort (torque). 
