Context. The determination of accurate stellar parameters of giant stars is essential for our understanding of such stars in general and as exoplanet host stars in particular. Precise stellar masses are vital for determining the lower mass limit of potential substellar companions with the radial velocity method, but also for dynamical modeling of multiplanetary systems and the analysis of planetary evolution. Aims. Our goal is to determine stellar parameters, including mass, radius, age, surface gravity, effective temperature and luminosity, for the sample of giants observed by the Lick planet search. Furthermore, we want to derive the probability of these stars being on the horizontal branch (HB) or red giant branch (RGB), respectively. Methods. We compare spectroscopic, photometric and astrometric observables to grids of stellar evolutionary models using Bayesian inference. Results. We provide tables of stellar parameters, probabilities for the current post-main sequence evolutionary stage, and probability density functions for 372 giants from the Lick planet search. We find that 81% of the stars in our sample are more probably on the HB. In particular, this is the case for 15 of the 16 planet host stars in the sample. We tested the reliability of our methodology by comparing our stellar parameters to literature values and find very good agreement. Furthermore, we created a small test sample of 26 giants with available asteroseismic masses and evolutionary stages and compared these to our estimates. The mean difference of the stellar masses for the 24 stars with the same evolutionary stages by both methods is only ∆M = 0.01 ± 0.20 M . Conclusions. We do not find any evidence for large systematic differences between our results and estimates of stellar parameters based on other methods. In particular we find no significant systematic offset between stellar masses provided by asteroseismology to our Bayesian estimates based on evolutionary models.
Introduction
Since the first discovery of an exoplanet around a main sequence star in 1995 by Mayor & Queloz (1995) , the number of detected extrasolar planets increased continuously. Most detected extrasolar planets are orbiting main sequence stars; however, a small number of planets have also been found around more evolved stars. The first planet around a giant star was discovered around ι Draconis by Frink et al. (2002) . Since then the number of detected substellar companions around giant stars has grown significantly to more than 100. The advantage of measuring radial velocities of giant stars is that they are cooler and rotate slower than their main sequence predecessors. This allows precise measurement of radial velocities from their spectra which would be very difficult for main sequence stars with stellar masses above 1.5 M , as they have fewer absorption lines. As a result, by determining radial velocities of giant stars one can probe the planet population of more massive stars.
However, radial velocities of giant stars are subject to intrinsic radial velocity variability and jitter. Late-type K giants in Tables A.1 and A.2 are only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/ particular can show large RV variations Hekker et al. 2006 Hekker et al. , 2008 . These variations are caused by pmode pulsations and occur on short timescales with periods ranging from several hours to days. Furthermore, Hatzes et al. (2004) postulates long-term variations of several hundred days that might be caused by non-radial pulsations. The latter could mimic radial velocity signals of extrasolar planets; see, for example, Hrudková et al. (2017) , Hatzes et al. (2018) and Reichert et al. (in prep.) . The knowledge of the host star's stellar parameters and current evolutionary stage is important for understanding such variations as well as for producing a clean planet sample around giant stars for a statistical analysis of planet occurrence rates around stars more massive than the Sun. Furthermore, stellar parameters are essential for numerous other applications regarding planet-hosting stars. Some examples are the determination of the planet's minimum mass using radial-velocity data, dynamical modeling of multi-planetary systems, and analysis of planetary evolution around giant stars. For the latter, the current evolutionary stage is especially important as it provides the position of the planet around the host star at the time when the star was on the main sequence (Kunitomo et al. 2011; Villaver et al. 2014; Currie 2009 ). This can help to understand planetformation mechanisms (Currie 2009 ).
The purpose of this paper is to use a methodology based on Bayesian inference instead of interpolation to determine the stellar parameters of the giant stars in our sample as accurately as possible given the limitations of the observations and stellar evolutionary models. Furthermore, the Bayesian inference method can provide a probability estimate of the current evolutionary stage based on the likelihood of the models given the observed parameters and some physical prior information. It is therefore possible to more accurately asses the degeneracy of the two possible solutions of stellar parameters, corresponding to RGB and HB models, for many of our giant stars. We also compare our results to those for other samples to evaluate the reliability of our methodology and stellar parameters.
The paper is organized as follows. In Sect. 2, our sample of stars for which we derived stellar parameters is described. Section 3 presents the stellar evolutionary models and their preparation for our application of the method, while Sect. 4 explains the methodology for the stellar-parameter determination in detail. In Sect. 5, we present the results of our sample and compare them to available literature values. In Sect. 6 we discuss the reliability of our estimations of stellar parameters, in particular stellar masses and evolutionary stages, by comparing them to astero- Hekker & Meléndez (2007 −0.020 ± 0.050 Feuillet et al. (2016) 4463 0.050 ± 0.060 Wu et al. (2011) 14915 0.073 ± 0.003 Ness et al. (2016) 46457 0.070 ± 0.080 Hansen & Kjaergaard (1971) 67057 0.110 ± 0.110 Giridhar et al. (1997) 67787 0.080 ± 0.090 Franchini et al. (2004) 
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Sample

Stellar parameters
Our sample of stars consists of 373 very bright (V ≤ 6 mag) G-and K-giant stars with parallax measurements by Hipparcos . Their detailed selection criteria are outlined in Frink et al. (2001) and more recently in Reffert et al. (2015) . Selection criteria were a visual magnitude brighter than 6 mag and a small photometric variability. The sample started with 86 K giants in June 1999 and was extended with 93 K giants in 2000 stars that mostly belong to the G-giant regime were added to the sample. These stars have bluer colors (we used 0.8 ≤ B − V ≤ 1.2 as a selection criterion) and more importantly higher masses. The masses where roughly estimated at this time using evolutionary models by Girardi et al. (2000) with solar metallicity, as no individual metallicities were available. Only stars that were above the evolutionary track of 2.5 M were added to the sample. The radial velocities of these stars were monitored for more than a decade (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) with the 60 cm CAT-Telescope at Lick Observatory using the Hamilton Echelle Spectrograph (R ∼ 60, 000). This resulted in several published planet detections; for example, Frink et al. (2002) , Reffert et al. (2006) , Quirrenbach et al. (2011 ), Mitchell et al. (2013 , Trifonov et al. (2014) , Ortiz et al. (2016) , Tala et al. (in prep.) and Luque et al. (in prep.) .
For the derivation of stellar parameters for our sample, we used the V and B − V photometry provided by the Hipparcos catalog (ESA 1997) together with spectroscopically determined metallicities by Hekker & Meléndez (2007) . The Johnson V and B−V photometry of the Hipparcos catalog were determined from several sources. The Johnson V magnitudes are either directly observed values from ground or transformations from the Hipparcos H p or Tycho V T magnitudes, whichever yielded a better accuracy (ESA 1997) . The Johnson B − V color index was derived using ground-based observations or the Tycho B T and V T magnitudes with the correct transformations corresponding to the luminosity class. If the luminosity class of the star in the Hipparcos catalog was unknown, the transformations for luminosity class III giants were used (ESA 1997) . This is favorable for our sample of giant stars, as we do not need to apply further corrections for these stars. For some dozen stars in the Hipparcos catalog, no error of the B − V color index was cataloged. For these stars we used the error given by the Hipparcos input catalog (Turon et al. 1993) .
In addition to the B − V color index, the Hipparcos catalog provides the V − I color indices derived by various methods, which are described in detail in ESA (1997) . The reason for including the V − I color index is that it helps to disentangle the degeneracy in the B − V color index between M giants and latetype K giants, due to differential absorption by titanium oxide (TiO) in the stellar atmospheres of M giants, which affects the V magnitude more than the B magnitude.
Since our sample of giant stars is part of a radial velocity survey to detect exoplanets, high resolution spectra are available for all stars. Spectroscopic metallicities, effective temperatures, and surface gravities were determined by Hekker & Meléndez (2007) . For the metallicities, Hekker & Meléndez (2007) estimated an error of σ [Fe/H] = 0.1 dex by comparing some of their results to previous published literature values. For eight stars of our sample, no metallicities could be determined from the spectra by Hekker & Meléndez (2007) . For these stars we used the literature values shown in Table 1 . The mean metallicity of our sample is [Fe/H] mean = −0.116 dex. Figure 1 shows the metallicity distribution of our sample. In addition to the metallicites, Hekker & Meléndez (2007) determined surface gravities and effective temperatures with uncertainties of σ log(g) = 0.22 dex and σ Teff = 84 K for each star. While these two parameters could also be used to determine stellar parameters, for example, mass and radius, from evolutionary models, we decided not to follow this approach. The reason is that spectroscopic data are often affected by relatively large unknown systematics, depending on the adopted models. However, we used the spectroscopic effective temperatures and surface gravity to verify the validity of our derived stellar parameters and we used the spectroscopic effective temperature in addition to the V − I color index to break the degeneracy in the B − V color index between M giants and late K giants.
Parallax, distance, absolute magnitude and astrometry-based luminosity
Comparing observed stars to evolutionary models requires information about the distances of the stars. Trigonometric parallax measurements by Hipparcos are available for all of the 373 giant stars studied here. We used the new reduction by van Leeuwen (2007) which has smaller statistical errors than the original Hipparcos catalog ESA (1997) . The application of the distance mod- ulus to determine absolute magnitudes from trigonometric parallaxes can lead to biases and systematic effects, due to the reciprocal and logarithmic transformation; see, for example, Lutz & Kelker (1973) , Arenou & Luri (1999) , Bailer-Jones (2015) and Astraatmadja & Bailer-Jones (2016) .
Instead of the absolute magnitude we used the astrometrybased luminosity (ABL) introduced by Arenou & Luri (1999) to compare observations with models. The ABL a λ at a certain wavelength λ or in a certain photometric band can be derived by rewriting the distance modulus. The ABL is given by
where is the trigonometric parallax (in arcseconds), m λ the apparent magnitude, M λ the absolute magnitude and A λ the extinction (Arenou & Luri 1999) . The ABL can be regarded as the reciprocal of the square root of the flux. In the case of our sample, the influence of the photometric error on the error of the ABL is several magnitudes smaller than the error due to the parallax, which is the reason why we neglected the photometric error for the determination of the error of the ABL. The advantage of the ABL is the linearity with the parallax, which implies that the ABL has Gaussian distributed symmetrical errors based on the errors of the parallax measurement. Furthermore, no biases, for example, Lutz-Kelker bias (Lutz & Kelker 1973) , are introduced, and one could in principle also use negative parallaxes; fortunately in our sample of stars, no negative parallaxes are present. Figure 2 shows the distribution of trigonometric parallaxes for our sample of stars from van Leeuwen (2007) . The median parallax of our sample is 9.47 mas. Due to the small distance of most of the stars in our sample, we neglect interstellar reddening when determining the ABL of our stars from Eq. 1. Figure 3 shows our sample of giant stars as red crosses in different so-called astrometric HRDs (Arenou & Luri 1999) with overplotted evolutionary tracks corresponding to a metallicity of Z=0.0180, which is very close to our derived mean metallicity of the sample. The degenerate part between K and M giants is marked in black on the evolutionary tracks and starts around B − V ≈ 1.5 mag for each stellar model. Stars with (B − V) + σ B−V > 1.5 mag are marked as orange triangles. Using the V − I color index and the effective temperature to plot the astrometric HRD shows that these stars are not located in the M giant regime of the evolutionary tracks. This is especially apparent when using the V − I color and its corresponding error estimate, as no star of our sample is in the 3-σ range of the M giant regime (marked black) of the evolutionary tracks. This is why, later on, we used the V −I color index to exclude these models, thereby preventing artificial multiple solutions of stellar parameters for stars positioned in this region of the HRD that are purely based on the choice of photometry.
Stellar evolutionary models
Models
We determine stellar parameters using stellar evolutionary models provided by Bressan et al. (2012) based on the Padova and Trieste Stellar Evolution Code (PARSEC), which include convective overshooting. We chose the Padova models because of their widespread use in the literature and the fact that they are available for a large range of stellar masses and metallicities. The mass grid ranges from 0.09 M to 12 M while the metallicity ranges from Z = 0.0001 to Z = 0.06. The helium content Y and hydrogen content X are regarded as known functions of Z using the relation Y = 0.2485+1.78Z. The assumed solar metal content for the models is Z = 0.0152 (Bressan et al. 2012 ). The models cover the range from the start of the pre-main sequence phase until the helium flash (HEF) for low-mass stars, to a few thermal pulses for intermediate-mass stars and until carbon ignition for massive stars (Bressan et al. 2012) . Each evolutionary track includes values for the mass, radius, surface gravity, age, luminosity, effective temperature and the current evolutionary phase. The evolutionary phase value is an increasing integer number at certain selected critical points along the track, while fractional phase values are proportional to the fractional time duration between the previous critical point and the following one. Stars with masses 0.5 M < M < M HEF , where M HEF depends slightly on the metallicity, experience a helium flash. For these low-mass stars, the evolutionary tracks are divided into the RGB and HB evolutionary phases. The evolution of the HB is computed separately from a suitable zero-age horizontal branch (ZAHB) model which has the same core mass and chemical composition as the last RGB model. The envelope mass of the HB models is regarded as a free parameter (Bressan et al. 2012) , which is important to consider when adding mass loss along the RGB evolution.
Interpolation to a finer grid of models
Our derivation of stellar parameters requires a dense grid of stellar evolutionary models for different masses and metallicities. We interpolated a finer grid of stellar models using points of equivalent evolutionary phases of neighboring models. This is achieved by using the phase value provided by the PARSEC models. The evolutionary tracks are re-sampled so that they consist of exactly the same number of discrete models with the same phase values. The advantage of this approach compared to other linear interpolations is that the shape and non-linearity of the stellar evolutionary tracks is conserved, especially for regions in the HRD where the evolutionary tracks undergo loops.
Regarding the grid of stellar masses of the models, we interpolated to a grid of ∆M = 0.025 M in the range between 0.5 M to 1.6 M and above 1.9 M , while we interpolated to a mass grid of ∆M = 0.05 M between 1.6 M and 1.9 M and ∆M = 0.2 M between 10 M to 12 M . We did not use the extension of the PARSEC library of stellar models with masses above 12 M provided by Tang et al. (2014) for several reasons: These models include a large amount of mass loss and have a discontinuity in their phase value compared to lower mass models. Both of these facts would necessitate a different preparation of the stellar models and their sampling if they were included. However, we do not expect many (if any) stars to have masses as high as 12 M in our sample.
The coarser grid between 1.6 M and 1.9 M is due to the fact that it separates two physically different models of stars: low-mass stars that experience a helium flash and stars of higher masses that do not undergo a helium flash. The evolutionary tracks for these two types of stars have a slightly different shape and position in the HRD. An interpolation between these models can lead to non-physical and unreliable evolutionary tracks. For the determination of stellar parameters with our methodology we need a grid of stellar evolutionary tracks that is sampled equally in mass over the whole covered range of metallicities of the models; otherwise this will lead to artificial gaps in the determined probability density function (PDF) of the stellar mass.
As a result, the precomputed coarser grid of stellar masses has to be kept in this mass range.
Regarding models of different metallicities, we interpolated to a grid that is 40 times finer than the precomputed grid provided by Bressan et al. (2012) . This was necessary for determining smooth probability density functions (PDFs) of the stellar parameters, especially for the stellar masses and ages, given the small observational errors of our sample. Regarding models separated by M HEF , the same difficulty as for the interpolation to a finer grid of stellar masses was encountered. However, it is enhanced by the fact that M HEF , and therefore the boundary between physically different models, varies over the range of metallicities. Therefore, it is not always possible to interpolate to a grid of at least ∆M = 0.05 M between different metallicities. As a result, we interpolated all models for which this was possible in this mass range. We then filled the small number of gaps at certain masses and metallicities by extrapolating the stellar evolutionary tracks. This was achieved by using the two evolutionary tracks which have the closest stellar masses and the same metallicity as the evolutionary track that was extrapolated. With this approach no extrapolations by more than 0.05 M and only in very rare cases by 0.1 M were necessary. From inspection of the extrapolated evolutionary tracks in the HRD/CMD the inaccuracies due to the extrapolations are of the order of a few per cent at most. Due to the small number of extrapolations, and given the observational errors, modeling uncertainties due to small extrapolations are regarded as negligible.
Bolometric corrections
For the comparison of stellar evolutionary models to observed quantities we used bolometric corrections for the V band and color-temperature relations for B − V and V − I by Worthey & Lee (2011) . They provide extensive tabulated empirical relations for a large parameter space, from which one can determine the color and bolometric corrections by using a trilinear interpolation in metallicity, effective temperature and surface gravity. The absolute bolometric magnitude of the Sun M bol, cannot be set arbitrarily but has to be consistent with the tabulated bolometric corrections (Torres 2010 ). Worthey & Lee (2011) adopted a solar bolometric correction of BC V, = −0.09 which, together with our adopted solar absolute magnitude of M V = 4.81 mag (Hayes et al. 1985; Torres 2010) , results in M bol, = 4.72 mag for the Sun. It is then straightforward to determine the absolute magnitudes for a given photometric band for each evolutionary model.
Further preparations
The observed metallicities of the stars are measured in [Fe/H], while the model metallicities are given as fractional percentages Z. For the transformation of Z to [Fe/H] we applied
We use [Fe/H] to denote the whole metal content of the star. The evolutionary models by Bressan et al. (2012) do not explicitly give mass loss for stars below 13 M . We calculated the mass loss along the RGB for each stellar evolutionary model according to Reimer's law (Reimers 1975) using the modest value of η = 0.2 as suggested by Miglio et al. (2012) . We used the corresponding HB models with the same core and envelope mass to follow up the evolution of the RGB, where the envelope mass is regarded as a free parameter based on the mass loss along the RGB. As the HB models are computed from a suitable zero-age horizontal branch they have an assigned starting age of zero. For the starting age of these models we used the age at the end of the corresponding RGB model.
Very low-mass stars have main sequence lifetimes larger than the current age of the Universe. Therefore, the evolutionary models were truncated when the age along the track reached the limit of 13.8 billion years. This results in a corresponding minimum mass of the post-main sequence models of around 0.75 − 0.9 M depending on the metallicity and evolutionary stage, that is, RGB or HB. Stars of lower masses have not evolved off the main sequence yet.
For the determination of the current evolutionary stage with our methodology we divided all models into RGB and HB models.
Methodology
The Bayesian methodology we applied is very similiar to the methodologies outlined in Jørgensen & Lindegren (2005) and da Silva et al. (2006) . However, some modifications and improvements were added. One fundamental difference is that Jørgensen & Lindegren (2005) and da Silva et al. (2006) used isochrones instead of evolutionary tracks to determine stellar parameters. While both are in general equivalent to each other, they still need a different treatment when using Bayesian inference to determine stellar parameters. The following section explains how the Bayesian methodology was applied to determine stellar parameters of giant stars from stellar evolutionary tracks.
Determination of the posterior probability
Each evolutionary track consists of discrete points that have defined stellar parameters and positions in a three-dimensional cube of metallicity, effective temperature, and luminosity. One may use alternative parameterizations for this cube; we use color B − V and ABL a V instead of effective temperature and luminosity.
We connected the discrete points along each evolutionary track to small sections, which we label k. Each of these sections is assigned the mean stellar parameter between the start (k − 1 2 ) and the end point (k + 1 2 ) of this section. Additionally, we assigned to each section an evolutionary time ∆τ i, j,k = t i, j,k+
, depending on the age at the start and end point. For a star with observables that have Gaussian distributed errors one can estimate the likelihood of the star belonging to the section k of the evolutionary track with mass i and metallicity j by
where a V i, j,k and (B − V) i, j,k are the mean values corresponding to the section i, j, k of the model and [Fe/H] j is the metallicity of the model. The posterior probability is proportional to the product of the likelihood and the prior probability, meaning that where ∆n i, j,k is the number density of predicted stars which populate the evolutionary track section k of mass i and metallicity j and w j the weight of models with metallicity j. It is essential to include the weight of the models, as they are not sampled equally in [Fe/H] . This is given by
with [Fe/H] min and [Fe/H] max being the minimum and maximum metallicity of the models.
Regarding the complete derivation of ∆n i, j,k we refer to Shull & Thronson (1993) . In short, the number of stars that populate a certain section of the evolutionary track at a certain age t given a star formation rate (SFR) Ψ(t) can be written as
where N 0 i, j is the number density of stars of a certain mass and metallicity that are instantaneously born, that is, it is the initial mass function (IMF) for a given metallicity. With the simplified assumption that the SFR was constant in the Galaxy, and due to the fact that we do not have a simple stellar population but field stars with different ages, one can determine the expected number density of stars by integrating Eq. 7. This results in
As a result, the total prior distribution for field stars under the assumption of constant SFR in the Galaxy is given by
where
is the IMF and ∆τ i, j,k the evolutionary time. Without the simplification of a constant SFR in the past one would need to take the total evolutionary flux along the evolutionary track into account (Renzini & Buzzoni 1986 ). This would lead to an additional factor dm i, j,k dt i, j,k which can be regarded as the death rate of the stellar population (Renzini & Buzzoni 1986 ) but is not needed in our case.
Most of our giant stars have expected masses above 1 M , which is the reason why we simply used the IMF by Salpeter (1955) with dN ∝ M −α dM and α = 2.35. Due to the fact that our stellar models are sampled equally in stellar mass it is not important to integrate the IMF for each stellar mass range of the models. The stellar age along each evolutionary track however is not sampled equally. As a result, the evolutionary time ∆τ i, j,k serves not only as a prior that increases the probability for stars that are in a slower phase of their evolution, it also removes the dependency on the sampling. Without taking into account the evolutionary time, the posterior probability distribution would be biased towards denser sampled regions of the evolutionary tracks.
The calculation of the posterior probability for each section of the fine grid of evolutionary models is computationally demanding. Therefore, we used only models that are within the 5σ range of the measured position of the star in the astrometric HRD. Some tests have shown that including models further away has almost no influence on the resulting stellar parameters, but at a cost of a much higher computation time.
The main improvement of our methodology compared to the approaches by Jørgensen & Lindegren (2005) or da Silva et al. (2006) is the fact that we differentiate between RGB and HB models which are degenerate in the HRD. Because we separate these models, we can calculate the probability density function for each stellar parameter for each of the two evolutionary stages separately. Furthermore, this allows us to determine the overall posterior probability of each of these two cases given by
where l = 0 stands for the RGB and l = 1 for the HB models.
Probability density functions
Each section k of the evolutionary tracks with mass i, metallicity j and posterior probability P i, j,k corresponds to a certain stellar parameter X i, j,k of the track; for example, radius. To determine the probability density functions (PDFs), we create histograms for each stellar parameter. In our case, we determine the PDFs for mass, radius, age, effective temperature, surface gravity and luminosity. Since our stellar masses of the evolutionary models are equally sampled over all models, the binning of the mass histogram is determined by the mass grid of M = 0.025 M . The other stellar parameters change along each track and are irregularly sampled over all models. As a result, the other stellar parameters vary much more and can have many different values. For the construction of histograms for these irregularly sampled stellar parameters, we used an automated binning technique introduced and discussed by Hogg (2008) , which is based on a jackknife likelihood. The automated binning technique adjusts the bin size and number of bins depending on the number of models X i, j,k and their posterior probability P i, j,k . This is essential, as non-optimal binning would either result in loss of physical information or induce artificial gaps in the PDF. In some cases where the probability of the evolutionary stage is very low and not many models are within the 5σ range corresponding to the measured position of the star, the automated binning is not optimal. This is one of the reasons why less probable solutions tend to have more multi-modal PDFs. Therefore, we only provide stellar parameters and PDFs for solutions of an evolutionary stage that has a probability larger than 1%. The resulting histograms show the underlying probability distribution, binned and on a relatively coarse grid. We normalize each histogram in such a way that the maximum is one. In order to determine a good estimate of the mode and mean of the underlying probability density function, we numerically smooth the histogram with a spline interpolation. In most cases, this results in a very good approximation of the underlying histogram. While the main cause for a possible multi-modal PDF is excluded due to our separation of the RGB and HB models, the PDF can still have multiple modes and in many cases it cannot be described by an analytic function such as a Gaussian. The reasons lies in the non-linearity of the evolutionary tracks and their curvature. This is most relevant for the beginning of the HB models, which, for low-mass stars, start with a loop at the region of the red clump, or, for higher-mass stars, at the so-called blue loop.
Stellar parameters and their confidence intervals
From the smoothed PDFs, one can determine the mean of the distribution and the most probable value, which is the maximum of the distribution (mode). The mode has the advantage (a) X represent the stellar parameter and can be M (mass), R (radius), A (age), T (temperature), G (surface gravity) and L (luminosity).
(b) For example, the flag MM means that the PDF of the stellar mass has multiple modes and should be checked before blindly adopting the provided value.
(c) For example, the flag AC means that the determined mean age from the PDF is outside the 1σ confidence level that in cases of very broad PDFs, which are truncated, or in the case of multi-modal PDFs, it is less biased towards the center of the range of stellar parameters (Jørgensen & Lindegren 2005) . Furthermore, in cases where the parameter estimation with the Bayesian methodology is uncertain, due to large observational errors, for example, the PDF will be very broad and possibly truncated. In these cases, the mode tends to be located at the extreme value of the stellar parameters, which often indicates that the parameter to be determined is not well constrained by the observables. While this problem is not particularly important for our sample of close giants with small observational errors, it is a problem for more distant stars or those with large observational errors in general. Unlike the mean, the mode is not a moment of the PDF, which is why we provide both values. As many PDFs cannot be approximated by an analytic function, it is not straightforward to determine the confidence intervals of our stellar parameters. Let f (X) be the PDF of the stellar parameter X. We calculate the confidence interval by
where X min and X max are the extreme values as covered by the stellar evolutionary tracks, X 1 and X 2 are the lower and upper boundary for the confidence interval and 1 − α is the 1σ (0.6827) or 3σ (0.9973) confidence level. However, we additionally add the constraint that
which leads to confidence intervals that allow a better description of non-symmetric PDFs. Our confidence interval is always defined to include the mode of the PDF. For non-symmetrical or multi-modal PDFs, this can lead to a situation where the determined mean of the PDF is outside the 1σ confidence interval. Stellar parameters from PDFs where this is the case should be regarded with caution. This work provides a catalog of the stellar parameters for 372 giant stars which is only available electronically at the CDS online archive 1 . We include the corresponding evolutionary stages and their probabilities as well as their associated stellar parameters, given as the mean and mode of the PDFs 2 . We also provide the lower and upper 1σ and 3σ confidence limits and include a number of flags that summarize some properties of the provided stellar parameters, indicating, for example, when a PDF has multiple modes. The flags and their meaning are tabulated in Table 2 . A blank space for a stellar parameter in the catalog indicates that the determination was not successful.
Results and comparisons
Stellar masses and evolutionary stages
We were able to determine the stellar parameters for 372 of the 373 stars from the Lick planet search (Frink et al. 2001; Reffert et al. 2015) . The one star for which we could not determine the stellar parameters is HIP 33152 (HD 50877). This star has a very small parallax ( = 0.22 ± 0.43 mas) in the new reduction of the Hipparcos catalog (van Leeuwen 2007), resulting in a stellar mass that is probably higher than 12 M which is outside of our adopted grid of stellar evolutionary models. Due to the fact the parallax is not significantly different from zero and the star therefore probably suffers from significant extinction and reddening, we chose not to include the star in our catalog.
We find that 70 of the 372 giant stars (∼18.8%) are probably on the RGB while 302 stars (∼81.2%) are on the HB. The evolutionary stage is assigned based on its probability, which has to be higher than 50% for one of the two possible stages. By stacking the mass PDFs of all the stars for the more probable evolutionary stage, we derive a mean mass of the sample of 2.7 M . In Fig. 4 we show the mass distribution (blue) by adopting the mode as the mass value (without including the complete PDF) for all observed giants. The mean of the distribution of mode masses (2.2 M ) is smaller than the mean mass derived by stacking the PDFs. The fraction of all giants that are more likely on the RGB is also shown in Fig. 4 by the red distribution. We outline several key features of the observed mass distribution. One can clearly see a peak for the HB stars between 2 M and 3 M . There are several reasons for the appearance of such a peak in our sample of stars. One is that the evolutionary time of HB stars peaks between 1.7 M and 2 M due to the fact that these stars do not go through the helium flash (see e.g., Fig. 6 in Girardi et al. 2013 ). However, the RGB phase of such stars is very short, which explains the observed lack of RGB stars at masses higher than 1.7 M . Regarding the evolutionary time scales and IMF one would expect to have a much larger number of RGB stars with masses around 1 M , at least in a volume-limited sample. However, we emphasize that our sample is not volume-limited. More than half of the stars of our sample (194 stars that were added in 2004) were specifically chosen to have higher stellar masses. This subsample consists of stars that are located above the ∼2.5 M solar metallicity evolutionary track by Girardi et al. (2000) . This approach was chosen in order to investigate the planet occurrence rate and planet masses around higher-mass host stars; for details, we refer to Reffert et al. (2015) . The mass distribution of the stars that are in this subsample of more massive stars is given in the middle panel of Fig. 4 . One can clearly see that the peak for the stellar masses around 2.5 M can be associated with this subsample. The right panel in Fig. 4 shows the remaining sample for which we did not apply stellar mass as a selection criterion. The distribution of this subsample is in closer agreement with a sample that is volume-limited, as the number of RGB stars increases towards lower masses.
For statistical analyses and further comparison of our derived stellar parameters to literature values we use the following approach: We provide the average difference of the stellar parameters determined by our method and a reference as well as their standard deviation. We usually adopt the mode of the PDF as our determined stellar parameter, without considering the confidence interval. We provide comparison plots of the two stellar parameters, where our Bayesian values are on the ordinate and the literature values on the abscissa. Additionally, we plot the difference (in case of stellar radii also the fractional difference) between the Bayesian and the reference value as a function of the reference value.
It can sometimes be difficult to choose between the mode and mean of the PDF when adopting a stellar parameter. Normally this should be decided by looking at the PDF of each individual stellar parameter. We circumvent this ambiguity and also include the uncertainties of the stellar parameters in the comparison. To this end, we carry out a more in-depth analysis which takes the full PDFs of the stellar parameters into account. For our Bayesian values we use the smoothed PDFs as determined in this work, while for the reference values that have symmetric errors, we assume a normal distribution. For some reference values, namely those that have non-symmetric errors and no further information regarding the shape of their PDFs, we assume a split normal distribution (John 1982; Villani & Larsson 2006) . We use a Monte-Carlo approach to sample the two-dimensional (2D) PDF of the stellar parameter comparison with 10, 000 synthesized points for each star. These points are drawn from the two PDFs by inverse transform sampling and with iteration. From these points, we estimate the PDF of the difference of both values for each star. This results in a total of 10, 000 single linear fits from which we determine the distribution of the slope and intercept by using a kernel density estimator with an Epanechnikov kernel (Epanechnikov 1969) . The best fit is determined by the mode of the distributions for the slope and intercept. For the estimation of the errors, we calculate the confidence interval of the slope and intercept from their distributions by analogously applying Eqs. 11 and 12. We also visualize the significance of the best fit by a confidence band that includes 95% of all fits.
Unfortunately we do not have many stellar reference masses from model-independent methods like asteroseismology or binary mass measurements available. For this reason, we created a test sample to discuss the reliability of our mass estimates (see Sect. 6.2). However, we also compare our Bayesian stellar masses to previous mass estimates from Reffert et al. (2015) based on evolutionary tracks (see Sect. 5.5).
Stellar radii
Eighty-six stars of our sample of giant stars have entries in the CHARM2 catalog by Richichi et al. (2005) with limb darkening corrected angular diameters. For these we derived the stellar radii R Ch. with the help of the parallaxes from van Leeuwen (2007) . We propagated the non-Gaussian errors that arise from transforming trigonometric parallaxes and limb-darkened disk diameters to stellar radii by using a Monte-Carlo approach similar to the one explained above. This allows us to derive the PDFs of the stellar radii from CHARM2. Due to the fact that the stellar radii of our sample of stars span two orders of magnitude, we did not only calculate the statistics for the absolute differences of both values, but also for their fraction. We show the comparison of these values in Fig. 5 and the corresponding statistical parameters of the comparison in Table 3 . We find a mean ratio that is close to one, well within its standard deviation. The linear fit parameters are within their 1σ range also consistent with a slope and offset of zero. Regarding the absolute difference we see that the radii derived from the mode of the PDF R trk. are on average R trk. − R Ch. = −0.69 ± 10.10 R smaller than the estimated radii from CHARM2. However, the standard deviation is one order of magnitude larger. The resulting parameters of the linear fit that takes the complete PDFs into account do not show a significant slope or offset. We therefore do not find significant systematic differences and conclude that our stellar radii are good estimates of the true stellar radii. 
Effective temperatures
We compare our results for the effective temperatures to the spectroscopically determined values by Hekker & Meléndez (2007) in Fig. 5 , while the statistical results are displayed in Table 3 . We find a slight offset of −41 K which is consistent with zero within the errors. Hekker & Meléndez (2007) compared their spectroscopic effective temperatures to other spectroscopic estimates available in the literature and found an offset of 56 K.
We emphasize that such an offset was not found for their metallicities, which were used as an input for our Bayesian method. Hekker & Meléndez (2007) find the largest difference compared to other literature values for the coolest stars, as they slightly overestimate their temperatures. This is in agreement with our difference to their values, as one can see from the upper-right diagram in Fig. 5 . In fact our Fig. 5 seems to be almost anticorrelated to their Fig. 2 . Hekker & Meléndez (2007) argue that the difference is caused by the lower accuracy of their models for low temperatures as well as the increasing number of spectral lines for stars of lower temperatures which leads to line blending. Furthermore, the lines become stronger resulting in a larger dependency on micro turbulence. The reason that the values by Hekker & Meléndez (2007) suffer more from this effect than other spectroscopic determinations might be due to the fact that they used a much smaller number of iron lines than usual to determine the stellar parameters. We conclude that the difference of the effective temperatures is most likely caused by the spectroscopic determinations, as we find exactly the same offset as Hekker & Meléndez (2007) , and therefore our values are fully in line with other literature values.
Surface gravity
Additionally, we compare the Bayesian surface gravity to the spectroscopic estimates by Hekker & Meléndez (2007) ; see the lower-left diagram of Fig. 5 and Table 3 . We find an average absolute difference of log(g) trk. − log(g) Spec. = −0.36 ± 0.26 dex, and the linear fit parameters show a significant negative slope and offset. Hekker & Meléndez (2007) find an offset of 0.15 dex compared to other spectroscopic literature values, which they trace back to their overestimated effective temperatures. This still leaves an average absolute difference of about −0.2 dex between our values and other spectroscopic estimates. This could mean that we either underestimate stellar masses or overestimate stellar radii. However, we can exclude both possibilities as we do not find evidence for such systematic errors (see Sects. 5.2 and 5.5). This leads us to the conclusion that it is much more probable that the spectroscopic surface gravities are instead too high. This is a known problem; da Silva et al. (2006) observed the same disagreement when they compared their surface gravities determined from stellar isochrones to spectroscopic values. The overestimated spectroscopic gravities can be caused by non-LTE effects on the Fe I abundances (Nissen et al. 1997; Lind et al. 2012) as well as by the interplay between the stellar parameters that are considered when the abundances are determined (da Silva et al. 2006) . We refer to da Silva et al. (2006) for a detailed discussion of this problem. In Sect. 6.3, we verify again that our methodology does not suffer from large systematic biases, using an asteroseismology-based sample for the comparison.
Comparison to previous mass and evolutionary stage estimates
We compare the masses and evolutionary stages from our Bayesian methodology to previous estimates for the same sample (Reffert et al. 2015 ) based on tri-linear interpolation in the evolutionary tracks of Girardi et al. (2000) . Besides using the new evolutionary tracks of Bressan et al. (2013) , our main improvements are the treatment of non-Gaussian errors, which is particularly important for parallaxes, the use of more precise parallax measurements (original Hipparcos Catalogue vs. van Leeuwen 2007), and an improved weighting scheme, which does not a priori favor the RGB over the HB and therefore results in a much more robust estimate of the evolutionary stage. There are no other mass determinations available in the literature for a large enough fraction of our stars to allow for an independent comparison. The lower right diagram in Fig. 5 shows the Bayesian estimated mass M trk. over the previously determined mass M p. from Reffert et al. (2015) , while Table 3 shows the statistics for their comparison. We were able to determine stellar parameters for 372 out of 373 stars, while Reffert et al. (2015) derived stellar parameters for 361 stars of the same sample. Furthermore, for Fig. 5 . Stellar parameters for the Lick sample compared to literature values. The black line in the upper panels mark the 1:1 correspondence between these parameters. In the lower panel of each diagram we have plotted the corresponding difference or fractional difference of the stellar parameter over the literature value for each giant. The linear best fit to this plot, which takes the full 2D PDFs into account, is represented by the solid blue line, while the dashed blue lines indicate the 95% confidence band of the best fit. Upper left diagram: Comparison of Bayesian stellar radii determined via evolutionary tracks to stellar radii estimated by limb-darkened disk diameters from the CHARM2 catalog (Richichi et al. 2005) in conjunction with parallaxes from van Leeuwen (2007) . We used logarithmic axes since the stellar radii span two orders of magnitude. Upper right diagram: Comparison of Bayesian effective temperature from evolutionary models to spectroscopic effective temperatures by Hekker & Meléndez (2007) . We do not show the error bars here, although they are fully taken into account for the linear fit and in the analysis. The error of the spectroscopic result is always 84 K while our median temperature error is around 33 K. Lower left diagram: As in upper right but for the surface gravity. The error for the spectroscopy for each star is 0.22 dex while our median error is 0.04 dex. Lower right diagram: Comparison of Bayesian stellar masses from evolutionary tracks to the previously determined stellar masses determined by interpolation from evolutionary tracks (Reffert et al. 2015) . Green dots indicate that the evolutionary stage determined by both methods are the same while red dots indicate cases where the evolutionary stage differs. The large number of differing evolutionary stages can be explained by the fact that the previous estimates were heavily biased towards the RGB. The reason for this lies in the fact that the interpolation routine will always find solutions for the RGB, as these run continuously through the parameter space occupied by our giants stars, while this is not always the case for the HB tracks, as these start within the occupied parameter space. Observational errors towards bluer colors, for example, will therefore never yield valid interpolation results on the HB. Weighting the number of successful interpolation results of each evolutionary stage by the evolutionary time and by the IMF, as was done in Reffert et al. (2015) , is not enough to account for this effect. The Bayesian method however is able to include the HB models, as it provides the probability of the star belonging to a certain evolutionary track only based on the likelihood and prior probabilities, and therefore does not require the evolutionary tracks to encompass the measured position in the HRD.
From Table 3 , one can see that for the stars for which we find a different evolutionary stage compared to the previous determination, we usually estimate a stellar mass that is smaller. This is expected, as many of these stars are now assigned to be on the HB instead of on the RGB, and the HB evolutionary tracks for a specific mass and metallicity are usually positioned above the corresponding RGB evolutionary tracks in the HRD. The average difference for these stars is M trk. − M p. = −0.27 ± 0.42 M , and the linear fit to these stars results in a non-significant slope and intercept. The average difference for the stars that are determined to have the same evolutionary stage by the Bayesian and interpolation method is M trk. −M p. = 0.00±0.48 M , so the two methods are on average in perfect agreement with each other, although individual cases can of course deviate significantly.
Regarding only the planet hosts in our sample, the overall mass distribution has not changed significantly compared to the results found by Reffert et al. (2015) .
Reliability of our stellar parameter estimates
Evolutionary stages
Our goal in the following is to assess the reliability of the Bayesian methodology regarding the prediction of the postmain sequence evolutionary stage of giant stars, as described in Sect. 5.1. For this purpose we used a crossmatched sample (hereafter referred to as the KAG-sample 3 ) of 1012 evolved stars 3 KAG-sample stands for Kepler-APOGEE-Gaia Sample in the Kepler field for which asteroseismic evolutionary stages were provided by Vrard et al. (2016) , parallaxes by Gaia DR 1 (Gaia Collaboration et al. 2016) , photometry by 2MASS (Skrutskie et al. 2006 ) and metallicities by APOGEE (Wilson et al. 2010) . While the determination of accurate stellar parameters for this sample of giant stars is currently limited due to the small parallaxes and the relatively large systematic and statistical astrometric errors in the first Gaia data release, it is still possible to compare the predicted evolutionary stages by our Bayesian inference methodology to those based on asteroseismology. This is due to the fact that the determination of the evolutionary stage is most sensitive to the color index, which does not depend on the distance of the star, except for the extinction. We de-reddened this sample by using the extinction in the K magnitude provided in the APOGEE catalog. The number of stars in each evolutionary stage, as determined by various methods (asteroseismology, Bayesian inference and interpolation), for the KAG-sample are shown in Table 4. Furthermore, the table gives the number of stars that are classified in the same way by asteroseismology for the two other methods based on evolutionary tracks. The recovery and success rates in Table 4 are defined as the number of such stars classified in the same way by asteroseismology, normalized to the total number of systems classified in that particular evolutionary stage by asteroseismoslogy (recovery rate) and by the number of stars classified to be in that particular evolutionary stage by the method to be tested (success rate), respectively.
From Table 4 , one can see that success and recovery rates for the Bayesian inference method have similar values for both postmain sequence evolutionary stages. Furthermore, the differences between the success and recovery rates for the two evolutionary stages are very small. This shows that our method is not significantly biased towards a certain evolutionary stage. In contrast to this, the evolutionary stages determined by the interpolation method are biased towards the RGB, as can be seen from the table. However, we find that the Bayesian method might slightly favor the HB, as we were not able to recover more than 61.8% of the RGB stars. With smaller observational errors we expect this number to become larger (see also the following section). The total recovery rate of the Bayesian inference method for both evolutionary stages (HB and RGB combined) is around 86.3%, which means that for this fraction of stars the Bayesian method provided the same evolutionary stage as asteroseismology. We regard this as a very good result for the determination of the evolutionary stage from the HRD/CMD, in view of the large observational errors of the ABL for this test sample, which is on average a factor of ten larger than the observational errors in our Article number, page 11 of 15 A&A proofs: manuscript no. S_Stock_et_al_2018 Lick planet search sample. However, we highlight that, in individual cases, even though the probability of finding the correct stage is very high, the determination can still be erroneous. For this reason we usually provide both solutions for the stellar parameters in our catalog.
Stellar masses
In order to determine the reliability of our methodology to estimate the stellar mass of the star, we created a test sample consisting of stars that have photometry and parallaxes available by Hipparcos (so that we can apply the Bayesian method) as well as asteroseismically determined reference masses. For all cases, we used the metallicities that were provided by the references, with the exception of stars that are also in our main sample (HIP 20885, HIP 20889, HIP 31592, HIP 96459 and HIP 114971) , for which we used the spectroscopically determined values by Hekker & Meléndez (2007) . Our test sample consists of 26 stars. Nine of these stars were investigated by Takeda & Tajitsu (2015) , eight stars by Stello et al. (2017) , seven stars by North et al. (2017) , and two stars by Beck et al. (2015) . The input metallicities and their references, as well as the asteroseismic values are provided in Table 5 . Takeda & Tajitsu (2015) did not provide a confidence interval for their asteroseismic masses; based on their Fig. 10 we estimated an error of 10%. Beck et al. (2015) also did not provide an error for one of their stars; we used a conservative value of 0.3 M . With the exception of the stars from North et al. (2017) we also have the asteroseismic evolutionary stages available and therefore compare them to the derived evolutionary stages with the Bayesian method. For the 19 stars with available asteroseismic evolutionary stages, the Bayesian method provides the same evolutionary stage for 17 stars, in the sense that the probability of the evolutionary stage is higher than 50%. This is again a total recovery rate of ∼89%. The probability of being on the RGB for the seven stars that are missing an evolutionary stage from asteroseismology was 100% according to our method. By inspecting these stars in the HRD, we find that it is very unlikely that these stars could be attributed to the HB. Therefore, we include these stars in our comparison of the stellar masses. Figure 6 shows the comparison of Bayesian masses with asteroseismic masses as well as the differences of both as a function of the asteroseismic mass. The green dots are stars for which the evolutionary stage determination agrees between both methods, while the red dots indicate the cases where the Bayesian method found a different evolutionary stage than found by asteroseismology. The black dots are stars for which no asteroseismic evolutionary stage was available. The resulting fit parameters of the best fit (blue solid line) for the 24 stars that have probably a correct assigned evolutionary stage by our method are provided in Table 3 . For these 24 stars we find an average mass difference of only ∆M = M trk. − M Ast. = 0.01 ± 0.20 M . Including the two stars with different evolutionary stages, we determine ∆M = M trk. − M Ast. = 0.04 ± 0.22 M , which is still not significantly different from zero within the error. We point out that for one star (HIP 98269), with differing evolutionary stage and asteroseismic mass M Ast. = 0.78 M , the alternate solution was just slightly less probable and would have led to much better agreement of the masses (0.81 Regarding the linear fits we used two approaches. We fitted for the differences between both masses, taking both the error of the difference and the error of the reference value (asteroseismic mass) into account as done throughout this work. However, we also determined the linear fit parameters neglecting the errors of the asteroseismic mass determinations as often seen in the literature. This was done because some errors of the asteroseismic masses were not provided and therefore needed to be estimated.
Regarding the linear fits that take only the errors of the differences into account, we find no significant slope or offset for the sample of 24 stars. However, taking into account the errors of the asteroseismic masses leads to a more significant positive offset (0.36
−0.21 M ) and negative slope (−0.21 +0.14 −0.11 ) for the linear fit. This result would indicate that we slightly overestimate stellar masses for lower-mass stars and underestimate stellar masses for stars with masses higher than ∼ 2 M compared to asteroseismology. However, it must be mentioned that the errors of the asteroseismic masses for a significant fraction of our sample were estimated by us, as the references did not provide an error estimate. The slopes and offsets of the linear fits that take all errors into account are within the 2σ range of zero for the 24 stars. Therefore, we do not find evidence for strong systematic errors between stellar masses from evolutionary models and asteroseismic masses. In particular, we do not find any evidence that stellar masses of so-called retired A stars determined from evolutionary models are significantly overestimated, in contrast to Lloyd (2011 ), Schlaufman & Winn (2013 and Sousa et al. (2015) . Regarding only the subsample that is taken from Stello et al. (2017) we recognize that all our stellar masses are slightly Recently several studies stated that stellar masses determined from a grid of evolutionary models can be overestimated significantly (Lloyd 2011 (Lloyd , 2013 Schlaufman & Winn 2013; Sousa et al. 2015) . We tested the reliability of our methodology to derive stellar masses by comparing mass values derived with our Bayesian method to asteroseismic reference masses for stars in a small test sample. We found no large differences regarding the average absolute differences. A linear fit to the individual differences as a function of the asteroseismic masses, taking the uncertainties of Bayesian and the asteroseismic masses fully into account, resulted in a slightly negative slope and positive offset. This would mean that our masses for the more massive stars in our sample are slightly underestimated compared to asteroseismology, in contrast to the implications of Lloyd (2011) and Schlaufman & Winn (2013) . However, the linear fit parameters are not very significant and are most probably largely influenced by the small number of stars at the boundaries of the occupied parameter space. By comparing our estimated stellar masses to asteroseismic reference masses, we do not find evidence that stellar masses from evolutionary models are significantly overestimated by the order of magnitude that was stated by Lloyd (2011 ), Schlaufman & Winn (2013 and Sousa et al. (2015) . However, we notice that for some stars, a large spread of stellar masses determined from isochrones or evolutionary models is available in the literature. There are many reasons for this large spread.
Systematic differences can be caused by the adoption of different stellar models, as these can differ in their positions in the Hertzsprung-Russel diagram as well as their input physics (Cassisi 2012; North et al. 2017) . Another source of uncertainty are the bolometric corrections that are applied to stellar models if photometry is included to determine the position of the stars in the color magnitude diagram. However, these uncertainties are probably smaller than the systematic uncertainties that are included if spectroscopic surface gravities and effective temperatures are used instead of photometry. In order to be able to recover a good estimate of the stellar parameters from evolutionary models, it is essential that the uncertainties of the input parameters are not neglected or underestimated. Furthermore, for the determination of stellar parameters from evolutionary models, one should include either a prior or some sort of weighting so that unrealistic or improbable solutions can be ruled out a priori.
Due to the degeneracy of the post-main sequence models in the Hertzprung-Russel diagram, it is also important to either estimate the evolutionary stages of giant stars or provide the stellar parameters of both stages, as the adoption of one evolutionary stage over another can lead to significant differences in the stellar parameters. This is often neglected or not properly taken into account. For 159 stars of our sample, we find a different evolutionary stage with the Bayesian method from this work compared to previous estimates that were less reliable regarding the determination of the evolutionary stage. For these 159 stars, we find on average a mass that is ∼0.3 M smaller.
Regarding the planet hosting stellar systems in our sample we find that for the 16 giants with planets, 15 have a higher probability of being on the horizontal branch. The planet hosts are HIP 75458 (Frink et al. 2002) , HIP 37826 , HIP 88048 (Quirrenbach et al. 2011) , HIP 34693 and HIP 114855 (Mitchell et al. 2013) , HIP 5364 (Trifonov et al. 2014) , HIP 36616 (Ortiz et al. 2016) , HIP 20889 (Sato et al. 2007 ) and HIP 60202 (Liu et al. 2008) as well as seven systems whose publications are in preparation. We excluded HIP 21421 (Aldebaran), a star that is probably on the RGB and has a published planet by Hatzes et al. (2015) . However, the existence of this planet is very uncertain (Reichert et al. in prep.; Hatzes et al. 2018) . Furthermore, we do not find significant differences for the adopted stellar masses of the planet-hosting stars that were used for the analysis of Reffert et al. (2015) regarding planet occurrence rates around giant stars.
After work on this paper was concluded, the Gaia DR2 parallaxes became available (Gaia Collaboration et al. 2018) . Only 217 of the 373 stars in our Lick sample have a parallax measurement in Gaia DR2. While the astrometric accuracy of Hipparcos is higher for brighter stars, the opposite is true for Gaia, meaning that for 44 of our stars (roughly those brighter than V ∼ 4.5 -5.0 mag) the Hipparcos parallaxes are actually more accurate than the ones from Gaia DR2. That leaves 173 stars (46% of the stars in our sample) for which the Gaia DR2 parallaxes are formally more accurate. However, the improvement for these stars is not nearly as dramatic as for fainter stars. The results of this work are therefore not significantly affected by using the Hipparcos parallaxes by van Leeuwen (2007) instead of the parallaxes from Gaia DR2.
Overall, we come to the conclusion that the estimation of stellar parameters and evolutionary stages for giant stars derived from stellar evolutionary tracks by using spectroscopic, photometric, and astrometric observables is valid, as long as the uncertainties of the input parameters, as well as physical prior knowledge, is carefully taken into account.
