Abstract. For a multivariate polynomial f (x) with coefficients in a ring R we construct a sequence of matrices with entries in R whose reductions modulo p give iterates of the Hasse-Witt operation for the hypersurface of zeroes of the reduction of f (x) modulo p. We show that our matrices satisfy a system of congruences modulo powers of p. If the Hasse-Witt operation is invertible these congruences yield p-adic limit formulas, which conjecturally describe the Gauss-Manin connection and the Frobenius operator on the attached unit-root F-crystal.
Introduction and main results
Let X/F q be a smooth projective variety of dimension n over a finite field F q , q = p a . The Katz congruence formula ( [1] ) states that modulo p the zeta function of X is described as
where H i (X, O X ) is theČech cohomology of X with the coefficients in the structure sheaf O X and F is the Frobenius map, the p-linear vector space map induced by h → h p on the structure sheaf (p-linear means F (bs + ct) = b p F (s) + c p F (t) for b, c ∈ F q and s, t ∈ H i (X, O X )). When X is a complete intersection the only interesting term in formula (1.1) is given by H n (X, O X ). The action of F on this space is classically known as the Hasse-Witt operation.
The following algorithm (see [2, §7.10] , [1, Corollary 6.1.13] or [3, §II.1]) can be used to compute the Hasse-Witt matrix of a hypersurface X ⊂ P n+1 given by a homogeneous equation f (x 0 , . . . , x n+1 ) = 0 of degree d > n + 2. We extend the Frobenius to a transformation of the exact sequence of sheaves on P n+1 :
The coboundary in the resulting long exact cohomology sequence allows to identify
so that the Frobenius F on H n (X, O X ) corresponds to the map on H n+1 (P n+1 In this paper we study a sequence of matrices which generalize (1.3). Let R be a commutative ring with 1 and f ∈ R[x ±1 1 , . . . , x ±1 N ] be a Laurent polynomial in N variables, which we will write as f (x) = u a u x u , a u ∈ R , where the summation runs over a finite set of vectors u ∈ Z N . The support of f is the set of exponents of monomials in f , which we denote by supp(f ) = {u : a u = 0}. The Newton polytope ∆(f ) ⊂ R N is the convex hull of supp(f ).
Consider the set of internal integral points J = ∆(f ) o ∩ Z N , where ∆(f ) o denotes the topological interior of the Newton polytope. Let g = #J be the number of internal integral points in the Newton polytope, which we assume to be positive. Consider the following sequence of g × g matrices {β m ; m ≥ 0} with entries in R whose rows and columns are indexed by the elements of J:
By convention, β 0 is the identity matrix.
Let us fix a prime number p. We restrict our attention to the sub-sequence {α s = β p s −1 ; s ≥ 0}. The entries of these matrices are then given by
Notice that when R/pR is a finite field and f is a homogeneous polynomial of degree d such that its reduction modulo p defines a smooth hypersurface, then U in (1.2) coincides with J (with N = n + 2) and α 1 = β p−1 modulo p is the Hasse-Witt matrix. We shall investigate p-adic properties of the sequence {α s }. Assume that R is endowed with a pth power Frobenius endomorphism, that is a ring endomorphism σ : R → R satisfying
Below we apply σ to g × g matrices with entries in R entry-wise. This is an endomorphism of the ring of matrices but not a pth power Frobenius endomorphism: property (1.6) will not be satisfied in general for matrices of size g > 1. In Sections 2 and 3 we prove the following
(ii) Assume that all α s are invertible over the p-adic closure R = lim
Note that (i) allows us to interpret α s mod p as the matrix of the sth iterate of the Hasse-Witt operation. In (iii) derivation D is applied to matrices entry-wise, and this way D is also a derivation of the ring of matrices Mat g×g (R). In (ii) and (iii) it is unessential that we multiply by the inverse matrices on the right. By the same arguments as in the proof given in Section 3, the respective congruences hold if one multiplies on the left, that is
Theorem 1 implies existence of the p-adic limits
These g × g matrices have entries in R. Note that F ≡ α 1 mod p is the Hasse-Witt matrix. It would be interesting to understand the meaning of the limiting matrices F and ∇ D for D ∈ Der(R). We will allow ourselves to formulate a conjecture based on the parallelism of Theorem 1 with the main result of [4] .
To sketch the relation with [4] , let X be a smooth projective hypersurface over S = Spec(R) of relative dimension n. Suppose we are also given an S-valued point P ∈ X(S) and a set of formal coordinates (T 1 , . . . , T n ) along P . For a differential form ω ∈ H 0 (X, Ω n X/S ) one considers the formal expansion
Assuming that H 0 (X, Ω n X/S ) is a free R-module of rank g, one chooses any set of multi-indices u 1 , . . . , u g such that the map ω → (a u1 (ω), . . . , a ug (ω))
provides an isomorphism of H 0 (X, Ω n X/S ) with R g . Next, one chooses a basis of forms ω 1 , . . . , ω g so that a ui (ω j ) = δ ij for 0 ≤ i, j ≤ g. After those choices are made, a sequence of g × g matrices {E s ; s ≥ 0} with entries in R is defined as
Here E 0 is the identity matrix and E 1 mod p is the matrix of the Cartier operator on H 0 (X 0 , Ω n X0/S0 ) where S 0 = Spec(R/pR) and X 0 = X × SpecS Spec(S 0 ) is the reduction of our hypersurface modulo p. According to [4, Theorem 6.2] under the condition of invertibility of the Cartier operator, these matrices satisfy congruences (1.9)
and the respective p-adic limits
describe the Frobenius operator and the Gauss-Manin connection on the dual U The Cartier operator is dual to the Hasse-Witt operation, and our congruences from Theorem 1 resemble a transposed version of (1.9). Therefore we expect the p-adic limits (1.7) and (1.8) to have the following meaning.
Conjecture.
Let X ⊂ P n+1 be the hypersurface of zeroes of a homogeneous polynomial f ∈ R[x 0 , . . . , x n+1 ]. Assume that R, f and p satisfy the conditions under which the unit-root F-crystal U 0 ⊂ H n crys (X 0 ) is defined (see [4] ; in particular it means that the Hasse-Witt matrix α 1 mod p is invertible and therefore the limiting matrices in (1.7) and (1.8) exist). Then the p-adic limits F and ∇ D for D ∈ Der(R) describe the Frobenius operator and the Gauss-Manin connection on U 0 in the basis
in the description of H n DR (X) by Griffiths (see [5] and [6, §3.2]).
For example, let X be an elliptic curve given in the Weierstrass form
Consider the parameter T = −x/y at the origin. Then the coefficients in the formal expansion 1 2
are given by
For each p = 2 the sequence of Katz (with the obvious choices) is given by E s = c p s −1 and our sequence is given by α s = (−1)
E s . They differ by a p-adic unit, and we have D(α s )·α
Therefore in this simple example our p-adic limits coincide with those of Katz. This paper is organized as follows. In Sections 2 and 3 we prove Theorem 1. Sections 5, 6 and 7 are devoted to various statements supporting the above conjecture. In Section 5 we show that when R is the ring of integers of the unramified extension of Q p of degree a and the reduction of X modulo p is a smooth hypersurface X 0 , then the eigenvalues of the matrix Φ = F · σ(F ) · . . . · σ a−1 (F ) with F given by (1.7) are p-adic unit eigenvalues of the Frobenius operator on the middle crystalline cohomology of X 0 . To prove this statement we combine Theorem 1 with the generalized Atkin and Swinnerton-Dyer congruences due to Stienstra. Matrices (1.4) showed up in Stienstra's computation of the logarithms of certain coordinalizations of the Artin-Mazur formal groups (see [7] ). The proof of the generalized Atkin and Swinnerton-Dyer congruences in [8] exploits the relation between the Artin-Mazur functors and crystalline cohomology. As the second main result of this paper we construct formal group laws over R starting from a Laurent polynomial
Theorem 2. Let R be a ring of characteristic 0, that is the natural map R → R ⊗ Q is an embedding.
N ] be a Laurent polynomial. Let J be either the set ∆(f ) ∩ Z N of all integral points in the Newton polytope of f or the subset of internal integral points ∆(f )
• ∩ Z N . Assume that J is non-empty and let g = #J. Consider the sequence of matrices β m ∈ Mat g×g (R), m ≥ 0 given by formula (1.4) and define a g-tuple of formal powers series
with coefficients in R ⊗ Q. Let p be a prime number. We denote by R (p) = R ⊗ Z (p) the subring of R ⊗ Q formed by elements without p in the denominator. Suppose that R can be endowed with a pth power Frobenius endomorphism.
We prove this theorem in Section 4. Similarly to Theorem 1, the proof uses combinatorial methods, and therefore we have little assumptions on the ring R and polynomial f in Theorem 2. Note that if one can define a Frobenius endomorphism on R (or perhaps, on a larger ring) for every prime p then Theorem 2 implies that G f ∈ R τ, τ ′ because the subring ∩ p R (p) ⊂ R ⊗ Q coincides with R. Sections 6 and 7 are devoted to the relation of our matrices α s with the Gauss-Manin connection. In Section 6 we compute the limits (1.7) and (1.8) for the Legendre family of elliptic curves. In that section R = Z[t] and we observe that α s (t) satisfies the Picard-Fuchs differential equation of this family modulo p s . In Section 7 we develop this idea further and prove that for a family of smooth projective hypersurfaces of fixed degree each matrix entry (α s ) u,v is annihilated modulo p s by differential operators that annihilate the class (1.10) in the de Rham cohomology. We work in a setting when all coefficients of the hypersurface are variables. In this case the Gauss-Manin connection can be described by an A-hypergeometric system of differential equations (see [9] ). One can obtain the same result for specific families performing the change of variables in our statement.
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Lemmas on congruences for the powers of f (x)
Let R be a commutative ring with 1 and p be a prime number. Assume that R is endowed with a pth power Frobenius endomorphism, that is we have a ring endomorphism σ : R → R such that σ(a) ≡ a p mod pR for every a ∈ R.
Lemma 3. For a ∈ R we define a sequence of elements δ s = δ s (a) ∈ R, s = 1, 2, . . . by the recursive formula a
Proof. For s = 1 we have δ 1 (a) = a p−1 and (i) holds trivially. For higher s we prove (i) by induction. We have
where the congruence in the middle row above holds for every i for the following reason. We notice that σ i (a p−1 ) ≡ a p i (p−1) mod pR, then we raise this congruence s − 1 − i times to the power p and get
By inductional assumption δ i ∈ p i−1 R, and hence
We prove (ii) in a similar manner:
N ] be the ring of Laurent polynomials in N variables. We extend σ to a Frobenius endomorphism of R ′ by assigning σ(x i ) = x p i for 1 ≤ i ≤ N . Let f ∈ R ′ and ∆(f ) ⊂ R N is the Newton polytope of f . Lemma 3 can be applied in the ring R ′ and we obtain a sequence of Laurent polynomials {δ s (f ); s ≥ 1}. The following lemma gives an estimate for their Newton polytopes.
Proof. The statement obviously holds for s = 1 since δ 1 (f ) = f p−1 . For higher s it follows by induction because each term in the sum on the right in
has its Newton polytope inside (p s − 1)∆(f )
We assume that the set of internal integral points J = ∆(f )
• ∩ Z N is non-empty and let g = #J. The endomorphism σ ∈ End(R) naturally extends to an endomorphism of the ring of g × g matrices with entries in R (we simply apply it to each matrix entry). We will denote this extension by the same letter σ ∈ End Mat g×g (R) . However it is not a Frobenius endomorphism any more: the property σ(α) ≡ α p mod p will not hold in general for α ∈ Mat g×g (R) when g > 1.
Recall that for m ≥ 0 matrices
were defined in (1.4). By convention, β 0 is the identity matrix. We also use the notation α s = β p s −1 , s ≥ 0 as in (1.5).
Lemma 5. For s ≥ 1 consider g × g matrices given by
We have
Let u, v ∈ J. In order to compute the coefficient of x
By Lemma 4 we have w ∈ (p i − 1) ∆(f ), and since u ∈ ∆(f )
• it follows that w + u ∈ p i ∆(f )
• . Moreover, (2.3) implies that w + u ∈ p i Z N , and therefore
On the other hand, for every µ ∈ J vectors
satisfy (2.3). It follows that the coefficient of x
p s v−u in δ i (f )·σ i (f p s−i −1 ) is equal to µ∈J (γ i ) u,µ σ i (α s−i ) µ,v ,
and (ii) now follows from (2.2).
We prove (iii) in a similar vein. By (ii) in Lemma 3 we have
In order to compute the coefficient of x
we look at pairs of vectors w ∈ supp(δ i (f )) and τ ∈ supp(f mp
The same argument as above
With this µ we can rewrite w = p i µ − u, τ = mp s−i v − µ, and (iii) thus follows from (2.4).
Remark 6. It is clear from the proof of Lemma 5 that we could use a larger set J = ∆(f ) ∩ Z
N of all integral points in the Newton polytope of f instead of the set of internal integral points J = ∆(f )
• ∩ Z N . The statement of Lemma 5 then holds for the sequences of larger matrices { β m , m ≥ 0}, { α s , s ≥ 0} and { γ s , s ≥ 1} defined by formulas (1.4), (1.5) and (2.1) respectively with J instead of J.
Proof of Theorem 1
Our main tools for the proof will be Lemma 5, parts (i) and (ii). We will also need the following observation relating derivations and the Frobenius endomorphism.
Lemma 7. For any derivation D : R → R one has D(σ m (a)) ∈ p m R for all a ∈ R and m ≥ 1.
which proves the statement for m = 1. We will do induction on m. If the statement holds for m − 1 then
Proof of Theorem 1.
and part (i) follows immediately since α 1 = γ 1 . We will prove (ii) by induction on s. We shall show that
The case s = 1 follows from part (i). Let us substitute the recursive expressions for α s and α s+1 from (ii) in Lemma 5 into the two sides of the desired congruence:
Since we want to compare these two expressions modulo p s and γ s+1 ≡ 0 mod p s , the last term in the upper sum can be ignored. For every j = 2, . . . , s we use the inductional assumption as follows:
. . .
We then apply the respective power of σ to each row and multiply these congruences out to get that modulo p
By our assumption, determinants of these matrices are units in R. Hence we can invert them to get
Now we allpy σ and multiply by γ j . Since γ j ≡ 0 mod p j−1 we get
Summation in j gives the desired result (ii).
For (iii) we shall show that
for every s, m ≥ 0. For s = 0 the statement is true with any m: the right-hand side vanishes since D(1) = 0 and the entries of the left-hand side belong to p m R by Lemma 7. We will now do induction on s. Substituting the recursive expressions for α s and α s+1 from (ii) in Lemma 5 we can write
Consider the terms with i = s + 1 in the latter identity. In the first sum this term vanishes modulo p s+m because the entries of γ s+1 are in p s R, thus Lemma 7 implies that the entries of D(σ m (γ s+1 )) belong to p s+m R. In the second sum this term vanishes since D(σ m+s+1 (α 0 )) = D(α 0 ) = 0. Now take any 1 ≤ i ≤ s. The respective terms in the first sums of both identities are equal modulo p s+m because
by Lemmas 5(i) and 7 and
as a consequence of part (ii) of this theorem (e.g. take (3.1) with i + 1 and s + 1 instead of j and s respectively). It remains to compare the terms with index i in the second sums of the two identities in (3.2). We have
Here the first congruence follows from the inductional assumption and the last one follows from part (ii) of this theorem. Myltiplying the above congruences we obtain
Multiplying both sides by σ m (γ i ) we see that the respective terms in (3.2) are congruent modulo p s+m+i−1 (which is even better than we need whenever i > 1). This acomplishes the proof of the inductional step.
Constructing formal group laws from a Laurent polynomial
In this section we prove Theorem 2. The proof is based on Hazewinkel's functional equation lemma ([10, §10.2]), the conditions of which are satisfied due to (iii) in Lemma 5.
Proof of Theorem 2. Recall that R is a characteristic zero ring, that is the natural map R → R ⊗ Q is injective. We assume there is a pth power Frobenius endomorphism σ : R → R, which we extend to R ⊗ Q by linearity. We consider the case J = ∆(f )
• ∩ Z N first. Let g = #J and {γ s ; s ≥ 1} is the sequence of g × g matrices from Lemma 5. Put µ s = 1 p s−1 γ s . Then µ s ∈ Mat g×g (R) by (i) in Lemma 5. We shall now check that each power series in the tuple
has coefficients in R (p) . Here σ extends to (R ⊗ Q) τ by assigning σ(τ u ) = τ p u for each u ∈ J, and it then acts on tuples of power series coordinate-wise. For any k ≥ 1 we write k = mp r where (m, p) = 1.
by Lemma 5 (iii). Since h(τ ) ∈ (R (p) τ ) g and the Jacobian matrix of h(τ ) is the identity matrix, Hazewinkel's functional equation lemma [10, §10.
′ . In the case J = ∆(f ) ∩ Z N the proof is exactly the same but using bigger matrices { γ s ; s ≥ 1}, see Remark 6.
Atkin and Swinnerton-Dyer congruences
In this section we assume that R is the ring of integers of the unramified extension of Q p of degree a. We then have R/pR = F q , q = p a and the Frobenius endomorphism σ : R → R satisfies σ a = Id. We also assume that the polynomial f ∈ R[x 1 , . . . , x N ] is homogeneous of degree d ≥ N . To distinguish this situation, we renumerate our coordinates as x = (x 0 , . . . , x n+1 ) where n = N − 2 in agreement with the beginning of Section 1.
If the projective hypersurface X = {f (x) = 0} ⊂ P n+1 is smooth then the set J = ∆(f )
• ∩ Z Suppose that the hypersurface X 0 = X × Spec R Spec (R/pR) is non-singular and the Hasse-Witt operation on H n (X 0 , O X0 ) is an automorphism. Consider the g × g matrix with entries in R given as the p-adic limit F = lim s→∞ α s+1 · σ(α s ) −1 , which exists by Theorem 1. Then the matrix
satisfies the characteristic equation
of the qth power Frobenius operator on the middle crystalline cohomology of X 0 defined in (5.1).
Proof. By (5.2) we have
for all sufficiently large s. Myltiplying by α Note that under the conditions of the above proposition det(Φ) is a p-adic unit. Therefore the eigenvalues of Φ are p-adic unit eigenvalues of the Frobenius operator on the middle crystalline cohomology of the hypersurface X 0 .
By the Katz congruence formula (1.1) the number of p-adic unit Frobenius eigenvalues on the middle cohomology equals to the stable rank of the Hasse-Witt matrix. The Hasse-Witt matrix is invertible for a generic hypersurface (see [11] and [3] ). Therefore for a generic hypersurface the number of p-adic unit Frobenius eigenvalues is equal to the size of the matrix Φ. The conjecture in Section 1 would imply that the multiplicities of eigenvalues should also coincide.
Let us give an example. Consider the hyperelliptic curve C given by
Higher Hasse-Witt matrices here will have size 2 × 2:
For Using Kedlaya's algorithm we computed the reciprocal characteristic polynomial of the Frobenius on the first crystalline cohomology of the curve reduced modulo 11:
The eigenvalues of the Frobenius operator are
Both −7 and −43 are squares modulo 11, and 11-adic unit eigenvalues are
We see that in the above table traces and determinants converge to
respectively.
In the case when d = n + 2 the geometric genus g = dim H n (X, O X ) = 1, so we have at most one p-adic unit Frobenius eigenvalue and the equality of multiplicities follows automatically:
Proposition 9 (p-adic unit-root formula). Let f ∈ R[x 0 , . . . , x n+1 ] be a homogeneous polynomial of degree n + 2 such that the reduction of f (x) modulo p defines a smooth hypersurface X 0 over the finite field F q , q = p a . For s ≥ 0 let α s ∈ R be the coefficient of (x 0 . . . x n+1 ) for all s ≥ 0.
6. Unit-root formulas in families: an example
Let us see how Theorem 1 works for the Legendre family of elliptic curves y 2 = x(x − 1)(x − t) .
This old example was a starting point for Dwork to suggest the relation between periods and local zeta functions (see [12, §5] , [13, §8] ). We know what to expect here, however we prefer to consider the Legendre family once again for the formulas are simple in this case and at the same time we will be able to see that our theorem brings some new features into the picture.
g(t) g(t p ) mod p s Z p t for every s ≥ 1.
The congruence on the right in (6.3) gives a p-adic approximation of the function λ(t) = (−1) p−1 2 g(t)/g(t p ) by rational functions. This approximation can be used for p-adic analytic continuation of λ(t) beyond the interior of the p-adic unit disk (see [14, Theorem 3] and [15, Lemma 1.3] ) and by Proposition 9 the values of λ(t) at the respective Teichmüller points give the p-adic unit roots for the members of the Legendre family.
Being a period of the Legendre family, function g(t) is annihilated by the respective Picard-Fuchs differential operator the expression in brackets is O(p s ) for each k. This is a special feature of our p-adic approximation (6.3), and in the next section we prove it holds in general for the entries of matrices α s .
Variation of hypersurfaces and A-hypergeometric differential equations
Consider a homogeneous polynomial of degree d in n + 2 variables with indeterminate coefficients
We write a k = (a 0k , . . . , a (n+1)k ) ∈ Z n+2 with n+1 i=0 a ik = d. For each k we denote a + k = (a 0k , . . . , a (n+1)k , 1) ∈ Z n+3 .
