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Abstract
Unmeasured confounding almost always exists in observational studies and can bias
estimates of exposure effects. Instrumental variable methods are popular choices in
combating unmeasured confounding to obtain less biased effect estimates. However,
we demonstrate that alternative methods may give less biased estimates depending
on the nature of unmeasured confounding. Treatment preferences of clusters (e.g.,
physician practices) are the most frequently used instruments in instrumental variable
analyses (IVA). These preference-based IVAs are usually conducted on data clustered
by region, hospital/facility, or physician, where unmeasured confounding often occurs
within or between clusters. We aim to quantify the impact of unmeasured confounding
on the bias of effect estimators in IVA, as well as several common alternative methods
including ordinary least squares regression, linear mixed models (LMM) and fixed
effect models (FE) to study the effect of a continuous exposure (e.g., treatment
dose) on a continuous outcome. We derive closed-form expressions of asymptotic
bias of estimators from these four methods in the presence of unmeasured within-
and/or between-cluster confounders. Simulations demonstrate that the asymptotic
bias formulae well approximate bias in finite samples for all methods. The bias
formulae show that IVAs can provide consistent estimates when unmeasured within-
cluster confounding exists, but not when between-cluster confounding exists1. On
the other hand, FEs and LMMs can provide consistent estimates when unmeasured
between-cluster confounding exits, but not for within-cluster confounding. Whether
IVAs are advantageous in reducing bias over FEs and LMMs depends on the extent
of unmeasured within-cluster confounding relative to between-cluster confounding.
Furthermore, the impact of unmeasured between-cluster confounding on IVA estimates
is larger than the impact of unmeasured within-cluster confounding on FE and
LMM estimates. We illustrate the use of these methods in estimating the effect of
erythropoiesis stimulating agents on hemoglobin levels. Our findings provide guidance
for choosing appropriate methods to combat the dominant types of unmeasured
confounders and help interpret statistical results in the context of unmeasured
confounding.
Keywords
Bias Formula; Causal inference; Instrumental variables; Linear Mixed Model;
Observational study; Unmeasured confounders
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Introduction
Unmeasured confounding almost always exists in observational studies and can
often bias the estimates of exposure effects. For example, patients’ co-morbid
conditions are common confounders for treatment effects. We may know of
patients’ co-morbid conditions but we usually do not have detailed information
on the levels of disease severity, which can lead to unmeasured confounding
and subsequent bias. Observational studies are often conducted with individuals
clustered by region, hospital, facility, or physician. In these studies, confounding
frequently occurs within or between clusters1–4. In our motivating example, we
study the effect of erythropoietin-stimulating agent (ESA) administration on
raising hemoglobin (Hgb) levels among patients receiving hemodialysis for end-
stage kidney disease from multiple dialysis facilities. Facility indicators of quality
of clinical care, such as the percentage of facility patients receiving dialysis via a
central venous catheter, are likely between-cluster confounders, while patients’
responsiveness to ESA (i.e., change in hemoglobin level) is likely a within-
cluster confounder. When within- or between-cluster confounding is unmeasured
or unadjusted for, most statistical methods are invalid and can give biased effect
estimates. However, it is less known that some statistical methods are more robust
to unmeasured confounding and give less biased effect estimates than others.
In this study, we aim to quantify the bias of effect estimates obtained from
the instrumental variable analysis (IVA) and several alternative methods in the
presence of between- or within-cluster unmeasured confounding.
IVAs are popular choices for obtaining effect estimates robust to unmeasured
confounding. Treatment preferences of clusters (e.g., physician practices) are
the most frequently used instruments in the literature (i.e., preference-based
instruments)5–8. Out of 187 comparative effectiveness research studies that
used IVA between year 1990 and 2011, about half of the instruments were
preference-based instruments9. Different practices prefer different treatment dose
(percentages) even after sufficient adjustments for patient/practice heterogeneity.
Part of the variation in treatment dose preferences may arise from differential
group policies, insurance coverage, patient/physician knowledge/preference, and
may be random such that it is independent of unmeasured confounders (e.g.,
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patients’ disease severity) after adjustment for measured confounders. The
preference-based IVA aims to use the “random” component of variation to obtain
treatment effect estimates. For an IV to be valid, it must be associated with
the exposure of interest, independent of unmeasured confounders and must have
no direct effect on the outcome, conditional on measured covariates (Figure 1).
Previously, we derived a bias formula when assumptions for valid preference-
based IVs are met1. In this study, we generalize and derive bias formulae of
preference-based IV estimators in the more common and realistic scenarios when
IV assumptions may or may not be satisfied in the presence of unmeasured
between-cluster and/or within-cluster confounders.
It is known that IVA is advantageous in handling unmeasured confounding;
however, it is less known that other popular analytic methods may give less biased
effect estimates than IVA depending on the nature of unmeasured confounding.
For comparisons with IVA, we choose three commonly used models: ordinary
least squares regression (OLS), linear mixed models (LMM) and fixed effect
models (FE) to estimate the effect of a continuous exposure (e.g., treatment
dose) on a continuous outcome. Previous work has focused on the importance
of assumptions being satisfied in order for these statistical methods to generate
valid effect estimates. However, as we demonstrate in this paper, when between-
and within-cluster confounding are not fully controlled, most of these methods
are likely to be invalid. And the robustness of these methods towards bias differs
depending on the extent of unmeasured within-cluster confounding relative to
unmeasured between-cluster confounding. Our prior work derived bias formula
for IVA when unmeasured within-cluster confounding exists1; in this study, we
derive bias formulae for all four methods when between-cluster and/or within-
cluster confounding exits. Our study of the bias patterns and factors that impact
the magnitudes of the bias for these methods will: (a) provide evidence in selecting
better methods to combat the dominant types of unmeasured confounders; (b)
help appropriately interpret statistical results in the context of unmeasured
confounding; and (c) assist in detecting the presence of unmeasured confounders.
As an illustrating example, we use these methods to estimate the effect of ESA
on Hgb levels among patients receiving hemodialysis for end-stage kidney disease
using data from the Dialysis Outcomes and Practice Patterns Study (DOPPS),
an international prospective cohort study11.
Between- and Within-Cluster Confounders
We aim to estimate the effect of an exposure (T ) on outcome (Y ) free of
confounding. We categorize all unmeasured confounders of the T − Y relationship
into between-cluster confounders (denoted by B) and within-cluster confounders
(denoted by W )1,2. Between-cluster confounders Bi are cluster-specific and
identical for any patient j in each cluster i; but Bis likely differ across different
clusters. Within-cluster confounders (Wij) likely have different values for different
subjects j’s within each cluster i; but their cluster-specific means are identical
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for all i. For example, when the cluster is the dialysis facility, between-cluster
confounders can be for-profit status, or nurse/patient ratio of dialysis facilities.
Many confounders tend to be both between-cluster and within-cluster confounders
(e.g., patients’ age). For these confounders, we decompose them into between-
cluster components (e.g., facility mean age) and within-cluster components
(e.g., a patient’s age - facility mean age). The decomposition of unmeasured
confounders helps us examine how each type affects the T − Y relationship and the
assumptions required for valid statistical methods. We let Cij denote all adjusted
(measured) confounders. Here Wij , Bi and Cij are Kw, Kb and Kc dimensional
vectors, respectively. We assume Wij and Bi represent residual within-cluster and
between-cluster components of the unadjusted confounders after controlling for
Cij (i.e., (Wij , Bi) ⊥ Cij).
Methods
Our objective is to examine the effect of a continuous exposure (i.e., treatment
dose) on a continuous outcome that is free of confounding. First, we describe
the preference-based IVA method and three other methods to compare,
their estimators and assumptions for valid effect estimates. We then assess
possible violations of these assumptions when between-cluster or within-cluster
unmeasured confounding exists.
Preference-Based Instrumental Variable Approach
The models for the preference-based IVA are expressed below as two simultaneous
equations:
Tij = γi + C
′∗
ijα
∗
Ic + e
t
ij , (1)
Yij = βITij + C
′
ijβIc + vi + e
y
ij , (2)
where j = 1, 2, . . . , ni for each i and i = 1, 2, . . . ,m, βI is the parameter of interest
denoting the effect of T on Y ; γi represents the random exposure level at cluster i;
α∗Ic = (α2Ic, · · · , αKcIc)
′
represents the effects of C∗ij = (C2ij , . . . , CKcij)
′
on Tij ;
and βIc = (β1Ic, . . . , βKcIc)
′
corresponds to the effects of Cij = (C1ij , . . . , CKcij)
′
on Yij . Note that C1ij = 1 denoting the intercept and C2ij , . . . , CKcij for measured
confounders. Also note that different from Cij , C
∗
ij does not include intercept. In
addition, different from LMM, γi can be arbitrarily correlated with C
′∗
ij . Without
loss of generality, we assume cluster size ni = n for any i for notational simplicity
in the following.
We assume the between-cluster errors (or random effects) vi and within-
cluster errors etij and e
y
ij are identically, independently distributed (i.i.d.) and
follow normal distributions such that vi ∼ N(0, σ2v), etij ∼ N(0, σ2et), and eyij ∼
N(0, σ2ey), where vi ⊥ (etij , eyij) . Here vi captures the intra-cluster correlation
for the outcome. Let ξi = viJn + e
y
i where Jn is a n× 1 vector of ones, and
Prepared using sagej.cls
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eyi = (e
y
i1, · · · , eyin)
′
. Then we have ξi ∼ N(0,Ω) with Ω = σ2vIn + σ2eyJnJ
′
n where
In is an identity matrix with rank n. Other assumptions for valid IVA model
equations include: (vi, e
t
ij , e
y
ij) ⊥ Cij and eyij ⊥ Tij . Note that the assumption of
etij ⊥ eyij is not required for valid IVA.
Let ηI = (βI , β1Ic, . . . , βKcIc)
′
. With preference-based IVA, the two-stage
generalized least squares estimator of ηI is given by
η̂I =
(
m∑
i=1
Ô
′
iΩ̂
−1Ôi
)−1( m∑
i=1
Ô
′
iΩ̂
−1Yi
)
, (3)
where Ω̂ is an estimate of Ω and Ôi = (Ôi1, . . . , Ôin)
′
with Ôij =
(T̂ij , C1ij , · · · , CKcij)
′
. T̂ij is the predicted T obtained from Equation (1)
using OLS estimation by regressing Tij on C
′
ij and Z
′
i , where Zi is
an m× 1 indicator vector with its elements being I(` = i) = 1 (if ` =
i) or 0 (if ` 6= i) where ` = 1, · · · ,m representing any potential cluster
memberships. The estimator for the coefficients of Zi is the least squares
dummy variable estimator in economics16,17,30; it is also the same estimator
of the coefficients in the fixed effect regression model in biostatistics and
economics16–18,30. The estimator of βI is given by β̂I = (1, 0, . . . , 0)× η̂I . The
variance of η̂I is estimated by: Var(η̂I) =
(∑m
i=1 Ô
′
iΩ̂
−1Ôi
)−1
. Hence, Var(β̂I) =
(1, 0, . . . , 0)Var(η̂I)(1, 0, . . . , 0)
′
. We obtain Ω̂ using the procedure provided in our
prior work1.
The preference-based IVA aims at taking advantage of the random component
of the treatment dose assignment to obtain valid effect estimates. Conditional on
measured confounders, this random component is independent of unmeasured
confounders, may arise from differential cluster policies or preference and
represented by γi Equation (1). The IVA assumptions require that γi does not
have a direct effect on Y and that γi must be independent of the unmeasured
confounders (conditional on measured covariates). This implies that γi needs to
be independent of vi, e
t
ij and e
y
ij . Additional IVA assumption includes that γ is
positively associated with the treatment dose received1.
When unmeasured within-cluster confounders Wij are present, Wij are
absorbed by etij and e
y
ij such that e
t
ij = W
′
ijαw + ε
t
ij and e
y
ij = W
′
ijβw + ε
y
ij with
αw and βw representing the effects of W on T and Y , respectively. This results
in Cov(etij , e
y
ij) 6= 0 and subsequently Cov(Tij , eyij) 6= 0, even if εtij⊥εyij . This non-
zero correlation between Tij and e
y
ij can result in biased estimates of βI when
we only fit the single model equation (2). However, in IVA, when Wij are
present, because of γi ⊥Wij , γi ⊥ (etij , eyij , vi) remains true after adjusting for Cij ;
and hence IVA assumptions are not violated. When unmeasured between-cluster
confounders Bi is present, Bi is absorbed by γi and vi such that γi = B
′
iαb + r0i
and vi = B
′
iβb + u0i with αb and βb representing the effect of B on T and Y ,
respectively. Subsequently, this leads to Cov(γi, vi) 6= 0, even if r0i⊥u0i. This
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Treatment-Outcome Confounders (C, W)
Treatment (T)  
Instrument-Outcome Confounders (C)  
Instrument (Z) Outcome (Y)
Figure 1. Assumptions for Valid IV: (a) association between instrument and treatment; (b)
no unmeasured IV-outcome confounders; (c) no direct effect of instrument on outcome. Z
for intrument, T for treatment, Y for outcome, C for measured confounders, W for
unmeasured within-cluster confounders for the T-Y association.
violates the γi ⊥ vi assumption required for a valid IVA and can lead to invalid
IVA estimates. Here, B is also termed as IV-outcome confounders in literature9.
The causal interpretation of IVA estimators are described in further details by
us and others1,14,15,22. Briefly, to point identify the treatment effect, we need to
make the additional assumptions of either monotonicity or homogeneous effects.
With the monotonicity assumption, we can interpret the IV estimate as the causal
treatment effect for the compliers, the subgroup of patients who would adopt
the treatment dose suggested by the instrument. With the homogeneous effect
assumption, we can interpret the IVA estimate as the average causal effect for the
whole population. In this manuscript, we assume homogeneous treatment dose
effect for simulations, but make no such an assumption for the data analyses
since the truth is unknown.
Alternative Methods
Ordinary Least Squares Regression (OLS) The model for OLS regression can be
expressed as:
Yij = βOTij + C
′
ijβOc + ς
y
ij , (4)
where βO is the parameter of interest representing the effect of T on Y , ς
y
ij is the
random error, and βOc = (β1Oc, . . . , βKcOc)
′
for the effects of Cij on Yij . Let ηO =
(βO, β1Oc, . . . , βKcOc)
′
, Oij = (Tij , C1ij , · · · , CKcij)
′
, Yi = (Yi1, Yi2, . . . , Yin)
′
and
Ti = (Ti1, Ti2, . . . , Tin)
′
. We assume that ςyij ∼ N(0, σ2ς ). The OLS estimator (ηˆO)
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of ηO is:
η̂O =
(
m∑
i=1
O
′
iOi
)−1( m∑
i=1
O
′
iYi
)
. (5)
The OLS estimator of βO is then given by β̂O = (1, 0, . . . , 0)× η̂O. The
variance of η̂O is estimated by: V ar(η̂O) =
(∑m
i=1O
′
iOi
)−1
σ2ς . Hence, Var(β̂O) =
(1, 0, . . . , 0)Var(η̂O)(1, 0, . . . , 0)
′
.
The assumptions required for the OLS regression to obtain a valid estimate
of βO are: ς
y
ijs are i.i.d. and ς
y
ij ⊥ (Tij , Ckij) for any k. In clustered data, ςyijs
are correlated, and hence the i.i.d. assumption is violated. Furthermore, when
unmeasured between-cluster or within-cluster confounders exist, the assumption
ςyij ⊥ Tij is no longer valid.
Fixed Effect Regression Model (FE) The fixed-effect regression model is expressed
as:
Yij = βFTij + C
′
ijβFc + µ2 + . . .+ µm + ε
y
ij , (6)
where βF is the parameter of interest for the effect of T on Y ; µ2, . . . , µm are
fixed effects, representing cluster-specific effects for cluster 2 through m and εyij is
the random error with εyij ∼ N(0, σ2ε). Let Y i = 1ni
∑ni
j=1 Yij , T i =
1
ni
∑ni
j=1 Tij ,
Cki =
1
ni
∑ni
j=1 Ckij , and εi =
1
ni
∑ni
j=1 εij . To obtain the fixed effect estimator,
we first subtract Y i from both sides of the model (6) and obtain the following
model:
Y †ij = βFT
†
ij + C
′†
ijβFc + ε
y†
ij ,
where Y †ij = Yij − Y i, T †ij = Tij − T i, C†kij = Ckij − Cki and εy†ij = εyij − εi. Note
that here µ2, . . . , µm, the intercept C1ij , and any measured between-cluster
confounders are eliminated by this transformation. Hence, C†ij excludes the
intercept and measured between-cluster confounders. Let O†ij = (T
†
ij , . . . , C
†
kij , . . .)
and δˆF = (βF , β1Fc, . . . , βKcFc). The fixed effect estimator is given by
δˆF =
(
m∑
i=1
O
′†
i O
′†
i
)−1( m∑
i=1
O
′†
i Y
′†
i
)
.
The fixed-effect estimator is also named as within-cluster estimator and
is numerically identical to least squares dummy variable estimator. The
fixed-effect estimator of βF is given by βˆF = (1, 0, . . . , 0)× δˆF . The variance
of βˆF is estimated by V ar(βˆF ) =
(∑m
i=1O
′†
i O
′†
i
)−1
σ2ε . Hence, V ar(βˆF ) =
(1, 0, . . . , 0)V ar(δˆF )(1, 0, . . . , 0)
′
.
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The assumptions required for the fixed-effect regression to obtain a valid
estimate of βF are: ε
y
ij are i.i.d. and ε
y
ij ⊥ (Tij , Ckij) for any k. Since the statistical
inference for the fixed-effect regression model is built upon conditioning being
in the same cluster, subjects in the same cluster are still i.i.d. even if there
is a correlation among subjects who belong to the same cluster. Subsequently,
unmeasured between-cluster confounders B do not have any impact on the model
assumptions and are absorbed by the fixed effects µ2, . . . , µm. However, when
unmeasured within-cluster confounders W exist, the assumption εyij ⊥ Tij no
longer holds.
Linear Mixed Model (LMM) The LMM is written as follows:
Yij = βLTij + C
′
ijβLc + d0i + χ
y
ij , (7)
where βL and βLc = (β1Lc, . . . , βKcLc)
′
correspond to the effects of Tij and C
′
ij
respectively. Note that d0i refers to the random effect or between-cluster error, and
χyi = (χ
y
i1, · · · , χyin)
′
refers to the within-cluster error. χyij and d0i represent the
totality of within-cluster covariates and between-cluster covariates, respectively,
omitted from the model that are orthogonal to covariates already in the model19.
The random effect d0i accommodates the intra-cluster correlation. We assume that
d0i and χ
y
ij are i.i.d., and d0i ∼ N(0, σ2d) and χyij ∼ N(0, σ2χ). Let ζi = d0iJn + χyi .
We have ζi ∼ N(0,Φ) with Φ = σ2dIn + σ2χJnJ
′
n.
Let ηL = (βL, β1Lc, . . . , βKcLc)
′
. The maximum likelihood estimator of ηL is
given by
η̂L =
(
m∑
i=1
O
′
iΦ̂
−1Oi
)−1( m∑
i=1
O
′
iΦ̂
−1Yi
)
, (8)
where Φ̂ is an estimate of Φ. The estimator of βL is given by ηˆL = (1, 0, . . . , 0)×
ηˆL. The variance estimate is V ar(η̂L) =
(∑m
i=1O
′
iΦ̂
−1Oi
)−1
. Hence, Var(β̂L) =
(1, 0, . . . , 0)Var(η̂L)(1, 0, . . . , 0)
′
.
The assumptions required for the LMM to obtain unbiased estimates of βL
include (Tij , Ckij) ⊥ χyij (namely, the level-1 independence20), (Tij , Ckij) ⊥ d0i
(namely, the level-2 independence20) for any k, and d0i ⊥ χyij . When unmeasured
within-cluster confounding exists, it is absorbed by χyij . This induces correlation
between Tij and χ
y
ij and hence violates the Tij ⊥ χyij assumption. When
unmeasured between-cluster confounding exits, it is absorbed by d0i. This induces
correlation between Tij and d0i and hence violates the Tij ⊥ d0i assumption. When
both unmeasured between-cluster and within-cluster confounders exist, both level-
1 and level-2 independence assumptions for valid LMM are no longer valid.
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Bias in the Presence of Unmeasured Confounders
In this section we first specify true models for T and Y and then derive the
expression of asymptotic bias of the four effect estimators described above when
the exposure and outcome are continuous and unmeasured within-cluster and/or
between-clustering confounders exist. Note that the asymptotic bias is derived
assuming the number of independent units (i.e., clusters) goes to infinity (m→
∞). However, we will examine how well our asymptotic bias formulae approximate
bias in finite samples when the number of clusters is finite through simulations in
the next section.
True Models
LMMs are commonly used in clustered data settings to estimate the effect of a
continuous exposure (i.e., treatment dose) on a continuous outcome. We assume
that T and Y are generated by LMMs with measured confounders Cij and
unmeasured confounders Wij and Bi as follows:
Tij = a0i + C
′
ijαc +W
′
ijαw +B
′
iαb + 
t
ij , (9)
Yij = b0i + βTij + C
′
ijβc +W
′
ijβw +B
′
iβb + 
y
ij , (10)
where β is the parameter of interest for the effect of T on Y ; αc, αw, αb, β,
βc, βw and βb are fixed effects; a0i and b0i are between-cluster random errors
(or random effects); tij and 
y
ij are within-cluster random errors. We assume
a0i, b0i, 
t
ij and 
y
ij are i.i.d., and a0i ∼ N(0, σ2a), b0i ∼ N(0, σ2b ), tij ∼ N(0, σ2t)
and yij ∼ N(0, σ2y). We also make the standard assumptions required in valid
LMMs: a0i ⊥ (Ckij , tij , yij ,Wkij , Bi), b0i ⊥ (a0i, Ckij , Tij , tij , yij ,Wkij , Bi), tij ⊥
(Ckij ,Wkij , Bi) and 
y
ij ⊥ (tij , Ckij , Tij ,Wkij , Bi) for any k.
Let Ti = (Ti1, Ti2, . . . , Tin)
′
, Yi = (Yi1, Yi2, . . . , Yin)
′
, Ci = (Ci1, Ci2, . . . , Cin)
′
,
Wi = (Wi1,Wi2, . . . ,Win)
′
, ti = (
t
i1, 
t
i2, . . . , 
t
in)
′
, and yi = (
y
i1, 
y
i2, . . . , 
y
in)
′
.
The true models can be expressed in a matrix form as follows:
T = A0 + Cαc +Wαw +Bαb ⊗ Jn + t, (11)
Y = B0 + βT + Cβc +Wβw +Bβb ⊗ Jn + y, (12)
where Y , T , C, W , t, y, A0 and B0 consist of stacked elements of Yi, Ti, Ci,
Wi, 
t
i, 
y
i , a0iJn and b0iJn respectively. Note that Y , T , 
t, y, A0 and B0 are
mn× 1 vectors, W and C are mn×Kw, and mn×Kc matrices respectively, and
B = (B1, B2, . . . , Bm)
′
is an m×Kb matrix.
Asymptotic Bias
With the true models described above, we derive and compare close-form
expressions of asymptotic bias of the effect estimates obtained from the four
methods when their model assumptions may or may not hold in the presence of
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unmeasured between-cluster or within-cluster confounders. Table 1 summarizes
the asymptotic bias formulae for these four methods under two scenarios: (1)
when the number of clusters m→∞ and the cluster size is fixed at n; (2) when
both m→∞ and the cluster size n→∞.
To obtain these bias formulae, we make two assumptions to simplify the
derivation process without lessening the generality of the formulae. First, we
assume that the means of W , B, Y and T are all zeros because the means can only
influence the estimates of the intercept but not the estimates for the parameter of
interest, β. Second, we assume there are no measured confounders C (including the
intercept). To examine the impact of C on the bias derivation, we first transform
Y and T by pre-multiplying MC = Imn − C(C ′C)−1C ′ to Equations (11) and
(12) and obtain:
T ‡ = A0 +Wαw +Bαb ⊗ Jn + t,
Y ‡ = B0 + βT ‡ +Wβw +Bβb ⊗ Jn + y,
where T ‡ = McT and Y ‡ = McY are projection errors of Y and T on the space
spanned by C. Note that Mc
y = y, Mc
t = t, McW = W , and McB = B
because Cij⊥(tij , yij ,Wij , Bi, a0i, b0i). The derived bias formulae only consist of
the second moments of W , B, t and y and will not change by the process of
projection. Hence, the transformation will not change any element in the bias
formulae; and the bias formulae should be the same with or without adjusting
C. This technique was successfully implemented in our prior paper1. Through
simulations, we will further confirm that the assumptions of mean zeros and no
C will not influence the bias formulae.
Preference-Based Instrumental Variable Approach In the absence of C, the two-
stage generalized least squares estimator of β in (3) can then be simplified to
β̂I =
(
m∑
i=1
T̂
′
i Ω̂
−1T̂i
)−1( m∑
i=1
T̂
′
i Ω̂
−1Yi
)
, (13)
where T̂i = JnJ
′
nTi/n and Ω̂
−1 is an estimator for Ω−1. When both
unmeasured between- and within-cluster confounders exist, Ω = (β
′
bVbβb +
σ2b )In + (β
′
wVwβw + σ
2
y)JnJ
′
n and Ω
−1 = HIIn −HIHJJnJ ′n, where HI =
1
β′wVwβw+σ2y
, HJ =
β
′
bVbβb+σ
2
b
(β′wVwβw+σ2y)+n(β
′
bVbβb+σ
2
b )
, with σ2b , σ
2
y, Vb, and Vw
representing the variance of b0i, 
y
ij , Bi, and Wij for any i, j, respectively.
When unmeasured between- and within-cluster confounders exist, as m→∞,
as proved in the Appendix, the bias of β̂I can be approximated as
β̂I − β →p α
′
bVbβb + α
′
wVwβw/n
(σ2a + α
′
bVbαb) + (α
′
wVwαw + σ
2
t)/n
.
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When both m→∞ and n→∞, β̂I − β →p α
′
bVbβb
σ2a+α
′
bVbαb
, a function of unmeasured
between-cluster confounders but not within-cluster confounders.
When unmeasured within-cluster confounders but not between-cluster
confounders exist, as m→∞, the bias of β̂I can be simplified as
β̂I − β →p α
′
wVwβw/n
σ2a + (α
′
wVwαw + σ
2
t)/n
,
where σ2a and σ
2
t denote the variance of a0i and 
t
ij for any i, j, respectively. This
bias formula was first derived in our prior paper1. As stated previously, when only
unmeasured within-cluster confounders exist, the assumptions for the IVA are not
violated and the IVA is valid. Nonetheless, finite sample bias still exits1. However,
when both m→∞ and n→∞, β̂I − β →p 0. Hence, unmeasured within-cluster
confounders lead to finite-sample bias but not asymptotic bias. When the number
of clusters and cluster sizes are large, the bias of instrumental variable estimates
becomes negligible.
When unmeasured between-cluster but not within-cluster confounding exist, as
m→∞, the bias of β̂I can be simplified as
β̂I − β →p α
′
bVbβb
(σ2a + α
′
bVbαb) + σ
2
t/n
.
When both m→∞ and n→∞, β̂I − β →p α
′
bVbβb
σ2a+α
′
bVbαb
, which is the same as the
asymptotic bias when both unmeasured between- and within-cluster confounders
exist. Hence, unmeasured between-cluster confounders result in both finite and
asymptotic bias.
Ordinary Least Squares Regression In the absence of C, the OLS estimator in (5)
can be simplified to:
β̂O =
(
m∑
i=1
T ′iTi
)−1( m∑
i=1
T ′iYi
)
.
When unmeasured between- and within-cluster confounders exist, as shown in
The Appendix, with m→∞, the asymptotic bias of β̂O is given as
β̂O − β →p α
′
bVbβb + α
′
wVwβw
σ2a + α
′
bVbαb + α
′
wVwαw + σ
2
t
.
Note that this bias formula does not depend on the cluster size n. Both
unmeasured between- and within-cluster confounders contribute to the bias.
When unmeasured within-cluster confounders but not between-cluster
confounders exist, as m→∞, the bias formula is simplified to
β̂O − β →p α
′
wVwβw
σ2a + α
′
wVwαw + σ
2
t
.
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When unmeasured between-cluster but not within-cluster confounding exist, as
m→∞, the bias formula is simplified to
β̂O − β →p α
′
bVbβb
σ2a + α
′
bVbαb + σ
2
t
.
Note that, when only unmeasured between-cluster confounders exist, the absolute
value of the asymptotic bias of β̂O is smaller than that of β̂I for any n ≥ 2 and
the difference between asymptotic bias of β̂O and β̂I becomes larger as the cluster
size n grows.
Fixed Effect Model In the absence of C, the FE estimator in (6) can be simplified
to
βˆF =
(
m∑
i=1
T
′
i (In −Qn)Ti
)−1( M∑
i=1
T
′
i (In −Qn)Yi
)
.
where Qn = Jn(J
′
nJn)
−1J
′
n = JnJ
′
n/n as the orthogonal projection matrix of Jn.
When unmeasured between- and within-cluster confounders exist, as shown in
the Appendix, as m→∞, the bias of βˆF can be approximated as
β̂F − β →p α
′
wVwβw
α′wVwαw + σ
2
t
.
Like the OLS case, this expression does not depend on the size of n and only
depends on unmeasured within-cluster confounders.
When unmeasured within-cluster but not between-cluster confounders exist,
the bias formula remains unchanged.
When unmeasured between-cluster but not within-cluster confounders exist,
β̂F − β →p 0.
This implies that only unmeasured within-cluster confounders will result in
asymptotic bias in the FE estimator (i.e., as m→∞). It is quite intuitive since µi
and the intercept term in Equation (6) completely control for unobserved between-
cluster confounders and exhaust the degree of freedom at the cluster level.
Linear Mixed Model In the absence of C, the LMM estimator in Equation (8) can
be simplified as
βˆL =
(
M∑
i=1
T
′
i Φ̂
−1Ti
)−1( M∑
i=1
T
′
i Φ̂
−1Yi
)
,
where Φ is the same as Ω in Equation (13). When unmeasured between- and
within-cluster confounders exist, the cluster-level error term in (7) d0i = B
′
iβb +
b0i with its variance σ
2
d = β
′
bVbβb + σ
2
b , and the individual-level error term χ
y
ij =
W
′
ijβw + 
y
ij with its variance σ
2
χ = β
′
wVwβw + σ
2
y. Note that Φ = σ
2
dIn + σ
2
χJnJ
′
n.
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Now d0i is correlated with Tij such that Cov(d0i, Tij) = β
′
bVbαb; and χ
y
ij is also
correlated with Tij such that cov(χ
y
ij , Tij) = α
′
wVwβw. These correlations lead to
the violation of LMM assumptions and subsequently we cannot obtain consistent
estimates of σ2d or σ
2
χ or Φ.
Hence, when unmeasured between- and within-cluster confounders exist, we
assume positive and bounded constants σ2de and σ
2
χe such that σ̂
2
d →p σ2de and
σ̂2χ →p σ2χe as m→∞ for some estimators σ̂2d and σ̂2χ. Then, when m→∞, as
shown in the Appendix, the bias of β̂L can be approximated as
β̂L − β →p
α
′
bVbβb
σ2χe
σ2χe+(n−1)σ2de
+ α
′
wVwβw
(σ2a + α
′
bVbαb)
σ2χe
σ2χe+(n−1)σ2de
+ (α′wVwαw + σ
2
t)
.
When both m→∞ and n→∞, β̂L − β →p α
′
wVwβw
α′wVwαw+σ
2
t
. Note that the
asymptotic bias here is the same as that of the FE estimator. This is consistent
with the fact that the LMM estimator becomes the FE estimator when the cluster
size increases. This is because the LMM estimator is a weighted combination
of within and between cluster estimators, with weights depending on variance
components and cluster size23.
When unmeasured within-cluster confounders but not between-cluster
confounders exist, the bias of β̂L can be simplified as
β̂L − β →p α
′
wVwβw
σ2a
σ2χe
σ2χe+(n−1)σ2de
+ (α′wVwαw + σ
2
t)
.
When both m→∞ and n→∞, β̂L − β →p α
′
wVwβw
α′wVwαw+σ
2
t
, the same as above.
When unmeasured between-cluster but not within-cluster confounding exists,
the bias of β̂L can be simplified as
β̂L − β →p α
′
bVbβb
(σ2a + α
′
bVbαb) + σ
2
t
σ2χe+(n−1)σ2de
σ2χe
.
When both m→∞ and n→∞, β̂L − β →p 0.
Simulations
We conduct simulations to examine: 1) how well the asymptotic bias formulae we
derived approximate bias in finite samples for all four methods (i.e., as m→∞);
2) the bias patterns in the effect estimates from four methods when unmeasured
between- and/or within-cluster confounders (B and/or W ) exist. We simulate Tij
and Yij using the true models (9) and (10) specified below:
Tij = α1c + α2cC2ij + α3cC3i + α1gB1i + α1pW1ij + a0i + 
t
ij ,
Yij = β1c + βTij + β2cC2ij + β3cC3i + β1gB1i + β1pW1ij + b0i + 
y
ij .
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Previously, in order to simplify the bias derivation, we assumed mean zeros
for W , B, T and Y and no presence of C. We argued that the bias
formulae should be the same with or without these assumptions. In simulations,
we do not make these assumptions. The default parameter specifications
are as follows: m = 200, n = 20, α1c = 18, α2c = −1, α3c = −1, α1b = 0.6, α1w =
0.6, β1c = 3, β = 0.7, β2c = 1, β3c = 1, β1b = 0.6, β1w = 0.6. We let C2ij ∼ N(0, 1),
C3i ∼ N(11, 1), B1i ∼ N(1, 1),W1ij ∼ N(1, 1), tij , yij ∼ N(0, 1), a0i ∼ N(0, 0.32),
and b0i ∼ N(0, 1). Various simulations with a wide range of parameter values were
performed; all demonstrated similar patterns. Here we present the results when
we vary one parameter while holding other parameters constant. For each set of
parameter specifications, we simulate 5,000 and 1,000 data sets for m = 10 and
m = 200 respectively since it requires more simulations to reach stable estimates
when the number of clusters is small. We estimate the treatment dose effect β
using the OLS, LMM, FE, and IVA methods for each data set and then report
the empirical bias of the estimates averaged over simulations. We also present
analytical bias calculated directly from the asymptotic bias formulae we derived
for the four estimators.
When Unmeasured Within-cluster Confounders (W ) Exist
When only unmeasured within-cluster confounders exist, we present the
simulation results in the top panels of both Figures 2 and 3 to examine the
bias of the estimates from the four methods. Figure 2 top panel shows the
formulae approximate the finite-sample bias well for all methods, even when the
number of clusters is very small (i.e., m = 10). When m is larger (i.e., m = 200),
the approximation is even better. Overall, when only unmeasured within-cluster
confounders exist, IVA estimates are much less biased than OLS, FE, and LMM
estimates. As the cluster size (n) approaches 1, the bias of the IVA estimates
approaches the OLS, FE and LMM estimates; as n increases to around 400, the
bias of IVA estimates becomes negligible. In contrast, n has little influence on the
OLS, FE and LMM estimates. Figure 3 top panel shows the bias patterns of the
four estimators based on the bias formulae for n = 200 when either the effect of
unmeasured within-cluster confounding on treatment dose (α1w) or on outcome
(β1w) vary. When α1w departs further away from 0, the magnitude of the bias for
all estimates increases before decreasing. When the magnitude of β1w increases,
the magnitude of bias of all estimates increases monotonically. Overall, the OLS,
FE, and LMM estimates are similar, and the IVA estimates are much less biased.
These simulation results are consistent with what the derived asymptotic formulae
indicate.
When Unmeasured Between-cluster Confounders (B) Exist
When only unmeasured between-cluster confounders B exist, Figure 2 middle
panel demonstrates that the asymptotic bias formulae approximate the bias in
finite samples very well for all four methods. The cluster size n has the biggest
Prepared using sagej.cls
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Figure 2. Bias of OLS, FE, LMM and IVA estimates. Note that the FE and LMM lines are
almost completely overlaid. The true treatment effect β = 0.7. IVA: Preference-based IV
regression; OLS: ordinary least squares regression; FE: fixed effect regression; LMM: linear
mixed model. Unmeasured within-cluster confounding: W ; Unmeasured between-cluster
confounding: B; m: number of clusters; Empirical: averaged over simulations; Analytic:
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Figure 3. Bias of OLS, FE, LMM, and IVA estimates based on the bias formulae. Note
that the FE and LMM lines are almost completely overlaid. OLS: ordinary least squares
regression; FE: fixed effect regression; LMM: linear mixed model, IVA: Preference-based IV
regression. The true treatment effect β = 0.7. The cluster size n = 200. Within-cluster
confounding: W is unadjusted for; Between-cluster confounding: B is unadjusted for; the
effect of W on treatment T , α1w; the effect of W on outcome Y , β1w; the effect of B on
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impact on IVA estimates, and some impact on LMM estimates, but very little on
OLS or FE estimates. As n approaches 1, the IVA and LMM estimates approach
OLS estimates. In Figure 3 bottom panel, as the effect of B on treatment α1b
departs further away from 0, the biases of IVA and OLS estimates first increase
and then decrease. As the effect of B on outcome β1b becomes more different from
0, the magnitudes of bias in both IVA and OLS estimates increase monotonically.
Both Figures 2 and 3 demonstrate that when only unmeasured between-cluster
confounders exist, IVA estimates have the largest bias in magnitudes, OLS
estimates have some bias, and FE estimates have negligible bias. When n is
relatively small (n < 20), LMM estimates have small finite-sample bias; as n
increases, their bias becomes negligible. Overall, the performance of FE and LMM
estimators is similar, except when n is small. These observed bias patterns are
consistent with the derived bias formulae.
When Both Unmeasured Within-Cluster and Between-Cluster
Unmeasured Confounders (W and B) Exist
When both unmeasured within-cluster and between-cluster confounders exist, we
summarize the simulation results in the bottom panel of Figure 2 and in Figure 4.
Figure 2 bottom panel shows that the asymptotic bias formulae approximate the
finite-sample bias very well for all estimators, particularly when m = 200. Here
we assume the respective effects of W and B on T and Y are the same and set
to 0.6. We find that all estimates are biased with the IVA estimates having the
largest biases, followed by OLS estimates and then LMM and FE estimates. The
cluster size n has the biggest impact on IVA estimates, some impact on LMM
estimates and very little impact on OLS and FE estimates. As n approaches 1,
the bias of both IVA and LMM estimates approaches the bias of OLS estimates.
Figure 4 shows the bias patterns as the effects of W and B on T and Y increase
based on the bias formulae. The magnitudes of the bias have complex relationships
with the effects of W and B on T (α1w and α1b) for all four methods. On the
other hand, the biases of all four estimators have linear relationships with both
effects of W and B on Y (β1w and β1b). As β1w departs further away from 0,
the rate of increase in the magnitude of bias is the fastest among LMM and FE
estimates, moderate among OLS estimates and negligible among IVA estimates.
As β1b becomes more different from 0, the rate of increase in the magnitude
of bias is the fastest among IVA estimates, moderate among OLS estimates,
and negligible among FE and LMM estimates. The IVA estimates are more
immune to the impact of unmeasured within-cluster confounding while the FE
and LMM estimates are more robust to the impact of unmeasured between-cluster
confounding. When both W and B are present, which method is the least biased
depends on the interplay between W and B. When both W and B have the same
effects on T and Y , IVA estimates have largest bias because IVA estimates are
much more sensitive to B than what OLS, FE, and LMM estimates are to W . IV
estimates can have smallest bias among these four estimators (results not shown),
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only when the effect of W on Y is overwhelmingly larger than the effect of B on
Y .
A Case Study
We compare these four methods in handling potential unmeasured between- and
within-cluster confounders using DOPPS phase 3 data (2005-2008)11 to estimate
the effect of ESA on Hgb levels. The outcome of interest is the Hgb at the
14th month and the exposure of interest is the dose of ESA measured at one
month prior to the outcome measure. These are chosen because it typically
takes about four weeks for ESA to be fully effective in raising Hgb levels21,
and DOPPS started to collect monthly Hgb and ESA data in study phase
3. Our analytical sample includes 1, 434 dialysis patients in 67 facilities. We
consider the following covariates: patients characteristics (age, sex, race, years
on dialysis, history of coronary artery disease, congestive heart failure, cancer,
cerebrovascular disease, diabetes, gastrointestinal bleeding, peripheral vascular
disease, hypertension, intravenous iron, psychiatric disorder, intravenous iron use)
as well as facility quality indicators (i.e., percentage of patients using a central
venous catheter for dialysis, serum albumin level < 3.5 g/dL, serum phosphorus
level > 5.5 mg/dL, and single pool kt/V [a measure of dialysis dose] < 1.2). We
also consider patients’ ESA responsiveness, an indicator of ESA dose required to
raise or sustain Hgb level, and effectively captured by the combination of ESA
dose at two months prior to the outcome Hgb and Hgb level at one month prior
to the outcome Hgb (as demonstrated in our prior work1). Prior work by others
has often omitted these adjustments12. We conduct three sets of analyses. The
first set of analyses includes all variables, the second set excludes patients’ ESA
responsiveness variables and the third excludes ESA responsiveness variables and
facility quality indicators. The results of three sets of analyses are summarized
in Table 2. For the IVA, we choose the ESA dose preferences of dialysis facilities
as the instrument. An instrument is called strong when the association between
this instrument and the exposure of interest is strong24,25. The stronger the IV
is, the smaller the finite sample bias is. The partial F statistic in the regression
of the exposure on the instrument is usually used as a measure of the strength
of an instrument25. An instrument is considered weak if the F statistic is less
than 1025. The F statistics for IVA in these three sets of analyses are 5, 6 and 6
respectively, indicating that a stronger instrument would be preferred24–26.
In the first set of analyses adjusting for all variables, although the magnitudes
of the estimated ESA effects differ across the four methods, all effects are positive
and qualitatively consistent with the well-known fact that ESA increases Hgb
levels21. In the second set of analyses excluding ESA responsiveness variables, IVA
continues to produce positive ESA effects, but the other three methods give falsely
negative estimates. In the third set of analyses excluding both ESA responsiveness
and facility quality indicators, the largest change in the estimated effect of ESA
on Hgb, compared with the second set, is observed in the IVA method, while there
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Figure 4. Bias of the OLS, FE, LMM, and IVA estimates based on the bias formulae. Note
that the FE and LMM lines are almost completely overlaid. The true treatment effect
β = 0.7. The cluster size n = 200. OLS: ordinary least squares regression; FE: fixed effect
regression; LMM: linear mixed model, IVA: Preference-based IV regression. Within-Cluster
and Between-Cluster Confounding: neither W nor B are adjusted for. The effect of W on
the treatment T , α1w; the effect of W on the outcome, β1w; the effect of B on the
treatment, α1b; the effect of B on the outcome, β1b.
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is some change in the OLS estimate, a very small change in the LMM estimate,
and no change in the FE estimate.
As demonstrated in our prior work1, the ESA responsiveness variables are
largely within-cluster confounders of the ESA-Hgb relationship. Hence, without
adjusting for these variables, it is not surprising that the IVA estimate of
ESA effect on Hgb does not change much and remains positive, given the
robustness of IVA method to unmeasured within-cluster confounders. It is also not
surprising that all other three methods are noticeably impacted and give falsely
negative effect estimates, given their sensitivity towards unmeasured within-
cluster confounders. When we further exclude facility quality indicators, which
are between-cluster confounders, the biggest change occurs in the IVA estimate,
with little or no change in the LMM and FE estimates. Again, this is consistent
with our finding that LMM and FE are robust to unmeasured between-cluster
confounding, but IVA is not. SAS code used in implementing OLS, FE, LMM
and IVA is provided in github at https://github.com/yunliyunli/Unmeasured-
Confounding.
All Vars – ESA Resp – ESA Resp/Fac Vars
Methods Est 95% CI Est 95% CI Est 95% CI
IVA 0.039 (0.015, 0.063) 0.047 (0.016, 0.078) 0.10 (0.072, 0.127)
OLS 0.018 (0.012, 0.024) -0.003 (−0.010, 0.004) 0.011 (0.004, 0.018)
FE 0.015 (0.009, 0.022) -0.011 (−0.018,−0.005) -0.011 (−0.018,−0.005)
LMM 0.017 (0.010, 0.023) -0.010 (−0.016,−0.003) -0.008 (−0.015,−0.002)
Table 2. Three sets of analyses to estimate the effect of ESA on Hgb. Note that ESA is
known to increase Hgb levels and the effect of ESA on Hgb should be positive. All Vars:
adjust for all covariates listed in text; – ESA Resp: adjust for all but patient ESA
responsiveness variables; – ESA Resp / Fac Vars: adjust for all but patient ESA
responsiveness variables and facility quality indicators.
Discussion
IVA is known for its advantages in combating unmeasured confounders. However,
it is less known that certain commonly used alternative methods may be more
robust to unmeasured confounding than IVA depending on the nature of the
confounding. In this study, we focused on preference-based IVA (the most
popular IV methods) with clustered data (the most common data structure for
observational studies). We derived asymptotic bias for IVA and three alternative
methods including OLS, FE, and LMM, when unmeasured between-cluster and/or
within-cluster confounders exist. Simulations demonstrated that all bias formulae
perform well in finite samples. We also examined the validity of the assumptions
required for each method and the degree of bias when either type of unmeasured
confounding exist. While almost none of the methods are valid when either type
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of unmeasured confounding exists, we found that some methods are more robust
than others depending on the type of unmeasured confounding. When unmeasured
within-cluster confounding is more probable, IVAs are least biased compared with
other methods; on the other hand, when unmeasured between-cluster confounding
is more probable, FE methods or LMMs are less biased than other methods. When
both types of unmeasured confounding exist, it depends on which are the dominate
unmeasured confounders. Our results provide guidance for researchers because the
effect of each type of unmeasured confounding is specified directly with explicit
and closed-form bias formulae.
Our analysis of bias gives insight into the robustness and assumption of
each method in handling unmeasured confounders. In practice, it is more likely
that both unmeasured between- and within-cluster confounders exist and that
subsequently none of the methods have all their model assumptions met. When
all methods give similar analysis results, it is likely that these results are
robust towards unmeasured confounding. When effect estimates from these four
methods differ substantially, as in our data analyses, it is likely that unmeasured
confounders exist. We can examine which potential unmeasured within- or
between-cluster confounders may exist with our substantive knowledge about
the data and the research questions. If we believe strongly that unmeasured
within-cluster confounding strongly dominates over unmeasured between-cluster
confounding, IVA estimates should be closer to the truth than the other
methods. On the other hand, if we believe that unmeasured between-cluster
confounding dominates within-cluster confounding, we should believe the LMM
or FE estimates are closer to the truth. IVA methods are more sensitive to
unmeasured between-cluster confounding than FE or LMMs towards unmeasured
within-cluster confounding. Hence, our research results are most useful when we
have substantive knowledge about whether between- or within-cluster confounding
is of major concern. For example, in our data, ESA responsiveness is known to be a
dominating within-cluster (patient-level) confounder of the ESA-Hgb relationship
and is of major concern if not adjusted for. In summary, our analysis of bias
provide insights into the potential impact of unmeasured confounders and how
we can interpret our analysis results accordingly. It also helps us become more
aware of the strength and weakness of the four different methods. It gives us the
opportunities to detect the presence of unmeasured confounding and subsequently
adjust for more confounding. We can then translate our finding to broader
audience better and more precisely.
Previous research has demonstrated that the effect of treatment dose itself can
be partitioned into between- and within-cluster components2. In this manuscript,
we assume the between- and within-cluster treatment effects are the same. If the
between-cluster level treatment effect is different from the within-cluster level
treatment effect, it often implies there may be unmeasured confounders, selection
bias or measurement errors27. All of these can be characterized as omitted
covariate problems either at within-cluster or between-cluster levels. Without any
omitted covariates, it often requires the between-cluster and within-cluster effects
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be equal for the effects to have causal interpretations27. It is worthwhile to point
out that there is a connection between the treatment effect estimates from the
preference-based IVA and the between-cluster treatment effect estimates as well as
a connection between the treatment effect estimates from the fixed effect models
and the within-cluster treatment effect estimates. These connections are worthy
of further investigations.
Previous studies focused on the impact of between-cluster unmeasured
confounding on mixed models2,27–29 or the validity of assumptions and finite
sample bias for IVA1,13,24. To our knowledge, this study is the first to derive
bias formulae for these four methods when unmeasured within-cluster and/or
between-cluster confounding may exist, a common scenario in medical studies
using clustered data sets. Our data generating models are LMMs, which are most
commonly used in clustered data structures. We also assumed that unmeasured
confounders are normally distributed and independent of other confounders in
deriving the bias. In practice, it is likely that multiple unmeasured between-
and within-cluster confounders exist, and many of them are correlated with
other confounders. We simulated unmeasured confounding to represent the overall
residual confounding after conditioning on other measured confounders and
used the normal distribution to approximate the residual confounders, as often
done31. Our results are general and form a foundation to perform sensitivity
analyses. Our research focuses on continuous outcomes, continuous exposures and
linear association between them. Our finding that between- and within-cluster
unmeasured confounders have different impact on the bias of the effect estimators
from these four types of models likely extends to other types of outcomes and
exposures. It will be important to investigate the bias expression for other types
of outcomes, exposures or non-linear associations between them, where the non-
linearity could incur additional bias33.
Our research quantifies the bias in the presence of unmeasured confounders.
The results are also applicable to measurement error, selection bias, or selective
drop-out issues because they can be cast into the same general framework of
omitted variables. We assume the treatment effect is homogeneous, as done in
most regression analyses. However, this assumption may not hold. When the effect
is heterogeneous, IVA measures the treatment effect among compilers, that is,
complier average treatment effect22, which may also explain why the IVA effect
can be different from other model estimates. However, when there is no reason to
believe the effect may be different for compliers, we can interpret treatment effect
estimates in the context of unmeasured confounding.
In summary, we derived the bias formulae for IVA, LMM, FE, and OLS in the
presence of unmeasured between- and within-cluster confounding. Our findings
provide evidence to support future selection of methods to combat the dominant
types of unmeasured confounders, and facilitate the interpretation of statistical
analysis results in the context of unmeasured confounding, and help detect the
presence unmeasured confounders.
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Appendix
Appendix: Bias Derivation in the Presence of Both W and B
Preference-based IVA Estimator
In the absence of C, the two-stage generalized least squares estimator of β in (3)
can then be simplified to
β̂I =
(
m∑
i=1
T̂
′
i Ω̂
−1T̂i
)−1( m∑
i=1
T̂
′
i Ω̂
−1Yi
)
.
As m→∞, for some ŝn,m →p sn introduced in Section 4.2.4, we note that
β̂I − β = m
−1∑m
i=1 T̂
′
i (In − ŝn,mJnJ
′
n)(Jnb0i + JnB
′
iβb +Wiβw + 
y
i )
m−1
∑m
i=1 T̂
′
i (In − ŝn,mJnJ ′n)T̂i
=
AI
DI
under the true models (9) and (10) in the absence of C, where T̂i = QnTi with
Qn = J
′
nJn/n. For the numerator AI , by applying the LLN for i.i.d. sequences as
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m→∞, we have
AI →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
Qn(In − ŝn,mJnJ ′n)
×(Jnb0i + JnB′iβb +Wiβw + yi )
= α
′
bE(BiJ
′
nQnJnB
′
i)βb − snα
′
bE(BiJ
′
nQnJnJ
′
nJnB
′
i)βb
+α
′
wE(W
′
iQnWi)βw − snα
′
wE(W
′
iQnJnJ
′
nWi)βw
= nα
′
bVbβb(1− nsn) + α
′
wVwβw(1− nsn).
For the denominator DI , since QnJn = Jn and Q
2
n = Qn, we similarly have
DI →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
Qn(In − ŝn,mJnJ ′n)Qn
×(Jna0i + JnB′iαb +Wiαw + ti)
= E(a20i)J
′
nQnJn − snE(a20i)J
′
nQnJnJ
′
nQnJn + α
′
bE(BiJ
′
nQnJnB
′
i)αb
−snα′bE(BiJ
′
nQnJnJ
′
nQnJnB
′
i)αb + α
′
wE(W
′
iQnWi)αw
−snα′wE(W
′
iQnJnJ
′
nQnWi)αw + E((
t
i)
′
Qn
t
i)− snE((ti)
′
QnJnJ
′
nQn
t
i)
= n(σ2a + α
′
bVbαb)(1− nsn) + (α
′
wVwαw + σ
2
t)(1− nsn)
as m→∞. Therefore, the asymptotic bias of β̂I can be obtained as
β̂I − β →p [nα
′
bVbβb + α
′
wVwβw](1− nsn)
[n(σ2a + α
′
bVbαb) + (α
′
wVwαw + σ
2
t)](1− nsn)
=
α
′
bVbβb + α
′
wVwβw/n
σ2a + α
′
bVbαb + (α
′
wVwαw + σ
2
t)/n
as m→∞ for given n.
OLS Estimator
In the absence of C, the OLS estimator in (5) can be simplified to:
β̂O =
(
m∑
i=1
T ′iTi
)−1( m∑
i=1
T ′iYi
)
.
We note that
β̂O − β = m
−1∑m
i=1 T
′
i (Jnb0i + JnB
′
iβb +Wiβw + 
y
i )
m−1
∑m
i=1 T
′
i Ti
=
AO
DO
,
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where as m→∞
AO →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
(Jnb0i + JnB
′
iβb +Wiβw + 
y
i )
= α
′
bE(BiJ
′
nJnB
′
i)βb + α
′
wE(W
′
iWi)βw
= n(α
′
bVbβb + α
′
wVwβw)
and
DO →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
= E(a20i)J
′
nJn + α
′
bE(BiJ
′
nJnB
′
i)αb + α
′
wE(W
′
iWi)αw + E((
t
i)
′
ti)
= n(σ2a + α
′
bVbαb + α
′
wVwαw + σ
2
t).
Therefore, the asymptotic bias of β̂O can be obtained as
β̂O − β →p α
′
bVbβb + α
′
wVwβw
σ2a + α
′
bVbαb + α
′
wVwαw + σ
2
t
as m→∞ for any n.
Fixed-Effect Estimator
In the absence of C, the FE estimator in (6) can be simplified to
βˆF =
(
m∑
i=1
T
′
i (In −Qn)Ti
)−1( M∑
i=1
T
′
i (In −Qn)Yi
)
.
We note that
β̂F − β = m
−1∑m
i=1 T
′
i (In −Qn)(Jnb0i + JnB
′
iβb +Wiβw + 
y
i )
m−1
∑m
i=1 T
′
i (In −Qn)Ti
=
AF
DF
.
Since (In −Qn)Jn = 0, cluster-level confounders (measured or unmeasured) will
not incur any bias in this case. Similarly above, as m→∞, we hence have
limm→∞AF →p 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
(In −Qn)
×(Jnb0i + JnB′iβb +Wiβw + yi )
=
1
m
m∑
i=1
(Wiαw + 
t
i)
′
(In −Qn)(Wiβw + yi )
= α
′
wE(W
′
iWi)βw − α
′
wE(W
′
iQnWi)βw
= (n− 1)α′wVwβw
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and
DF →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
(In −Qn)
×(Jna0i + JnB′iαb +Wiαw + ti)
=
1
m
m∑
i=1
(Wiαw + 
t
i)
′
(In −Qn)(Wiαw + ti)
= α
′
wE(W
′
iWi)αw − α
′
wE(W
′
iQnWi)αw + E((
t
i)
′
ti)− E((ti)
′
Qn
t
i)
= (n− 1)(α′wVwαw + σ2t).
Therefore, as m→∞, the asymptotic bias of β̂F can be obtained as
β̂F − β →p α
′
wVwβw
α′wVwαw + σ
2
t
.
LMM Estimator
In the absence of C, the LMM estimator in (8) can be simplified as
βˆL =
(
m∑
i=1
T
′
i Φ̂
−1Ti
)−1( m∑
i=1
T
′
i Φ̂
−1Yi
)
.
When unmeasured between- and within-cluster confounders exist, the cluster-
level error term in (7) d0i = B
′
iβb + b0i with its variance σ
2
d = β
′
bVbβb + σ
2
b , and the
individual-level error term χyij = W
′
ijβw + 
y
ij with its variance σ
2
χ = β
′
wVwβw +
σ2y. Here Φ = σ
2
dIn + σ
2
χJnJ
′
n = (β
′
bVbβb + σ
2
b )In + (β
′
wVwβw + σ
2
y)JnJ
′
n.
We can obtain that Φ−1 = 1
β′wVwβw+σ2y
{In − (β
′
bVbβb+σ
2
b )JnJ
′
n
(β′wVwβw+σ2y)+n(β
′
wVwβw+σ
2
b )
} =
1
β′wVwβw+σ2y
{In − sn,mJnJ ′n} where sn,m = β
′
bVbβb+σ
2
b
(β′wVwβw+σ2y)+n(β
′
wVwβw+σ
2
b )
. Now
d0i is correlated with Tij such that Cov(d0i, Tij) = β
′
bVbαb; and χ
y
ij is also
correlated with Tij such that cov(χ
y
ij , Tij) = α
′
wVwβw. These correlations lead to
the violation of LMM assumptions and subsequently we cannot obtain consistent
estimates of σ2d or σ
2
χ. We instead assume some positive and bounded constants
σ2de and σ
2
χe such that σ̂
2
d →p σ2de and σ̂2χ →p σ2χe as m→∞ for some estimators
σ̂2χ and σ̂
2
d. We then have ŝn,m →p sn = σ
2
de
σ2χe+nσ
2
de
, which satisfies 0 < sn < 1 for
given n.
We note that
β̂L − β = m
−1∑m
i=1 T
′
i (In − ŝn,mJnJ
′
n)(Jnb0i + JnB
′
iβb +Wiβw + 
y
i )
m−1
∑m
i=1 T
′
i (In − ŝn,mJnJ ′n)Ti
=
AL
DL
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similarly as the IVA case. It follows that, as m→∞, we have
AL →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
(In − ŝn,mJnJ ′n)
×(Jnb0i + JnB′iβb +Wiβw + yi )
= α
′
bE(BiJ
′
nJnB
′
i)βb − snα
′
bE(BiJ
′
nJnJ
′
nJnB
′
i)βb
+α
′
wE(W
′
iWi)βw − snα
′
wE(W
′
i JnJ
′
nWi)βw
= nα
′
bVbβb(1− nsn) + nα
′
wVwβw(1− sn)
and
DL →p limm→∞ 1
m
m∑
i=1
(Jna0i + JnB
′
iαb +Wiαw + 
t
i)
′
(In − ŝn,mJnJ ′n)
×(Jna0i + JnB′iαb +Wiαw + ti)
= E(a20i)J
′
nJn − snE(a20i)J
′
nJnJ
′
nJn + α
′
bE(BiJ
′
nJnB
′
i)αb
−snα′bE(BiJ
′
nJnJ
′
nJnB
′
i)αb + α
′
wE(W
′
iWi)αw − snα
′
wE(W
′
i JnJ
′
nWi)αw
+E((ti)
′
ti)− snE((ti)
′
JnJ
′
n
t
i)
= n(σ2a + α
′
bVbαb)(1− nsn) + n(α
′
wVwαw + σ
2
t)(1− sn).
Therefore, the asymptotic bias of β̂L can be obtained as
β̂L − β →p α
′
bVbβb(1− nsn) + α
′
wVwβw(1− sn)
(σ2a + α
′
bVbαb)(1− nsn) + (α′wVwαw + σ2t)(1− sn)
=
α
′
bVbβb
σ2χe
σ2χe+(n−1)σ2de
+ α
′
wVwβw
(σ2a + α
′
bVbαb)
σ2χe
σ2χe+(n−1)σ2de
+ (α′wVwαw + σ
2
t)
as m→∞ for given n.
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