This is Part I1 of a paper devoted to the problem of waveform design Cor identification of communication channel parameters, where the waveform is to he embedded in a host signal. We study a quantization-based embedding method and a two-step parameter estimator. The first step is a decoding problem, and the second step is a nonlinear leastsquares minimization problem. Estimation performance is studied in an asymptotic regime. Under some conditions, the estimator does as well as one that knows the host signal.
INTRODUCTION
Part I of this paper [I] studies a framework for channel parameter estimation based on embedded signals. Linear embedding techniques are considered, and it is shown that subspace projection methods are capable of host-signal rejection under a certain uniform orthogonality condition for the family of channels considered. An important disadvantage of these methods however is their apparent vulnerability in security applications (e.& watermarking and covert communications).
The embedding system studied here is based on randomized Quantization Index Modulation (QIM) [2,3], which is an information-theoretic binning scheme. It is known that QIM possesses host-signal rejection properties for coding applications [2, 31 and detection applications [4] . We show here that these properties extend to the problem of estimating a parameter in a compact set 8. n invertible matrices. I The parameter set 8 is a compact subset of Rm; the parameter 0 is to be estimated from the channel output. Examples of (1) include delays, scaling, time-varying delay, amplitude modulation, filtering, etc.
MATHEMATICAL MODEL
The channel input signal x must be "close" to a host signal s E R", modeled as a zero-mean random vector with full-rank covariance matrix R. . The channel input z is of the form x = Q(s,p), wherep is a pseudorandom sequence, and Q satisfies the expected squared-error distortion constraint 
(convergencein distribution), where u(0) = l / i ( O , x ) , and
QUANTIZATION-BASED EMBEDDING AND ESTIMATION
From here on we assume thA the host signal s is unknown to the estimator.
Define a constant CY, lo be optimized later, taking its value in the following range:
Due to (6), we have D, < De. Also note that D, is minimized by a* = &.
Next, define a countable set C of vectors in R" (called codebook) with the property that C is simultaneously a good source code for encoding vectors with total distortion nD., . Embedding Function. The channel input is constructed as follows:
Asymptotic Channel Model. The channel output is obtained from ( I ) and (8):
where U = (a -1). + CYW has zero mean and variance D,, and converges in the Kullback-Leiblersense toM(0, OWL,).
The analysis below is based on the asymptotic channel model (9) with U -N(0, DUIn). 
Estimator
If 6 is known and C is a good D,-channel code, U can be reliably decoded. Conversely, if U is known, the problem of estimating 6' can be addressed using the methods of [I], and more specifically the penalized nonlinear least-squares estimator 1 !&y,u) = argrnineco -1jaH~y -u 1 1 ' + Indet Qs . Let us return to the actual problem in which neither U nor 6 is known to the receiver. Our construction of a reliable estimator of 0 is based on the existence of a universal decoder [ 5 ] for U E C given y (but not 6' ) . Roughly speaking, the codebook C can be designed so that the "typical sets" ay corresponding to different codewords have statistically negligible overlapping. Each such typical set is represented conceptually as a tube in Fig. 1 , where the curve Gsu, 0 E 0 is the axis of the tube indexed by U t C. Then the codeword U corresponding to y can be reliably identified, and the problem of estimating 6' essentially reduces lo the case of known U, which was discussed above. We first formally define our estimator, and then state our main theoretical result in the form of Theorem I . Oirrlirie of rlie Pioofof nieorern 1. The proof relies on the analysis of error probability events of the form Regarding global estimation, a serious difficulty is the potential nonidentifiability of 8 using standard lattice-based codebooks. More work remains to.be done to explore the performance and practicality of specialized designs such as constellations. 
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