Nomenclature A: Area [m 2 ]; b = mass transfer coefficient [m s -1 ]; c pa : Specific heat of air [J Kg -1 K -1 ]; C 1ε : Model constant [-]; C 2ε : Model constant [-]; C D : Drag coefficient[-]; C w : Specific heat of water [J Kg -1 K -1
Introduction
Aircraft icing has long been recognized for over sixty years and continues to be an important flight safety issue in the aerospace community [1] [2] [3] . Ice accretion on an aircraft wing occurs when supercooled water droplets in the atmosphere impact on the surface of aircraft's wings. The formation of ice on an aircraft wing results in a sharp increase in drag and a reduction in maximum lift [4] . Furthermore, ice accretion on aircraft wings also leads to a reduction in stall angle and increment in moment coefficient of the wing. This causes a deterioration in the aerodynamic performance of the aircraft. The simulation of ice accretion on aircraft wing is an iterative process that consists of the successive computation of airflow, water droplet trajectories, collection efficiency, and heat transfer balance to determine the shape of accreted ice. Ice accretion simulations have traditionally been based on 2D and quasi-3D inviscid codes (Panel method) or Euler flow to compute the airflow solution [5] , on Lagrangian tracking techniques [6] for drop-let impingement calculation, and on a 1D control volume analysis of the heat and mass transfer to predict ice shapes [7] for the last two decades. The best-known codes using this structures are ONERA [6] , NASA's LEWICE [8, 9] and Bombardier Aerospace's CANICE [10] . Modern CFD-based approach has proven to be an attractive method for determining the ice shapes on aircraft wings and open new possible uses for complex 3D icing prediction. FENSAP-ICE [11] [12] [13] is a fully 3D in-flight icing analysis tool, capable of computing a water droplet field solution via an Eulerian description of two phase flow and 3D ice shapes using partial differential equations on the aircraft's surface. To the best of authors' knowledge, only a small number of investigations have addressed the impact of ice shapes on iced 3D wings especially the lack of experimental data [14] . Efforts that devoted to 3D ice accretion simulation using CFD methods in the 56 open literature are summarized below. Potapczuk, et al. [15] and Papadakis, et al. [16] conducted a study that considered ways to simulate highly 3D ice accretion. Honsek [17] , afterwards, developed an improved 3D Eulerian model to investigate the droplet-wall interactions and predicted collection efficiency distributions and velocity profiles in close agreement with experimental observation. However, their model was not able to communicate external disturbances into the computational domain due to a lack of a pressure equivalent source term in the equations governing droplet momentum. The numerical result of Beaugendre, et al. [18] for calculating ice shapes on simple or complex 3D geometries showed that the developed second-generation CFD-based in-flight icing simulation system was successful. Wynn and Cao [19] employed a one-equation Spalart-Allmaras turbulence model to simulate the 3D ice accretion on the aircraft swept wing under subsonic Mach number conditions. The evaluation of ice accretion on aerodynamic performance was also implemented. Their results presented that the effects of rime ice shape on the aerodynamic performance of lift coefficients was increased and drag coefficients was reduced with respect to the clean swept wing at different angels of attack. Habashi [20] demonstrated a recent progress in a 3D CFD-based platform, FEN-SAP-ICE, which has been extended to solve more complex geometrical systems and to bring more physics into in-flight icing simulation. Most recently, Kinzel, et al. [21] developed a new iced-aircraft modeling tool that is based on a multiscale-physics, compare with available experimental data and LE-WICE codes. Moreover, the proposed method has been implemented and successfully applied for 3D ice accretion computation over a M6 wing under different test conditions.
Mathematical Formulation
It has been well established that four fundamental elements must be taken into account concurrently for realistic simulation. They are the representation of the aerodynamic flow field characteristics on and around the body, the establishment of the water droplet trajectories with subsequent impingement characteristics, the thermodynamics of the ice growth process, and, lastly, the growing ice accretion. In the current study, an Eulerian formulation [2, 27, 28] is employed since the dispersed liquid can be treated as a continuum, which enabling the prediction of fully 3D impingement limits and collection efficiency distributions in an automatic fashion at all locations within the computational domain, irrespective of geometric intricacies or aerodynamic interference patterns. The Eulerian formulation of the flow field process yields a set of partial differential equations representing the continuity and momentum equations of the dispersed droplet phase.
Flow field determination
In this research the Eulerian multiphase model was adopted to simulate the air-droplet flow. The following major assumptions were made in the derivations of the governing equations: (i) The volume fraction of water in the atmosphere is very small, and the water droplets are distributed as the discrete phase in the airflow. Therefore, the water droplets can be considered to move with the airflow at the same velocity without affecting the velocity of the airflow; (ii) There is no heat transfer or evaporation in the process of droplets prior to impingement. Thus, the thermophysical properties of the droplets are assumed to be constant; (iii) Droplets sizes are small, hence assumed to be spherical; (iv) Droplets do not coalesce, bounce or splash upon impinging onto the wing surface; (v) The droplets distributed in the flow field can be regarded as pseudo fluid [29] . Other simplifications are described in the due course in the rest of the paper.
In the present numerical procedure, structured grid for the complete flow field was successfully unstructured finite-volume and can be applicable to general purpose aircraft icing applications. Their results displayed good validation for predicting ice shape on a variety of geometries. Cao, et al. [22] developed an approach to predict the ice accretions on a 2D airfoil and a 3D wing based on the Eularian two-phase flow. The ice accretions on a NACA0012 airfoil and a GLC-305 wing model under different icing conditions were evaluated. Pena, et al. [23] developed a new approach using the Level-Set framework in the NSMB (Navier-Stokes-multiblock) compressible solver for modelling the ice/air interface evolution through time during in flight icing. Single step icing was simulated on NACA 23012 and NACA 0012 airfoils and on the ONERA-M6 and the GLC-305 swept wings. The simulated results are in good agreement with existing data. Pouryoussefi, et al. [24] carried out an experimental study to investigate the effects of ice accretion on an NACA 23012 airfoil at a fixed Reynolds number in a wind tunnel for horn, runback, and spanwise ridge ice at different angles of attack. It was found that the ice accretion on the airfoil can contribute to formation of a flow separation bubble on the upper surface downstream from the leading edge. Zhang, et al.
[25] developed a new one-dimensional model to describe the aircraft icing process based on the fundamental theory of solid-liquid phase change. It was stated that the model with consideration of property-variable rime ice can better describe the ice accretion process. Later on, a series of work by Zhang, et al. [26] further improved the one-dimensional model which can be divided into the dry and wet mode icing stages. Their results showed that the rime ice property variability and runback water influence the heat conductions in the ice layer and water film and consequently the ice accretion characteristics. Although many significant results in numerical models of ice accretion have been already obtained by now, the comprehension of the ice accretion mechanism on aircraft wing is still quite limited, especially for the cases of 3D, and there is still much room for improvement. From the mechanism research's point of view, the purpose of the present study is to perform a systematic evaluation of the current computational capability to capture the ice accretion at three different sections over a GLC-305 wing under both rime and glaze icing conditions. In order to assess the newly developed model as an analysis tool for carrying out more studies to further elucidate the pertinent physical phenomena involved in the ice accretion, the computed results • Page 4 of 25 • ISSN: 2631-5009 | generated for the wing as well as with fine grid near the wing surface in order to capture the flow information in the boundary layer. Figure 1 shows the grid distribution and boundary conditions of the present computational domain. The boundary conditions were set as velocity inlet, pressure outlet and symmetry, respectively.
The governing equations are basically the unsteady continuity, momentum and energy equations, which are given as: 
Where t is the time and n is the total number of phases, α q , ρ q and q v  are the non-dimensional volume fraction, density and velocity of phase q , respectively. m ⋅ characterizes the mass transfer between phases p and q.
■ Momentum equation:
Based on the above mentioned assumptions, momentum equation can be simplified as
where p is the pressure shared by all phases, q τ is the q th phase stress-strain tensor, g  is the gravitational acceleration and pq R ⋅ is an interactive force between the p th and the q th phase. = :
Where h q is the specific enthalpy of the phase q,  is the heat flux, S q is a source term that includes sources of enthalpy, Q pq is the intensity of heat exchange between phase p and phase q, and h pq is the interphase enthalpy. The heat exchange between phases must comply with the local balance conditions Q pq = -Q qp and Q= 0.
Under in-flight icing conditions, the ratio between LWC of droplets and air mass is usually of the order of 10 -3 , leading to a droplet volume fraction α p of the order of 10 -6 . The air volume fraction α g can thus be considered constant and equal to 1. The air droplet flow is then viewed as a dilute gas-particle system, where only the effects of air on droplets are considered and where water droplets are treated as spherical particles. The dispersed turbulence model is adopted, as it is the appropriate model when the concentrations of the secondary phases are dilute.
■ Turbulence model:
Fully turbulent flow is assumed using the twoequation k-ε turbulence model, in which mixture properties and velocities are used to capture the physics of the turbulent flow. The two equations solved are as follows:
And
Where k denotes turbulent kinetic energy, and ε is the turbulent dissipation; ρ m and m v  are the mixture density and velocity, µ t,m is turbulent 
Establishing representative water droplet trajectories is the second step in the process for simulating ice accretions which occur when an aircraft penetrates a cloud containing supercooled water droplets, freezing drizzle, or freezing rain. The Eulerian droplet impingement model is essentially a two-fluid model. The Eulerian droplet model provides local values for the collection efficiency β and the droplet impact velocity u d . When the numerical computation for air-droplet flow converges, the location of the impingement zones, where droplets accrete according to the collection efficiency β, can be obtained.
In order to obtain the distribution of droplets along the wing surface, as it is not uniformly distributed, the droplet collection efficiency β needs to be calculated.
( )
Where i v  and i n  denote the local velocity of droplet and the unit surface normal vector of the i th phase. v ∞ is the free stream velocity, α wi and w α ∞ represent the droplet volume fraction on the surface and on the far-field, respectively.
The mass flow rate that impinging on the surface may thus be expressed as: viscosity, and G k,m is the production of turbulence kinetic energy.
In the current study, the volume fraction was discretized using QUICK format while other governing equations were discretized with second order upwind format. The phase couple SIMPLE (PC-SIMPLE) scheme was applied in the numerical simulation. Prior to the actual numerical simulation, as shown in the Figure 2 , a grid independence study for the current model was performed by using seven different grids with 220000, 330000, 550000, 570000, 770000, 880000, 990000 cells, respectively. The values of y+ on the wing are 57, 52, 44, 43, 35, 32, 27 respectively. Generally, the y+ is most suitable around 30 for the standard wall function method used on the wing, it was found that the maximum variety of predicted droplet collection efficiency was 0.05% as the grid increased from 770000 to 990000 cells. Therefore, a compromise between computation accuracy and computing capability led to the use of 770000 cells.
Droplet impingement
On the surface of the wing, the no-slip boundary condition was applied. In addition, for the liquid droplet flow field, a negative mass source term was added in near-wall grid through user defined function in order to allow this value is equal to the mass of the water droplet that impinged on the surface of the wing. Thus, the droplets will not accumulate on the surface of the wing, and therefore the droplets volume fraction distribution around the wing will not be affected. In the current Where ∆s stands for the area of the panel. Since the normal velocity w v  and apparent density of droplets on the wall boundary can be obtained, the droplet collection efficiency β and the mass flow rate . c m can be determined.
Thermodynamic analysis
The grid distribution on the surface of the wing is shown in Figure 3 . The heat and mass transfer model used in the current work is an improved approach based upon the Messinger's model, which can be further applied to 3D flow. It is assumed that all flow backward, which decomposed the flow along the chordwise and spanwise direction, as shown in Figure 4 . The water remains over the ice surface since the aerodynamic and gravitational forces are not large enough to break the surface tension of water. Figure 5 , the mass balance equation in a control volume can be expressed in the following manner: (13), the mass flow out of the control volume along chordwise and spanwise direction can be calculated by
Mass transfer analysis: As shown in
• The flow-in mass equals to the mass flow out of the previous control volume:
Where _ 0 _1 in in m m denote the mass flow in the control volume along chordwise and spanwise direction.
The mass of icing water,
, is expressed as follows:
is the freezing fraction, defined as:
Combine Eqs. (8), (12) and (19) , resulting in:
It should be noted that closing the models requires the energy balance equations, which will be described in detail in below.
Heat transfer analysis:
As the surface temperature of the wing is very low, it is assumed Where the subscripts i and j refer to coordinate summation indexes along spanwise and chordwise direction.
, denotes the impinging water mass per unit time, and can be calculated by
, denotes the evaporation water mass on the wing surface:
is the mass transfer coefficient, given by
Where h c is the convective heat transfer coefficient.
The total water flow out the control volume is expressed as:
denote the mass flow out of the control volume along chordwise and spanwise direction. with
The above relationship is presented in more detail in Appendix A ( Figure 6 ). 
Where:
■ Convective heat transfer at the water surface:
that the radiation effects can be neglected. The heat transfer within the control volume on the surface of the wing is shown in Figure 7 .
The following equation is the energy conservation that applied on a control volume, where the rate at which energy enters the control volume is equal to the rate at which energy exits the control Where L e is the latent heat of evaporation.
Where ( ) The final form of the energy equation within the control volume on the surface of the wing can be expressed as (see Appendix C): 0 0  0  0 0  ,  ,  ,  ,  ,  ,  ,  , , ,
.
From this heat balance an estimate for the freezing fraction can be obtained by setting the temperature. If the freezing fraction greater than 1, then only rime ice will occur, setting the freezing fraction to 1 then allows an average temperature to be obtained. If the freezing fraction is found to be less than 0, then it is taken as identically 0 and the average temperature estimated. When the freezing fraction has a value between 0 and 1, that is when all the water does not freeze in the given control volume, the average temperature held at 0 °C. A brief flowchart of the calculation procedure and the developed program is presented in Figure  11 .
Ice accretion
The 3D partial differential equation is derived based on the Messinger model. It has been further improved to predict the ice accretion and water runback on the surface. In the 3D cases, ice accretion results are obtained using only one cycle of calculation (one shot ice accretion) since multi layers ice accretion simulation in 3D take a large computing time. In the present study only one-shot results are shown for 3D calculations. Thus, the effect of ice accretion on the airflow and droplets fields is neglected.
The ice volume can be determined by:
Where ρ ice is the density of ice.
The local ice thickness follows from
The displacement length is the average ice height. .
Where ∆T means the temperature rise caused by aerodynamic, and r is the recovery coefficient in boundary layer. ■ Cooling by incoming droplets:
■ Kinetic energy of impinging droplets:
Where ∆T w is the temperature rise due to the kinetic energy of impinging liquid.
Combining Eqs. (9), (29) and (30), resulting in:
■ Heat given off as the liquid water freezes into ice:
Indeed, it is known that water flow will also affect the heat balance. In the current study, the heat carried by the flow-in and the runback water along both directions,
, will be considered for the sake of generality. ■ The heat carried by the flow-in water is:
Similarly, ■ The energy brought in by the runback water can be written as: Prior to conducting the aimed computations, it is necessary to validate the computational model and the developed code. In the current work, two case studies are conducted to validate the developed model. The first case study (Case study I) is to compare the ice shape with the ONERA 3D results obtained from Hedee and Guffond [6] . For the second case study (Case study II), the numerical results are compared qualitatively with 3D experimental ice shape over a GLC-305 swept wing that have been created in the NASA Lewis Icing Research Tunnel (IRT) [16] , and with those predicted results using LEWICE code [16] . Figure 12 compares the ice shape predicted by the current model and ONERA 3D simulation results
Model validation -Case study 1
The new coordinates for the panel are obtained from the relation: 
Results and Discussion
Start j=1 yes i=0? no
Assuming T s(i,j) =273. 15 
Calculate m evap(i,j) on substituting T s(i,j) into Eq. (10), Calculate m frz(i,j) on substituting f (i,j) into Eq. (19) .
Substituting m evap(i,j) and m frz(i,j) into Eq. (20) to calculate m out(i,j), According to Eqs. (14, 15) , to calculate m out_0(i,j) and m out_1(i,j). i+1, m in_1(i,j) =m out_1(i-1,j). Figure 14 represents four typical contour plots of distributions of the local droplet collection efficiency, convective heat transfer coefficient, freezing fraction, and surface temperature for case I along the length of the wing, respectively. Figure 14a shows the contour local droplet collection efficiency plot. The results in Figure 14a clearly show that the local droplet collection efficiency reaches a peak value at the leading edge of the wing, and then decreases gradually to zero along the chordwise direction. It is also noted that the peak value of local droplet collection efficiency increases slightly along spanwise of the wing. A comparison of the calculations of local droplet collection efficiency in Sections A, B and C for case I is presented in Figure 15 . As it is expected, similar trends in the variation of local droplet collection efficiency is obtained for each of the three 433 sections. The plot shows the local collection efficiency increases to a peak value near the stagnation point and then decreases sharply toward the end. As can be seen from Figure 15 , the computed peak value of local droplet collection efficiency is 0.73 in Section A, 0.7 in Section B and 0.68 in Section C. This implied that the local collection efficiency over the wing surface increases with the decrease of chord length.
Case 1: Rime ice:
It is recognised that the heat transfer plays a very important role in ice accretion. Figure 14b presents the distribution of the convective heat transfer coefficient. This parameter is used to measure the heat exchange between the surface and the as well as the experimental data.
In the calculation, the environment temperature is 266.45 K, which is typical glaze ice condition. When supercooled droplet impacting on the wing, it will not freeze completely, the droplet will flow within a thin film which make the ice shape complicated. In this simulation, the angle of attack is 4 degree, it can be observed that the predicted ice shapes are mainly on the lower surface. Both the ONERA 3D model and the current model demonstrated similar ice shapes compared with experimental data.
Model validation -Case study II
For the purpose of comparison, two test case conditions, case I (rime ice) and case II (glaze ice), were selected for the numerical simulations, as summarized in Table 1 . Figure 11a and Figure 11b show the dimensionless standard airfoil model of GLC-305 swept wing and 3D simulation modelling, respectively. Comparisons were performed in terms of the ice shapes obtained in three sections, namely Section A, B and C depicted in Figure 13c . Through all this section, the ice shapes are plotted along spanwise of the wing. Unlike the local droplet collection efficiency distribution, the convective heat transfer coefficient shows a relatively small gradient on the surface of the wing. Furthermore, at the stagnation point, the convective heat transfer coefficient does not reach peak value. This is due airstream. From Figure 14b , it can be observed that the trend of convective heat transfer coefficient is similar to that of local droplet collection efficiency.
That is, peak value obtained near the leading edge, and then starts to decrease along chordwise direction. In addition, the peak value increases fraction. This parameter plays an important role in determining whether the ice shape is rime ice or glaze ice. For example, if the freezing fraction equals to 1, liquid droplet freezes immediately upon impingement and ice accretion on the surface will be rime ice. Otherwise, when the freezing fraction is smaller than 1, liquid droplet impinges the surface without freezing at the point but runback, which forms a film moving afterward and leads to glaze ice. It is clearly seen from Figure 14c that impinging liquid freezes to the smaller flow velocity within the boundary of the region. The decreasing mixing intensity of the airflow could weaken the heat transfer. At downstream, the air speed increases, this can enhance the heat convection, thus the convective heat transfer coefficient increases accordingly. Afterwards, the convective heat transfer coefficient decreases with the decrease of air speed. Case II: Glaze ice: For the purpose of comparison, the overall features of ice accretion for case II are numerically simulated using the same numerical scheme as in case I. Figure 18 illustrates the distributions of the local droplet collection upon impact. According to this, for case I, rime ice could be accreted. Figure 14d gives the distribution of surface temperature. As can be seen from Figure  14d , the surface temperature is lower than that of the icing temperature although the temperature at the leading edge is higher than ambient temperature. Thus, incoming droplet freezes upon impact and forms rime ice on the upwind surface. Figure 16a , Figure 16b and Figure 16c compare the ice shapes obtained for Sections A, B and C in the current study with those measured experimentally, as well as the LEWICE codes. As can be observed, for all three sections, the predicted ice shape of the current study agree well with the experimental one and LEWICE codes at the ice limits on the upper surface. Besides, the maximum ice thickness and ice shape in the stagnation area also agree well with other results. But it should be noted that on the lower surface, the current calculations predict a much larger extension compared to others. This could mainly be due to the fact that less freezing fraction at the end edge of lower surface, as shown in Figure 14c . On the other hand, in Sections A and C, both predicted and measured ice thickness is similar, showing good agreement. However, predicted ice thickness in Sections B of the current study is smaller than those obtained by LEWICE, but more closer to the experimental data. The ice shapes observed in Figure 16a, Figure 16b , Figure 16c show typical rime ice shapes, which are consistent with the analysis of Figure 14 . Figure 17 exhibits the computed 3D ice accretions along the wing surface and the enlarged ice shape at the tip area of the wing. reason could be that the droplets do not freeze immediately upon impingement. Figure 19 shows the local droplet collection efficiency profiles at Sections A, B and C. Again, according to the curves presented in Figure 19 , the highest local collection efficiency of 0.75 is predicted efficiency, convective heat transfer coefficient, freezing fraction, and surface temperature for case II along the length of the wing, respectively. Similar to that of case I, it can be seen from Figure 18a that the local droplet collection efficiency reaches a peak value at the leading edge of the wing, and then decreases gradually to zero along the chord wise. The peak value of the local droplet collection efficiency increases slightly along spanwise of the wing. A close look at the values of local droplet collection efficiency, it is found that the local droplet collection efficiency for case II are slightly bigger than those for case I. This could be due to the higher flight speed and larger droplet diameter for case II. Distribution of convective heat transfer coefficient for case II in Figure 18b shows similar trend with that of case I. It will not be repeated here for the sake of briefness. At the stagnation vicinity, the convective heat transfer coefficients are smaller due to the lower air speed. The computed freezing fraction distribution in Figure  18c displays a remarkable difference with that of case I. Compared to case I, in Figure 18c , it can be observed that the freezing fraction along chord wise of the wing shows a wide range but smaller value for case II. This indicates a typical glaze ice characteristics, that is, the impinging droplets does not freeze totally right upon its impact but part of them forms liquid film and runback downstream along the wing surface, icing later somewhere downstream. Computational contour distribution for surface temperature is displayed in Figure 18d . It also shows different behaviour with case I that the surface temperature for case II is higher. The a smaller than experimental one at upper horn but with same horn direction. The results of the current model agree better with the experimental shape compared to LEWICE codes. In the case presented in Figure 20b , a fairly similar shape to the experimental shape is found at lower horn in the current study. It is the ice shape predicted by LEWICE codes that agrees very well with the experimental shape. As to occur in Section A. In this case, Figure 20a , Figure  20b and Figure 20c compare the ice shapes in Sections A, B and C obtained in the current study with experimental data as well as LEWICE codes. The calculation demonstrates a horn shape, which is typical of glaze ice. In the case of Section A, as shown in Figure 20a , the developed code predicts the experimental shape at lower horn well, while predict can be observed in Figure 20c , predicted ice shapes for Section C in the current study is close to the experiments, while LEWICE codes could not predict the ice shape well at upper horn. Figure 21 shows the computational 3D ice shape for case II and the enlarged ice shape at the tip area of the wing. The validation study indicates that the newly developed Eulerian formulation can be capable of predicting ice shapes over the wing.
(c) convective heat transfer coe cient. Figure 23b shows that the droplets do not freeze completely upon impact at stagnation vicinity. It can be also noted that at downstream, freezing fraction equals to 1, which indicates the droplets freeze upon impact. As a consequence, a layer of liquid film is formed at the leading edge. The runback water will pile up and freeze at the observed location. The ice shape obtained at four selected sections by the current study, as depicted in Figure  24 , are typical glaze as expected. The 3D ice profile predicted by the current model is shown in Figure  25 . For the purpose of further validation, the computed results for case IV are validated against available experimental results of [34] . Compared to the test conditions for case III, both the temperature (253.15 K) and LWC (0.5 g/m 3 ) are lower, therefore, rime ice is expected under this operating condition for case IV. Figure 26a shows the local droplet collection efficiency increases gradually from wing root to wing tip. It should also be noted that high freezing fraction exists at the leading edge of the
Ice accretion prediction over M6 wing
The validation performed and discussed above show that the numerical method and code is accurate with satisfaction, thus, in this section, an ice shape over a M6 wing is considered. Two different geometric and flow conditions (Case III and Case IV) corresponding to M6 wing are presented in Table  2 . The computational grid employed is depicted in Figure 22a , and four different test sections, z/b = 0.05, 0.53, 0.73 and 0.97, are selected for computation, as shown in Figure 22b . Under the operating conditions studied (case III) in Table 2 , it is expected that the high temperature (260 K) combined with high LWC (1.0 g/m 3 587) could yield typical glaze ice conditions. wing, as shown in Figure 26c . Figure 27 presents the comparison of ice shape between the current predicted results and available experimental data of Yi's work [32] at four different test sections. It is clearly seen that, for case IV, rime ice is accreted on the surface of the wing. Figure 28 shows the predicted ice accretion along the M6 wing surface for case IV.
Conclusions
A newly developed computational model is employed for the calculation of 3D ice accretion and compared with ONERA 3D predicted results. On the other hand, based on the developed model, the 3D ice accretion at three different sections, namely Section A, B and C, on GLC-305 wing under both rime (Case I) and glaze (Case II) icing conditions and comparing these results with available experimental data as well as LEWICE codes. In general, the current model provides a reasonably good prediction of the ice shape when compared to the other results. A close look at the comparison between current model and LEWICE codes show that for the Case I, the predicted ice shape of the current study agreeing well with the experimental one and LEWICE codes at the ice limits on the upper surface, while on the lower surface, the current calculations predict higher compared to others. On the other hand, in Sections A and C, both predicted and measured ice thickness is similar, showing good agreement. However, predicted ice thickness in Sections B and C of the current study is smaller than those obtained by LEWICE. While for the Case II, the results of the current model agree better with the experimental shape in Section A compared to LEWICE codes. In the case presented in Section B, it is the ice shape predicted by LEWICE codes that 
Where A 0(i,j) and A 1(i,j) are the cross section area of control volume along the chordwise and spanwise direction; θ 0 and θ 1 are the angles defined as shown in Figure 6a . In the current study, the two angels are very small (θ 0 ≈ θ 1 ≈ 0), also assuming that the height of control volume is equal for both cross section area, as illustrated in Figure 6b , thus Eq. (A2) can be further reduced to: The calculation of the convective heat transfer coefficient is mainly based upon a modified Nusselt number [31] , and is extended to be applied to 3D simulation. In the stagnation region the lower bound of the heat convention coefficient is taken to be ( ) ( ) 1/2 , ,
With dV e /ds the velocity gradient at the boundary layer edge.
Unlike two-dimensional case, the direction of boundary-layer velocity in 3D flow varies with the streamline direction, as shown in Figure 8 . In order to compute (dV e /ds) (I,j) , the process of linear interpolation was carried out graphically (see Figure 10 ). The external velocity, V e(Q) , needs to be known. Making use of linear interpolation, the derived V e(Q) take the form: 
For turbulent flat-plate boundary layer, the convective heat transfer coefficient can be calculated with the following relationship: 
