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EXPANSION OF ITERATED STRATONOVICH STOCHASTIC INTEGRALS OF
MULTIPLICITY 2, BASED ON DOUBLE FOURIER–LEGENDRE SERIES,
SUMMARIZED BY PRINSHEIM METHOD
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to the expansion of iterated Stratonovich stochastic
integrals of second multiplicity into double series of products of standard Gaussian random
variables. The proof of the expansion is based on application of double Fourier–Legendre
series, summarized by Prinsheim method. The results of the article can be applied to
numerical integration of Ito stochastic differential equations.
1. Introduction
Let (Ω, F, P) be a complete probability space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent. Consider an Ito stochastic differential equation (SDE) in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying to equation (1). The nonrandom functions
a : ℜn× [0, T ]→ ℜn, B : ℜn× [0, T ]→ ℜn×m guarantee the existence and uniqueness up to stochastic
equivalence of a solution of Ito SDE (1) [1]. The second integral on the right-hand side of (1) is
interpreted as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is F0-
measurable and M{|x0|2} < ∞ (M denotes a mathematical expectation). We assume that x0 and
ft − f0 are independent when t > 0.
One of the effective approaches to numerical integration of Ito SDEs is an approach based on
Taylor–Ito and Taylor–Stratonovich expansions [2]-[4]. The most important feature of such expansions
is a presence in them of the so-called iterated Ito and Stratonovich stochastic integrals, which play
the key role for solving the problem of numerical integration of Ito SDEs and has the following form
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
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(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
where every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function on [t, T ], w
(i)
τ = f
(i)
τ for i =
1, . . . ,m and w
(0)
τ = τ, and ∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively, i1, . . . , ik = 0, 1, . . . ,m.
Note that usually in applications ψl(τ) ≡ 1 (l = 1, . . . , k) and i1, . . . , ik = 0, 1, . . . ,m in [2]-[5]
while ψl(τ) ≡ (t− τ)ql (l = 1, . . . , k; q1, . . . , qk = 0, 1, 2, . . .) and i1, . . . , ik = 1, . . . ,m in [6]-[36].
Effective solution of the problem of combined mean-square approximation for collections of iterated
Stratonovich stochastic integrals (3) of second multiplicity composes the subject of this article.
The mean-square approximation of iterated stochastic integrals (2), (3) using the piecewise constant
basis (in other words, integrals (2), (3) is approximated by integral sums) requires considerable
computational effort [10] because it requires the division of the integration interval [t, T ] of stochastic
integrals (2), (3) into parts (T − t is already small value because it plays the role of the integration
step in numerical methods for solving the Ito SDEs).
More efficient approximation methods of iterated stochastic integrals (2), (3) use Fourier series,
and they do not require the interval [t, T ] to be subdivided into smaller parts. One such method
was proposed in [2] and elaborated in [3], [37]. This method, which received widespread use, is based
on the Karhunen–Loeve expansion of the Brownian bridge process [2] in the eigenfunctions of its
covariance, which form a complete orthonormal trigonometric basis in the space L2([t, T ]).
Note that in [10] a more general method (called the method of generalized multiple Fourier series)
for the mean-square approximation of iterated Ito stochastic integrals of form (2) was proposed. It
is based on the generalized multiple Fourier series that converge in mean in the space L2([t, T ]
k),
where [t, T ]k is a hypercube and k is the multiplicity of iterated Ito stochastic integral. The method
of generalized multiple Fourier series was developed in [11]-[35].
An important feature of this method is that various complete orthonormal bases in the space
L2(t, T ]) can be used (the method proposed in [2] admits only the trigonometric basis). Hence, we
can state the problem of comparing the efficiency of using different complete orthonormal bases in
the space L2(t, T ]) in the numerical solution of Ito SDEs. This problem has been solved in [32], [33].
In particular, in [32], [33] it was shown that the optimal system of basis functions in the framework
of the numerical solution of Ito SDEs is the system of Legendre polynomials. That is why this article
is devoted to expansions of iterated Stratonovich stochastic integrals, based on the Fourier–Legendre
series.
Usage of Fourier series according to the system of Legendre polynomials for approximation of
iterated stochastic integrals took place for the first time in [6]-[8] (see also [9]-[35]).
The results of [6] (see also [7]-[35]) convincingly testify that there is a doubtless relation between
multiplier factor 1/2, which is typical for Stratonovich stochastic integral and included into the
sum, connecting Stratonovich and Ito stochastic integrals, and the fact that in the point of finite
discontinuity of sectionally smooth function f(x) its Fourier series converges to the value (f(x+0)+
f(x − 0))/2. In addition, in [6], [7], [14]-[19], [22]-[24], [26], [28], [30] several theorems on expansion
of iterated Stratonovich stochastic integrals were formulated and proved. As shown in these papers,
the final formulas for expansions of iterated Stratonovich stochastic integrals are more compact than
their analogues for iterated Ito stochastic integrals.
This paper continues the study of the relationship between generalized multiple Fourier series and
iterated stochastic integrals. We use the double Fourier–Legendre series, summarized by Prinsheim
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method, for proof of Theorem 5.3 ([23], page A.294) or Theorem 3 ([19], page 59). At that the
conditions of these theorems can be weakened.
2. Method of Generalized Multiple Fourier Series
Let us consider the approach to expansion of iterated stochastic integrals [10]-[35] (the so-called
method of generalized multiple Fourier series).
Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function on [t, T ].
Define the following function on a hypercube [t, T ]k
(4) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk) for t1 < . . . < tk
0 otherwise
, t1, . . . , tk ∈ [t, T ], k ≥ 2,
and K(t1) ≡ ψ1(t1), t1 ∈ [t, T ].
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) is sectionally continuous in the hypercube [t, T ]
k. At this situation it is
well-known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is converging to
K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
lim
p1,...,pk→∞
∥∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥∥ = 0,
where
(5) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
‖f‖ =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the partition {τj}Nj=0 of [t, T ] such that
(6) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 1 [10]-[35]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous nonrandom function
on [t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous functions in L2([t, T ]). Then
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(7) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
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where J [ψ(k)]T,t is defined by (2),
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(8) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (5), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of the interval
[t, T ], which satisfies the condition (6).
Note that the condition of continuity of φj(x) can be weakened (see [10]-[19], [22], [23]).
In order to evaluate the significance of Theorem 1 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 4 [10]-[35]
J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(9) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(10) −1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(11) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
where 1A is the indicator of the set A.
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3. Theorem on Expansion of Iterated Stochastic Stratonovich Integrals
In a number of works of the author [15]-[19], [22]-[24], [28], [30] Theorem 1 has been adapted for
iterated Stratonovich stochastic integrals (3) of multiplicities 2 to 5. For example, we can formulate
the following theorem.
Theorem 2 [15]-[19], [22]-[24], [30]. Suppose that {φj(x)}∞j=0 is a complete orthonormal system of
Legendre polynomials or trigonometric functions in the space L2([t, T ]). At the same time ψ2(s) is a
continuously differentiable function on [t, T ] and ψ1(s), ψ3(s) are two times continuously differentiable
functions on [t, T ]. Then
(12) J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
(i1, i2 = 1, . . . ,m),
(13) J∗[ψ(3)]T,t = l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 0, 1, . . . ,m),
(14) J∗[ψ(3)]T,t = l.i.m.
p→∞
p∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
(15) J∗[ψ(4)]T,t = l.i.m.
p→∞
p∑
j1,...,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
(i1, . . . , i4 = 0, 1, . . . ,m),
where J∗[ψ(k)]T,t is defined by (3), and ψl(s) ≡ 1 (l = 1, . . . , 4) in (13), (15); another notations see
in Theorem 1.
Note that the proof of Theorem 2 for the case k = 2 based on the proof of the following equality
(16)
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 =
∞∑
j1=0
Cj1j1 ,
where Cj1j1 is defined by (5) for k = 2, j1 = j2, {φj(x)}∞j=0 is a complete orthonormal system of
Legendre polynomials or trigonometric functions in the space L2([t, T ]).
According to the standard relation between Ito and Stratonovich stochastic integrals we can write
down w. p. 1 (with probability 1)
(17) J∗[ψ(2)]T,t = J [ψ
(2)]T,t +
1
2
1{i1=i2 6=0}
T∫
t
ψ1(t1)ψ2(t1)dt1.
From the other hand according to (9)
J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
=
(18) = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}
∞∑
j1=0
Cj1j1 .
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From (16)–(18) we obtain (12).
The proof of Theorem 2 for the case k = 2 (see (12)) based on multiple (double) Fourier–Legendre
series and analogous trigonometric Fourier series (see Theorem 1). This uses double integration by
parts, which leads to the requirement of double continuous differentiability of the function ψ1(τ) at
the interval [t, T ].
In this article we formulate and prove the analogue of Theorem 2 for the case k = 2 but under
the weakened conditions: the functions ψ1(τ), ψ2(τ) only one time continuously differentiable at the
interval [t, T ]. At that we will use the double Fourier–Legendre series, summarized by Prinsheim
method.
4. Sufficient Conditions of Convergence of Double Fourier–Legendre Series,
Summable by Prinsheim Method
Let Pj(x) (j = 0, 1, 2, . . .) be the Legendre polynomial. Consider the function f(x, y), defined for
(x, y) ∈ [−1, 1]2.
Consider the double Fourier–Legendre series, summable by Prinsheim method, corresponding to
the function f(x, y)
lim
n,m→∞
n∑
j=0
m∑
i=0
1
2
√
(2j + 1)(2i+ 1)C∗ijPi(x)Pj(y)
def
=
(19)
def
=
∞∑
i,j=0
1
2
√
(2j + 1)(2i+ 1)C∗ijPi(x)Pj(y),
where
(20) C∗ij =
1
2
√
(2j + 1)(2i+ 1)
∫
[−1,1]2
f(x, y)Pi(x)Pj(y)dxdy.
Theorem 3 [38]. Let f(x, y) ∈ L2([−1, 1]2) and for some point (x, y) ∈ (−1, 1)2 the following
condition is satisfied
(21)
∫
[−1,1]2
(
f(x, y)− f(u, v)
(x− u)(y − v)
)2
dudv <∞.
Then, in the point (x, y) the double Fourier–Legendre series of form (19) converges to the function
f(x, y).
Note that Theorem 3 is the generalization for the case of functions of two variables of the well-
known theorem about sufficient conditions of convergence of the Fourier–Legendre series [39].
Consider the generalization for the case of two variables [38] the theorem about equiconvergence
for the Fourier–Legendre series [39].
Theorem 4 [38]. Let f(x, y) ∈ L2([−1, 1]2) and the function
f(x, y)(1− x2)−1/4(1− y2)−1/4
is integrable on [−1, 1]2. Moreover, let
|f(x, y)− f(u, v)| ≤ G(y)|x − u|+H(x)|y − v|,
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where G(y), H(x) are bounded functions on [−1, 1]2.
Then for all (x, y) ∈ (−1, 1)2 the following equality is satisfied
lim
n,m→∞
(
n∑
j=0
m∑
i=0
1
2
√
(2j + 1)(2i+ 1)C∗ijPi(x)Pj(y)−
(22) − (1− x2)−1/4(1− y2)−1/4Snm(arccosx, arccosy, F )
)
= 0.
At that, the convergence is uniform on
[−1 + ε, 1− ε]× [−1 + δ, 1− δ] ∀ ε, δ > 0,
and Snm(θ, ϕ, F ) is a partial sum of the double trigonometric Fourier series of the auxiliary function
F (θ, ϕ) =
√
|sinθ|
√
|sinϕ|f(cosθ, cosϕ), θ, ϕ ∈ [0, pi],
the Fourier coefficient C∗ij has form (20).
From Theorem 4, for example, follows that for all (x, y) ∈ (−1, 1)2 the following equality is fulfilled
(23) lim
n,m→∞
(
n∑
j=0
m∑
i=0
1
2
√
(2j + 1)(2i+ 1)C∗ijPi(x)Pj(y)− f(x, y)
)
= 0.
At that the convergence is uniform on
[−1 + ε, 1− ε]× [−1 + δ, 1− δ] ∀ ε, δ > 0,
if the corresponding conditions of convergence of the double trigonometric Fourier series of the
auxiliary function
(24) g(x, y) = f(x, y)(1− x2)1/4(1− y2)1/4
are satisfied.
Note also that Theorem 4 does not imply any conclusions on the behavior of the double Fourier–
Legendre series on the boundary of the square [−1, 1]2.
For each δ > 0 let us call the exact upper edge of difference |f(t′) − f(t′′)| in the set of all points
t
′, t′′ which belong to the domain D, as the module of continuity of function f(t) (t = (t1, . . . , tk))
in the k-dimentional domain D (k ≥ 1), moreover distance satisfies the formula ρ(t′, t′′) < δ.
We will declare that the function of k (k ≥ 1) variables f(t) (t = (t1, . . . , tk)) belongs to the Holder
class with the parameter 1 (f(t) ∈ C1(D)) in the domain D if the module of continuity of function
f(t) (t = (t1, . . . , tk)) in the domain D has the order O(δ).
In 1967, Zhizhiashvili L.V. proved that the rectangular sums of multiple trigonometric Fourier
series in the hypercube [t, T ]k of the function of k variables converge uniformly in the hypercube to
this function, if it belongs to Cα([t, T ]k), α > 0 (definition of the Holder class with the parameter
α > 0 can be found in the well-known mathematical analysis manuals).
For example, the following theorem is correct.
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Theorem 5 [40]. If the function f(x1, . . . , xn) is periodic with period 2pi with respect to each
variable and belongs in Rn to the Holder class Cα for any α > 0, then the rectangular partial sums
of the multiple trigonometric Fourier series of a function f(x1, . . . , xn) converge to this function
uniformly in Rn.
Lemma 1. Let the fiunction f(x, y) satisfies to the following condition
|f(x, y)− f(x1, y1)| ≤ C1|x− x1|+ C2|y − y1|,
where C1, C2 <∞, and (x, y), (x1, y1) ∈ [−1, 1]2.
Then, the following inequality is fulfilled
(25) |g(x, y)− g(x1, y1)| ≤ Kρ1/4,
where g(x, y) has form (24),
ρ =
√
(x− x1)2 + (y − y1)2,
(x, y) and (x1, y1) ∈ [−1, 1]2, K <∞.
Proof. First, we assume that x 6= x1, y 6= y1. In this case we have
|g(x, y)− g(x1, y1)| = |(1 − x2)1/4(1− y2)1/4(f(x, y)− f(x1, y1))+
+f(x1, y1)((1 − x2)1/4(1 − y2)1/4 − (1− x21)1/4(1 − y21)1/4)| ≤ C1|x− x1|+ C2|y − y1|+
(26) + C3|(1− x2)1/4(1− y2)1/4 − (1− x21)1/4(1 − y21)1/4|, C3 <∞.
Moreover
|(1− x2)1/4(1 − y2)1/4 − (1− x21)1/4(1 − y21)1/4| =
= |(1− x2)1/4((1 − y2)1/4 − (1− y21)1/4) + (1− y21)1/4((1 − x2)1/4 − (1− x21)1/4)| ≤
(27) ≤ |(1− y2)1/4 − (1− y21)1/4|+ |(1− x2)1/4 − (1− x21)1/4|,
|(1− x2)1/4 − (1− x21)1/4| =
= |((1 − x)1/4 − (1− x1)1/4)(1 + x)1/4 + (1− x1)1/4((1 + x)1/4 − (1 + x1)1/4)| ≤
(28) ≤ K1(|(1 − x)1/4 − (1 − x1)1/4|+ |(1 + x)1/4 − (1 + x1)1/4|), K1 <∞.
Not difficult to see that
|(1± x)1/4 − (1± x1)1/4| = |(1± x)− (1± x1)|
((1 ± x)1/2 + (1± x1)1/2)((1 ± x)1/4 + (1± x1)1/4) =
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(29) = |x1 − x|1/4 |x1 − x|
1/2
(1± x)1/2 + (1± x1)1/2
· |x1 − x|
1/4
(1± x)1/4 + (1± x1)1/4
≤ |x1 − x|1/4.
The last inequality follows from the obvious inequalities
|x1 − x|1/2
(1 ± x)1/2 + (1± x1)1/2
≤ 1,
|x1 − x|1/4
(1 ± x)1/4 + (1± x1)1/4 ≤ 1.
From (26)–(29) we obtain
|g(x, y)− g(x1, y1)| ≤ C1|x− x1|+ C2|y − y1|+ C4(|x1 − x|1/4 + |y1 − y|1/4) ≤
≤ C5ρ+ C6ρ1/4 ≤ Kρ1/4,
where C5, C6,K <∞.
The cases x = x1, y 6= y1 and x 6= x1, y = y1 can be considered analogously to the case x 6= x1, y 6=
y1. At that, the consideration begins from the inequalities
|g(x, y)− g(x1, y1)| ≤ K2|(1− y2)1/4f(x, y)− (1− y21)1/4f(x1, y1)|
(x = x1, y 6= y1) and
|g(x, y)− g(x1, y1)| ≤ K2|(1 − x2)1/4f(x, y)− (1− x21)1/4f(x1, y1)|
(x 6= x1, y = y1), where K2 <∞. Lemma 1 is proven.
Lemma 1 and Theorem 5 imply that rectangular sums of double trigonometric Fourier series of
the function g(x, y) converge uniformly in the square [−1, 1]2 to the function g(x, y). This, in turn,
means that the equality (23) holds.
Not difficult to see that under the conditions of Lemma 1 the condition (21) is fulfilled in each
point (x, y) ∈ (−1, 1)2.
5. Main Theorem
Theorem 6 [34]. Suppose that {φj(x)}∞j=0 is a complete orthonormal system of Legendre polynomials
in the space L2([t, T ]). Moreover, ψ1(s), ψ2(s) are continuously differentiable functions on [t, T ]. Then
for the iterated Stratonovich stochastic integral
J∗[ψ(2)]T,t =
∗∫
t
T
ψ2(t2)
∗∫
t
t2
ψ1(t1)df
(i1)
t1 df
(i2)
t2 (i1, i2 = 1, . . . ,m)
the following converging in the mean-square sence expansion
(30) J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
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is valid, where the notations see in Theorem 2.
Proof. Let us prove the equality
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 =
∞∑
j1=0
Cj1j1 ,
where Cj1j1 is defined by formula (5) for k = 2 and j1 = j2. At that {φj(x)}∞j=0 is a complete
orthonormal system of Legendre polynomials in the space L2([t, T ]).
Consider the auxiliary function
K ′(t1, t2) =


ψ2(t1)ψ1(t2), t1 ≥ t2
ψ1(t1)ψ2(t2), t1 ≤ t2
, t1, t2 ∈ [t, T ]
and prove that
(31) |K ′(t1, t2)−K ′(t∗1, t∗2)| ≤ L(|t1 − t∗1|+ |t2 − t∗2|),
where L <∞, and (t1, t2), (t1, t2) ∈ [t, T ]2.
By Lagrange formula for the functions ψ1(t
∗
1), ψ2(t
∗
1) at the interval [min{t1, t∗1},max{t1, t∗1}] and
for the functions ψ1(t
∗
2), ψ2(t
∗
2) at the interval [min{t2, t∗2},max{t2, t∗2}] we obtain
|K ′(t1, t2)−K ′(t∗1, t∗2)| ≤
∣∣∣∣∣∣


ψ2(t1)ψ1(t2), t1 ≥ t2
ψ1(t1)ψ2(t2), t1 ≤ t2
−


ψ2(t1)ψ1(t2), t
∗
1 ≥ t∗2
ψ1(t1)ψ2(t2), t
∗
1 ≤ t∗2
∣∣∣∣∣∣+
(32) + L1|t1 − t∗1|+ L2|t2 − t∗2|, L1, L2 <∞.
We have


ψ2(t1)ψ1(t2), t1 ≥ t2
ψ1(t1)ψ2(t2), t1 ≤ t2
−


ψ2(t1)ψ1(t2), t
∗
1 ≥ t∗2
ψ1(t1)ψ2(t2), t
∗
1 ≤ t∗2
=
(33) =


0, t1 ≥ t2, t∗1 ≥ t∗2 or t1 ≤ t2, t∗1 ≤ t∗2
ψ2(t1)ψ1(t2)− ψ1(t1)ψ2(t2), t1 ≥ t2, t∗1 ≤ t∗2
ψ1(t1)ψ2(t2)− ψ2(t1)ψ1(t2), t1 ≤ t2, t∗1 ≥ t∗2
.
By Lagrange formula for the functions ψ1(t2), ψ2(t2) at the interval [min{t1, t2},max{t1, t2}] we
obtain the estimate
∣∣∣∣∣∣


ψ2(t1)ψ1(t2), t1 ≥ t2
ψ1(t1)ψ2(t2), t1 ≤ t2
−


ψ2(t1)ψ1(t2), t
∗
1 ≥ t∗2
ψ1(t1)ψ2(t2), t
∗
1 ≤ t∗2
∣∣∣∣∣∣ ≤
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(34) ≤ L3|t2 − t1|


0, t1 ≥ t2, t∗1 ≥ t∗2 or t1 ≤ t2, t∗1 ≤ t∗2
1, t1 ≤ t2, t∗1 ≥ t∗2 or t1 ≥ t2, t∗1 ≤ t∗2
, L3 <∞.
Let us show that if t1 ≤ t2, t∗1 ≥ t∗2 or t1 ≥ t2, t∗1 ≤ t∗2, then the following inequality is satisfied
(35) |t2 − t1| ≤ |t∗1 − t1|+ |t∗2 − t2|.
First, consider the case t1 ≥ t2, t∗1 ≤ t∗2. For this case
t2 + (t
∗
1 − t∗2) ≤ t2 ≤ t1.
Then
(t∗1 − t1)− (t∗2 − t2) ≤ t2 − t1 ≤ 0
and (35) is satisfied.
For the case t1 ≤ t2, t∗1 ≥ t∗2 we obtain
t1 + (t
∗
2 − t∗1) ≤ t1 ≤ t2.
Then
(t1 − t∗1)− (t2 − t∗2) ≤ t1 − t2 ≤ 0
and also (35) is satisfied.
From (34) and (35) we have
∣∣∣∣∣∣


ψ2(t1)ψ1(t2), t1 ≥ t2
ψ1(t1)ψ2(t2), t1 ≤ t2
−


ψ2(t1)ψ1(t2), t
∗
1 ≥ t∗2
ψ1(t1)ψ2(t2), t
∗
1 ≤ t∗2
∣∣∣∣∣∣ ≤
≤ L3(|t∗1 − t1|+ |t∗2 − t2|)


0, t1 ≥ t2, t∗1 ≥ t∗2 or t1 ≤ t2, t∗1 ≤ t∗2
1, t1 ≤ t2, t∗1 ≥ t∗2 or t1 ≥ t2, t∗1 ≤ t∗2
≤
≤ L3(|t∗1 − t1|+ |t∗2 − t2|)


1, t1 ≥ t2, t∗1 ≥ t∗2 or t1 ≤ t2, t∗1 ≤ t∗2
1, t1 ≤ t2, t∗1 ≥ t∗2 or t1 ≥ t2, t∗1 ≤ t∗2
=
(36) = L3(|t∗1 − t1|+ |t∗2 − t2|).
From (32), (36) we obtain (31). Let
t1 =
T − t
2
x+
T + t
2
, t2 =
T − t
2
y +
T + t
2
,
where x, y ∈ [−1, 1]. Then
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K ′(t1, t2) ≡ K∗(x, y) =


ψ2 (h(x))ψ1 (h(y)) , x ≥ y
ψ1 (h(x))ψ2 (h(y)) , x ≤ y
,
where x, y ∈ [−1, 1] and
h(x) =
T − t
2
x+
T + t
2
.
Inequality (31) can be rewritten in the form
(37) |K∗(x, y)−K∗(x∗, y∗)| ≤ L∗(|x− x∗|+ |y − y∗|),
where L∗ <∞ and (x, y), (x∗, y∗) ∈ [−1, 1]2.
Thus, the function K∗(x, y) satisfies the conditions of Lemma 1 and hence for the function
K∗(x, y)(1 − x2)1/4(1− y2)1/4 the inequality (25) is correct.
Due to continuous differentiability of the functions ψ1 (h(x)) and ψ2 (h(x)) at the interval [−1, 1]
we have K∗(x, y) ∈ L2([−1, 1]2). In addition
∫
[−1,1]2
K∗(x, y)dxdy
(1 − x2)1/4(1− y2)1/4 ≤ C

 1∫
−1
1
(1− x2)1/4
x∫
−1
1
(1− y2)1/4 dydx+
+
1∫
−1
1
(1 − x2)1/4
1∫
x
1
(1− y2)1/4 dydx

 <∞, C <∞.
Thus, the conditions of Theorem 4 are met for the functionK∗(x, y). Furthermore, due to inequality
(37) the function K∗(x, y) satisfies the condition (21) at each point (x, y) ∈ (−1, 1)2.
Note that all mentioned properties of the function K∗(x, y), x, y ∈ [−1, 1] also correct for the
function K ′(t1, t2), t1, t2 ∈ [t, T ].
Let us expand the function K ′(t1, t2) into a multiple (double) Fourier–Legendre series in the square
[t, T ]2, summable by the method of rectangular sums, i.e.
K ′(t1, t2) = lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
T∫
t
T∫
t
K ′(t1, t2)φj1(t1)φj2 (t2)dt1dt2 · φj1 (t1)φj2 (t2) =
= lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0

 T∫
t
ψ2(t2)φj2 (t2)
t2∫
t
ψ1(t1)φj1 (t1)dt1dt2+
+
T∫
t
ψ1(t2)φj2(t2)
T∫
t2
ψ2(t1)φj1 (t1)dt1

 dt2φj1(t1)φj2(t2) =
(38) = lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
(Cj2j1 + Cj1j2 )φj1(t1)φj2(t2), (t1, t2) ∈ (t, T )2,
moreover, the convergence of the series (38) is uniform on any rectangle
[t+ ε, T − ε]× [t+ δ, T − δ] ∀ ε, δ > 0 (in particular, we can take ε = δ).
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In addition, the series (38) converges to K ′(t1, t2) at any inner point of the square [t, T ]
2.
Note that Theorems 3 and 4 do not answer the question of convergence of the series (38) on a
border of the square [t, T ]2.
In obtaining (38) we replaced the order of integration in the second iterated integral.
Let us put t1 = t2 in (38). After that, let us rewrite the limit on the right-hand side of (38) as two
limits. Let us replace j1 with j2, j2 with j1, n1 with n2, and n2 with n1 in the second limit. Thus,
we get
(39) lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
Cj2j1φj1 (t1)φj2 (t1) =
1
2
ψ1(t1)ψ2(t1), t1 ∈ (t, T ).
According to the above reasoning, equality (39) holds uniformly on every interval [t + ε, T − ε] ∀
ε > 0. Additionally, (39) holds at each interior point of the interval [t, T ].
Lemma 2. Under the conditions of Theorem 6 the series (39) for n1 = n2 converges at t1 = t and
t1 = T. At that, the series
lim
n→∞
n∑
j1=0
n∑
j2=0
Cj2j1φj1(t)φj2 (t), lim
n→∞
n∑
j1=0
n∑
j2=0
Cj2j1φj1(T )φj2(T )
may not converge to ψ1(t)ψ2(t)/2 and ψ1(T )ψ2(T )/2 respectively.
The proof of Lemma 2 is given in Sect. 7.
Let us integrate equality (39) at the interval [t + ε, T − ε] ∀ε > 0. Due to uniform convergence of
the series (39) we can replace the places of the series and the integral
(40) lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
Cj2j1
T−ε∫
t+ε
φj1(t1)φj2 (t1)dt1 =
T−ε∫
t+ε
1
2
ψ1(t1)ψ2(t1)dt1.
Consider the left-hand side of (40)
lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
Cj2j1
T−ε∫
t+ε
φj1(t1)φj2 (t1)dt1 =
= lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
Cj2j1

 T∫
t
φj1(t1)φj2(t1)dt1 −
t+ε∫
t
φj1 (t1)φj2 (t1)dt1 −
T∫
T−ε
φj1 (t1)φj2 (t1)dt1

 =
= lim
n1,n2→∞
n1∑
j1=0
n2∑
j2=0
Cj2j1
(
1{j1=j2} −
(
φj1(θ)φj2 (θ) + φj1(λ)φj2 (λ)
)
ε
)
=
= lim
n1,n2→∞
min{n1,n2}∑
j1=0
Cj1j1 − ε

 ∞∑
j1,j2=0
Cj2j1φj1 (θ)φj2 (θ) −
∞∑
j1,j2=0
Cj2j1φj1 (λ)φj2 (λ)

 =
(41) =
∞∑
j1=0
Cj1j1 − ε

 ∞∑
j1,j2=0
Cj2j1φj1(θ)φj2 (θ) −
∞∑
j1,j2=0
Cj2j1φj1 (λ)φj2 (λ)

 ,
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where θ ∈ [t, t+ ε], λ ∈ [T − ε, T ].
In obtaining (41) we used the theorem on the mean value for the integral and orthonormality of
functions φj(x) for j = 0, 1, 2 . . .
Substitute (41) into (40) and implement in the resulting equality the passage to the limit lim
ε→+0
.
As a result we come to the equality
1
2
T∫
t
ψ1(t1)ψ2(t1)dt1 =
∞∑
j1=0
Cj1j1 .
In obtaining the last equality we used the relation
∞∑
j1,j2=0
Cj2j1φj1(s)φj2 (s) <∞, s ∈ [t, t+ ε], [T − ε, T ].
The theorem is proven.
Remark 1. On the basis of (31) it can be argued that the function K ′(t1, t2) belongs to the Holder
class with parameter 1 in [t, T ]2. Hence by Theorem 5 this function can be expanded into uniformly
convergent double trigonometric Fourier series on the square [t, T ]2, which summarized by Prinsheim
method. This means that Theorem 6 will remain valid if in this theorem instead of a double Fourier–
Legendre series we consider a double trigonometric Fourier series. However, the expansions of iterated
stochastic integrals obtained by using the system of Legendre polynomials are essentially easier than
their analogues obtained by using the trigonometric system of functions (see Sect. 8).
6. About Some Properties of Legendre Polynomials
For further consideration, we will need some well-known properties of Legendre polynomials, as
well as some modifications of these properties [39], [42].
The complete orthonormal system of Legendre polynomials in the space L2([t, T ]) looks as follows
(42) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
, j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial.
It is known that the Legendre polynomial Pj(x) is represented, for example, as
Pj(x) =
1
2jj!
dj
dxj
(
x2 − 1)j .
At the edges of the interval of orthogonality the Legendre polynomials satisfy the following relations
Pj(1) = 1, Pj(−1) = (−1)j ,
Pj+1(1)− Pj(1) = 0, Pj+1(−1) + Pj(−1) = 0,
where j = 0, 1, 2, . . .
Relation of the Legendre polynomial Pj(x) with derivatives of the Legendre polynomials Pj+1(x)
and Pj−1(x) is expressed by the following equality
Pj(x) =
1
2j + 1
(
P
′
j+1(x) − P
′
j−1(x)
)
, j = 1, 2, . . .
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The recurrent relation has the form
xPj(x) =
(j + 1)Pj+1(x) + jPj−1(x)
2j + 1
, j = 1, 2, . . .
Orthogonality of Legendre polynomial Pj(x) to any polynomial Qk(x) of lesser degree we write in
the following form
1∫
−1
Qk(x)Pj(x)dx = 0, k = 0, 1, 2, . . . , j − 1.
From the property
1∫
−1
Pk(x)Pj(x)dx =


0 if k 6= j
2/(2j + 1) if k = j
it follows that the orthonormal on the interval [−1, 1] Legendre polynomials determined by the relation
P ∗j (x) =
√
2j + 1
2
Pj(x), j = 0, 1, 2, . . .
It is well known that there is an estimate
(43) |Pj(y)| < K√
j + 1(1 − y2)1/4 , y ∈ (−1, 1), j = 1, 2, . . . ,
where constant K does not depends on y and j.
Moreover
(44) |Pj(x)| ≤ 1, x ∈ [−1, 1], j = 0, 1, . . .
The Christoffel-Darboux formula has the form
(45)
n∑
j=0
(2j + 1)Pj(x)Pj(y) = (n+ 1)
Pn(x)Pn+1(y)− Pn+1(x)Pn(y)
y − x .
In particular, from (45) for x = ±1 we obtain
(46)
n∑
j=0
(2j + 1)Pj(y) = (n+ 1)
Pn+1(y)− Pn(y)
y − 1 ,
(47)
n∑
j=0
(2j + 1)(−1)jPj(y) = (n+ 1)(−1)nPn+1(y) + Pn(y)
y + 1
.
From the other side
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n∑
j=0
(2j + 1)Pj(y) = 1 +
n∑
j=1
(2j + 1)Pj(y) =
= 1 +
n∑
j=1
(P
′
j+1(y)− P
′
j−1(y)) = 1 +

 n∑
j=1
(Pj+1(y)− Pj−1(y))


′
=
(48) = 1 + (Pn+1(x) + Pn(x)− x− 1)′ = (Pn(x) + Pn+1(x))′
and
n∑
j=0
(2j + 1)(−1)jPj(y) = 1 +
n∑
j=1
(−1)j(2j + 1)Pj(y) =
= 1 +
n∑
j=1
(−1)j(P ′j+1(y)− P
′
j−1(y)) = 1 +

 n∑
j=1
(−1)j(Pj+1(y)− Pj−1(y))


′
=
(49) = 1 + ((−1)n(Pn+1(x) − Pn(x)) − x+ 1)′ = (−1)n(Pn+1(x) − Pn(x))′.
Comparing (46) with (48) and (47) with (49) we obtain
(50) (n+ 1)
Pn+1(y)− Pn(y)
y − 1 = (Pn(x) + Pn+1(x))
′,
(51) (n+ 1)
Pn+1(y) + Pn(y)
y + 1
= (Pn+1(x) − Pn(x))′.
7. Proof of Lemma 2
So, it is required to prove that in the conditions of Theorem 6 the following values are finite
(52) lim
n→∞
n∑
j2=0
n∑
j1=0
Cj2j1φj2 (T )φj1(T ), lim
n→∞
n∑
j2=0
n∑
j1=0
Cj2j1φj2 (t)φj1 (t).
We have
n∑
j2=0
n∑
j1=0
Cj2j1φj2 (T )φj1(T ) =
=
1
4
n∑
j2=0
n∑
j1=0
(2j2 + 1)(2j1 + 1)
1∫
−1
ψ2(h(y))Pj2 (y)
y∫
−1
ψ1((h(y1))Pj1 (y1)dy1dy =
=
1
4
1∫
−1
ψ2(h(y))
n∑
j2=0
(2j2 + 1)Pj2(y)
y∫
−1
ψ1((h(y1))
n∑
j1=0
(2j1 + 1)Pj1(y1)dy1dy =
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=
1
4
1∫
−1
ψ2(h(y))

 y∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1))

 d(Pn+1(y) + Pn(y)) =
=
1
4
1∫
−1
ψ1(h(y))

 y∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1))

 d(Pn+1(y) + Pn(y))+
+
1
4
1∫
−1
∆(h(y))

 y∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1))

 d(Pn+1(y) + Pn(y)) =
=
1
4
I1 +
1
4
I2,
where
(53) ∆(h(y)) = ψ2((h(y)) − ψ1((h(y)), h(y) = T − t
2
y +
T + t
2
.
Moreover
I1 =
1
2

 1∫
−1
ψ1((h(y))d(Pn+1(y) + Pn(y))


2
=
=
1
2

2ψ1(T )−
1∫
−1
(Pn+1(y) + Pn(y))ψ
′
1((h(y))
T − t
2
dy


2
< C1 <∞,
where constant C1 does not depends on n and ψ
′
1 is a derivative of ψ1 with respect to the variable y.
By Lagrange formula we obtain
∆(h(y)) = ψ2
(
1
2
(T − t)(y − 1) + T
)
− ψ1
(
1
2
(T − t)(y − 1) + T
)
=
(54) = ψ2(T )− ψ1(T ) + (y − 1)
(
ψ′2(ξy)− ψ′1(θy)
)
1
2
(T − t) = C1 + αy(y − 1),
where |αy| <∞ and C1 = ψ2(T )− ψ1(T ).
Consider the integral I2 and substitute (54) into the integral I2
I2 = I3 + I4,
I3 =
1∫
−1
αy(y − 1)

 y∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1))

 d(Pn+1(y) + Pn(y)),
I4 = C1
1∫
−1

 y∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1))

 d(Pn+1(y) + Pn(y)).
Integrating by parts and using (50), we obtain
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I3 =
1∫
−1
αy(y − 1)(n+ 1)(Pn+1(y)− Pn(y))
y − 1
(
ψ1((h(y))(Pn+1(y) + Pn(y))−
−
y∫
−1
(Pn+1(y1) + Pn(y1))ψ
′
1((h(y1))
1
2
(T − t)dy1
)
dy.
Applying the estimate (43) and taking into account the boundedness of αy and ψ
′
1((h(y1)), we will
have |I3| <∞.
Change the integration order in the integral I4
I4 = C1
1∫
−1
ψ1((h(y1))

 1∫
y1
d(Pn+1(y) + Pn(y))

 d(Pn+1(y1) + Pn(y1)) =
= C1
1∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1))
1∫
−1
d(Pn+1(y) + Pn(y))−
−C1
1∫
−1
ψ1((h(y1))

 y1∫
−1
d(Pn+1(y) + Pn(y))

 d(Pn+1(y1) + Pn(y1)) =
= I5 − I6.
Consider the integral I5
I5 = 2C1
1∫
−1
ψ1((h(y1))d(Pn+1(y1) + Pn(y1)) =
= 2C1

2ψ1(T )−
1∫
−1
(Pn+1(y1) + Pn(y1))ψ
′
1((h(y1))
1
2
(T − t)dy1

 .
Applying the estimate (44) and taking into account the boundedness of ψ′1((h(y1)), we will have
|I5| <∞.
Since (see (54))
ψ1(h(y)) = ψ1
(
1
2
(T − t)(y − 1) + T
)
=
= ψ1(T ) + (y − 1)ψ′1(θy)
1
2
(T − t) = C2 + βy(y − 1),
where |βy| <∞ and C2 = ψ1(T ), then
I6 = C3
1∫
−1

 y1∫
−1
d(Pn+1(y) + Pn(y))

 d(Pn+1(y1) + Pn(y1))+
+C1
1∫
−1
βy1(y1 − 1)

 y1∫
−1
d(Pn+1(y) + Pn(y))

 d(Pn+1(y1) + Pn(y1)) =
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=
C3
2

 1∫
−1
d(Pn+1(y) + Pn(y))


2
+
+C1
1∫
−1
βy1(y1 − 1)(n+ 1)(Pn+1(y1)− Pn(y1))
y1 − 1

 y1∫
−1
d(Pn+1(y) + Pn(y))

 dy1 =
= 2C3 + C1
1∫
−1
βy1(n+ 1)(Pn+1(y1)− Pn(y1))(Pn+1(y1) + Pn(y1))dy1.
Applying the estimate (43) and taking into account the boundedness of βy1 , we will have |I6| <∞.
Thus the boundedness of the first series in (52) is proved.
Let us prove the boundedness of the second series in (52). We have
n∑
j2=0
n∑
j1=0
Cj2j1φj2 (t)φj1 (t) =
=
1
4
n∑
j1,j2=0
(2j2 + 1)(2j1 + 1)(−1)j1+j2
1∫
−1
ψ2(h(y))Pj2 (y)
y∫
−1
ψ1((h(y1))Pj1 (y1)dy1dy
=
1
4
1∫
−1
ψ2(h(y))
n∑
j2=0
(2j2 + 1)Pj2(y)(−1)j2
y∫
−1
ψ1((h(y1))
n∑
j1=0
(2j1 + 1)Pj1(y1)(−1)j1dy1dy =
=
(−1)2n
4
1∫
−1
ψ2(h(y))

 y∫
−1
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))

 d(Pn+1(y)− Pn(y))
=
1
4
1∫
−1
ψ1(h(y))

 y∫
−1
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))

 d(Pn+1(y)− Pn(y))+
+
1
4
1∫
−1
∆(h(y))

 y∫
−1
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))

 d(Pn+1(y)− Pn(y)) =
=
1
4
J1 +
1
4
J2,
where ∆(h(y)), h(y) are defined by relations (53).
Moreover
J1 =
1
2

 1∫
−1
ψ1((h(y))d(Pn+1(y)− Pn(y))


2
=
(55) =
1
2

2(−1)nψ1(t)−
1∫
−1
(Pn+1(y)− Pn(y))ψ′1((h(y))
T − t
2
dy


2
< K1 <∞,
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where constant K1 does not depends on n and ψ
′
1 is a derivative of ψ1 with respect to the variable y.
By Lagrange formula we obtain
∆(h(y)) = ψ2
(
1
2
(T − t)(y + 1) + t
)
− ψ1
(
1
2
(T − t)(y + 1) + t
)
=
(56) = ψ2(t)− ψ1(t) + (y + 1)
(
ψ′2(µy)− ψ′1(ρy)
)
1
2
(T − t) = K2 + γy(y + 1),
where |γy| <∞ and K2 = ψ2(t)− ψ1(t).
Consider the integral J2
J2 =
1∫
−1
∆(h(y))d(Pn+1(y)− Pn(y))
1∫
−1
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))−
−
1∫
−1
∆(h(y))

 1∫
y
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))

 d(Pn+1(y)− Pn(y)) =
= J3J4 − J5.
The integral J4 appeared when considering the integral J1 (see (55)), where it was shown that
|J4| <∞. Similarly, |J3| <∞.
Consider the integral J5 and substitute (56) into the integral J5
J5 = J6 + J7,
J6 =
1∫
−1
γy(y + 1)

 1∫
y
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))

 d(Pn+1(y)− Pn(y)),
J7 = K2
1∫
−1

 1∫
y
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))

 d(Pn+1(y)− Pn(y)).
Integrating by parts and using (51), we obtain
J6 =
1∫
−1
γy(y + 1)(n+ 1)(Pn+1(y) + Pn(y))
y + 1
(
−ψ1((h(y))(Pn+1(y)− Pn(y))−
−
1∫
y
(Pn+1(y1)− Pn(y1))ψ′1((h(y1))
1
2
(T − t)dy1
)
dy.
Applying the estimate (43) and taking into account the boundedness of γy and ψ
′
1((h(y1)), we have
|J6| <∞.
Change the integration order in the integral J7
J7 = K2
1∫
−1
ψ1((h(y1))

 y1∫
−1
d(Pn+1(y)− Pn(y))

 d(Pn+1(y1)− Pn(y1)) =
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= K2
1∫
−1
ψ1((h(y1))d(Pn+1(y1)− Pn(y1))
1∫
−1
d(Pn+1(y)− Pn(y))−K2J8 =
= K2J42(−1)n −K2J8,
where
J8 =
1∫
−1
ψ1((h(y1))

 1∫
y1
d(Pn+1(y)− Pn(y))

 d(Pn+1(y1)− Pn(y1)).
Since (see (56))
ψ1(h(y)) = ψ1
(
1
2
(T − t)(y + 1) + t
)
=
(57) = ψ1(t) + (y + 1)ψ
′
1(ρy)
1
2
(T − t) = K3 + εy(y + 1),
where |εy| <∞ and K3 = ψ1(t), then
J8 = K3
1∫
−1

 1∫
y1
d(Pn+1(y)− Pn(y))

 d(Pn+1(y1)− Pn(y1))+
+
1∫
−1
εy(y + 1)

 1∫
y1
d(Pn+1(y)− Pn(y))

 d(Pn+1(y1)− Pn(y1)) =
=
K3
2

 1∫
−1
d(Pn+1(y)− Pn(y))


2
+
+
1∫
−1
εy1(y1 + 1)(n+ 1)(Pn+1(y1) + Pn(y1))
y1 + 1
(Pn(y1)− Pn+1(y1))dy =
(58) = 2K3 +
1∫
−1
εy1(n+ 1)(Pn+1(y1) + Pn(y1))(Pn(y1)− Pn+1(y1))dy.
For obtaining (58) we used (51). Applying the estimate (43) and taking into account the boundedness
of εy1 , we obtain |J8| <∞.
Thus, the boundedness of the second series in (52) is proved. Lemma 2 is proved.
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8. Expansions of Iterated Stratonovich Stochastic Integrals of First and Second
Multiplicity, Based on the Fourier–Legendre Series
We will use the following notations for iterated Stratonovich stochastic integrals of 1 and 2
multiplicities
(59) I
∗(i1)
(l1)T,t
=
∗∫
t
T
(t− t1)l1df (i1)t1 ,
(60) I
∗(i1i2)
(l1l2)T,t
=
∗∫
t
T
(t− t2)l2
∗∫
t
t2
(t− t1)l1df (i1)t1 df
(i2)
t2 ,
where l1, l2 = 0, 1, . . . ; i1, . . . , ik = 1, . . . ,m.
Note that together with the iterated Stratonovich stochastic integrals of higher multiplicities
than the second, the stochastic integrals (59) and (60) are included in the so-called unified Taylor–
Stratonovich expansion [36]. This expansion can be used to construction of strong (definition of strong
numerical method see, for example, in [3]) numerical methods for Ito SDEs.
Consider the expansions of some stochastic integrals (59) and (60), obtained by using Theorem 6
and formula (30)
I
∗(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(61) I
∗(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(62) I
∗(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(63) I
∗(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
∗(i1i2)
(01)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
ζ
(i1)
0 ζ
(i2)
1√
3
+
+
∞∑
i=0
(
(i + 2)ζ
(i1)
i ζ
(i2)
i+2 − (i+ 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2)
(10)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
ζ
(i2)
0 ζ
(i1)
1√
3
+
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(64) +
∞∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2)
(02)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(01)T,t +
(T − t)3
8
(
2ζ
(i2)
2 ζ
(i1)
0
3
√
5
+
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 2)(i+ 3)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 1)(i + 2)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + i− 3)ζ(i2)i+1 ζ(i1)i − (i2 + 3i− 1)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
))
,
I
∗(i1i2)
(20)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(10)T,t +
(T − t)3
8
(
2ζ
(i2)
0 ζ
(i1)
2
3
√
5
+
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 1)(i+ 2)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 2)(i + 3)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + 3i− 1)ζ(i2)i+1 ζ(i1)i − (i2 + i− 3)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
))
,
I
∗(i1i2)
(11)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t −
(T − t)
2
(
I
∗(i1i2)
(10)T,t + I
∗(i1i2)
(01)T,t
)
+
+
(T − t)3
8

1
3
ζ
(i1)
1 ζ
(i2)
1 +
∞∑
i=0

 (i+ 1)(i+ 3)
(
ζ
(i2)
i+3 ζ
(i1)
i − ζ(i2)i ζ(i1)i+3
)
√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i + 1)2
(
ζ
(i2)
i+1 ζ
(i1)
i − ζ(i2)i ζ(i1)i+1
)
√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)



 ,
I
∗(i1)
(3)T,t = −
(T − t)7/2
4
(
ζ
(i1)
0 +
3
√
3
5
ζ
(i1)
1 +
1√
5
ζ
(i1)
2 +
1
5
√
7
ζ
(i1)
3
)
,
where
(65) ζ
(i)
j =
T∫
t
φj(s)df
(i)
s (i = 1, . . . ,m)
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are independent standard Gaussian random variables for various i or j.
Note the simplicity of the formulas (61), (62). For comparison, we present analogs of the formulas
(61), (62), obtained in [37] (see also [3]) using the method, proposed in [2]
(66) I
(i1)q
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
I
(i1)q
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
(
q∑
r=1
1
r2
ζ
(i1)
2r +
√
βqµ
(i1)
q
)
−
(67) − 1√
2pi
(
q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
where ζ
(i)
j is defined by formula (65), φj(s) is a complete orthonormal system of trigonometric
functions in the space L2([t, T ]), and ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q , µ
(i)
q (r = 1, . . . , q; i = 1, . . . ,m) are
independent standard Gaussian random variables, i1 = 1, . . . ,m,
ξ(i)q =
1√
αq
∞∑
r=q+1
1
r
ζ
(i)
2r−1, αq =
pi2
6
−
q∑
r=1
1
r2
,
µ(i)q =
1√
βq
∞∑
r=q+1
1
r2
ζ
(i)
2r , βq =
pi4
90
−
q∑
r=1
1
r4
.
Another example of obvious advantage of the Legendre polynomials over the trigonometric functions
(in the framework of the considered problem) is the truncated expansion of the iterated Stratonovich
stochastic integral I
∗(i1i2)
(10)T,t, obtained by Theorem 6, in which instead of the double Fourier–Legendre
series is taken the double trigonometric Fourier series (which is acceptable according to Remark 1)
I
∗(i1i2)q
(10)T,t = −(T − t)2
(
1
6
ζ
(i1)
0 ζ
(i2)
0 −
1
2
√
2pi
√
αqξ
(i2)
q ζ
(i1)
0 +
+
1
2
√
2pi2
√
βq
(
µ(i2)q ζ
(i1)
0 − 2µ(i1)q ζ(i2)0
)
+
+
1
2
√
2
q∑
r=1
(
− 1
pir
ζ
(i2)
2r−1ζ
(i1)
0 +
1
pi2r2
(
ζ
(i2)
2r ζ
(i1)
0 − 2ζ(i1)2r ζ(i2)0
))
−
− 1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i1)
2r ζ
(i2)
2l +
l
r
ζ
(i1)
2r−1ζ
(i2)
2l−1
)
+
+
q∑
r=1
(
1
4pir
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r
)
+
(68) +
1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1 + ζ
(i2)
2r ζ
(i1)
2r
)))
,
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where the meaning of notations included in (66), (8) is preserved.
An analogue of the formula (68) (for the case of Legendre polynomials) is (according to (63) and
(64)) the following representation
I
∗(i1i2)q
(10)T,t = −
T − t
2
I
∗(i1i2)q
(00)T,t −
(T − t)2
4
(
ζ
(i2)
0 ζ
(i1)
1√
3
+
(69) +
q∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
where
I
∗(i1i2)q
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
which is obviously substantially simpler than (68).
Here it is necessary to pay special attention on the fact that the representation (69) includes a
single sum with an upper summation limit q, while the representation (68) includes a double sum with
the same summation limit. In numerical simulation, obviously, the formula (69) is more economical
in terms of computational cost, than its analogue (68).
There is another feature that should be noted in connection with the formula (68). This formula was
first obtained in [37] by the method from [2]. However, due to its peculiarities (see Sect. 1) the method
from [2] leads to the iterated application of operation of the limit transition (in contrast to Theorems
1, 2, and 6, in which limit transition is performed only once) in the implementation of expansions
of the iterated stochastic integrals. This means that from the method [2], generally speaking, does
not follow the mean-square convergence of I
∗(i1i2)q
(10)T,T of form (68) to the stochastic integral I
∗(i1i2)
(10)T,T
when q → ∞. The same applies to some others approximations of iterated Stratonovich stochastic
integrals, obtained in [37] by the method from [2].
The validity of the formula
lim
q→∞
M
{(
I
∗(i1i2)
(10)T,t − I
∗(i1i2)q
(10)T,t
)2}
= 0,
where I
∗(i1i2)q
(10)T,T is defined by the formula (68), follows from Theorems 2, 6.
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