In this paper we consider maximum likelihood analysis of generalized growth curve model with the Box-Cox transformation when the covariance matrix has AR(q) dependence structure with grouping variances. The covariance matrix under consideration is S = D s CD s where C is the correlation matrix with stationary autoregression process of order q, q < p and D s is a diagonal matrix with p elements divided into gð pÞ groups, i.e., D s is a function of fs 1 ; . . . ; s g g and À1 < q < 1 and s l , l ¼ 1; . . . ; g, are unknown. We consider both parameter estimation and prediction of future values. Results are illustrated with real and simulated data.
Introduction
We consider a generalized multivariate analysis of variance model useful especially for many types of growth curve problems. The model was first proposed by Potthoff and Roy (1964) and subsequently considered by many authors, including Khatri (1966) , Geisser (1970 Geisser ( , 1980 , Geisser (1972, 1975) , Fearn (1975) , Jennrich and Schluchter (1986) , Rao (1987) , Lee (1988 Lee ( , 1991 , von Rosen (1991), Pan, Fang and von Rosen (1999) , among others.
The growth curve model is defined as
(1.1) grouping out of the N independent vector observations. Potthoff and Roy (1964) gave many examples of growth curve applications for the model (1.1). Lee and Geisser (1975) , Rao (1987) and Lee (1988) , among others, applied the model to some biological data. Keramidas and Lee (1990) applied the model to forecast of technology substitutions. Lee (1988 Lee ( , 1991 , Lee and Lu (1987) and Lee (1990, 1995 ) demonstrated repeatedly the importance of the AR(1) dependence, or serial covariance structure, for the covariance matrix S for the model (1.1). Mansour, Nordheim and Rutledge (1985) allowed for time heteroscedasticity by applying a nonstationary AR(1) error process for repeated measures experiments. Geary (1989) presented a more general case. Rochon (1992) presented stationary ARMA covariance structures with time heteroscedasticity. Laird and Ware (1982) considered the random effects model for longitudinal data, which included growth curve as a special case. They provided for polynomial trends over time, e.g. random slope. Jennrich and Schluchter (1986) provided the information about the use of covariance structures which included autoregressive as well as random effects error terms. In our paper, we provided for grouping the variances in order to construct more parsimonious and realistic covariance structure and provided the Box-Cox transformation in order to make growth function linear or piecewise linear, which is helpful for prediction. We conducted the likelihood ratio test for the adequacy of grouping the variances. In order to conduct the test, we have been aided by the plot of confidence intervals for standard deviations in the model. In theory, however, some of the results given in Laird and Ware (1982) and Jennrich and Schluchter (1986) could be extended to provide the features considered in this paper.
The estimation of parameters and prediction of future values for the model (1.1) having the covariance structure S ¼ s 2 C, C is the correlation matrix with stationary autoregression process of order 1, or AR(1), have been studied using the ML method by Lee (1988) . The purpose of this paper is to consider an extension of this covariance structure to an AR(q) process with grouping variances. An AR(q) dependence structure with grouping variances in the growth curve model will be much more general and quite useful in practice because it includes the AR(1) dependence with a common variance as a special case. When the AR(q) dependence structure with grouping variances holds for S, we have
where C ¼ ðc ij Þ for i; j ¼ 1; . . . ; p; i.e., c ij ¼ q jiÀjj ; when i 6 ¼ j ; 1 ; when i ¼ j ; ð1:3Þ
D s is a p Â p diagonal matrix and function of fs 1 ; . . . ; s g g and f j ; j ¼ 1; . . . ; q are unknown and satisfy the assumption that the roots of the equation
f j x j ¼ 0 lie outside the unit circle kxk ¼ 1 in the complex plane and
In the grouping of the variances, we assume that there are g i members in the ith group for i ¼ 1; . . . ; g. The purpose of this paper is to consider this covariance structure from the maximum likelihood point of view hoping that a more effective and practical solution can be furnished. We will compare our results with those based on the ML method for the AR(1) dependence as given in Lee (1988) via real and simulated data. Since s i > 0, there is a one-to-one correspondence between s i and s 2 i . Thus, for convenience, we will be dealing with s i instead of s 2 i mathematically for the rest of this paper. Also, it is trivial to note that equality of variances is equivalent to equality of standard deviations.
In addition to the inferences on the parameters t, f ¼ ðf 1 ; . . . ; f q Þ 0 and s ¼ ðs 1 ; . . . ; s g Þ 0 , we will also consider conditional prediction problem for the growth curve model as specified by (1.1)-(1.4). Let V be p Â K future observations drawn from the generalized growth curve model; that is, the set of future observations is such that given the parameters t and S,
where E( ) denotes expected value, F is a known r Â K matrix, and the columns of V are independent and multivariate normal with a common covariance matrix S. It is noted that F ¼ 1 in the special situation in which r ¼ K ¼ 1. Lee and Geisser (1972 , 1975 ), Fearn (1975 , and Lee (1988 Lee ( , 1991 g is assumed to be a known constant such that Y ij þ g > 0 for all i and j, l is an unknown parameter, and columns of E are independently and normally distributed with mean vector 0 and common covariance matrix S as specified in (1.2)-(1.4). It is noted that l could assume different values for different segments of observations. In Biometrical Journal 45 (2003) 2 Lee and Lu (1987) , tremendous improvement was found in predictive accuracy using the DBT model for technology substitutions. This is primarily due to the fact that the linearity assumption for the growth function can be enhanced significantly with the Box-Cox transformation, along with incorporating into the model the proper dependence structure among the observations. Keramidas and Lee (1990) combined the concepts of the Box-Cox transformation and a generalized growth curve model with serial structure for forecasting technological substitutions based on the maximum likelihood method when repeated measurements of short time series are available. If the growth function is not linear, we can use the Box-Cox transformation so that the function is linear or piecewise linear, but the transformation may not stabilize the variance. Thus, it is appropriate to construct grouping of variances with AR(q) dependence. In Section 2, maximum likelihood estimation of parameters and prediction of future values are considered. In Section 3, we derive asymptotic result and test for the equality and grouping of variances. The results are illustrated in Section 4 with two real data sets and a simulation. Some concluding remarks are given in Section 5. Finally, the derivation of the Hessian information matrix is given in the Appendix.
Parameter estimation and prediction of V ð2Þ based on the maximum likelihood theory
From equation (1.4), we obtain the following equations:
ð2:1Þ where for j < 0, q j ¼ q Àj and q 0 ¼ 1. From equation (2.1), for k ¼ 1; . . . ; q, we obtain the well-known Yule-Walker equations by replacing q j withj . The YuleWalker estimate solves these equations for f ¼ ðf 1 ; . . . ; f q Þ 0 as a function of q's. Here, for the constraints on q, we would express q as a function of f, the parameters to be estimated. From equation (2.1), if q is odd,
Hence, we have natural constraints on q that can be expressed as
where the matrix G is a function of f, element-wise where J Y , the Jacobian of the transformation from Y ðlÞ to Y, is defined as 
where Y, p Â N, is the complete sample; V ð1Þ , p 1 Â K, is the partially observed matrix and V ð2Þ , p 2 Â K, is the unobserved portion to be predicted. Of course,
We restrict attention to the special situation in which K ¼ 1 and r ¼ 1; that is, only one vector is being predicted in the same group. This is similar to Lee and Geisser (1975) . The approximate mean (denoted byV V ð2Þ ), when the covariance structure given by (1.2) holds, can be obtained aŝ
and applying the delta method to obtain an estimate of the approximate covariance matrix ofV V ð2Þ as follows:
where V ð1Þ ðlÞ is defined in manners similar to Y ðlÞ given in (1.6) and (1.7),t t is as given in (2.7) with S replaced byŜ S, X is partitioned as X ¼ ðX
is p i Â mði ¼ 1; 2Þ, diag ðaÞ is a diagonal matrix with elements a and
where x ¼ ðx 1 ; . . . ; x p Þ 0 and a is a scalar.
Asymptotic result and testing equality and grouping of variances
In this section, we will derive the information matrix which is useful for obtaining the standard errors of the MLEs and testing equality and grouping of variances.
3:1 Information matrix
For ease of presentation and some practical consideration, we will restrict our attention to the special situation in which r ¼ 1. whereis the mode of the likelihood function. Under some regularity conditions the estimatoris asymptotically normal with mean q and covariance matrix I À1 q .
3:2 Testing equality and grouping of variances
We will first test the equality of g different variances under the assumption of grouping variances, that is,
The procedure is based on the likelihood ratio criterion, where Q 0 * is the null space when H 0 * is true while Q * is the entire parameter space when the p variances are distinct. Let Q * ðYÞ ¼ À2 ln l * ðYÞ. Then under some mild regularity conditions, Q * ðYÞ is asymptotically Chi-square distributed with p À g degrees of freedom under the null hypothesis.
Illustrative example
This section is devoted to the illustration of the conditional prediction of V
given V ð1Þ and Y. For the conditional prediction, we will set K ¼ 1 and p 2 ¼ 1; 2; 3; 4, that is, we will predict the last four observations of a partially observed vector. If p ¼ 7 and p 2 ¼ 1; 2; 3; 4, we denote the predictions as V 7 , V 6 À V 7 , V 5 À V 7 and V 4 À V 7 , respectively. For the parameter t, we will assume that the N observations have come from the same group. We will use the predictive sample reuse (PSR), or the leave-one-out (LOO) method. The method was used by Lee and Geisser (1975) , Rao (1987) and Lee (1988) , among others. The discrepancy measure is the mean absolute relative derivation (MARD) of the predictions from the actuals. The discrepancy measure is defined as 
4:1 The mice data
The mice data set was reported by Williams and Izenman (1981) and analyzed by Rao (1984 Rao ( , 1987 and Lee (1988 Lee ( , 1991 . It consists of weights of 13 male mice, measured at intervals of 3 days, over the 21 days from birth to weaning. The data are plotted in Figure 1 . We assume the second degree polynomial for the growth curve, as noted by Rao (1984) . When the growth function is quadratic, the design matrix X is and the design matrix A is 1 Â 13 vector consisting of all 1s.
The ML estimates with standard errors in parentheses for the model (1.6), with q ¼ 1, m ¼ 3 and distinct variances, are given in Table 1 . When the same l is applied to all observations for each mouse, the estimate of s with 95% confidence interval for each time point is plotted in Figure 2 . We found that the mice data Table 1 , we also found that standard deviation varies with time and stabilize at 12 days, which is also displayed in Figure 2 . Hence, a possible model is to group the last three variances as a single group and the rest as four different variances. To test for the adequacy of this grouping variances structure, the value of the log-likelihood function is 169.19 under AR(1) dependence with the above grouping variances. Under the equality of variances, the value of the log-likelihood function is 126.52, resulting in a likelihood ratio statistic Q ¼ 85:34 and p-value < 0:0001, indicating that the homogeneity of variances is not acceptable. Meanwhile, we can test the grouping variances (H 0 * ) against the alternative hypothesis that all p variances are distinct (H 1 * ). When all 7 variances are distinct, the value of the log-likelihood function is 170.10, resulting J. C. Lee and Ying-Lin Hsu: Estimation and Prediction of Generalized Growth Curve Table 2 and Table 3 , respectively. In the tables, the notation f(1) (2) (3) (4) (5, 6, 7)g denotes the grouping of the variances corresponding to the seven time points of mice data into five groups with s 5 ¼ s 6 ¼ s 7 . We found that the grouping variances are better than the common variance with AR(q) dependence structure when q ¼ 1 or 2, coupled with or without the Box-Cox transformation. The criterion used in the comparison is MARD. For example, for the prediction of V 7 , the best prediction result occurs when a common variance is assumed for the AR(2) dependence coupled with the Box-Cox transformation. The resulting MARD is 0.0354, which is slightly better than the result with the above grouping variances. Meanwhile, the best model for the prediction of V 6 À V 7 , V 5 À V 7 , and V 4 À V 7 is the untransformed AR(1) dependence, having quadratic growth function and with the grouping variances fð1Þ ð2Þ ð3Þ ð4Þ ð5; 6; 7Þg. Thus, with the exception of predicting V 7 alone, the best model seems to be the untransformed AR(1) dependence, having quadratic growth function and with the grouping variances fð1Þ ð2Þ ð3Þ ð4Þ ð5; 6; 7Þg. Of course, the finding is consistent with the variance estimates as shown in Figure 2 . Table 2 The MARD between the predicted and the actual values of V ð2Þ : mice data Covariance structure Table 3 The MARD between the predicted and the actual values of V ð2Þ with the Box-Cox transformation and linear growth function: mice data Covariance structure The data given in Lee et al. (1999) are the dissolution rates of three standard lots and one test lot. For each lot, there are twelve tablets and for each tablet the dissolution rates are measured at seven time points: 1, 2, 3, 4, 6, 8 and 10 minutes. We used the pooled data of three lots and removed the observations at time 1 and 3 to create an equally-spaced dataset. The dissolution function FðtÞ of a drug is defined to be the percentage of a tablet that has dissolved at time t, and RðtÞ is defined by FðtÞ=ð100 À FðtÞÞ. The data transformation is plotted in Figure 3 . Since 0 FðtÞ 100, and RðtÞ ! 0, both ranges are not the entire real line. It may cause the out of range problem when we model them directly. We will therefore consider applying the Box-Cox transformations to RðtÞ which will avoid the above problem. We observed that there is one possible change point at time 8. Thus, the design matrix X for the growth curve model is From Figure 3 , it is clear that F=ð100 À FÞ is not quite linear, but piecewise linear, in time. The Box-Cox transformation applied to F=ð100 À FÞ will help achieve the linearity property. If the time is cut into two pieces, 2-6, 8-10, just as in the design matrix and the Box-Cox transformation is applied to the two pieces separately, the variances are more stable. When different Box-Cox transformations are applied to observations from two different segments, the estimates of s 1 ; . . . ; s 5 for the drug dissolution data are plotted with confidence intervals in Figure 4 .
From Figure 4 , we found that the standard deviation of the pooled data varies with time. Hence, a possible model is to treat s 2 ¼ s 3 and the rest as three different variances in an AR(1) dependence. The value of the log-likelihood function increased from À134.35 under the equality of variances to À113.88 under this grouping variances structure, resulting in a likelihood ratio statistic Q ¼ 40.94, with p-value < 0:0001, indicating that the homogeneity of variances is not acceptable. When all 5 variances are distinct, the value of the log-likelihood function is À111.98, resulting in a likelihood ratio statistic Q * ¼ 3.80 and p-value ¼ 0.0513, indicating the grouping of variance is acceptable. From Table 4 , we found that the model with q ¼ 1 and two different variance groups is better than that with equal variance.
4:3 Simulation
In this subsection we will present a simulation study regarding the grouping variances structure. In order to compare different grouping variances, we set Table 5 and Table 6 , respectively. From the two tables, it is clear that the grouping variances structure yield better and more stable prediction results, as expected.
Concluding remarks
The model with grouping variances in AR(q) dependence structure provides an effective and practical means of dealing with the growth curve data. An appropriate grouping among the variances in an AR(q) dependence structure gives better and more stable predictive performance. If the growth function is not linear, we can apply the Box-Cox transformation so that the function is linear. If there are change points, we can apply different Box-Cox transformations for different segments of observations so that the function is piecewise linear. If the variance varies over time we can group the variances appropriately in an AR(q) covariance structure. We can plot confidence intervals for standard deviations for each time in order to observe the adequate grouping and use the likelihood ratio test for the adequacy of grouping the variances. The final grouping of variances is obtained by the prediction results of the last few rows of Y, the observed matrix. When the length of the time points is short and the sample size is small, usually q ¼ 1 or 2 will suffice. It is conceivable that the grouping of variances will not be a good idea if the variances are somewhat similar. However, if the magnitudes are distinct and in clear clusters, the grouping of variances will certainly improve the predictive performance. Hence, the procedure developed in this paper will be useful for dealing with growth curve data.
Appendix
In this appendix, we will derive the information matrix. 
