The recently proposed, KAZE image feature detection and description algorithm (Alcantarilla et al. in Proceedings of the British machine vision conference. LNCS, vol 7577, no 6, pp 13.1-13.11, 2013) offers significantly improved robustness in comparison to conventional algorithms like SIFT (scale-invariant feature transform) and SURF (speeded-up robust features). The improved robustness comes at a significant computational cost, however, limiting its use for many applications. We report a GPU acceleration of the KAZE algorithm that is significantly faster than its CPU counterpart. Unlike previous reports, our acceleration does not resort to binary descriptors and can serve as a drop-in replacement for CPU-KAZE, SIFT, SURF etc. By achieving nearly tenfold speedup (for a 1920 by 1200 sized image, our Compute Unified Device Architecture (CUDA)-C implementation took around 245 ms on a single GPU in comparison to nearly 2400 ms for a 16-threaded CPU version) without degradation in feature extraction performance, our work expands the applicability of the KAZE algorithm. Additionally, the strategies described here could also prove useful for the GPU implementation of other nonlinear scalespace-based image processing algorithms.
Introduction
Feature point detection [26] and description [5] are key tools in several computer vision applications like visual navigation [16] , automatic target recognition [35] , tracking, structure from motion, registration and calibration. By picking out only those salient points that can be repeatably localized across different images, we can vastly reduce subsequent data processing. Feature extraction [26] , however, still remains a major bottleneck for many implementations due to its high computational cost; this is especially the case for those algorithms that are the most robust to various image transformations. SIFT [5, 27, 28] is widely considered to be one of the most robust feature descriptors, as these features exhibit distinctiveness and invariance to several common image transformations. Although, vector-based features like SIFT, and its derivatives like SURF, exhibit high performance in terms of matching accuracy, they are also computationally intensive and need inefficient techniques (like brute force matching) to compare keypoints. On the other hand, binary features [34] are much faster to compute, compact to store and highly efficient for performing comparisons among keypoints (they use the hamming distance for comparison). However, binary features suffer from poor matching accuracy in challenging conditions. The FAST [32] keypoint detectors with Binary Robust Independent Elementary Features (BRIEF) feature descriptor [7] have yielded better results in real-time applications. However, BRIEF and other such binary descriptors are not very robust to image transformations. Binary Robust Invariant Scalable Keypoints (BRISK) [24] and Oriented FAST and rotated BRIEF (ORB) [33] methods have been developed by modifying BRIEF and FAST to achieve scale and rotation invariance to some degree, but the robustness does not yet approach that of SIFT and SURF.
The recently proposed KAZE [1] algorithm outperforms SIFT (and several other algorithms inspired by it) in robustness. The original KAZE algorithm provides modified SURF-like descriptors allowing it to be used as a drop-in replacement for SIFT (and its variants) and thus in the short span of its introduction, it has already become widely used in image matching [23] , target classification [15] , and data mining [8, 40] . The improved performance of the KAZE algorithm [5] , however, comes at the cost of increased computational cost (it is more computationally expensive that SIFT).
Efforts to accelerate KAZE that have been reported so far have resorted to the use of binary features. An accelerated version (multithreaded CPU version) of the original KAZE algorithm termed as A-KAZE [2] was proposed by the original authors and reduces the computational cost at the expense of algorithm robustness in some scenarios. The A-KAZE uses binary descriptors in place of SURF-like descriptors and thus may not easily replace SURF in computer vision pipelines. Subsequently, there has also been a report of a GPU-based implementation of the A-KAZE [31] . Although this has yielded better performance in terms of computational cost when compared to CPU-based KAZE, a compromise of robustness in certain outcomes is again involved due to it resorting to binary descriptors.
The GPU is an appropriate choice to process imagerelated problems [14, 36] , because these problems exhibit a high arithmetic intensity (the ratio between arithmetic operations and memory operations). Thus, we have pursued the GPU acceleration of the KAZE algorithm. Our implementation (using the CUDA C) is almost entirely GPU based; the CPU just plays a part in controlling the GPU, initializing CUDA kernels and data allocation and is free to perform other tasks during the bulk of the computation. To the best of our knowledge, this article is the first report of a GPU-based acceleration of the original version of the KAZE algorithm which does not resort to binary descriptors. By not resorting to binary descriptors, our implementation achieves the robustness of vector-based descriptors with much faster runtimes. Following this introduction, the implementation details are discussed in Sect. 2. The quantitative speedup metrics and the robustness performance of the GPU-derived keypoints are described in Sect. 3 before concluding the paper.
GPU acceleration of the algorithm
The KAZE features [1, 5] algorithm is a novel feature detection and description method that belongs to the class of methods which utilize the so-called "scale space". Its novelty arises in that it operates using a nonlinear scale space, whereas previous methods such as SIFT or SURF [4, 5] find features in the Gaussian scale space (a particular instance of linear diffusion). The theoretical details can be found in the original paper by [1] and we have ensured that the notation used in this section is consistent with [1] .
Here our goal is to describe the CUDA implementation. For the most part, our implementation replicates the algorithm reported by Alcantarilla and coworkers [1] . The detailed overview of these steps in the GPU-KAZE algorithm is given in Fig. 1 . Our goal is to perform the entirety of the computation on the GPU. The CPU becomes involved in the transfer of the image and the receipt of the calculated keypoints and their associated descriptors. As seen in Fig. 1 , the majority of the steps had to be implemented by custom kernels. To achieve nearly 10× speedup without degradation in feature extraction performance, each of the kernels and the data flow had to be optimized. In this section, the optimal thread/block configurations and the memory hierarchy that were empirically determined have been described. The second objective is to achieve integration with OpenCV and thus we use standard OpenCV objects and GPU primitives whenever available. We have used Gpumat object of OpenCV to allocate memory in GPU global memory. The following three main steps involved in KAZE feature extraction algorithm are described next: 
CUDA implementation of the nonlinear scale-space generation
The main idea of scale-space construction is to obtain a separable structures of images from the original image, such that only fine-scale image structures exist in the multiscale representation [18, 26] . Consider an image of size W × H (width and height of the image, respectively). Diffusion filters are used on the image to generate the images at different scales. The anisotropic diffusion filter used here is defined after Perona and Malik [30] as:
where I is the image luminance, div is the divergence operator. This diffusion operation is modeled after the physical process of diffusion where the magnitude of the gradient controls the rate. Diffusion occurs in time and here the time axis is reinterpreted as the scale axis. An additional conductivity function c(x, y, t) can be used to further control the diffusion process, ∇ is the gradient operator and t is the timing scale parameter. The conductivity function is defined as:
where the function ∇I is the image gradient obtained after applying Gaussian smoothing on the image. The two different forms of the conductivity function 'g', g1 and g2, described by Perona and Malik are:
where 'k' is the contrast factor that decides whether the edges should be smoothed or filtered out. For a set of evolution times t i and contrast parameter K, we then built the nonlinear scale space. In this algorithm, all the images of the scale space stack have the same resolution as the original image (in several other scale space methods a downsampling operation is prevalent). The scale-space is discretized at logarithmic steps arranged in a series of O octaves and S sub-levels. Discrete values of octave index o and a sub-level index s are used to identify the set of octaves and sub-levels, respectively. The octave and the sub-level indexes are mapped to their corresponding scale via:
where 0 is the base scale level and N is the total number of filtered images. Pixel units i in the set of discrete scale levels are converted to time units. (In the Gaussian scale space, filtering the image for some time t = 2 2 is equivalent to convolution of the image with Gaussian of standard deviation (in pixels)). The result of this conversion is applied to transformation of the scale space i (o, s) in units of time and obtain a set of evolution times by mapping i → t i as:
Nonlinear scale space is constructed from the obtained set of evolution times using i → t i mapping (note that for each filtered image t i in the nonlinear scale space, the convolution of the original image with a Gaussian of standard deviation i does not correspond with the resulting image).
The pseudocode for the nonlinear scale-space construction step is detailed in pseudocode 1. The main goal here is to build a set of progressively diffused images on the GPU global memory. For a given input image, to reduce image artifacts and noise, we initially prepare it by convolving it with a Gaussian kernel of standard deviation 0 . The resultant image is then considered as the base image and its image gradient histogram is computed to obtain the contrast parameter k in an automatic procedure.
At each evolution level of the nonlinear scale space, several auxiliary images are generated as required. The beginning image is L smooth and is the image obtained by performing a two-dimensional Gaussian convolution on the image generated at the end of the previous evolution level (or on the base image in the case of the first level). The standard OpenCV Gaussian kernel is used throughout for this step.
First-order x and y Gaussian derivatives of L smooth in the form of images L x and L y are then calculated using Scharr filters [39] . For a kernel size larger than 8, we had to implement our own kernel, as the OpenCV Scharr kernel was limited to a size of 8. Our implementation of the Scharr filter proceeds by first obtaining row and column filters. We implement linear row filter by allocating a patch size (p) of 4, grid of (W + (64 × (p − 1)))∕(64 × p) × (H + 3)∕4 blocks and block of 64 × 4 threads to compute derivative response L x for all scale levels and then we proceed to implement linear column filter to compute derivative response L y for all the scale levels by allocating a grid of (W + 3)∕4 × (H + (64 × (p − 1)))∕(64 × p) blocks and a block of 4 × 64 threads and a patch size of 4.
We next obtain the diffused image L flow using our GPU kernel to compute Perona-Malik conductivity equation from the first-order Gaussian derivatives L x and L y . We allocate a block of 32 × 32 threads and a grid of (W + 31)∕32 × (H + 31)∕32 blocks and then each thread computes the conductivity equation from the first-order Gaussian derivatives on each pixel of an image to form the flow image L flow . In this kernel, the blocks do not need to exchange data with each other. The individual threads are each assigned a particular pixel location and they access the corresponding pixel in the L x and L y images of the current level.
For the last step to calculate L i , we need to approximate the differential equation Eq. 1 using numerical methods. The simple solution is to use explicit schemes, but these are found to be impractical for feature detection due to their computational complexity. To accelerate the nonlinear scalespace generation, additive operator splitting (AOS) [38] and fast explicit diffusion (FED) [13, 17] scheme was introduced by [1] . The nonlinear scale space can be built efficiently by means of such FED [17] schemes and they are numerically stable for any step size. The schemes discretize Eq. 1 as follows:
where A l encodes the image conductivities for each dimension, is a constant time step to maintain stability. The main intention of FED schemes is to perform M cycles of n explicit diffusion steps with varying step sizes j defined by:
We have implemented an FED that executes over several steps (for defined step size) using a GPU kernel. The image is first divided into rectangular patches such that one pixel wide overlap exists between neighboring patches. Patches on the same row would share one column of pixels and patches on the same column would share one row of pixels. Using a block containing 32 × 32 threads, the image is thus divided into a grid of (W + 30)∕31 × (H + 30)∕31 blocks. Each update step is broken down into two sub-steps: (1) transfer the contents of the leftmost column to the left neighbor for all but the first column blocks, transfer the contents of the rightmost column to the right neighbor for all but the last column blocks, do a transfer in the up and down directions;
(2) only the inner threads in all the blocks now update their values. Shared memory is used here to improve the kernel performance. The obtained step image after applying FED scheme is considered as the image of the corresponding evolution level.
CUDA implementation of feature points detection
Feature detection [16, 25] is the identification of interesting image primitives (e.g., points, lines/curves, and regions) for the purpose of highlighting salient visual cues in digital images. The pseudocode for this step is detailed in block 2.
To determine the detector response at each evolution level, we calculate the multiscale derivatives. To find the secondorder derivatives at each evolution level for larger scale size, we use the Scharr filters described above using the first derivative images as the inputs. From the obtained second-order derivatives L xx , L yy and L xy , we calculate detector response of images at each evolution level. In this step, we compute multiscale derivatives for every pixel in the feature detection step, but we also reuse . the same set of computed derivatives in the feature description step to reduce computational cost. We allocate a grid of (W + 31)∕32 × (H + 31)∕32 blocks and each block into 32 × 32 threads. First, the current and two adjacent scales in nonlinear space should be bound to three texture references. Each thread takes out 27 neighboring pixels (9 on top, 9 in the bottom and 8 in the same level) in three levels by global fetch. Then, for each of the potential response, we check that the response is a maxima with respect to other keypoints from level i − 1 and i + 1 , respectively, directly above and directly below in a window of size i,s × i,s pixels and 3 × 3 (to quickly discard non-maximal responses). The central point in these pixels is compared to others to determine whether it is the extreme point. If a pixel is an extreme point, it is selected as a candidate keypoint.
In the sub-pixel refinement step, the location of the candidate points are refined to sub-pixel accuracy and poor features (points on edges and low contrast points) are removed simultaneously. Let us consider number of key points as n, we allocate a grid of n × 1 blocks and a block of 16 × 8 threads in a two-dimensional block to perform sub-pixel refinement. To eliminate edge points, the principal curvature around the surface D(x, y) of a candidate point at (x, y) can be calculated using the Hessian matrix of candidate keypoints. To increase the detection accuracy, Hessian determinant is computed for each filtered image L i in the nonlinear scale space.
is the scaling factor used to normalize the computed Hessian determinant for the corresponding filtered images as:
In practice, the image pixels are discrete, so the Hessian matrix can be calculated by eight points around those points. The Hessian matrix is given by where D xx , D xy , and D yy are second-order local derivative of candidate keypoint. Let the largest eigenvalue be , and the smallest eigenvalue is . Then, the sum of the eigenvalues from the trace of H and their product from the determinant can be computed as:
Let r be the ratio between the and , so = r . Then, For sub-pixel localization, we proceed by fitting the index (x, y, ) to the local extremum by quadratic interpolation. We compute and approximate the gradient and Hessian response of scale-space function using differences of neighboring sample points that yields a 3 × 3 linear system. To find the location of the extremum, we compute an offset value and add it to the location of the sample point to obtain its interpolated estimate.
CUDA implementation of feature description
The pseudocode for the feature description step is detailed in pseudocode 3. A feature description is a process which takes an image with interest points and yields feature descriptors (vectors). The obtained feature descriptors acts as numerical "fingerprint" which differentiates one feature from another and are ideally invariant to image transformations. There are several methods to find feature descriptors like SIFT, SURF, histogram-oriented gradients (HOG) [12] . Here we use modified SURF (M-SURF) [21] for computing descriptors.
Orientation estimation
Estimating the dominant orientation with keypoint location as a center in a local neighborhood is a key step for obtaining rotation invariant descriptors. To build the orientation, we divide the circle into segments each covering an angle of ∕3 . Let us consider number of key points as n, we allocate a grid of n × 1 blocks and a two-dimensional thread block of 11 × 11 (with 121 threads) to compute the orientation of a keypoint. Information of all neighborhood pixels around a keypoint in a circular region with radius of 6 ( is 1.5 times as the scale of the keypoint) is required to compute orientation. Assuming a sampling distance of , this requires storing an array of size 121 ( 5 × 5 window, i.e., only selecting the pixels around the keypoint that lie inside the circle and excluding the end point pixels). The CUDA implementation thus creates an 11 × 11 sized block. The information of keypoint and their relative pixels that have been computed is transferred to each thread using shared memory. We compute Gaussian weighted first-order derivatives centered at the keypoint for each sample in the segments of a circular area. We represent the corresponding derivative responses as points in vector space and is stored in GPU memory space. Finally, the computed responses are summed over the sliding segments of the circle over an angle ∕3 . The maximum response in the longest vector is the dominant orientation.
Descriptor vector computation
A frame work of nonlinear scale space is embedded with M-SURF for computing descriptors. Computation of M-SURF descriptors with the nonlinear space is parallelized. We use shared memory to accelerate the computation of descriptors and store the derivatives' responses over the squared regions. First-order derivatives L x and L y are computed for a detected feature at each scale i over square region of 24 i × 24 i around keypoint. We divide each region into 4 × 4 square sub-regions whose edge are 9 i . Compute the Gaussian weighted ( is 2.5 times as the scale of the keypoint) derivative responses in each sub-region around its center and summed into descriptor vector. Compute Gaussian weighted ( is 1.5 times as the scale of the keypoint) sub-region vector around the keypoint over the mask of 4 × 4 region. A 4-orientation derivative response is generated by calculating the contribution of the orientation of each pixel to the orientation in a sub-region. So we can obtain 4 × 4 × 4 responses to form a 64-dimensional vector. We use one thread to process a sub-region. In our allocation strategy, there are 16 threads in a block to process 4 keypoints. A thread computes the weight of all the pixels in the sub-region and transfer responses to shared memory. Then the processing results of the 16 threads could generate a 64-dimensional feature vector.
The number of keypoints decreases rapidly as the scale size i gradually increases, so does the number of threads which are used to process and compute information of keypoints. A preprocessing before orientation assignment and keypoints descriptor is put forward. In this preprocess, some information of images such as size, scale, etc., and the memory address of feature vectors are calculated by CPU and stored in GPU global memory. Because these data would not be accessed frequently and never modified, they are stored in the constant memory which saves bandwidth and accelerates the accessing speed. Moreover, all the images and information of keypoints should be bound to several texture references. After preprocessing, the kernel will be initialized.
To improve load balance, we adapted the following process. For a given keypoint, the location of the keypoint in image pyramid is calculated by each thread. In contrast to methods by which the scale-space levels are processed one by one, all the image scales are computed at the same time to make full use of threads that are potentially starving. We reallocate the blocks and threads which process the keypoints in different scale images concurrently. Consequently, this allocation strategy ameliorates the load imbalance.
Results and discussion
We have benchmarked our implementation against the SURF, GPU-SURF, ORB, GPU-ORB and BRISK algorithms implemented in the OpenCV library (CPU and GPU versions); A-KAZE (multithreaded CPU version [2] and GPU version [31] ; and, the GPU implementation of SIFT [6] . We summarize the results of our assessment in terms of both the runtimes metrics as well as the metrics of feature extraction performance.
Hardware Description We implemented the program on a single NVIDIA Geforce GTX TITAN X GPU (MAX-WELL architecture) with 12 GB of global memory, 64 KB of constant memory, 48 KB shared memory and at most 65,536 registers on each streaming multiprocessors (SM). This GPU allows a maximum of 32 blocks and 64 warps (with 32 threads per warp) on each SM. The CPU was an Intel(R) Xeon(R) CPU E5-2650 processor configured with 8 cores and 16 threads.
Datasets To study the effect of image size and complexity on the runtime performance, we did not find a suitable public dataset and have created our own (called henceforth Dataset 1) such that it includes eight different image sizes ranging from 240 × 400 to 1920 × 1200 and within each size, six images of varying complexity. To evaluate and compare the feature extraction performance of algorithms on real images with respect to various photometric and geometric transformations, we have used various publicly available datasets of different scene types (amalgamated dataset is called Dataset 2 henceforth). Each dataset includes a reference image and five target images with varying photometric and geometric transformations. Figure 6 depicts sample test images of dataset and their corresponding transformation. Dataset 2 allows us to test the descriptors' performance for seven different types of image transformations. Bikes and UBC dataset [29] for blurred ( Fig. 6a ) and JPEG compression scene types (Fig. 6b ), Bridger and Artisan dataset [3] for illumination ( Fig. 6c ) and view point scene types (Fig. 6f ), Semper and Venice dataset [19] for rotation ( Fig. 6e and zoom scene types ( Fig. 6g) and Mere Poulard A dataset [37] for noisy conditions (Fig. 6d ).
Runtime improvements in comparison to CPU-KAZE
In Table 1 , we have compared runtimes for the CPU and GPU versions for various algorithms (no GPU version was available for BRISK). These times include the time required for the data transfer to and from the CPU to the GPU. In conjunction with results shown in Table 3 , the trade-off between runtime performance and feature extraction performance is noted. Our GPU implementation of KAZE exhibits reduced runtime in comparison to GPU version of SIFT while offering improved feature extraction performance than SIFT. In Fig. 2a , we see that while the runtimes increase as a function of the image size and the number of keypoints ('N' denotes the number of keypoints in Fig. 2a ), the rate of increase is significantly larger for the CPU version. The speedup of the GPU version is thus seen to improve with increasing image size. In Fig. 2b , it is seen that the speedup does not scale well with increased core count for the CPU version. The GPU version, however, will scale well with the number of CUDA cores in the GPU chip [9] . For a given image size, the number of keypoints will change depending on the complexity of the image and thus runtimes for images of the same size may change. In Fig. 3 , we see that there is a variance in the runtime for an image of a given size, but the speedup factors observed earlier are still seen to hold.
In Fig. 4 , we assess the runtimes with respect to the individual key steps involved in the KAZE algorithm. We can notice almost ten times faster performance of GPU-KAZE than CPU-KAZE for each step as the image dimension increases. We can also observe that building nonlinear scale space consumes most of the time when compared to feature detection (computes multiscale derivatives and keypoints) and feature description (computes descriptors). It is also observed that better speedups are obtained especially for the nonlinear scale-space construction step for larger images (see Table 2 ).
The impact on runtime performance by effective utilization, optimization, and reuse of heap space can be observed as image dimensions increases or when a huge number of keypoints are extracted. In Fig. 5 , we plot the memory utilization of CPU-KAZE that has been analyzed using Valgrind tool, whereas GPU-KAZE is analyzed using NVIDIA profiler. Memory utilized by CPU-KAZE and GPU-KAZE are shown in Fig. 5 with varying image dimensions. We can notice that the memory utilized by CPU-KAZE for the larger image dimension ( 1200 × 1920 ) is around twenty times higher than the memory utilized by CPU-KAZE for the lower image dimension ( 480 × 640 ), whereas the memory utilized by GPU-KAZE for the larger image dimension ( 1200 × 1920 ) is around three times higher than the memory utilized by GPU-KAZE for the lower image dimension ( 480 × 640 ) implying better memory optimization in the case of GPU-KAZE when compared with CPU-KAZE.
Feature extraction performance
We use dataset 2 to evaluate the feature extraction performance of GPU-KAZE and to compare it with other descriptors. In Fig. 6 , we can visualize the feature matching ability of GPU-KAZE for several scene types under varying transformations in which inliers or true matches between the images are depicted by solid green lines. We compare the performance of GPU-KAZE with respect to SIFT, SURF, ORB, BRISK and A-KAZE under various scene types with varying photometric and geometric transformations. The performance of the local detector can be measured by the repeatability rate [29] . Repeatability measure is the percentage of points that simultaneously exists in two images of the same scene. Higher repeatability rate between two images tends to achieve better matching and recognition results. Correspondence between two regions is strictly considered only if the overlap error is less than 40%. We also consider an error in relative point to be less than 2.5 pixels between two corresponding regions. From Fig. 7 , we can observe that detector of A-KAZE has the highest repeatability followed by ORB, SURF, GPU-KAZE and SIFT detectors for the Bikes (blur) dataset (as shown in Fig. 7a ), while BRISK has the lowest repeatability. For the Mere Poulard A (noise) dataset, SIFT detector performs better than other detectors followed by GPU-KAZE and KAZE, while BRISK exhibits lowest repeatability (as shown in Fig. 7b ). For the Bridger (illumination) dataset (as shown in Fig. 7c ), SIFT exhibits highest repeatability followed by A-KAZE and GPU-KAZE. For the UBC (JPEG compression) dataset (as shown in Fig. 7d ), A-KAZE exhibits highest repeatability followed by GPU-KAZE, ORB and SIFT. For the Semper (rotation) dataset (as shown in Fig. 7e ), GPU-KAZE exhibits highest repeatability followed by A-KAZE and ORB. For the Venice (zoom) dataset (as shown in Fig. 7f ), SIFT exhibits highest repeatability followed by SURF, BRISK and GPU-KAZE. For the Artisans (view point) dataset (as shown in Fig. 7g ), SIFT exhibits highest repeatability followed by GPU-KAZE, SURF and A-KAZE. We can conclude that SIFT, GPU-KAZE and A-KAZE performs well with overall consistent repeatability in almost all types of transformations, while BRISK and ORB exhibit consistently poor repeatability in several scene types.
To evaluate the performance of descriptors, we utilize an approach described in [19] by computing the matching scores and recall performance metrics. Matching score (MS = #True matches/#Features) is defined as the ability to select the true matches among all of the detected features. Recall (RC = #True matches/#Correspondences) is the ability to select the true matches with respect to the number of corresponding regions between two images. It is influenced by the detector repeatability to find the correspondences. The Matching Score and recall of descriptors like SIFT, SURF, We can also notice that GPU-KAZE performs slightly better than CPU-KAZE due to the fact that we find the extrema (in feature detection step) simultaneously in both × window and 3 × 3 window. This lead to increase in the number of inliers and we also chose appropriate distance threshold to discard non-maximal responses. The highest matching scores and recall metrics of tested descriptors are highlighted in Table 3 .
Conclusion
The computational cost for building nonlinear scale space, feature extraction, and feature description of GPU-KAZE are in the ratio 4:3:1, respectively. To improve the nonlinear scale pyramid construction, new approaches to speed the solution of the Perona-Malik partial differential equations are needed. We are investigating schemes that have been utilized to perform nonlinear diffusion filtering [10, 11, 20] and can solve partial differential equations [22] more efficiently. The feature detection computations rely on spatial derivative calculation in a three-dimensional space. Utilizing the spatial locality features in GPU texture memory is one way to improve these. Usage of multiple GPUs could be an additional option for performing descriptor computations on very large images with good runtimes. The scaling aspects of GPU-KAZE are currently being investigated. Table 3 Matching Score (MS) and Recall (RC) metrics of combined feature detectors and descriptors for the datasets of Bikes [29] , Mere Poulard A [37] , Bridger [3] , Semper [19] , Artisans [3] , Venice [19] and UBC [29] Best results are in bold 9  30  16  38  64  85  14  57  20  53  71  80  SIFT  17  60  2  7  11  32  52  89  14  68  28  87  38  63  SURF  33  56  3  6  8  16  52  65  11  46  21  58  42  54  A-KAZE  50  72  6  17  10  21  56  78  9  36  18  53  63  69  ORB  26  37  3  6  15  24  47  74  8  46  16  38  60  71  BRISK  12  33  2  3  6  9  29  45  9  25  14  30  22  26 
