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Abstract
LIG participated to the semantic indexing main task.
LIG also participated to the organization of this task.
This paper describes these participations which are
quite similar to our previous year’s participations
(within the Quaero consortium).
For the semantic indexing main task, our approach uses
a six-stages processing pipelines for computing scores
for the likelihood of a video shot to contain a target
concept. These scores are then used for producing a
ranked list of images or shots that are the most likely
to contain the target concept. The pipeline is composed
of the following steps: descriptor extraction, descriptor
optimization, classification, fusion of descriptor vari-
ants, higher-level fusion, and re-ranking. We used a
number of different descriptors and a hierarchical fu-
sion strategy. We also used conceptual feedback by
adding a vector of classification score to the pool of de-
scriptors. The main innovation this year consisted in
the inclusion of semantic descriptors computed using a
deep learning method. We also used the uploader field
available in the metadata and this did lead to a small
improvement. The best LIG run has a Mean Inferred
Average Precision of 0.2659, which ranked us 4th out
of 15 participants.
1 Participation to the organiza-
tion of the semantic indexing
task
For the Fifth year, LIG has co-organized the semantic
indexing task at TRECVid [1]. From 2010 to 2013
included, this was done with the support of Quaero1
but this project has been completed by the end of 2013.
The task is the same as in 2013 with the same set of
1http://www.quaero.org
60 target concepts of which 30 were evaluated by NIST
on the 2014 section of the test data.
A list of 500 target concepts has been produced, 346
of which have been collaboratively annotated by the
participants and by Quaero annotators. A subset of 60
of them was selected for participants’ submissions, 30
of which have been officially evaluated in 2014.
The 500 concepts are structured according to the
LSCOM hierarchy [16]. They include all the TRECVid
“high level features” from 2005 to 2009, the CU-
VIREO374 set plus a selection of LSCOM concepts so
that we end up with a number of generic-specific re-
lations among them. We enriched the structure with
two relations, namely implies and excludes. The goal
was to promote research on methods for indexing many
concepts and using ontology relations between them.
TRECVid SIN provides participants with the following
material:
• a development set that contains roughly 800 hours
of videos;
• a test set that contains roughly 600 hours of videos,
decomposed in three parts or roughly equal sizes,
respectively for the 2013, 2014 and 2015 evalua-
tions;
• shot boundaries (for both sets);
• a set of 500 concepts with a set of associated rela-
tions;
• elements of ground truth: some shots were collab-
oratively annotated. For each shot and each con-
cept, four possibilities are available: the shot has
been annotated as positive (it contains the con-
cept), the shot has been annotated as negative (it
does not contain the concept), the shot has been
skipped (the annotator cannot decide), or the shot
has not been annotated (no annotator has seen the
shot).
The goal of the semantic indexing task is then to pro-
vide, for each of the 60 selected concepts, a ranked
list of 2000 shots that are the most likely to contain
the concept. The 2014 test collection contains 107,806
shots. More information about the organization of this
task can be found in the TRECVid 2014 overview pa-
per [2]. The pair version of the task that was proposed
in 2012 and 2013 has been discontinued. The localiza-
tion subtask, introduced in 2013 is also proposed and
organized by NIST.
1.1 Development and test sets
Data used in TRECVid are free of right for re-
search purposes as it comes from the Internet Archive
(http://www.archive.org/index.php). Table 1 provides
the main characteristics of the collection set.
Table 1: Collection feature
Characteristics IACC 2010-2015
#videos 27,964
Duration (total) ∼1,400 hours
# shots 879, 873
# shots (dev) 545, 923
# shots (test 2013) 112, 677
# shots (test 2014) 107, 806
# shots (test 2015) 113, 467
The whole set of videos has been split into two parts,
the development set and the test set. The test set has
been split in three part dedicated to the TRECVid SIN
evaluations of 2013, 2014 and 2015. This has been done
in order to be able to measure the performance progress
over the three years. All sets were automatically split
into shots using the LIG shot segmentation tool [17].
1.2 The evaluation measure
The evaluation measure used by TRECVid is the MAP
(Mean Average Precision). Given the size of the corpus,
the inferred MAP is used instead as it saves human
efforts and has shown to provide a good estimate of
the MAP [18].
1.3 Annotations on the development
set
Shots in the development set have been collaboratively
annotated by TRECVid 2010-2013 participants and by
Quaero annotators. As concepts density is low, an ac-
tive learning strategy has been set up in order to en-
hance the probability of providing relevant shots to an-
notators [3]: the active learning algorithm takes ad-
vantage of previously done annotations in order to pro-
vide shots that will more likely be relevant. Although
this strategy introduces a bias, it raises the number of
examples available to systems. Moreover, it exhibits
some trend in the concept difficulty. As an example,
the number of positive examples for the concept Per-
son is larger than the number of negative examples.
This means that the active learning algorithm was able
to provide more positive examples than negative ones
to annotators, meaning that Person is probably a “too
easy” concept. An improved algorithm for annotation
cleaning has also been used in the annotation tool [13].
8,158,517 were made directly by annotators and a total
of 28,864,844 was obtained by propagating them using
“implies” or “excludes” relations.
No new annotations were produced for 2014; the devel-
opment set is frozen so that difference of system perfor-
mance is due only to algorithmic innovation and not to
additional training data. 346 concepts were annotated
on the development collection.
1.4 Assessments
30 concepts were selected for evaluation out of the 60
ones for which participants were asked to provide re-
sults for the main SIN task. Assessments were done
part by NIST. Assessments were done by visualizing
the whole shot for judging whether the target concept
was visible or not at any time within the shot.
2 Participation to the semantic
indexing main task
2.1 Introduction
The TRECVid 2014 semantic indexing task is de-
scribed in the TRECVid 2014 overview paper [1, 2].
Automatic assignment of semantic tags representing
high-level features or concepts to video segments can
be fundamental technology for filtering, categoriza-
tion, browsing, search, and other video exploitation.
New technical issues to be addressed include meth-
ods needed/possible as collection size and diversity in-
crease, when the number of features increases, and
when features are related by an ontology. The task
is defined as follows: “Given the test collection, master
shot reference, and concept/feature definitions, return
for each feature a list of at most 2000 shot IDs from
the test collection ranked according to the possibility
of detecting the feature.” 60 concepts have been se-
lected for the TRECVid 2014 semantic indexing task.
Annotations on the development part of the collections
were provided in the context of the collaborative anno-
tation and by Quaero.
As last year, our system uses a six-stage processing
pipeline for computing scores for the likelihood of a
video shot to contain a target concept. These scores are
then used for producing a ranked list of images or shots
that are the most likely to contain the target concept.
The pipeline is composed of the following steps:
1. Descriptor extraction. A variety of audio, image
and motion descriptors have been considered (sec-
tion 2.2).
2. Descriptor optimization. A post-processing of the
descriptors allows to simultaneously improve their
performance and to reduce their size (section 2.3).
3. Classification. Two types of classifiers are used as
well as their fusion (section 2.4).
4. Fusion of descriptor variants. We fuse here vari-
ations of the same descriptor, e.g. bag of word
histograms with different sizes or associated to dif-
ferent image decompositions (section 2.6).
5. Higher-level fusion. We fuse here descriptors of
different types, e.g. color, texture, interest points,
motion (section 2.7).
6. Re-ranking. We post-process here the scores using
the fact that videos statistically have an homoge-
neous content, at least locally (section 2.8).
Our system also includes a conceptual feedback in
which a new descriptors is built using the prediction
scores on the 346 target concepts is added to the al-
ready available set of 47 audio and visual descrip-
tors (section 2.9). Compared to last year, our system
include semantic descriptors computed using a deep
learning method (section 2.2.2).
2.2 Descriptors
A total of 57 audio and visual descriptors have been
used. Many of them have been produced by and shared
with the IRIM consortium and two of them were pro-
vided by Xerox (XRCE). These include variants of a
same descriptors (e.g. same methods with different
histogram size or image decomposition). These descrip-
tors do not cover all types and variants but they include
a significant number of different approaches including
state of the art ones and more exploratory ones. They
are described in the IRIM consortium paper [10] and
they are separately evaluated in section 2.5. They are
decomposed into “classical” and “semantic” descrip-
tors.
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Figure 1: Semantic indexing system
2.2.1 Classicel descriptors
Classical descriptors include color histogram, Gabor
transform, quaternionic wavelets, a variety of inter-
est points descriptors (SIFT, color SIFT, SURF), local
edge patterns, saliency moments, and spectral profiles
for audio description. Many of them rely on a bag of
words approach.
2.2.2 Semantic descriptors
Semantic of “high-level” descriptors are vectors of
classification scores computed on the current data
(here IACC) using classifier trained on other data and
also with (generally) different target concepts (e.g.
TRECVid HLF 2003 or ImageNet). They are opposed
to classical or “low-level” ones in the sense in which
the latter are computed using explicit algorithmic pro-
cedures (e.g. histograms or Gabor transforms) while
the former comes from learning using annotated data.
We introduced last year two semantic descriptors com-
puted using Fisher vectors on ImageNet images and
annotations:
XEROX/ilsvrc2010: Attribute type descriptor con-
stituted as vector of classification score obtained
with classifiers trains on external data with one
vector component per trained concept classi-
fier. For XEROX/ilsvrc2010, 1000 classifiers were
trained using annotated data from the Pascal VOC
/ ImageNet ILSVRC 2010 challenge. Classification
was done using Fisher Vectors [21].
XEROX/imagenet10174: Attribute type descrip-
tor similar to XEROX/ilsvrc2010 but with 10174
concepts trained using ImageNet annotated data.
These were completed by similar descriptors computed
also using deep convolutional networks on ImageNet
images and annotations:
EUR/caffe1000: This descriptor was computed by
Eurecom using the CAFFE Deep Neural Net [22]
developed by the Vision group of the University of
Berkeley, for which both the source code and the
trained parameter values have been made avail-
able. The network has been trained on the Im-
ageNet data only, and provides scores for 1000
concepts. The network is applied unchanged on
the TRECVID key frames, both on training and
test data. The resulting scores are accumulated in
a 1000 dimension semantic feature vector for the
shot.
LIG/caffeb1000: This descriptor is equivalent to the
EUR/caffe1000 one and was also computed using
the CAFFE Deep Neural Net [22] but with a dif-
ferent (later) version.
We also used descriptors based on the hidden layers
of the deep convolutional network used for the compu-
tation of the LIG/caffeb1000 descriptor. We consid-
ered only the last two hidden layers (fc6 and fc7) since
they were expected to also extract high-level informa-
tion close to the semantics though not yet being tuned
for other final target concepts:
LIG/caffe fc[6|7]b 4096 : This descriptor corre-
spond to the LIG/caffeb1000 one and was also
computed using the CAFFE Deep Neural Net [22]
but is made of the 4096 values of the last two hid-
den layers.
The conceptual feedback described in section 2.9 also
involves semantic descriptors but instead of being com-
puted on other data and for other target concepts, they
are computed using the same data (IACC) and the
same target concepts (SIN) and using all the other de-
scriptors:
LIG/concepts0 : This descriptor is the result of
the hierarchical fusion of all available descrip-
tor/classifier combinations before any feedback
takes place.
LIG/concepts1 : This descriptor is the result of
the hierarchical fusion of all available descrip-
tor/classifier combinations after a first iteration of
feedback, i.e. including also the classification re-
sults obtained from the LIG/concepts0 descriptor.
LIG/concepts01 : late fusion of LIG/concepts0 and
LIG/concepts1, used of the second iteration of
feedback.
Finally, we also used local semantic descriptors, called
percepts [20] computed using TRECVid 2003 HLF
task data and local annotations [19]. These were com-
puted using a pyramidal decomposition:
LIF/percepts <x> <y> 1 15: 15 mid-level con-
cepts detection scores computed on x × y grid
blocks in each key frames with (x,y) = (20,13),
(16,6), (5,3), (2,2) and (1,1),  15 × x × y di-
mensions.
2.3 Descriptor optimization
The descriptor optimization consists into a PCA-based
dimensionality reduction with pre and post power
transformation [14]. Optionally, a L1 or L2 unit length
normalization can also be performed before the PCA-
based dimensionality reduction.
2.3.1 First power transformation
The goal of the power transformation is to normalize
the distributions of the values, especially in the case of
histogram components. It simply consists in applying
an x ← xα (x ← −(−x)α if x < 0) transformation on
all components individually. The optimal value of α
can be optimized by cross-validation and is often close
to 0.5 for histogram-based descriptors.
The optimization of the value of the α coefficient is
optimized by two-fold cross-validation within the de-
velopment set. It is done in practice only using the
LIG KNNB classifier (see section 2.4) since it is much
faster when a large number of concepts (346 here) has
to be considered and since it involves a large number of
combinations to be evaluated. Trials with a restricted
number of varied descriptors indicated that the opti-
mal values for the kNN based classifier are close to the
ones for the multi-SVM based one. Also, the overall
performance is not very sensitive to the precise values
for this hyper-parameter.
2.3.2 Principal component analysis
The goal of PCA reduction is both to reduce the size
(number of dimensions) of the descriptors and to im-
prove performance by removing noisy components.
The number of components kept in the PCA reduction
is also optimized by two-fold cross-validation within the
development set using the LIG KNNB classifier. Also,
the overall performance is not very sensitive to the pre-
cise values for this number.
2.3.3 Second power transformation
A second power transformation can be applied after
PCA dimensionality reduction/ It has an affect which is
similar to a post-PCA whitening but is has been proven
to be more efficient and easy to tune. The optimal value
of α2 can be optimized by cross-validation and is often
close to 0.7.
2.4 Classification
The LIG participant ran two types of classifiers on the
contributed descriptors as well as their combination.
LIG KNNB: The first classifier is kNN-based. It
is directly designed for simultaneously classifying
multiple concepts with a single nearest neighbor
search. A score is computed for each concept and
each test sample as a linear combination of 1’s for
positive training samples and of 0’s for negative
training samples with weights chosen as a decreas-
ing function of the distance between the test sam-
ple and the reference sample. As the nearest neigh-
bor search is done only once for all concepts, this
classifier is quite fast for the classification of a large
number of concepts. It is generally less good than
the SVM-based one but it is much faster.
LIG MSVM: The second one is based on a multiple
learner approach with SVMs. The multiple learner
approach is well suited for the imbalanced data
set problem [7], which is the typical case in the
TRECVid SIN task in which the ration between
the numbers of negative and positive training sam-
ple is generally higher than 100:1.
LIG BUSEB: Fusion between the two available clas-
sifiers. The fusion is simply done by a MAP
weighted average of the scores produced by the two
classifiers. Their output is naturally (or by con-
struction) normalized in the the [0:1] range. kNN
computation is done using the KNNLSB pack-
age [8]. Even though the LIG MSVM classifier
is often significantly better than the LIG KNNB
one, the fusion is most often even better, proba-
bly because they are very different in term of in-
formation type capture. The MAP values used
for the weighting are obtained by a two-fold cross-
validation within the development set.
2.5 Evaluation of classifier-descriptors
combinations
We evaluated a number of image descriptors for the in-
dexing of the 346 TRECVID 2012 concepts. This has
been done with two-fold cross-validation within the de-
velopment set. We used the annotations provided by
the TRECVID 2013 collaborative annotation organized
by LIG and LIF [3]. The performance is measured by
the inferred Mean Average Precision (MAP) computed
on the 346 concepts. Results are presented for the two
classifiers used, as well as for their fusion. Results are
presented only for the best combinations of the descrip-
tor optimization hyper-parameters.
Table 2 and 3 show respectively for the classical and
semantic descriptors the two-fold cross-validation per-
formance (trec eval MAP) within the development set
and the performance (sample eval MAP) on the 2013
and 2014 test sets with the LIG FUSEB classifier com-
bination; dim is the original number of dimensions of
the descriptor vector, Pdim is the number of dimen-
sions of the descriptor vector kept after PCA reduction,
and α1 and α2 are the optimal values of the pre- and
post-PCA power transformation coefficients.
Since our innovation this year came mostly from an
increased use of semantic descriptors, we have here
a closer look on their performance. The percept (lo-
cal) ones performed were introduced earlier and per-
form quite poorly compared to the more recent ones.
This comes from the fact that they were produced us-
ing quite basic local descriptors and simple classifiers;
also they were trained using TRECVid 2003 local an-
notations that were neither numerous nor very reliable.
The other semantic descriptors, based on ImageNet
data and annotations and based either on Fisher vec-
tors or on deep convolutional networks, are very good.
They perform quite comparably even though the two
considered learning methods are very different (but
both state of the art ones). They also perform bet-
ter than the best “classical” descriptors. As this was
foreseen, the descriptors based on the hidden layers per-
form even better.
Concerning, the concept descriptors, they performed
less well than the scores they were computed from (re-
spectively 0.2695 and 0.2166) but they lead to a signif-
icant improvement when fused with them [15], indicat-
ing that they capture additional information.
2.6 Performance improvement by fu-
sion of descriptor variants and clas-
sifier variants
In a previous work, LIG introduced and evaluated the
fusion of descriptor variants for improving the perfor-
mance of concept classification. We previously tested
it in the case of color histograms in which we could
change the number of bins, the color space used, and
the fuzziness of bin boundaries. We found that each of
Table 2: Performance of non-semantic descriptors
Descriptor dim α1 Unit Pdim α2 MAP MAP MAP
length dev 2013 2014
CEALIST/tlep 576 576 0.424 - 120 0.719 0.1237 0.0972 0.0679
CEALIST/bov dsiftSC 8192 8192 0.700 - 292 0.575 0.1486 0.1227 0.0854
CEALIST/bov dsiftSC 21504 21504 0.600 - 364 0.714 0.1557 0.1547 0.1163
ETIS/labm1x1x256 256 0.334 - 132 0.641 0.1096 0.0813 0.0490
ETIS/labm1x1x512 512 0.340 - 178 0.712 0.1115 0.0832 0.0486
ETIS/labm1x1x1024 1024 0.345 - 208 0.742 0.1122 0.0836 0.0487
ETIS/labm1x3x256 768 0.338 - 208 0.633 0.1213 0.1007 0.0710
ETIS/labm1x3x512 1536 0.351 - 310 0.651 0.1215 0.1010 0.0696
ETIS/labm1x3x1024 3072 0.380 - 333 0.720 0.1211 0.1008 0.0696
ETIS/labm2x2x256 1024 0.324 - 240 0.577 0.1173 0.0960 0.0650
ETIS/labm2x2x512 2048 0.353 - 308 0.621 0.1175 0.0954 0.0636
ETIS/labm2x2x1024 4096 0.378 - 324 0.739 0.1184 0.0970 0.0633
ETIS/qwm1x1x256 256 0.450 - 144 0.742 0.0982 0.0735 0.0439
ETIS/qwm1x1x512 512 0.437 - 166 0.718 0.1044 0.0838 0.0500
ETIS/qwm1x1x1024 1024 0.449 - 182 0.724 0.1088 0.0900 0.0553
ETIS/qwm1x3x256 768 0.421 - 205 0.696 0.1134 0.1000 0.0617
ETIS/qwm1x3x512 1536 0.413 - 230 0.725 0.1193 0.1089 0.0704
ETIS/qwm1x3x1024 3072 0.410 - 253 0.666 0.1225 0.1138 0.0751
ETIS/qwm2x2x256 1024 0.431 - 203 0.720 0.1098 0.0918 0.0557
ETIS/qwm2x2x512 2048 0.427 - 229 0.771 0.1150 0.1007 0.0622
ETIS/qwm2x2x1024 4096 0.423 - 277 0.788 0.1184 0.1068 0.0666
ETIS/vlat hog3s4-6-8-10 dict64 4096 4096 0.875 L1 4096 1.000 0.1624 0.1801 0.1329
EUR/sm462 462 0.167 - 215 0.380 0.1269 0.0949 0.0764
LABRI/faceTracks16x16 256 0.240 - 210 0.480 0.0180 0.0113 0.0028
LIG/raw32x24 2304 1.100 - 91 0.700 0.0991 0.0606 0.0366
LIG/gab40 40 0.629 - 40 0.629 0.0809 0.0322 0.0218
LIG/h3d64 64 0.286 - 52 0.813 0.0916 0.0577 0.0320
LIG/hg104 104 0.348 - 89 0.700 0.1148 0.0816 0.0526
LIG/opp sift har 1000 1000 0.513 - 103 0.782 0.1194 0.0946 0.0725
LIG/opp sift dense 1000 1000 0.489 - 206 0.466 0.1276 0.1104 0.0773
LIG/opp sift har unc 1000 1000 0.331 - 116 0.592 0.1262 0.1072 0.0793
LIG/opp sift dense unc 1000 1000 0.415 - 303 0.384 0.1354 0.1218 0.0829
LIG/opp sift har 1024 fu8 1024 0.409 - 170 0.324 0.1264 0.1013 0.0754
LIRIS/MFCC 4096 4096 0.426 L2 200 1.000 0.0584 0.0241 0.0115
LIRIS/OCLBP 4096 4096 0.374 L2 167 0.681 0.1122 0.1156 0.0788
LISTIC/SIFT 768 768 0.488 - 271 0.435 0.1257 0.1247 0.0789
LISTIC/SIFT 1024 1024 0.444 - 272 0.436 0.1274 0.1263 0.0814
LISTIC/SIFT 2048 2048 0.912 - 175 0.420 0.1115 0.0897 0.0641
LISTIC/SIFT retina 768 768 0.495 - 178 0.502 0.1266 0.1108 0.0757
LISTIC/SIFT retina 1024 1024 0.504 - 204 0.515 0.1288 0.1123 0.0794
LISTIC/SIFT retina 2048 2048 0.768 - 134 0.455 0.1208 0.1050 0.0657
LISTIC/SIFT retinaMasking 768 768 0.417 - 126 0.422 0.1250 0.1115 0.0740
LISTIC/SIFT retinaMasking 1024 1024 0.400 - 136 0.399 0.1274 0.1149 0.0772
LISTIC/SIFT retinaMasking 2048 2048 0.434 - 171 0.187 0.1013 0.0732 0.0448
LISTIC/SIFT multiChannels. . . 1024 1024 0.398 - 123 0.369 0.1287 0.1199 0.0827
LISTIC/SIFT multiChannels. . . Dual1024 2048 2048 0.438 - 160 0.258 0.1291 0.1298 0.0862
LISTIC/expe6 trajectories 7 256 256 0.592 - 55 0.820 0.0651 0.0735 0.0487
LISTIC/expe6 trajectories 13 1024 1024 0.542 - 64 0.849 0.0726 0.0886 0.0607
LISTIC/expe6 trajectories 14 1024 1024 0.547 - 64 0.849 0.0724 0.0886 0.0608
LISTIC/expe6 trajectories 69 384 384 0.451 - 72 0.930 0.0657 0.0632 0.0366
LISTIC/expe6 trajectories 74 256 256 0.469 - 100 0.945 0.0547 0.0636 0.0350
Table 3: Performance of semantic descriptors
Descriptor dim α1 Unit Pdim α2 MAP MAP MAP
length dev 2013 2014
LIF/percepts 1 1 1 15 15 0.495 - 15 0.735 0.0860 0.0402 0.0278
LIF/percepts 2 2 1 15 60 0.470 - 60 0.669 0.1056 0.0676 0.0498
LIF/percepts 5 3 1 15 225 0.623 - 148 0.575 0.1092 0.0722 0.0490
LIF/percepts 10 6 1 15 900 0.619 - 169 0.381 0.1092 0.0710 0.0446
LIF/percepts 20 13 1 15 3900 0.550 - 193 0.420 0.1093 0.0765 0.0483
EUR/caffe1000 1000 0.297 - 670 0.547 0.2025 0.2113 0.1779
LIG/caffe fc6b 4096 4096 0.449 - 662 0.558 0.2157 0.2347 0.1973
LIG/caffe fc7b 4096 4096 0.766 - 738 0.558 0.2133 0.2277 0.1928
LIG/caffeb1000 1000 0.210 - 754 0.558 0.1982 0.2067 0.1726
XEROX/ilsvrc2010 1000 0.575 - 592 0.650 0.1710 0.2190 0.1694
XEROX/imagenet10174 10174 0.200 - 1024 0.650 0.1721 0.2258 0.1791
LIG/concepts0 346 1.335 - 300 0.383 0.1856 0.2524 0.2217
LIG/concepts1 346 1.220 - 300 0.400 0.1728 0.2443 0.2141
LIG/concepts01 - - - - - 0.1877 0.2552 0.2266
these parameters had an optimal value when the oth-
ers are fixed and that there is also an optimal combi-
nation of them which correspond to the best classifica-
tion that can be reached by a given classifier (kNN was
used here) using a single descriptor of this type. We
also tried late fusion of several variants of non-optimal
such descriptors and found that most combinations of
non-optimal descriptors have a performance which is
consistently better than the individual performance of
the best descriptor alone. This was the case even with
a very simple fusion strategy like taking the average of
the probability scores. This was also the case for hi-
erarchical late fusion. In the considered case, this was
true when fusing consecutively according to the num-
ber of bins, to the color space and to the bin fuzziness.
Moreover, this was true even if some variant performed
less well than others. This is particularly interesting
because descriptor fusion is known to work well when
descriptors capture different aspects of multimedia con-
tent (e.g. color and texture) but, here, an improvement
is obtained using many variants of a single descriptor.
That may be partly due to the fact that the combina-
tion of many variant reduces the noise. The gain is less
than when different descriptor types are used but it is
still significant.
We have then generalized the use of the fusion of de-
scriptor variants and we evaluated it on other descrip-
tors and on TRECVid 2010. We made the evaluation
on descriptors produced by the ETIS partner of the
IRIM group. ETIS has provided 3 × 6 variants of two
different descriptors (see the previous section). Both
these descriptors are histogram-based. They are com-
puted with four different number of bins: 64, 128, 192,
256, 512 and 1024; and with three image decomposi-
tion: 1x1 (full image), 1x3 (three vertical stripes) and
2x2 (2 by 2 blocks). Hierarchical fusion is done accord-
ing to three levels: number of bins, “pyramidal” image
decomposition and descriptor type.
We have evaluated the results obtained for fusion
within a same descriptor type (fusion levels 1 and 2)
and between descriptor types (fusion level 3) [9]. The
fusion of the descriptor variants varies from about 5
to 10% for the first level and is of about 4% for the
second level. The gain for the second level is relative
to the best result for the first level so both gains are
cumulated. For the third level, the gain is much higher
as this could be expected because, in this case, we fuse
results from different information sources. The gain at
level 3 is also cumulated with the gain at the lower
levels.
2.7 Final fusion
Hierarchical fusion with multiple descriptor variants
and multiple classifier variants was used and optimized
for the semantic indexing task. We made several ex-
periment in order to evaluate the effect of a number
of factors. We optimize directly the first levels of the
hierarchical fusion using uniform or average-precision
weighting. The fusion was made successively on vari-
ants of the same descriptors, on variants of classifiers
on results from the same descriptors, on different types
of descriptors and finally on the selection of groups of
descriptors.
2.8 Re-ranking
Video retrieval can be done by ranking the samples
according to their probability scores that were pre-
dicted by classifiers. It is often possible to improve
the retrieval performance by re-ranking the samples.
Safadi and Que´not in [12] propose a re-ranking method
that improves the performance of semantic video in-
dexing and retrieval, by re-evaluating the scores of the
shots by the homogeneity and the nature of the video
they belong to. Compared to previous works, the pro-
posed method provides a framework for the re-ranking
via the homogeneous distribution of video shots con-
tent in a temporal sequence. The experimental re-
sults showed that the proposed re-ranking method was
able to improve the system performance by about 18%
in average on the TRECVid 2010 semantic indexing
task, videos collection with homogeneous contents. For
TRECVid 2008, in the case of collections of videos with
less homogeneous contents, the system performance
was improved by about 11-13%.
2.9 Conceptual feedback
Since the TRECVid SIN 2013 task considers a quite
large number (346) of descriptors and since these are
also organized according to a hierarchy, one may expect
that the detection scores of some concept help to im-
prove the detection score of related concepts. We have
made a number of attempts to use the explicit implies
or excludes provided relations but these were not suc-
cessful so far, maybe due to a normalization problem
between the scores of the different concepts. We tried
then an alternative approach using the implicit rela-
tions between concepts by creating a vector with the
classification scores of all the available concepts [15].
We used for that the best hierarchical fusion result
available. This vector of scores was then included as a
58th one in the pool of the 57 already available descrip-
tors and processed in the same way as the others, in-
cluding the power and PCA optimization steps and the
fusion of classifier outputs. The found optimal power
value was quite different of the ones for the other de-
scriptors (1.800 versus 0.150-0.700) for the other ones.
This is probably linked with the way the score normal-
ization is performed. Even though the 2013 evaluation
is done on 60 concepts only, as the annotations are
available for 346 concepts, we used the full set for the
conceptual feedback.
Note: in practice, the conceptual feedback descriptors
were not re-computed in 2014 due to submission time
constraints; the 2013 versions were used instead. This
means that the newly introduced deep learning-based
semantic descriptors were not included within it.
2.10 Performances on the semantic in-
dexing task
In order to evaluate the systems’ progress between 2013
and 2014 as suggested in the main SIN task, we shortly
describe here the system variants that we used for our
2013 and 2014 submissions (four runs for each). The
2013 submissions were labeled as “Quaero” but, as this
project is now finished, they are now labeled “LIG”.
Four slightly different combinations of hierarchical fu-
sion have been tried in 2013. The variations concerned
the way the re-ranking was done: it can be locally tem-
poral, globally temporal and or conceptual. The varia-
tions also concerned the use or not of the uploader field
available in the metadata [11]. Not all combinations
could be submitted and the following were selected:
M A LIG,13 1 (was M A Quaero-2013-1 1):
combination of M A LIG,13 3 with uploader
information with 3:1 weights;
M A LIG,13 2 (was M A Quaero-2013-2 2):
combination of M A LIG,13 3 with uploader
information with 7:1 weights;
M A LIG,13 3 (was M A Quaero-2013-3 3):
manually built hierarchical fusion of a large
number (over 100) of jointly optimized descriptor-
classifier combinations including two iterations
of conceptual feedback combined with temporal
re-ranking;
M A LIG,13 4 (was M A Quaero-2013-4 4):
manually built hierarchical fusion of a large
number (over 100) of jointly optimized descriptor-
classifier combinations including a single iterations
of conceptual feedback combined with temporal
re-ranking.
Four slightly different combinations of hierarchical fu-
sion have been tried in 2014. The variations concerned
the use or not of the uploader field and the use of
extended conceptual feedback versus basic conceptual
feedback. Not all combinations could be submitted and
the following were selected:
M D LIG,14 1: combination of M D LIG,14 2 with
uploader information with 9:1 weights;
M D LIG,14 2: manually built hierarchical fusion of
a large number (over 100) of jointly optimized
descriptor-classifier combinations with extended
conceptual feedback and temporal re-ranking.
M D LIG,14 3: combination of M D LIG,14 4 with
uploader information with 9:1 weights;
M D LIG,14 4: manually built hierarchical fusion of
a large number (over 100) of jointly optimized
descriptor-classifier combinations with conceptual
feedback and temporal re-ranking. Extended con-
ceptual feedback is a version of conceptual feed-
back in which the components are weighted ac-
cording to the correlation between the source and
target concepts.
Note: 2014 rune were submitted as “type D” while 2013
ones were submitted as “type A”. There is actually no
real difference in training type but the rules regarding
run types have been clarified in a more conservative
way. Under the 2014 understanding, 2013 runs would
also have been labeled as “type D”, mostly because
of the use of ImageNet data and annotations for the
computation of the semantic descriptors.
Table 4: Mean InfAP result on the test set for all the 38
TRECVid 2013 evaluated concepts and/or for all the
30 TRECVid 2014 evaluated concepts
System/run MAP MAP rank
2013 2014
Best submission 0.3211 0.3320 1
M A LIG,13 3 0.2848 0.2416 5
M A LIG,13 2 0.2846 0.2414 6
M A LIG,13 4 0.2835 0.2397 9
M A LIG,13 1 0.2827 0.2408 11
M D LIG,14 3 0.3058 0.2659 10
M D LIG,14 4 0.3049 0.2643 11
M D LIG,14 2 0.3087 0.2586 16
M D LIG,14 1 0.3094 0.2582 17
Median submission 0.1275 0.2063 -
Table 4 shows the performance of the two times four
submitted variants in 2013 and 2014 for the 2013 and
2014 test collections.
Our 2013 submissions ranked between 5 and 11 in a
total of 90 for type A conditions. Our best submis-
sion ranked us as the second group out of 26 for the
main SIN task. The second iteration of conceptual feed-
back brings a quite small improvement (from 0.2835 to
0.2848 on 2013 test data and from 0.2397 to 0.2416
on 2014 test data). The runs including uploader in-
formation actually contained a bug due to our misun-
derstanding of the data provided by our partner that
computed it for us. Then, while we expected an im-
provement, we obtained a slight degradation, almost
negligible for the 7:1 weighting and still small for the
3:1 weighting.
Our 2014 submissions ranked between 10 and 17 in a to-
tal of 54 for all conditions. Our best submission ranked
us as the fourth group out of 15 for the main SIN task.
In the 2014 system the use of the uploader field was
implemented without bug but it produced only a quite
small improvement, both on 2013 and 2014 test data.
The use of extended conceptual feedback produced a
small improvement on 2013 test data and a small loss
on 2014 test data (though trained only on the common
development data).
Concerning the progress over years aspect, the values
for the 2013 and 2014 test collections for a given run
are not directly comparable because the test data are
different and (probably mostly) because the evaluated
concepts are different subsets of the 60 submitted ones,
the 2014 subset looking harder than the 2013 one. Con-
sidering our runs, they are not directly comparable ei-
ther because the variants have different tunings or be-
cause they were bugged. Only the M A LIG,13 3 and
M D LIG,14 3 are built exactly with the same princi-
ples, the difference being in the use of additional se-
mantic concepts coming from deep convolutional net-
works. These new descriptors yielded an improvement
from 0.2848 to 0.3058 (+7.4% relative) on 2013 test
data and from 0.2416 to 0.2659 (+10.0% relative) on
2014 test data.
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