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In a series of papers [l-5] Yoshizawa has considered the question of 
boundedness of solutions of ordinary differential equations. He sought both 
necessary and sufficient conditions on certain Lyapunov functions and 
their total derivatives which would characterize boundedness of a given 
type. In particular, a characterization of this sort was given for uniform 
boundedness, equi-ultimate boundedness and uniform-ultimate boundedness 
These characterizations are closely related to similar characterizations for 
various types of stability. The reason for this is due to a duality between 
stability and boundedness. (Cf. Auslander and Seibert [6] for a formulation 
of this duality in dynamical systems,) 
Some of Yoshiiawa’s results admit interesting extensions, which are related 
to theorems of the author [7] on stability theory, and which we present here. 
So that this paper may be reasonably selfcontained, we shall include some 
arguments which are similar to those used in [7]. 
In this paper, we will restrict ourselves to questions of boundedness, equi- 
boundedness, and uniform-boundedness of the solutions of the differential 
equation (1). (Cf. Section I for a precise statement of the assumptions on (1)) 
By defining properties of the Lyapunov functions along the solutions of (l), 
we are able to get a correspondence between boundedness of a given type, 
say type X, and property % of the Lyapunov function. Next we give sufb- 
cient conditions on the generalized total derivative of the Lyapunov function 
V which insure that V has property 3, and thus that the solutions of (1) 
are bounded of type X. The necessity of these conditions is briefly discussed. 
Throughout the paper we consider (1) defined on a cylinder D, = 
{(x, t): 1 x / < M and 0 < t < co} where 0 < M < co. We then define 
boundedness of solutions of (1) with respect to D,. (Yoshizawa’s results can 
be stated in terms of D,.) By considering restrictions of the domain of 
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definition of (I), one can get estimates on the size of X (cf. Section II for 
definition), the domain of initial conditions for solutions bounded of type X. 
An application of this is given in Section VII. 
I. PRELIMINARIES 
Let us consider the differential equation 
x’ =f(x, t) (1) 
where x and f are elements of Euclidean n-space En. Let ( x 1 denote the 
norm of x. Let I be the interval 0 < t < co. We shall assume that (1) is 
defined on 
D, = {(x, t) E E” x I : 1 x 1 < M}, 
where 0 < M < co. Furthermore, we shall assume that through every 
point (x0, to) ED,, there is at least one solution (in the sense of Carat heodory) 
of (1) to the right of t,,, and every solution of (1) can be extended (to the 
right) up to the boundary of D,. That is, if F(t) is any solution of (1) through 
the point (x0, to), then there is a t, > to with the property that F(t) is defined 
for t, < t < t,, and either t, = a~ or 1 F(t) ) --+ M as t + t,. 
We now wish to examine the question of the boundedness of solutions 
of (1) with respect to D,. So we begin with the following definitions. 
II. DEFINITIONS OF BOUNDEDNESS 
Let A be any subset of DM. We shall now define the concepts of bounded- 
ness as properties of the subsets of D,, or more precisely, as properties of 
those solutions of (1) with initial conditions in the given subset. 
In the remainder of this section we will assume that (x0, to) is an arbitrary 
point of A and that F(t) is any solution of (1) through (x0, to). Note that by 
Section I, F(t) is defined on a maximal interval to < t < t,, where t, depends 
on both the initial conditions and the particular solution F(t). 
The solutions of (1) commencing in A are said to be locally bounded in 
D, if t, = co for all (x,,, to) E A and all solutions F(t). Let LB be the subset 
of D, which is maximal with respect to this property. The existence of LB 
follows from Zorn’s lemma, and it is obvious that this maximal set is unique. 
The solutions of (1) commencing in A are said to be bounded in D, if 
there is a p = p(xa, a) defined on A such that 0 < p < M and 1 F(t) 1 < 
p(xO, t,,) for all t > t,,. If A and C are two subsets of DM with this property, 
then A n C and A u C also have this property. In order to see this, 
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let p(A) and p(C) be the corresponding functions defined on A and C, 
respectively. If (xt,, to) E A n C, let p(A n C)(x,, to) = min @(A)(+ t,), 
p(C)(x,, to)). Then p(A u C) can be defined to be, respectively, p(A), p(C) 
and p(A n C) on each of the three disjoint subsets A - A n C, C A n C 
and A n C. With this observation, it follows by Zorn’s lemma that there 
is a maximal set in D, with this property (this set is also unique), and w-e 
will denote it by B. 
The solutions of (1) commencing in A are said to be equibounded in D, 
if there is a function p = p(r, to) such that 0 < p < M and / F(t) / :<: 
< p(; x,, , to) for all t 2 t, and all (x,,, to) E A. The same considerations given 
above allow us to conclude that there is a maximal set in D, with this 
property, and we will denote it by EB. 
We shall say that the solutions of (1) commencing in A are uniformly 
bounded in D, provided A = B x 1 where B is some subset of 17” and there 
is a function p = p(r) such that 0 < p < M and / F(t) / 5: ~(1 x,, 1) for all 
t 3 t, and all (x0, to) E A. Again we can conclude that there is a maximal 
set in D, with this property, and we will denote it by UB. 
We shall say that the solutions of (1) commencing in A are bounded of 
type LB, B, L?B or UB if they are, respectively, locally bounded, bounded, 
equibounded or uniformly bounded in D,. In general, we shall say that 
the solutions are bounded of type X, where X varies over LB, B, EB and 
UB. Similarly we denote the respective maximal set by X where X varies 
over LB, B, EB and UB. 
The problem of this paper is to seek necessary and sufficient conditions 
(in terms of certain Lyapunov functions) that X = D,. 
The following inclusions follow from the definitions: 
UBCEBCBCLB. (2) 
Yoshizawa [2] has given examples showing that equality does not hold in (2). 
However, under certain regularity conditions on the right-side of (I)-such 
as linearity or periodicity-equality can be asserted in some cases. 
III. LYAPUNOV FUNCTIONS 
Let 3 denote the class of all nondecreasing, real valued functions cr(r) 
defined on 0 < Y < M with the properties that (i) 01(y) > 0, (ii) a(~) = 
,(Y + 0) and (iii) a(r) --f 00 as Y -+ M. Thus each 01 E 3 is a right-continuous 
map from [0, M) into [0, co). For each (Y E 3 define the map (~-l by 
a-l(s) = inf{r : s < a(~)} (3) 
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where s E [0, co), If 01 is a homeomorphism of [0, M) onto [0, 00) then (3) 
defines the inverse of ct. In general, 01 is not a homeomorphism, but we can 
prove the following lemma relating the two functions a and a-l. 
LEMMA 1. Let LY. E 3 and let 01-l be given by (3). Then 01-l maps [0, co) 
into [0, M), it is nondecreasing, a-l(s) = CY-‘(S + 0) and a-l(s) -+ M as s -+ co. 
Moreover, c~~(cy(r)) > r on [0, M) and CX(CC~(S)) 3 s on [0, co). 
PROOF: It is easily checked that 01-l maps [0, CO) into [0, M), that it is 
nondecreasing, and that 01-l(s) -+ M as s + co. Let us show that 01-l is right- 
continuous. Since ~y-l is nondecreasing, it follows that a-l(s) < &(s + 0) 
on [0, 0~)). So assume on the contrary that for some s, E [0, co) one has 
ry-l(sl) < ol-l(sl + 0). Then there is an rl E [0, M) such that s, < a(~~), 
but cu(rJ < s for any s > s1 . But this implies that a(~~) < sl, which is 
contradiction. 
In order to show that CX-‘(m(r)) > Y on [0, M) we just note that if 
or(y) < a(t), then r < t. Hence OI-~(oL(T)) = inf{t : ‘Y(Y) < a(t)} 3 inf{t : r < t} 
= Y. To show that ol(&(s)) 3 son [0, co), let s be fixed and choose a sequence 
{m} in [0, M) such that or-l(s) < r, < 01-l(s) + l/n; that is, s < a(~~) for 
all n. Since a! is nondecreasing, we have s < cll(r,) < “(a-l(s) + I/n). Thus 
s < 01(01-l(s) + 0) = oI(a-l(s)). QED 
DEFINITION. The class of Lyapunov functions %I3 is defined to be the class 
of all real-valued functions V(x, t) defined on D, with the property that 
there is an 01 E S such that CX(/ x I) I V(‘(x, t) on D,. (Any 01 E 3 with this 
property is said to be associated with V.) Let us emphasize that we are not 
imposing any continuity conditions on the function V(x, t). 
A Lyapunov function V is said to have a unijkrm bound, if there is a /I E 3 
such that V(x, t) < /3( 1 x I) on D,. Let Q,, denote the subclass of all V E CB 
with the property that V has a uniform bound. V is said to be locally bounded 
in x for each t if for every t, the function V(x, t) is bounded on compact sub- 
sets of {x E E” : I x I < M). 
There is a special Lyapunov function 
V,(x) = I x I (1 - I x IPV1 (4) 
which lies in !Q, . (Note: If M = co, we shall agree to write this as 
V, = 1 x I.) We shall refer to this function quite often, and thus we assign 
it a special symbol. 
LEMMA 2. Let V E 2JJ and let OL E 3 be associated with V. Let (x,, , to) E DM 
and let F(t) be any solution of (1) through (x,, , t,) dejined on a maximal interval 
t, < t < t, . 
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(A) 1f l’((x, t) < K, then 1 x 1 < d(K) 
(B) If t, < 03, then V@‘(t), t) -+ CO as t -+ t, . 
(C) If V(F(t), t) is bounded on the interval t, < t < t, , then t, = CO. 
PROOF: (A) this follows from Lemma 1 and the fact that ~(1 x I) < V(x, t). 
(B) and (C) are equivalent, so let us prove (C). If V(F(t), t) < K on 
&I < t < t, , then by (A), I F(t) 1 < c+(K) < M, which implies that 1 F(t) ( 
does not approach M as t -+ t, . Thus t, = co. QED 
IV. GENERALIZED TOTAL DERIVATIVES 
This concept was originally introduced in [7]. 
DEFINITION. Let I’ E%B and let W(x, t) be any real-valued function 
defined on D, such that W(F(t), t) is integrable, where F(t) is any solution 
of (1). If the inequality 
V(F@), t) - l%l, to) G s 
t W(F(s), s) ds (5) 
to 
holds for all solutions F(t) of (1) for t 3 t, , then W is said to be an (upper) 
generalized total derivative of V (with respect to (1)). We shall say that W is a 
generalized total derivative of V on a subset A CD, provided (5) holds 
whenever (F(s), s) E A for all s in the interval t, < s < t. If the equality in (5) 
holds everywhere, then W is said to be the total derivative of V (with respect 
to (1)). Define the subclasses 93’ = {V E %B : V has a generalized total 
derivative) and 2&, = 2B’ n 2B)ub . If V E!BY, we shall use the symbol V’ 
to denote a generalized total derivative of V with respect to (1). 
Let us observe that if V E ‘BY, then for any solution F(t) of (1) the function 
V(F(t), t) is upper semicontinuous (from the right) in t. This does not imply 
that the function V(x, t) is continuous on D,. 
As is known, if V E!!B satisfies a local Lipschitz condition on D, , then 
V E ‘21)’ and the total derivative of V with respect to (1) is given by 
V’(x, t) = li~+rs~p i {V(x +- hf, t + h) - V(x, t)}. 
If V has continuous partial derivatives, then V’ becomes 
V’(x, t) = $- 8V .f(x,t)+- at 
where aV/ax is the gradient of V and the - denotes the inner product of the 
two vectors. 
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V. LYAPUNOV FUNCTIONS AND BOUNDEDNES 
Let I’ E ‘L1), and let A be any subset of D, . 
DEFINITION. I’ is said to have 
(i) property 9?(A) if for every (q , to) E A there is a P = P(xO , to) 3 0 
such that if F(t) is any solution of (1) through (x,, , to), then V(F(t), t) < P 
for all t > t, where F(t) is defined, 
(ii) property &‘.%(A) if V has property 9(A) and P depends on 1 x,, 1 and t, , 
(iii) property %&?(A) if A = B x I, where B is some subset of En, and 
V has property &%(A) where P is independent of t, . 
We shall say that V has property S(A) if it has either properties S?(A), 
&@(A) or 9.%(A). In Theorem 1, we shall show the relationship between 
boundedness of type X of the solutions and property I of the Lyapunov 
functions. However, before doing this let us prove the following lemma. 
LEMMA 3. (A) If V ~‘9lJ has property %(A) for some set A CD, , then 
A C LB; that is, my solution starting at (x,, , t,,) E A is defined for all t > t,, . 
(B) If V em has property %%(D&, then V E !D&, . 
PROOF: (A) This follows from Lemma 2 and the fact that V(F(t), t) 
is bounded on t, < t < t, . 
(B) If V E ?BJ has property %S?(DM), then for every Y, 0 < Y < M, 
there is a P = P(Y) > 0 with the property that if (x0, to) E ClD, and F(t) 
is any solution of (1) through (x,, , to) then V(F(t), t) < P for all t > to. 
In particular V(x, , to) < P. Thus V(x,, , to) < P(j x,, I) on D, . By an 
argument similar to that used in [3, Lemma 41 we can replace P(Y) by a func- 
tion which is in 3. QED 
THEOREM 1. Let A CD, . Then the following statements are equivalent: 
(A) AC X. 
(B) There is a V, E m with property S?(A). 
(C) Every V E mu0 has property I(A). 
PROOF: We shall prove this for the case X = B. The same argument 
holds for EB and UB. 
(A) =z- (B). Assume that A C B where p = p(xo , to) is defined on A by 
the boundedness of solutions of (1). Let P(xO , t,) = p( 1 - M-lp)-l. If 
F(t) is any solution of (1) through (x,, , to) E A, then V@(t), t) < P(x,, , to) 
(for all t > to) since ] F(t) 1 < p(x,, , to). Thus V, has property &+(A). 
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(B) * (C). Assume that Vi E 9.J has property W(A) and let I’ E ‘luUb .
Let 01~ , 01, p E 3 satisfy ar(i x I) < I/1(x, t) and a(/ x I) < V(x, t) < fi(\ x 1) 
onD,.IfP, =Pr(x,, ,, t ) is given by property 9(A), define P = P(x, , to) = 
/3(a;l(P,)). By Lemma 2 one has 1 x / < a~~(Vr(x, t)) and thus V(‘(x, t) < 
&a,‘( Vr(x, t))). Consequently, if F(t) is any solution of (1) through 
( .v,, to) E A, one has V(F(t), t) < p(a;‘( V,(F(t), t))) < P(q, , to) for all f > t, . 
Hence V has property @(A). 
(C) - (A). If (C) is true, then V,, E’%&, has property g(A). Let P,,(x,, , tJ 
be given bv property g(A) for I’, , and define p(xO, to) = (~-l(P,,(x~, to)) 
where or(r) -= r(l - M-%-l is associated with I’,, . Now if (x,, , t,) E A 
and F(t) is any solution of (1) through (x,, , to), then by Lemma 2, ) F(t) 1 < 
a-‘(V&F(t), t)) < p(x,, , to) for all t 2 t, . Hence A C B. QED 
We see that the problem of determining conditions for which X = D, 
has been reduced to determining conditions that some V E m has property 
%(DM). We shall now consider those Lyapunov functions lying in ‘2u and 
seek conditions on the generalized total derivative V’ which imply that I/ 
has property T(DM). 
Before doing this, let us introduce the following notation. If u(t) is any 
nonnegative function defined on I, define I?,, as 
E, = ((r, t) : 0 < r < u(t) and t ~1). 
THEOREM 2. Hypotheses: Assume that there are functions V(x, t), V’(x, t), 
u(t) and #(r, t) with following properties: (i) V E ‘2J.Y and V’ is agene~alixed total 
derivative of V with respect o (1). (ii) u(t) is continuous on I and 0 < u(t) < M. 
(iii) #(Y, t) is nonnegative on E, , and for each t, 4 is nondecreasing in r. 
04 .fz #(u(t), t) dt = P < c-0. (v) qx, t) d #(I x I , t) when I 3 I < u(t). 
(vi) V’(x, t) < 0 when 1 x 1 > u(t). 
Conclusion: The solutions of (1) are bounded, in the sense that B = D,. 
PROOF: Define P = P(x,, , t,,) = V(x, , to) + p where p = sz #(u(t), t) dt. 
Let (x0 , to) ED, and let F(t) be any solution of (1) through (x0 , t,,) which 
is defined on a maximal interval t, < t < t, . It will suffice to show that 
V(F(t), t) < P on this interval. 
Define X(t) by 
1 if I F(t)1 d u(t) 
xit) = 10 if IF(t)1 > u(t). (6) 
Because of (vi) we see that (1 - X(t))V’(F(t), t) < 0 for t, < t < t, . By 
(iii) and (v) we have X(t) V’(F(t), t) < #(u(t), t) for t, < t < t, . 
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Thus for t,, < t < t, we have 
COROLLARY 2.1. If, in addition to the hypotheses of Theorem 2, the func- 
tion V(x, t) is locally bounded in x for each t, then the solutions of (1) are equi- 
bounded, in the sense that EB = D,. 
PROOF: Define fYI x0 I, to) = ,,yi, V(y, to) + p and use the same ar- 
gument as in Theorem 2. . 0 QED 
COROLLARY 2.2. If, in addition to the hypotheses of Theorem 2, the function 
V lies in Ill),, , then the solutions of (1) are uniformly bounded in the sense that 
UB =D,. 
PROOF: Let t9 E 3 satisfy V(x, t) < ,!I(( x I) on D, . Now define P(r) = 
B(Y) + p for 0 < Y < M and proceed as in Theorem 2. QED 
The last corollary admits the following important extension. For 0 < m 
< M we shall define 
Dk = {(x, t) ED~ : m < 1 x I}. 
THEOREM 3. Hypotheses: Assume there are functions V(x, t), V’(x, t), 
u(t) and $(Y, t) with the following properties: (i) V E %J$, and V’ is a generalized 
total derivative of V with respect o (1) on some set Dk . (ii) u(t) is continuous 
on I and m < u(t) < M. (iii) #(Y, t) is nonnegative on {(r, t) : m < r < u(t), 
t E I}, and for each t, # is nondecreasing in Y. (iv) sz #(u(t), t)dt = p < co. 
(v) v’(x, t) < #(I x I> t) when m < I x I < u(t). (vi) V’(x, t) < 0 when 
1 x 1 3 u(t). 
Conclu.n*on. ‘ The solutions of (1) are uniformly bounded, in the sense that 
UB =D,. 
PROOF: Let /3 E 3 satisfy V(x, t) < j3( 1 x I) on D& . (We can assume that 
/3((r) = B(m) for 0 Q Y < m.) Now define P(Y) = /3(y) + p for 0 < Y < M, 
where p = jr #(u(t), t) dt. Let (x o , to) ED, and let F(t) be any solution of 
(1) through (x o, to) which is defined on a maximal interval, to < t < t, . 
It will suffice to show that V(F(t), t) < P(I x0 I) on this interval. 
If IF( Gm, then V(F(t), t) < /3(m) < P(I x0 I). Now assume that’ 
(F(t) 1 > m. Since 1 F(t) ( is continuous, there is a maximal open interval 
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t, < t < t, (where t, < t, and t, < tJ such that / F(t) 1 > m on this interval. 
Now let X(t) be defined by (6). Th en, as was seen in the proof of Theorem 2, 
(1 - X(t>)V’(W), t) < cl and X(t) V’(F(t), t) < #(u(t), t) on the interval 
t, < t < t, . If to = t, , then V(F(t,), tJ = V(x, , to) < ,&I x,, I). If t, < t, , 
then V(F(t,), tz) < /3(m) < /)(I x0 I). Thus for t, < t < t, one has 
W(t), t) < V(W,), t2) +‘I V’(W), s) ds 
‘a 
< B(I xo I) + j: &J(S), 4 ds < JY xo I)- 
I 
QED 
As a special case of these theorems we have the following result of 
Yoshizawa [5]. 
COROLLARY 3.1. Assume that V E %B’ and that V’ is a generalized total 
derivative of V. 
(A) If V’(x, t) < 0 on D, , then the solutions of (1) are bounded, in the 
the sense that B = D,. 
(B) If V’(x, t) < 0 on D, and V is locally bounded in x for each t, then 
the soZutions of (1) are equibounded, in the sense that EB = D, . 
(C) If V’(x, t) < 0 on some Dk and V E El;, , the-n the solutions of (1) are 
uniformly bounded, in the sense that UB = D, . 
PROOF: All three parts follow at once from Theorem 2, Corollary 2.1, 
and Theorem 3 by setting u(t) = 0 and $(r, t) = 0. QED 
Actually the conditions given in Corollary 3.1 are both necessary and 
sufficient for the respective types of boundedness. This, then is an improve- 
ment over the conditions of Theorem 1 since the role of the generalized 
total derivative is now apparent. 
THEOREM 4. (A) A necessary and sujkient condition that the solutions 
of (1) be bounded, in the sense that B = D, , is that there be a Lyapunov function 
V E 2B’ with some generalized total derivative satisfying V/(x, t) < 0 on D, . 
(B) A necessary and suficient condition that the solutions of (1) be equi- 
bounded, in the sense that EB = DM , is that there exists a V E W, which is 
locally bounded in x for each t, with V’(x, t) < 0 on D, . 
(C) A necessary and su&Gnt condition that the solutions of (1) be uniformly 
bounded, in the sense that UB = D, , is that there exists a V E%& with 
V’(x, t) GO on D,. 
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PROOF: The sufficiency of the condition in each case is given by 
Corollary 3.1. 
(A) Assume that B = D, . Then there is a function p(xa , t,) defined on 
D, with the following property: If F(t) is any solution of (1) through (x0 , to), 
then I F(t) I < p(xo, ~4 < Mfor all t > t, , and in particular, 1 x0 1 < p(x, , 2s) 
on D,. Now define 
w% 7 43) = sup{1 F(r) I> 
where the sup is taken over all solutions of (1) through (x,, , 2,) and over all 
t > t, . It follows that 1 x 1 < IF’(x, t) < p(x, t) < M and that W(F(t), t) 
is nonincreasing along every solution of (1). If M = co, set V(x, t) = w(x, t); 
otherwise let 
V(x, t) = W(x, t)(l - M-lW(x, t))-1. (7) 
Then V,,(x) < I’(‘(x, t) where I’,, is given by (4). Since I’,, E ‘93, it follows 
that v em). Since v@‘(t), t) is nonincreasing along every solution of (l), 
it follows that I’ E 2l3’ with I” = 0 as a generalized total derivative. 
(B) If EB = D, , then p depends only on r = 1 x0 1 and t, and we can 
assume that p is nondecreasing in Y. With V defined by (7), it follows that I’ 
is locally bounded in x for each t. 
(C) Lastly, if UB = D, , then p depends only on r, and again we can 
assume that p is nondecreasing. Hence v(‘(x, t) < p(I x I)(1 - p(I x 1)/M)-l, 
which implies that V E !&, . QED 
Remarks 1. By imposing certain regularity conditions on f(x, t) one can 
also require that the Lyapunov function V be “smooth”. More precisely, 
Yoshiiawa [5] has shown that UB = D, if and only if there is a V E ?&, n C, 
with vI(x, t) < 0 on some Dk . 
2. In Section IV we noted that if V em’ then V(F(t), t) is continuous 
(from the right) in t for any solution F(t) of (1). Under certain conditions 
(cf. [8, Theorem 41 for a precise statement) continuity of v on D, is equi- 
valent to a stronger type of boundedness. 
Example 1. Let us observe that neither Theorem 2 nor Corollary 2.1 
can be extended in the manner of Theorem 3 so that the hypothesis hold 
only on some Dk . To see this, let f(t) be a function which satisfies: f(0) = 1, 
f(n) = n, andf(n + l/2) = (n + 1)’ for n = 1, 2, . . . . and which is linear 
between these points. Consider then the first order equation. 
x’ = cf’/f)x (8) 
on D, , wheref’ denotes the right-hand derivative off. The solutions of (8) 
are unique and the general solution is given by F(t) = x&t). Moreover, it 
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is clear that the only bounded solution of (8) is the null solution. We shall 
now construct a Lyapunov function V with the property that V’ = 0 on 
DE . (If m is any positive number, then with a suitable modification of this 
argument one can construct a Lyapunov function v for which V’ = 0 on 
Wn .I 
Define I/(0, t) = 0 and let F(t) = x&l) a fixed solution of (8) with 
x0 # 0. We shall define a function P’(F(t), t) with the property that dV/dt = 0 
when /F(t) / > 1 and then show that V(F(t), t) 3 1 F(t) I. Since the curves 
(F(t), t) fill D,, this definition of I/(F(t), t) gives us a Lyapunov function 
v(‘(x, t). Also, the inequality V(F(t), t) 3 1 F(t) 1 implies that v E %X 
With x,, fixed, there is a unique sequence {tr , t, , . ..} in I with the following 
properties: (i) tn < tn+r , (ii) IF(&) 1 = 1, (iii) /F(t) 1 < 1 if t,,-, < t <. 
t2k , civ) / F(t) j > 1 if t2k < t < &k+l and (v) t, is the smallest zero of 
1 F(t) 1 - 1 for which the above hold. It is easily checked that t,, < K + K’ s. 
t 2k+l where K’ is the largest integer satisfying K < t, . 
Define P’@(t), t) as: 
W(t), 0 = I W)l + ~$4 ds 
where 4 is the function defined by 
1 % i!@2k - t2k-l)9 if t2k-l < t < t2k 0, otherwise. 
It follows that dV/dt = +(t) for t # t,; hence V’ = 0 on DE . 
Let us now show that V(F(t), t) > 1 F(t) 1. If 0 < t < t, then V(F(t), t) = 
1 F(k’) ] = SUP 1 F(s) 1 2 ] F(t) 1. If t,,-, < t < t,, , then ] F(t) 1 < 1 < 
O<S$t, 
I F(k’) 1 < Ir(F(t), t). For the interval t2, < t < t2k+l one proceeds in- 
ductively showing that V(F(t), t) = I F(K + k’) / 3 I F(t) I. We shall omit 
these details. 
VI. EXTENSIONS OF THEOREMS 2 AND 3 
Following the notation of Section V, we let Z, = {(x, t) E D, : I x ] < u(t)}. 
In this section we propose to discuss some modifications of Theorems 2 
and 3 by dropping the assumption that V’ < 0 on D, - Z, . In order to 
simplify the discussion, we shall assume in the sequel that Hypotheses 
(i)-(v) of Theorem 2 hold for functions V(x, t), V’(x, t), u(t) and (Cl(r, t). The 
statements made below can be generalized in the spirit of Corollary 2.1 and 
Theorem 3 with the correspondingly stronger assumptions on V. 
If the boundary of Z,, (call it bdy ZJ consists entirely of points of egress 
for DM - Z,, (in the sense of Waiewski [9]) then one can conclude that V 
has property &@(Z,), or that Z, C B. If we assume, in addition, that the solu- 
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tions of (1) are unique, then a stronger conclusion is possible. Before stating 
the theorem, let us define L, as the set of all points (x,, , to) in DM - Z, 
such that the solution F(t) of (1) through (x,, , to) meets Z, . 
THEOREM 5. Assume that the solutions of (1) are unique and that functions 
V(x, t), V’(x, t), u(t) and $(r, t) we given satisfying hypotheses (i)-(v) of 
Theorem 2. Let Z, and L, be de$ned as above and assume that bdy Z, consists 
entirely of points of egress of D, - Z, . Then L,, u Z, C B. 
PROOF: We shall modify V so that V’ < 0 on L,, and then apply the 
argument of Theorem 2. To do this, let F(t) be a solution of (1) which meets 
bdy Z, at t = t, and such that (F(t), t) E L, for t < t, . Now define 
W(F(t), t) = 
I 
t::pt W(s), 4, if t < t2 
’ ’ ’ 
W(t), t>, if t,<t. 
For other solutions F(t), set W(F(t), t) = V(F(t), t). Then W > V on D, , 
hence WE%& Also it is clear that 0 is a generalized total derivative of W 
on L,, . Hence WE ?EY. Now a solution starting in L, u Z, at to remains in 
L, U Z, for all t > t,, . Thus the argument of Theorem 2 can be applied to 
the set L,,u Z, and the conclusion follows. QED 
Another extension of Theorem 2 is possible if we have some a priori 
knowledge of the rate of growth of the solutions of (1) and of u(t). 
THEOREM 6. Assume that 1 f(x, t) 1 < K on D, . Assume, further, that 
there are functions V(x, t), V’(x, t), u(t) and $(r, t) sutkfying hypotheses 
(i)-(v) of Theorem 2. 
(A) If u(t) 2 Kt, then {x0 , t,) ED, : 1 x,, 1 I Kt,,} C B. 
(B) If u is absolutely continuous and u’ (t) > K, then Z, C B. 
PROOF: (A) Let (x,, , t,,) ED, satisfy 1 x,, 1 < Kt,; then (x,, , to) E Z, . If 
F(t) is any solution of (1) through (x0 , to), then one has 1 F(t) I < 1 x0 I + 
K I t - t,, I < u(t) for all t > t, . That is, (F(t), t) E Z, for all t 3 t,, , and 
now the argument of Theorem 2 can be applied. 
(B) In this case, bdy Z, consists entirely of points of egress of D, - Z,; 
for if (x,, , to) E Z, and F(t) is any solution of (1) through (x, , to), then 
1 F(t) 1 < u(t,) + K 1 t - t, I < o(t) for all t > t, . QED 
VII. AN APPLICATION 
It may happen that (1) is defined on D, . We can then restrict (1) to any 
cylinder DM , 0 < M < co, and pose the questions of boundedness on the 
LYAPUNOV FUNCTIONS AND BOUNDEDNESS 489 
new domains. The sets LB, B, EB and UB (in general, X) would then be 
functions of M and it is not difficult to see that they are nondecreasing in M. 
The results in Sections V and VI give sufficient conditions that X = D, . 
By making restrictions on the domain, we can get more information about 
the sets X,5 is shown in the following example. 
Example 2. Consider the first order equation 
x’ = -a2x + x3 (9) 
on&, where a is a positive constant. Restrict (9) to D, and consider the 
Lyapunov function V = x2(M2 - x2)-l on D, . It is apparent that I’ E %Bn&, 
and the total derivative of V with respect to (9) is given by 
V’ = 2M2x2(x2 - a2)(x2 - M2)-“. 
IfM<a,thenV’<OonD,andUB=D,.HenceD,CUBforM>a. 
Other considerations (cf. Malkin [lo, Par. 441) lead us to conclude that 
D, = UB for a < M < 03. (For (9) UB = B for 0 < M < CO, and 
UB = LB for 0 < M -=c CO.) 
Remark. For 0 < M < co, the cylinder D, is, of course, homeomorphic 
to D, . Moreover the solution curves in D, can be mapped onto solution 
curves of some differential equation on D, . With this identification the 
concepts of boundedness in D, coincide with the concepts of boundedness 
(inDco) introduced by Yoshizawa. Although the concepts of boundedness 
are the same from a topological point of view, there is reason to distinguish 
the two cases analytically. That is, if the differential equation (1) is given on 
D, (0 < M < co), the form of the corresponding equation on D, is not 
immediate. The form of the equation is, of course, important in computing 
the total derivatives of the Lyapunov functions. 
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