Cox Rings and Algebraic Maps by Mańdziuk, Tomasz
ar
X
iv
:1
70
3.
04
79
4v
1 
 [m
ath
.A
G]
  1
4 M
ar 
20
17
COX RINGS AND ALGEBRAIC MAPS
TOMASZ MAŃDZIUK
Abstract. Given a morphism F : X → Y from a Mori Dream Space X to
a smooth Mori Dream Space Y and quasicoherent sheaves F on X and G on
Y , we describe the inverse image of G by F and the direct image of F by F
in terms of the corresponding modules over the Cox rings graded in the class
groups.
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Introduction
In this paper, we will be interested in quasicoherent sheaves on Mori Dream
Spaces. In [Cox95b], Cox described the so called homogeneous coordinate ring
of a toric variety X . It is a Cl(X)-graded ring, where Cl(X) is the divisor class
group of X . The construction was later generalized to more general varieties and
is now known as the Cox ring. It generalizes the homogeneous coordinate ring
of a projective variety but it is intrinsic, i.e. it does not depend on the choice of
embedding in any affine or projective variety. For normal toric varieties, the Cox
ring is always a graded polynomial ring. In general, a variety admitting a finitely
generated Cox ring is called a Mori Dream Space (MDS).
There is a correspondence between quasicoherent sheaves on a MDS X and
Cl(X)-graded modules over the Cox ring of X . Suppose X and Y are MDSes with
Cox rings R and S, respectively, and F is a quasicoherent sheaf on X , G is a
quasicoherent sheaf on Y . Assume F : X → Y is a morphism. Let F correspond
1
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to a Cl(X)-graded R-module M and let G correspond to a Cl(Y )-graded S-module
N . One may ask, to which Cl(X)-graded R-module corresponds the inverse image
sheaf F ∗G and to which Cl(Y )-graded S-module corresponds the direct image sheaf
F∗F . We answer these two questions in Theorems 3.2 and 3.4, respectively.
This problem is standard for a morphism of affine schemes. There is an equiva-
lence of categories:
{R−modules} ↔ {quasicoherent sheaves on X = SpecR}.
Let F : SpecR→ SpecS be a morphism of affine schemes and let F ∗ : S → R be the
corresponding homomorphism of coordinate rings. If F ∈ QCohX corresponds to an
R-moduleM , then the direct image F∗F corresponds to SM , the S-module obtained
from M by the restriction of scalars, i.e. as a group it is M and the structure of
an S-module comes from the map F ∗ : S → R. If G ∈ QCohY corresponds to
an S-module N , then the inverse image F ∗G corresponds to N ⊗S R - the module
obtained by the extension of scalars. These are all classical. See for example Chapter
II.5 in [Har77].
Since the Cox ring R is Cl(X)-graded, SpecR comes with an action of a qua-
sitorus HX = Spec(k[Cl(X)]), where k is a fixed algebraically closed base field of
characteristic zero. In [Cox95b], Cox proved also, that every normal toric variety
X can be obtained as the good quotient for the action of HX of an invariant open
subset of SpecR. Analogous result holds true for any MDS. Under some additional
assumptions, every morphism of toric varieties can be lifted to affine varieties asso-
ciated with their coordinate rings [Cox95a]. We will use a similar result for MDSes.
We begin the first section with introducing the notion of a Cox ring. Then we
describe the quotient construction of MDSes. Subsequently, we introduce an affine
open cover of MDSes that we will use for local study of quasicoherent sheaves.
The section ends with the description of the correspondence between Cl(X)-graded
R-modules and quasicoherent sheaves on X . In the second section we present the
proof from [HM16] that, under some additional assumptions, every morphism of
Mori Dream Spaces can be lifted to a map of the corresponding Cox rings. In the
next section we present the proofs of the main results: Theorem 3.2 and Theorem
3.4. In the last section we give three examples.
Acknowledgments. This paper is based on my master thesis. I would like to
thank my advisor, Jarosław Buczyński, for introducing me to this topic and many
helpful discussions that broaden my understanding of the related material. While
writing the thesis I was supported by the Polish National Science Center (NCN),
project 2013/11/D/ST1/02580 ”Morphisms and diagonals of Mori Dream Spaces,
phylogenetics, and applications of Cox rings”.
1. Cox rings and Mori Dream Spaces
All varieties that we will consider will be over a fixed algebraically closed field
k of characteristic zero. All constructions and propositions in this section are from
[ADHL15]. We will skip most of the proofs.
1.1. Cox rings. Let X be a normal variety over k with finitely generated class
group Cl(X). We will define the Cox sheaf R on X and the Cox ring R of X in two
different settings using in each of them a different additional assumption. We will
COX RINGS AND ALGEBRAIC MAPS 3
first assume additionally that Cl(X) has no torsion as the construction is then less
technical and therefore gives more insight into the idea.
Construction 1.1 (Construction of the Cox ring. Version 1). Let X be a normal
variety over k with free finitely generated class group. Pick any subgroup K ⊂
WDiv(X) such that the quotient map WDiv(X)→ Cl(X) induces an isomorphism
c : K → Cl(X). We define the Cox sheaf R as the quasicoherent sheaf of OX -
algebras:
R =
⊕
E∈K
OX(E),
where OX(E) is the sheaf of OX -modules associated with the divisor E, i.e. for
open U ⊂ X :
Γ(U,OX(E)) = {f ∈ k(X)
∗|(div(f) + E)|U ­ 0} ∪ {0}.
R has a structure of an OX -algebra where the multiplication is defined by multiply-
ing the homogeneous sections in the function field k(X). Since X is a Noetherian
topological space, the presheaf direct sum of OX -modules is a sheaf and hence for
every open U ⊂ X :
Γ(U,R) =
⊕
E∈K
Γ(U,OX(E)).
Therefore, we may define the Cox ring as:
R = Γ(X,R) =
⊕
E∈K
Γ(X,OX(E)).
Up to isomorphism R does not depend on the choice of the subgroup K, see Con-
struction 1.4.1.1 in [ADHL15].
We will now present two easy examples of this construction.
Example 1.2. Let X be a normal affine variety with trivial class group. Then
R = OX and the Cox ring of X is the same as the affine coordinate ring of X .
Example 1.3. Let X = Pn
C
. Then Cl(X) ∼= ZH where H is any hyperplane in PnC.
We have Γ(Pn
C
,OPn
C
(dH)) ∼= C[x0, ..., xn]d - the group of homogeneous polynomials
of degree d and these isomorphisms combine to give an isomorphism of the Cox
ring of Pn
C
with the homogeneous coordinate ring of Pn
C
. However, the Cox ring is
intrinsic whereas the homogeneous coordinate ring of a projective variety depends
on the particular embedding into a projective space. For instance, the image of the
2-uple embedding P1
C
→ P2
C
is isomorphic to P1
C
but its homogeneous coordinate
ring is isomorphic to C[x, y, z]/(xz − y2) which is not isomorphic to a polynomial
ring of two variables.
Requiring no torsion in Cl(X) is too restrictive. We will now remove this assump-
tion, requiring instead that there are no non-constant global invertible functions on
X , i.e. Γ(X,O∗X) = k
∗. This assumption is needed in the proof that the Cox sheaf
(up to isomorphism) does not depend on the choices made in the following con-
struction. Moreover, this additional assumption is easily satisfied, for instance if X
is projective or complete.
Construction 1.4 (Construction of the Cox ring. Version 2). Let X be a normal
variety over k with finitely generated class group and Γ(X,O∗X) = k
∗. Take any
subgroup of the Weil divisor group K ⊂ WDiv(X) projecting onto Cl(X) under
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the quotient map WDiv(X) → Cl(X). Let K0 be the kernel of c : K → Cl(X) and
let χ : K0 → k(X)∗ be a character of K0 such that div(χ(E)) = E, for every E in
K0. The existence of such a map is clear as K0 is a free abelian group. Let S be
the sheaf of OX -algebras associated with K:
S =
⊕
E∈K
OX(E).
Let I be the sheaf of ideals of S locally generated by the sections 1− χ(E) where
E ∈ K0. Here 1 is a homogeneous element of degree 0 and χ(E) is a homogeneous
element of degree −E. Let π : S → S/I be the projection map. The Cox sheaf is
the quotient sheaf R = S/I with the Cl(X)-grading given by:
R =
⊕
[D]∈Cl(X)
R[D], where R[D] = π(
⊕
E∈c−1([D])
SE).
The Cox ring of X is then given by:
R = Γ(X,R) =
⊕
[D]∈Cl(X)
Γ(X,R[D]).
Again, the Cox sheaf does not depend, up to isomorphism, on the choices of K and
χ, see Proposition 1.4.2.2 in [ADHL15].
In Lemma 1.4.3.4 in [ADHL15] it is proved that for every D ∈ K, π|SD : SD →
R[D] is an isomorphism. Hence the Cox sheaf in either of the two constructions can
be informally thought of as the direct sum of sheaves associated with each divisor
class in Cl(X) with an appropriate OX -algebra structure.
From now on, we restrict ourselves to considering the Cox rings of varieties fitting
into the setting of the second construction. A normal varietyX with Γ(X,O∗X) = k
∗
and a finitely generated class group and Cox ring will be called a Mori Dream
Space (MDS). Note that this definition is not standard. For instance in [ADHL15]
it is assumed also that X is projective but we do not need this assumption here.
We will later use the following important theorem.
Theorem 1.5 ([ADHL15], 1.5.1.1). Let X be a normal variety with only constant
invertible global functions, finitely generated class group, and Cox sheaf R. Then,
for every open U ⊂ X, the ring Γ(U,R) is integral and normal.
1.2. The quotient construction. Every MDS can be constructed as the good
quotient of an open invariant subset of an affine variety by a quasitorus action.
In this section we will recall this construction following Construction 1.6.3.1 in
[ADHL15].
Construction 1.6. Let X be a normal variety over k with finitely generated class
group Cl(X) and no non-constant global invertible functions. Assume that the Cox
ring R is finitely generated. From Theorem 1.5 it follows thatR is a sheaf of reduced
OX -algebras and from Proposition 1.6.1.1 in [ADHL15] it follows that it is locally of
finite type. Hence the relative spectrum of the Cox sheaf Spec(R) is a variety (see
Exercise 5.17 in the second chapter of [Har77] for the definition and basic properties
of a relative spectrum). We will denote it by X̂ and call it the characteristic
space of X . It comes with an action of the quasitorus HX associated with Cl(X)
(i.e. HX = Spec(k[Cl(X)])) and a good quotient for this action πX : X̂ → X . Let
X be the spectrum of the Cox ring. Since R is integral and finitely generated as a
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k-algebra, X is a variety. We will call it the total coordinate space of X . Since
R is Cl(X)-graded, the total coordinate space comes with an action of HX . There
is an equivariant open embedding iX : X̂ → X with the complement of the image
of codimension at least two. The homogeneous ideal of R defining the complement
X \ X̂ will be denoted by Jirr(X) and will be called the irrelevant ideal of X .
1.3. The [D]-divisor and the [D]-localization. In the study of local behaviour
of sheaves on MDSes we will use the notions of a [D]-divisor and a [D]-localization
from Section 1.5.2 in [ADHL15]. In the notation from Construction 1.4, take any
divisorD ∈ K and a non-zero f ∈ Γ(X,R[D]). Then by Lemma 1.4.3.3 in [ADHL15]
there exists a unique f˜ ∈ Γ(X,SD) such that π(f˜) = f . We define the [D]-divisor
of f as div[D](f) = div(f˜) + D. Note that this divisor is always effective. The
[D]-divisor does not depend on the choice of a representative D ∈ K and the
choices made in Construction 1.4. It follows easily from the definition that for
0 6= f ∈ Γ(X,R[D1]) and 0 6= g ∈ Γ(X,R[D2]) we have:
(1) div[D1]+[D2](fg) = div[D1](f) + div[D2](g).
For 0 6= f ∈ Γ(X,R[D]) we define the [D]-localization ofX by f as the complement
of the support of the [D]-divisor of f , that is:
X[D],f = X \ Supp(div[D](f)).
We will later need the following lemma.
Lemma 1.7. Suppose X is a MDS with the Cox ring R. Then for all divisor
classes [D], [E] ∈ Cl(X) and for all non-zero f ∈ R[D] and g ∈ R[E] we have
X[D],f ∩X[E],g = X[D]+[E],fg.
Proof. Let f, g be as in the statement. We have:
X[D],f ∩X[E],g = (X \ Supp(div[D]f)) ∩ (X \ Supp(div[E]g))
= X \ (Supp(div[D]f) ∪ Supp(div[E]g)).
From equation (1) it follows that div[D]f + div[E]g = div[D]+[E]fg. Since both
div[D]f and div[E]g are effective it follows that:
Supp(div[D]+[E]fg) = Supp(div[D]f) ∪ Supp(div[E]g).
This implies that X[D],f ∩X[E],g = X \ Supp(div[D]+[E]fg) = X[D]+[E],fg. 
The importance of the [D]-localizations comes from the following proposition.
Proposition 1.8 ([ADHL15], 1.6.3.3). Let X be a Mori Dream Space with the Cox
ring R. Let 0 6= f ∈ R[D]. If X[D],f is affine then π
−1
X (X[D],f ) = X̂f = Xf .
For a non-zero homogeneous element f in R we will denote by R(f) the homo-
geneous localization of R in f , i.e.
R(f) = {
g
fn
| g is a homogeneous element of R of degree ndeg(f)}.
Observe that if X[D],f is affine then it is isomorphic to SpecR(f) as it is a good
quotient of the affine set X̂f = Xf ∼= SpecRf .
We will later use the following lemma.
Lemma 1.9. Suppose X is a MDS with Cox ring R. Then the affine sets of the
form R[D],f with [D] ∈ Cl(X) and 0 6= f ∈ R[D] form a basis for the topology of X.
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Proof. Suppose that U ( X is a non-empty open affine subset of X . We claim that
the complement X \U of U in X is of pure codimension one. Suppose that X \U has
an irreducible component Z of codimension at least two. Let V be an affine open
subset of X that intersects Z but has empty intersection with all other irreducible
components of X \ U . Since X is separated, U ∩ V is affine. Thus, it is enough to
prove the claim for affine X and non-empty affine U such that X \U is irreducible.
We will denote it by Z. The inclusion U = X \Z → X induces restriction morphism
α : Γ(X,OX)→ Γ(X \ Z,OX). Since X is integral, α is injective. By assumptions,
Z has no points of codimension one. Thus, by Theorem 4.0.14 in [CLS11], α is also
surjective. This gives a contradiction since both U = X \ Z and X are affine and
the inclusion U → X is not an isomorphism.
Since for every non-empty open affine subset U ( X the complement of U is of
pure codimension 1, the lemma follows from Proposition 1.5.2.2 in [ADHL15] 
1.4. Quasicoherent sheaves on Mori Dream Spaces. As in the case of toric
varieties, there is a correspondence between quasicoherent sheaves on MDSes and
modules over their Cox rings graded in the class group. Moreover, coherent sheaves
correspond to the finitely generated modules. We will need not only the statement
of the following proposition but also some facts that appear in the proof. Therefore
we will sketch it here.
Proposition 1.10 ([ADHL15], 4.2.1.11). Let X be a Mori Dream Space with the
Cox ring R. There is a functor:
{Cl(X)-graded R-modules} → QCohX given by M 7→ (πX∗iX
∗M)0,
where M is the quasicoherent O
X
-module associated with the R-module M . This
functor is exact and essentially surjective. Moreover, it induces an exact and essen-
tially surjective functor:
{finitely generated Cl(X)-graded R-modules} → CohX .
Proof. (Following the proof in [ADHL15])
1) Exactness Take an exact sequence of Cl(X)-graded R-modules:
0→ L→M → N → 0.
The functor M 7→ M is exact ([Har77], Proposition II.5.2). Since iX is an open
immersion and exactness of a sequence of sheaves can be checked on the level of
stalks, iX
∗ is exact. Take an element X[D],f of an affine open cover of X . Such
a cover exists by Lemma 1.9. Consider the exact sequence of quasicoherent O
X̂
-
modules:
0→ iX
∗L→ iX
∗M → iX
∗N → 0.
Restricting it to π−1X (X[D],f )
∼= SpecRf we obtain a corresponding exact sequence of
Rf -modules (we use the equivalence between the category of quasicoherent sheaves
on SpecRf and the category of Rf -modules):
0→ Lf →Mf → Nf → 0.
Applying the direct image functor by the morphism πX |SpecRf : SpecRf → SpecR(f),
we obtain the same exact sequence but now treated as R(f)-modules. Since the maps
of modules we began with were graded, after taking the degree zero parts we obtain
an exact sequence of R(f)-modules:
0→ L(f) →M(f) → N(f) → 0.
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This proves the exactness of the functor given in the statement of the propositon.
2)Restricted functor From Proposition 1.8 it follows that for an element of
the affine open cover of the form X[D],f ∼= SpecR(f), Γ(X[D],f , (πX∗iX
∗M)0) is
isomorphic to M(f). If M is a finitely generated R-module, this module is a finitely
generated R(f)-module. Hence the stated functor sends finitely generated modules
to coherent sheaves.
3)Essential surjectivity Let N be a quasicoherent sheaf on X . Since X̂ is the
relative spectrum of the Cox sheaf R, we have πX∗OX̂ = R. Let N
′ = R⊗OX N .
It is a sheaf of Cl(X)-graded R-modules with:
N ′0 = N .
We also have:
(2) πX∗πX
∗N = N ′.
This can be checked locally on the affine open cover of X . Take affine X[D],f and
let N|X[D],f be isomorphic to the sheaf associated with the R(f)-module M . Then
πX∗πX
∗(N|X[D],f ) is isomorphic to the sheaf associated with the R(f)-module ob-
tained by first taking the extension of scalars of M and then taking the restriction
of scalars. That is, it is isomorphic to the sheaf associated with the R(f)-module
M ⊗R(f) Rf . This sheaf is isomorphic to (N ⊗OX R)|X[D],f . This proves equation
(2). Let M = πX∗N and set M = Γ(X̂,M). The codimension of X \ X̂ in X is
at least two. By Theorem 1.5, X is normal. Hence restricting functions gives an
isomorphism Γ(X,O
X
) → Γ(X̂,O
X̂
). Therefore M is a Cl(X)-graded R-module
and:
iX
∗M = πX
∗N .
Hence by the above three equations, we have N = (πX∗iX
∗M)0. This proves the
essential surjectivity.
4) Essential surjectivity of the restricted functor In the notation from
part 3): if N is coherent, thenM is coherent. Cover X̂ by finitely many open affine
subsets X̂f1 = Xf1 , ..., X̂fk = Xfk where f1, ..., fk are homogeneous elements of R
(it can be done by Proposition 1.8 and Lemma 1.9). Let gi,1, ...gi,r(i) be homoge-
neous sections of M = iX∗M over X̂fi that generate Γ(X̂fi ,M) as an Rfi-module,
i = 1, .., k. By Lemma II.5.3 in [Har77] for every i there exist ni,1, ...ni,r(i) such
that (fi)
ni,sgi,s extends to global sections of M , s ∈ {1, ..., r(i)}. Let M ′ be the
Cl(X)-graded submodule of M generated by (fi)
ni,sgi,s where i ∈ {1, .., k} and
s ∈ {1, ..., r(i)}. Then M = iX
∗M ′. This proves the essential surjectivity of the
restricted functor. 
By M˜ we will denote the quasicoherent sheaf on X corresponding to the Cl(X)-
graded R-module M via the functor from Proposition 1.10. A graded R-module M
also defines a quasicoherent sheaf on the total coordinate space X. To make it clear
which sheaf we are considering, we will adopt a non-standard convention of calling
the latter M .
We collect for further reference some facts that follow immediately from the
proof of the above proposition.
Proposition 1.11. Let X be a Mori Dream Space with the Cox sheaf R and the
Cox ring R. Let F be a quasicoherent sheaf on X. Denote by M , the Cl(X)-graded
R module Γ(X̂, iX
∗F). Then the following statements hold true:
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(A) πX
∗M˜ ∼= iX
∗M ,
(B) πX∗πX
∗F ∼= F ⊗OX R.
2. Lifting morphisms of Mori Dream Spaces to their Cox rings
The main tool that will be used in the proof of Theorems 3.2 and 3.4 is the
following result from [HM16].
Theorem 2.1. Let X and Y be Mori Dream Spaces with the Cox rings R and S,
respectively. Assume that Y is smooth. Let F : X → Y be a morphism. Then there
exists a morphism F : X → Y such that:
(1) the induced map on coordinate rings F
∗
: S → R is a graded homomorphism
with respect to the pullback map Cl(Y ) = Pic(Y )→ Pic(X)→ Cl(X), and
(2) the following diagram is commutative:
X Y
X̂ Ŷ
X Y
F
iX
F̂
piX piY
iY
F
where F̂ is the restriction of F to X̂.
Proof. (Following [HM16] Lemma 3.2) Since we are now working with two MDSes,
we will change the notation from Construction 1.4 by introducing subscripts X , Y
to the symbols S, I, R and χ.
Let CY =
⊕l
i=1 ZDi be a subgroup of the Cartier divisor group CDiv(Y ) of Y
projecting onto Pic(Y ) = Cl(Y ). Let C0Y be the kernel of this restricted projection
map. That is we have the following exact sequence:
C0Y →֒ CY ։ Pic(Y ).
We can assume that im(F ) is not contained in any SuppDi for i ∈ {1, ...l}. Indeed,
suppose that im(F ) ⊂ SuppDi0 for some i0 ∈ {1, ..., l}. Pick any point y ∈ im(F ).
Since Di0 is a Cartier divisor, there exists an open neighborhood U of y such that
Di0 |U = div(s)|U for a rational function s. Define D˜i0 to be Di0 − div(s). Then
U ∩ Supp(D˜i0) = ∅. In particular im(F ) 6⊂ Supp(D˜i0). Therefore by changing Di’s
to linearly equivalent divisors we may assume that im(F ) 6⊂ Supp(Di) for all i.
Therefore we have a well defined map F ∗ : CY → WDiv(X) given by pulling
back Di’s via F . Let KX be a subgroup of WDiv(X) containing F
∗(CY ) and such
that it projects onto Cl(X). Since pullback of a principal divisor is principal we
have the following commutative diagram with exact rows:
C0Y CY Pic(Y )
K0X KX Cl(X).
F∗ F∗
Since im(F ) is irreducible and is not contained in any Supp(Di) for i ∈ {1, ..., l},
we have im(F ) 6⊂ SuppD for every divisor D ∈ CY . Take any D ∈ CY and a
rational function f ∈ Γ(Y,OY (D)). Then f is regular on a non-empty open subset
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of im(F ). Hence its pullback f ◦ F exists. Moreover, if f ◦ F is non-zero, then
div(f ◦ F ) + F ∗D ­ 0. Hence we have a homomorphism given by pulling back
rational functions:
Γ(Y,SY ) =
⊕
D∈CY
Γ(Y,OY (D))
α
−→
⊕
E∈KX
Γ(X,OX(E)) = Γ(X,SX).
Moreover, it is graded with respect to F ∗ : CY → KX . We claim that this ho-
momorphism induces a graded homomorphism of the Cox rings. Let χX be any
homomorphism K0X → k(X)
∗ such that div(χX(E)) = E for every E ∈ K0X . Let
χY be any homomorphism C
0
Y → k(Y )
∗ such that div(χY (D)) = D for every
D ∈ C0Y . We will modify χY so that α(χY (D)) = χX(F
∗D). Then it will follow
that:
α(Γ(Y, IY )) ⊂ Γ(X, IX).
Recall that Γ(Y, IY ) is a homogeneous ideal of Γ(Y,SY ) generated by 1−χY (D)
where D ∈ C0Y . Here 1 is of degree 0 and χY (D) is of degree −D. Fix a basis D1, ..,
Ds of C
0
Y . Then by Remark 1.4.3.2 in [ADHL15], Γ(Y, IY ) is generated by 1−χY (Di)
where 1 ¬ i ¬ s. Hence it is enough to show that α(1 − χY (Di)) ∈ Γ(X, IX)
for 1 ¬ i ¬ s. Observe that div(α(χY (Di))) = F
∗(div(χY (Di))) = F
∗(Di) =
div(χX(F
∗(Di))). Since Γ(X,O∗X) = k
∗ it follows that there exist ai ∈ k∗ such that
α(aiχY (Di)) = χX(F
∗(Di)). Since Di’s form a basis of C
0
Y we can modify χY by
requesting χ′Y (Di) = aiχY (Di) for 1 ¬ i ¬ s. Then α(1−χ
′
Y (Di)) = 1−χX(F
∗Di).
Hence we have a well defined homomorphism, graded with respect to F ∗ : CY →
KX :
Γ(Y,SY )/Γ(Y, IY )
α
−→ Γ(X,SX)/Γ(X, IX).
By Lemma 1.4.3.5 in [ADHL15] we have an isomorphism:
Γ(X,SX)/Γ(X, IX) ∼= Γ(X,SX/IX) = Γ(X,RX) = R.
We have a similar isomorphism for the Cox ring of Y . Recall that:
(RX)[E] = π(
⊕
F∈c−1([E])
SF ).
Here π is the projection SX → RX , and c is the quotient map c : KX → Cl(X).
Therefore α induces a graded map of the Cox rings (coming from the data CY , χ
′
Y
and KX , χX , respectively):
S =
⊕
D∈Cl(Y )
Γ(Y, (RY )[D])
F
∗
−−→
⊕
E∈Cl(X)
Γ(X, (RX)[E]) = R.
In the construction of the morphism of the Cox rings we have made a few choices.
By composing that morphism with isomorphisms of the Cox rings coming from
different choices, we may obtain analogous morphisms for all other choices.
We will now prove that F : X → Y induced by F
∗
: S → R restricts to a map
F̂ : X̂ → Ŷ . By Lemma 1.9 we may cover Y by open affine sets of the form Y[D],f
and we may cover the preimage of Y[D],f by open affine sets of the form X[E],g.
Restricting F to X[E],g → Y[D],f we obtain a diagram where vertical arrows are
good quotients and all spaces are affine:
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X̂g Ŷf
X[E],g Y[D],f
piX piY
F
We have the corresponding diagram of ring homomorphisms:
Rg Sf
R(g) S(f)
F∗
By the choice of X[E],g, we have F
−1(Supp(div[D]f)) ⊂ Supp(div[E]g). Observe
that:
Supp(div[F∗D]f ◦ F ) = Supp(F
∗(div[D]f))
⊂ F−1(Supp(div[D]f)) ⊂ Supp(div[E]g).
Let g˜ be the unique element of Γ(X, (SX)(F∗D)) such that π(g˜) = f ◦ F ∈ R[F∗D].
It exists by Lemma 1.4.3.3 in [ADHL15]. Then 1
g˜
∈ Γ(X[E],g,OX(−F
∗D)) since
(div( 1
g˜
) − F ∗D)|X[E],g = (−div[F∗D]f ◦ F )|X[E],g = 0. Hence F
∗
(f) is an invertible
element of Γ(X[E],g,RX) = Rg. Hence F
∗
induces the dotted arrow. The diagram
is commutative since both horizontal arrows are given by pulling back functions
via F . Since all X[E],g for different f ’s cover X , we have that X̂g’s cover X̂. This
finishes the proof that F restricts to X̂ → Ŷ and the diagram from the statement
of the theorem commutes. 
Remark 2.2. In the proofs of Theorems 3.2 and 3.4 we will not explicitly use
the assumption that Y is smooth. We require only the existence of a lifting as in
Theorem 2.1.
Remark 2.3. There are similar results on existence of a lift of a map of MDSes to
Cox rings. In [Cox95a] for a morphism from a complete toric variety into a smooth
toric variety without torus factors. In [BB13] there are considered rational maps of
toric varieties. In this case the lift to the total coordinate spaces is a multi-valued
function. It is generalized further in [BK16] by considering rational maps of MDSes.
See also [HM16].
In general, for a morphism of MDSes X → Y , there does not exist a lift to the
total coordinate spaces as in Theorem 2.1. The following simple example [BB13,
HM16] illustrates this.
Example 2.4. We will consider a map φ : X → Y of affine toric varieties. Y will
not be smooth but both X and Y will be Q-factorial Mori Dream Spaces. We will
show that there is no lift of φ to the Cox rings of X and Y giving a commutative
diagram as in Theorem 2.1. Let ϕ : Z2 → Z2 be given by a matrix:(
1 1
0 1
)
.
Let σ1 be the cone in R2 given by σ1 = cone(e1, e2) where e1 = (1, 0) and e2 = (0, 1).
Let X be the affine toric variety associated with σ1. That is X ∼= C2. Let σ2 be
COX RINGS AND ALGEBRAIC MAPS 11
the cone in R2 given by σ2 = cone(v1, v2) where v1 = (1, 0) and v2 = (1, 2). We
will denote by Y the affine toric variety associated with σ2. Let ϕR be the tensored
map ϕ⊗Z idR : R2 → R2. That data is illustrated by the diagram:
e2
e1 ϕR
v2
v1
Observe that ϕR(σ1) ⊂ σ2. Hence ϕ induces a map φ : X → Y .
We will recall the Cox ring construction for toric varieties from [Cox95b]. Let X
be a toric variety associated with a fan Σ in a vector space NR = N ⊗Z R obtained
from a lattice N . Assume further that the ray generators of Σ generate NR as a
vector space. Then the Cox ring of X is C[xρ1 , ..., xρn ] where ρ1, ... , ρn are the
rays of Σ. We set deg(ρi) = [Di], where Di is the divisor associated with ρi, i.e. the
closure of the orbit corresponding to ρi.
We want to calculate the affine coordinate ring of Y and describe the map φ∗ on
the level of rings. The affine coordinate ring of Y is given by C[σ∨2 ∩M ] where M
is a lattice dual to N . Let x1 = χ
e∗1 and x2 = χ
e∗2 . We have the following picture of
the dual cone σ∨2 :
The white dots represent generators of the affine semigroup σ∨2 ∩M . Hence as a
subring of C[x±1 , x
±
2 ], C[σ
∨
2 ∩M ] is given by C[x
2
1x
−1
2 , x1, x2]. We will describe the
map:
φ∗ : C[x21x
−1
2 , x1, x2]→ C[x1, x2].
It is given by the matrix of the map dual to ϕ. In particular it maps x2 to x2.
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Let η : C[x21x
−1
2 , x1, x2]→ C[y
2
1 , y1y2, y
2
2] be the isomorphism given by η(x
2
1x
−1
2 ) =
y21 , η(x1) = y1y2 and η(x2) = y
2
2 . Via this isomorphism we may identify Y with
Spec(C[y1, y2]C2) where C2 = 〈ǫ〉 is a cyclic group of order two acting on C2 via
ǫ(a, b) = (−a,−b). This is precisely the quotient construction of Y as in Construc-
tion 1.6. Suppose there exists a lift φ of φ to the Cox rings of X and Y . Then we
have the following diagram:
C[x1, x2] C[y1, y2]
C[x1, x2] C[y21 , y1y2, y
2
2 ]
φ
∗
id
φ∗◦η−1
As φ∗ ◦ η−1(y22) = x2 we have φ
∗
(y22) = x2. This gives a contradiction.
3. Main results
In this section, we are in the following setup. Let X , Y be Mori Dream Spaces.
The Cox sheaves of X and Y are R and S, respectively. The Cox rings of X and Y
are R and S, respectively. We have a morphism F : X → Y . We assume that there
exists a lift F of F as in Theorem 2.1. The homomorphism Cl(Y )→ Cl(X) that is
a part of the data of the graded homomorphism F
∗
: S → R will be denoted by ϕ.
Let Z be a MDS with the Cox ring T . The following simple example shows that
non-isomorphic Cl(Z)-graded T -modules can determine isomorphic sheaves on Z.
Example 3.1. Let Z = P1
C
. Then the Cox ring is T = C[x, y], and Ẑ = C2\{(0, 0)}.
Let M be the base field C with the structure of a Z-graded C[x, y]-module given
by xα = yα = 0 for every α ∈ C. Then M is a skyscraper sheaf on C2 supported
at the origin. Hence iZ
∗M = 0 and therefore M˜ ∼= 0˜.
The above example suggests that we should make a choice of a particular module
describing a given quasicoherent sheaf F on Z. We will denote by Γ∗(F) the Cl(Z)-
graded T -module Γ(Ẑ, πZ
∗F).
3.1. The inverse image. Let N be a Cl(Y )-graded S-module. Then N ⊗S R
has a structure of an R-module. We will define its Cl(X)-grading as follows: for
homogeneous n ∈ N and homogeneous r ∈ R define deg(n⊗r) = ϕ(deg(n))+deg(r).
It is straightforward to verify that this grading is well defined and gives N ⊗S R a
structure of a Cl(X)-graded R-module.
Theorem 3.2. In the setup from the beginning of the section, let G be a quasico-
herent sheaf on Y . Assume that Γ∗(G) ∼= N for a Cl(Y )-graded S-module N . Then
F ∗G ∼= N˜ ⊗S R.
Proof. We are interested only in sheaves up to isomorphism, so it is enough to prove
the theorem for G = N˜ . From the commutativity of the diagram in Theorem 2.1 we
have πX
∗F ∗N˜ = F̂ ∗πY
∗N˜ . Proposition 1.11(A) implies that F̂ ∗πY
∗N˜ ∼= F̂ ∗iY
∗N .
Using once more the diagram in Theorem 2.1 we obtain F̂ ∗iY
∗N = iX
∗F
∗
N . From
the description of the inverse image of a quasicoherent sheaf by a morphism of affine
schemes we obtain iX
∗F
∗
N ∼= iX
∗(N ⊗S R). Hence we have:
(F ∗N˜)⊗OX R
1.11(B)
∼= πX∗πX
∗F ∗N˜ ∼= πX∗iX
∗(N ⊗S R).
Taking the zeroth gradation we obtain an isomorphism F ∗N˜ ∼= N˜ ⊗S R. 
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3.2. The direct image. As we have seen in the beginning of Section 3.1, the
extension of scalars of a graded module by a graded homomorphism of graded rings
gives a graded module. For the restriction of scalars it is not the case. Moreover,
even if taking the restriction of scalars of a Cl(X)-graded R-module M gives a
Cl(Y )-graded S-module, it may be the case that it does not correspond to the
direct image of M˜ as the following example shows.
Example 3.3. Let X = P1
C
, Y = C1 with coordinates x, y and t, respectively. Let
F ([x : y]) = 0. Consider OP1
C
∼= C˜[x, y] and two sheaves on Y .
1) Let F = F ∗C[x, y] = C[x, y], where C[x, y] is treated as a C[t] module via
F
∗
(that is tf = 0 for every f ∈ C[x, y]).
2) Let G = F∗OP1
C
.
We have Γ(C1,F) = C[x, y] and Γ(C1,G) = Γ(P1
C
,OP1
C
) = C. Hence F ≇ G.
Let M be a Cl(X)-graded R-module. Let:
M∗S =
⊕
[E]∈Cl(Y )
Mϕ([E]),
where ϕ was defined at the beginning of Section 3. The graded ring homomorphism
F
∗
: S → R givesM∗S a structure of a Cl(Y )-graded S-module: ∀s∈S∀m∈M∗S s ·m =
F
∗
(s) ·m.
Theorem 3.4. In the setup from the beginning of the section, let F be a quasico-
herent sheaf on X with Γ∗(F) =M. Then F∗F ∼= M˜∗S.
Example 3.5. In the notation of Example 3.3. Let M = C with the structure of
a Z-graded C[x, y]-module given by xα = yα = 0 for all α ∈ C. Then M˜ = 0.
Thus F∗M˜ = 0. However, M
∗
S = M0 = C. Thus M˜
∗
S is not isomorphic to F∗M˜ .
Therefore, in general, in Theorem 3.4 we cannot use any Cl(X)-graded R-module
M such that M˜ ∼= F .
In the proof we will define isomorphisms of sections of these two sheaves on a
basis for the topology of Y . In order to be able to glue these isomorphisms to an
isomorphism of sheaves we will carefully show that all isomorphisms considered on
the way are natural. Before giving the proof of this theorem we will establish a few
lemmas.
Lemma 3.6. Let Z be a MDS with the Cox ring T . Let F be a quasicoherent sheaf
on Z with Γ∗(F) =M and let g, h be homogeneous elements of T . Then there are
commutative diagrams:
Tg OZ(Zg) OẐ(Ẑg) = OZ(Ẑg)
Thg OZ(Zhg) OẐ(Ẑhg) = OZ(Ẑhg)
Th OZ(Zh) OẐ(Ẑh) = OZ(Ẑh)
Mg Γ(Zg,M) Γ(Ẑg,M)
Mhg Γ(Zhg,M) Γ(Ẑhg,M)
Mh Γ(Zh,M) Γ(Ẑh,M)
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with all horizontal arrows isomorphisms. In particular, for every homogeneous h ∈
T there are isomorphisms αh : Th → OẐ(Ẑh) and βh :Mh → Γ(Ẑh,M).
Proof. Z is normal and the complement of Ẑ is of codimension at least two. It fol-
lows that restricting functions gives an isomorphism O
Z
(Z)
∼=
−→ O
Ẑ
(Ẑ). Hence we
have O
Z
∼= iZ∗OẐ . Therefore for every g ∈ T , restricting sections is an isomorphism
O
Z
(Zg) ∼= OẐ(Ẑg). This proves that the three right horizontal arrows of the left
diagram are isomorphisms. It is well known that there exist three left horizontal
arrows in this diagram, that are isomorphisms such that the left two squares com-
mute ([Har77] Proposition II.2.2). The right two squares commute since all maps
are restrictions of the sections of the structure sheaf O
Z
.
Since Γ∗(F) = M , M ∼= iZ∗πZ
∗F as sheaves of abelian groups. Therefore for
every non-zero homogeneous f ∈ T the restriction of sections gives an isomorphism
Γ(Zf ,M) → Γ(Ẑf ,M). Similar argument to the given above, shows that these
isomorphisms give a commutative diagram as in the statement of the lemma. 
Given a surjective map of sets G : Z1 → Z2, we say that a subset U ⊂ Z1 is
saturated with respect to G if G−1G(U) = U.
Lemma 3.7. Let Z be a Mori Dream Space with the Cox ring T . Let f, g be
two (possibly zero) homogeneous elements of T such that Ẑf and Ẑg are saturated
with respect to πZ . Then we have the following commutative diagram with obvious
vertical maps:
T(f) OZ(πZ(Ẑf ))
T(fg) OZ(πZ(Ẑfg))
T(g) OZ(πZ(Ẑg))
∼=
∼=
∼=
Proof. We have (πZ∗OẐ)0
∼= OZ . Hence we have isomorphisms:
Γ(πZ(Ẑf ),OZ) ∼= Γ(πZ(Ẑf ), πZ∗OẐ)0 = Γ(πZ
−1(πZ(Ẑf )),OẐ)0
= Γ(Ẑf ,OẐ)0
∼= T(f).
Since the first isomorphism comes from the isomorphism of sheaves and the last
comes from Lemma 3.6, they commute with restrictions and we have the commu-
tative diagram from the statement. We have used here a fact that intersection of
saturated sets is saturated. 
Proof of Theorem 3.4. For all [D] ∈ Cl(Y ) and for all non-zero f ∈ S[D] with Y[D],f
affine we will define an isomorphism of OY (Y[D],f )-modules:
Γ(Y[D],f , F∗F)
χ[D],f
−−−−→ Γ(Y[D],f , M˜
∗
S)
such that for every [E] ∈ Cl(Y ) and for every non-zero g ∈ S[E] we have the
following commutative diagram:
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Γ(Y[D],f , F∗F) Γ(Y[D],f , M˜
∗
S)
Γ(Y[D]+[E],fg, F∗F) Γ(Y[D]+[E],fg, M˜
∗
S)
Γ(Y[E],g, F∗F) Γ(Y[E],g, M˜
∗
S)
χ[D],f
χ[D]+[E],fg
χ[E],g
where the vertical arrows are restriction maps. By Lemmas 1.7 and 1.9, it will follow
that such maps χ[D],f define an isomorphism of OY -modules F∗F → M˜
∗
S . Note that
the identifications that we have already done in the lemmas are all natural in the
sense that they fit into similar diagrams.
Step 1. Pick any [D] ∈ Cl(Y ) and any non-zero f ∈ S[D] such that Y[D],f is
affine. By Proposition 1.8 we have π−1Y (Y[D],f ) = Ŷf = Y f . Therefore, since πY is
surjective, Ŷf is saturated with respect to πY . Hence by Lemma 3.7 we may assume
that for every [D] ∈ Cl(Y ) and for every non-zero f ∈ S[D] such that Y[D],f is affine
we have OY (Y[D],f ) = S(f). We will describe F∗F|Y[D],f . Since Y[D],f is affine it is
enough to compute Γ(Y[D],f , F∗F) and describe its S(f)-module structure.
Since Y[D],f is affine, π
−1
Y (Y[D],f ) = Ŷf = Y f . We have also F̂
−1(Ŷf ) = X̂f◦F .
From this equality we obtain from the diagram in Theorem 2.1 that:
π−1X (F
−1(Y[D],f )) = X̂f◦F .
Hence from surjectivity of πX it follows that F
−1(Y[D],f ) = πX(X̂f◦F ) and we have
the following commutative diagram:
X
f◦F Y f
X̂
f◦F Ŷf
πX(X̂f◦F ) Y[D],f
F
iX
F̂
piX piY
=
F
It follows that for every [D] ∈ Cl(Y ) and for every non-zero f ∈ S[D] such that
Y[D],f is affine, X̂f◦F is saturated with respect to πX and therefore by Lemma 3.7
we may assume that for such [D] and f we have OX(πX(X̂f◦F )) = R(f◦F ).
By Proposition 1.11(B) F ⊗OX R = πX∗πX
∗F so Γ(πX(X̂f◦F ),F) is the degree
zero part of Γ(X̂
f◦F , πX
∗F) which by naturality of βh
′s in Lemma 3.6 can be
assumed to be equal to M
f◦F . We have established that Γ(Y[D],f , F∗F) = M(f◦F )
therefore describing the group structure of Γ(Y[D],f , F∗F).
Step 2.We will now describe the S(f)-module structure of Γ(Y[D],f , F∗F). Firstly
we want to describe the module structure on Γ(F−1(Y[D],f ),F). From the dia-
gram in Theorem 2.1 and the description of quasicoherent sheaves on Mori Dream
Spaces from Proposition 1.10 we know that Γ(F−1(Y[D],f ),F) is the degree zero
part of Γ(F−1(Y[D],f ), πX∗iX
∗M) = Γ(X̂
f◦F , iX
∗M). Hence it is M(f◦F ) with the
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OX(πX(X̂f◦F )) = R(f◦F )-module structure coming from the mapOX(πX(X̂f◦F ))→
πX∗OX̂(πX(X̂f◦F )) = OX̂(X̂f◦F ). This map is the inclusionR(f◦F ) → Rf◦F . Hence
Γ(F−1(Y[D],f ),F) is M(f◦F ) not only as an abelian group but also as an R(f◦F )-
module. Therefore Γ(Y[D],f , F∗F) = M(f◦F ) with the S(f)-module structure com-
ing from the map OY (Y[D],f ) → F∗OX(Y[D],f ). Which is the map S(f) → R(f◦F ).
Therefore, up to natural isomorphisms, Γ(Y[D],f , F∗F) =M(f◦F ) as an S(f)-module.
Step 3.We will describe the sections of M˜∗S over affine sets of the form Y[D],f . We
will assume, using the naturality of αh
′s in Lemma 3.6, thatO
Ŷ
(Ŷf ) = Sf and using
Lemma 3.7 that OY (Y[D],f ) = S(f). Then from the description of quasicoherent
sheaves on Mori Dream Spaces we have Γ(Y[D],f , M˜
∗
S) = (M
∗
S)(f) as an S(f)-module.
We have deg(f) = [D] and deg(f ◦ F ) = ϕ([D]) hence:
M(f◦F ) = {
m
(f ◦ F )n
|n ∈ N, m ∈M and deg(m) = nϕ([D])}
and
(M∗S)(f) = {
m
fn
|n ∈ N, m ∈M∗S and deg(m) = n[D]}.
From the definition of M∗S it follows that we have (M
∗
S)k[D] = Mkϕ([D]) as abelian
groups. Therefore:
(M∗S)(f) = {
m
fn
|n ∈ N, m ∈M and deg(m) = nϕ([D])}
and we have an isomorphism of S(f)-modules χ[D],f : M(f◦F ) → (M
∗
S)(f) given by
m
(f◦F )k
7→ m
fk
form ∈Mkϕ([D]). This isomorphism is natural so isomorphisms of this
type for all affine sets of the form Y[D],f will glue by Lemma 1.7 to an isomorphism
of OY -modules F∗F → M˜∗S. Observe that χ[D],f is well defined. If
m
(f◦F )k
= n
(f◦F )l
,
then there exists s ∈ N, such that (f ◦ F )s((f ◦ F )lm − (f ◦ F )kn) = 0. Then by
definition of the module structure on (M∗S)(f) we have f
s(f lm− fkn) = 0.

4. Examples
In this section we will present three examples. We will work with varieties over
C since this is the assumption made in the book [CLS11], from which we will
cite some results. The first will be a sort of a sanity check. We will consider a
morphism of affine MDSes. Then the direct image sheaf and the inverse image
sheaf are well understood since both varieties are affine. We will check that the more
complicated constructions given in the previous section yield the correct results. As
expected, it will follow from pure commutative algebra. The interesting part will
be the calculation of the Cox ring of P1
C
× P1
C
\ ∆. The second example will be
an example of a toric map of toric surfaces. In the toric situation, the Cox rings
are well known. We will focus on showing that for a given module M such that it
determines the sheaf F that we will be interested in, we have Γ∗(F) ∼= M . The
third example is slightly more complicated. We will compute the direct image of
the tangent sheaf of the Hirzebruch surface by the toric morphism to the projective
line.
COX RINGS AND ALGEBRAIC MAPS 17
4.1. An affine example. We will recall the definitions of a strongly stable action
and of the H-factorial variety from [ADHL15].
Definition 4.1. Let H be an affine algebraic group and Y an irreducible H-
prevariety. We say that the H-action on Y is strongly stable if there is an open
invariant subset W ⊂ Y with the following properties:
(i) The complement Y \W is of codimension at least two in Y.
(ii) The group H acts freely on W .
(iii) For every y ∈ W the orbit Hy is closed in Y.
Definition 4.2. Let an algebraic group H act on an irreducible, normal prevariety
Y. We say that Y is H-factorial if every H-invariant Weil divisor on Y is a divisor
of a rational function f ∈ k(Y) that is regular and H-homogeneous on an open
invariant subset of Y. Such a function f will be called a H-homogeneous rational
function.
We will use the following theorem from [ADHL15].
Theorem 4.3 ([ADHL15], 1.6.4.3). Let a quasitorus H act on a normal quasiaffine
variety Y with a good quotient q : Y → Y . Assume that Y has only constant
invertible global homogeneous functions, is H-factorial and the H-action is strongly
stable. Then Y is a normal prevariety of affine intersection, Γ(Y,O∗Y ) = k
∗ holds,
Cl(Y ) is finitely generated, the Cox sheaf of Y is locally of finite type, and Y is
equivariantly isomorphic to Ŷ .
Example 4.4. Let X = C1 be the affine line. Let Y be P1
C
× P1
C
\ ∆, where
∆ = {(x, x) ∈ P1
C
× P1
C
|x ∈ P1
C
}. We will first prove that Y is an affine smooth
MDS.
Consider the Segre embedding P1
C
× P1
C
⊂ P3
C
given by ([x0, x1], [y0, y1]) 7→
[x0y0, x0y1, x1y0, x1y1]. We will denote the coordinates in P3C by z0, ..., z3. Then
P1
C
× P1
C
is given by z0z3 = z1z2. The complement of the diagonal ∆ ⊂ P1C × P
1
C
is
given by:
(3)
z0z3 = z1z2
z1 6= z2.
Consider the change of coordinates given by the matrix:
1 0 0 0
0 1 1 0
0 0 −1 0
0 0 0 1
 .
We will denote by z˜i the image of zi under this transformation. In the new coordi-
nates equations (3) become:
z˜0z˜3 = z˜1(z˜1 − z˜2)
z˜2 6= 0.
Therefore P1
C
× P1
C
\ ∆ is affine. In the affine coordinates y1 =
z˜0
z˜2
, y2 =
z˜1
z˜2
and
y3 =
z˜3
z˜2
it is given by a single equation:
y1y3 = y2(y2 − 1).
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Let Y = SpecS where S := C[x, y, t, s]/(xs − yt + 1). We will consider S as a
Z-graded ring by putting deg(x) = deg(y) = 1 and deg(s) = deg(t) = −1. This
grading gives rise to an action of a quasitorus H := C∗ = SpecC[Z] on Y. Observe
that S0 = C[xs, xt, ys, yt]/(xs − yt + 1). Let φ : C[y1, y2, y3] → C[xs, xt, ys, yt] be
given by:
y1 7→ xt
y2 7→ yt
y3 7→ ys.
It induces an isomorphism φ of:
C[y1, y2, y3]/(y1y3 − y2(y2 − 1)) with C[xs, xt, ys, yt]/(xs− yt+ 1).
Hence Y = P1
C
× P1
C
\∆ is a good quotient for the action of C∗ on Y.
We claim that S is the Cox ring of Y . Since Y is affine, we have the equality of the
characteristic space Ŷ and the total coordinate space Y . Hence if the assumptions
of Theorem 4.3 are satisfied, we have a graded isomorphism of the Cox ring of Y
with the ring S. By the Jacobian criterion Y is smooth. In particular, it is normal.
Let s be the class of s in S. Let U ⊂ Y be the subset where s does not vanish.
Then U ∼= C∗ × C× C. Hence Γ(Y,O∗Y) = C
∗ since global invertible functions are
constant on an open dense subset U . Moreover, we have an exact sequence:
Zdiv(s)→ Cl(Y)→ Cl(U)→ 0.
We have Cl(U) = 0 hence Cl(Y) is generated by the image of div(s) which is
0 by definition. Thus Cl(Y) = 0. Hence S is a UFD ([Har77] Proposition II.6.2).
Therefore, Proposition 1.5.3.3 in [ADHL15] implies that Y is H-factorial.
We are left with the proof that the action of H on Y is strongly stable. As W in
Definition 4.1 we will take Y. Observe that for every point z of Y there are functions
of both positive and negative degree not vanishing at z. Indeed, if x(z) = y(z) = 0
then we get a contradiction with xs − yt + 1 = 0. Similarly, at least one of s and
t must be non-zero at z. Hence by Proposition 1.2.2.8 in [ADHL15] the H-action
on Y is free. In particular there are no 0-dimensional orbits. Let z be any point of
Y. The closure of its orbit Hz is a union of Hz and lower dimensional orbits. As
there are no lower dimensional orbits, Hz is closed. It finishes the proof that the
Cox ring of Y is S.
Let F : X = C1 → P1
C
×P1
C
\∆ = Y be the morphism given by z 7→ (0, 1, z), where
Y is treated as V (y1y3−y2(y2−1)) ⊂ C3. Let ψ : C[y1, y2, y3]/(y1y3−y2(y2−1))→
C[x, y, s, t]/(xs− yt+ 1) be given by the composition:
C[y1, y2, y3]/(y1y3 − y2(y2 − 1))
φ
−→ C[xs, xt, ys, yt]/(xs− yt+ 1) = S0 →֒ S.
Since Y is a smooth MDS and X is a MDS we have a lift of:
F ∗ : C[y1, y2, y3]/(y1y3 − y2(y2 − 1))→ C[z]
to a map F
∗
: C[x, y, s, t]/(xs − yt + 1) → C[z] such that F
∗
◦ ψ = F ∗. In other
words, we can extend the homomorphism F ∗ from the degree zero part to the whole
Cox ring. For instance, we can set:
F
∗
(x) = 0
F
∗
(y) = F
∗
(t) = 1
F
∗
(s) = z.
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Let G be a quasicoherent sheaf on Y associated with a S0-module N . Then F ∗G is
a quasicoherent sheaf on X associated with a C[z]-module N⊗S0C[z]. On the other
hand, Γ∗(G) = Γ(Y , πY ∗G) = N ⊗S0 S. Hence by Theorem 3.2, F
∗G is isomorphic
to the sheaf associated with a C[z]-module (N ⊗S0 S) ⊗S C[z] = N ⊗S0 C[z] as
expected.
Let F be a quasicoherent sheaf on X associated with a C[z]-module M . Since
Cl(X) = 0, we have M∗S =
⊕
k∈ZM where each direct summand has a structure of
a S-module given by F : S → C[z]. Hence by Theorem 3.4, F∗F is isomorphic to
the sheaf associated with a S0-module (M
∗
S)0 =M . The structure of an S0 module
is given by F
∗
ψ : S0 → C[z]. Since F
∗
ψ = F ∗, it agrees with the usual construction
of a direct image sheaf of a quasicoherent sheaf by a map of affine varieties.
The specific F played no role. The check was a pure commutative algebra inde-
pendent of particular choices of F , G and F .
4.2. A toric example. We will first prove the following lemma.
Lemma 4.5. Let X be a smooth MDS with the Cox ring R. Given a Cartier divisor
D ∈ Pic(X) we have Γ∗(OX(D)) ∼= R([D]).
Proof. In the notation from Construction 1.6 we have:
Γ∗(OX(D)) = Γ(X̂, πX
∗(OX(D))).
Since πX is surjective and D is Cartier we have πX
∗(OX(D)) = OX̂(π
∗D) where
π∗D is the pullback of the divisorD. WriteD asD = E1−E2 where both E1 and E2
are effective. From Proposition 1.5.2.2 in [ADHL15] there exist [D1], [D2] ∈ Cl(X)
and f1 ∈ R[D1], f2 ∈ R[D2] such that Ei = div[Di](fi). From Lemma 1.5.3.6 in
[ADHL15] it follows that πX
∗D = div(f1
f2
). Hence Γ∗(OX(D)) ∼= R([D1] − [D2]).
By the definition of the [D]-divisor, [D1]− [D2] = [D]. 
Example 4.6. Let M , N be dual lattices of rank two. Let X be the Hirzebruch
surface F1 given by the unique complete fan Σ1 ⊂ N ⊗Z R ∼= R2 determined
by the vectors v1 = (1, 0), v2 = (0, 1), v3 = (−1,−1) and v4 = (0,−1). Let Y
be the projective plane over C considered as a toric variety given by the unique
complete fan Σ2 ⊂ R2 determined by the vectors w1 = (1, 0), w2 = (0, 1) and
w3 = (−1,−1). We will consider the toric morphism induced by the identity map
ϕ : Z2 → Z2. This is the blow-up of the distinguished point of P2
C
associated with the
cone σ = cone(w1, w3) (Proposition 3.3.15 in [CLS11]). Observe that the tensored
map ϕR = idR2 is compatible with the fans Σ1 and Σ2 in the sense that for every
cone σ ∈ Σ1 there exists a cone τ ∈ Σ2 such that ϕR(σ) ⊂ τ . Hence ϕ induces
a (toric) map F : X → Y . The data of the fans is represented by the following
picture:
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v1
v2
v3 v4
id
R2 w1
w2
w3
We will denote the Cox ring of X by R and the Cox ring of Y by S. We will
calculate the class group Cl(X) of X . It is generated by D1, ... D4 where Di is the
closure of the orbit associated with the ray vi, i = 1, ..., 4. The relations are:
D1 −D3 = 0
D2 −D3 −D4 = 0.
Hence it is the free abelian group generated by D3 and D4. The Cox ring R is thus
C[x1, ..., x4] where xi is associated with vi, i = 1, ..., 4. That is:
deg(x1) = (1, 0)
deg(x2) = (1, 1)
deg(x3) = (1, 0)
deg(x4) = (0, 1).
Similarly, the Cox ring S of Y is C[y1, y2, y3], where deg(yi) = 1, i = 1, ..., 3. From
Section 5.1 of [CLS11] it follows that the irrelevant ideal of the toric variety coming
from a fan Σ is 〈
∏
ρ6∈σ(1) xρ|σ ∈ Σmax〉. Here Σmax is the set of cones of Σ maximal
with respect to inclusion and σ(1) is the set of rays of the cone σ. Hence for X we
have that the irrelevant ideal is generated by x1x2, x2x3, x3x4 and x1x4. The action
of the quasitorus (C∗)2 associated with the class group Cl(X) ∼= Z2 is determined
by the grading of the Cox ring. That is (λ, µ)(a, b, c, d) = (λa, λµb, λc, µd). Of
course for Y we obtain the well known quotient construction (C3 \ (0, 0, 0))/C∗.
We will check that the map C4 F−→ C3 given by (a, b, c, d) 7→ (ad, b, cd) satisfies the
property of the lift from Theorem 2.1. Indeed, F
∗
(y1) = x1x4, F
∗
(y2) = x2 and
F
∗
(y3) = x3x4. Since deg(x1x4) = deg(x2) = deg(x3x4) = (1, 1), F
∗
is a graded
homomorphism. Suppose that (ad, b, cd) = (0, 0, 0). Then b = 0. If, moreover, d = 0
then (a, b, c, d) /∈ X̂ . If d is non-zero, then a = b = c = 0 and (a, b, c, d) /∈ X̂. Hence
F restricts to a map F̂ : X̂ → Ŷ .
We will check that F describes F , that is we have a commutative diagram as
in Theorem 2.1. Let σ1 = cone(v1, v2), σ2 = cone(v2, v3), σ3 = cone(v3, v4) and
σ4 = cone(v1, v4) be the cones of maximal dimension in Σ1. Let τ1 = cone(w1, w2),
τ2 = cone(w2, w3) and τ3 = cone(w1, w3) be the cones of maximal dimension in Σ2.
By Uσ we will denote the affine toric variety corresponding to the cone σ. In section
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5.1 in [CLS11] it is proved that the isomorphism of C[σ∨1 ∩M ] - the coordinate ring
of Uσ1 with (Rxσˆ1 )0 is given by:
(4) χm 7→
∏
j
x
〈m,vj〉
j .
We will denote by s = χe
∗
1 and t = χe
∗
2 .
Consider first the map F : Uσ1 → Uτ1 . In order to determine the map on the
level of rings we take the dual cones and dual of the matrix that determines the
morphism F . Observe that s and t generates the semigroup σ∨1 ∩M = σ
∨
2 ∩M .
Hence we obtain that F ∗ is the identity map C[s, t]→ C[s, t]. The isomorphisms of
the form (4) are given by:
(5)
s 7→
x1
x3
t 7→
x2
x3x4
for Uσ1 and by:
(6)
s 7→
y1
y3
t 7→
y2
y3
for Uτ1. Hence the map obtained by composing F
∗ with isomorphisms (5) and (6):
C[y1, y2, y3](y3) → C[s, t]→ C[s, t]→ C[x1, x2, x3, x4](x3x4)
is given by:
y1
y3
7→ s 7→ s 7→
x1
x3
y2
y3
7→ t 7→ t 7→
x2
x3x4
.
This map clearly agrees with the map C[y1, y2, y3]y3 → C[x1, x2, x3, x4]x3x4 induced
by F : C[y1, y2, y3]→ C[x1, x2, x3, x4].
We will now consider F : Uσ2 → Uτ2. We have the equality:
C[σ∨2 ∩M ] = C[τ
∨
2 ∩M ] = C[
t
s
,
1
s
].
The map F ∗ : C[τ∨2 ∩M ] → C[σ
∨
2 ∩M ] is the identity. The isomorphisms of the
form (4) are given by:
(7)
t
s
7→
x2
x1x4
1
s
7→
x3
x1
for Uσ2 and by:
(8)
t
s
7→
y2
y1
1
s
7→
y3
y1
for Uτ2. Hence the map obtained by composing F
∗ with isomorphisms (7) and (8):
C[y1, y2, y3](y1) → C[
t
s
,
1
s
]→ C[
t
s
,
1
s
]→ C[x1, x2, x3, x4](x1x4)
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is given by:
y2
y1
7→
t
s
7→
t
s
7→
x2
x1x4
y3
y1
7→
1
s
7→
1
s
7→
x3
x1
.
That homomorphism agrees with F .
Now we will consider F : Uσ3 → Uτ3 . We have C[σ
∨
3 ∩M ] = C[
s
t
, 1
s
] and C[τ∨3 ∩
M ] = C[ s
t
, 1
t
]. The map F ∗ : C[ s
t
, 1
t
] → C[ s
t
, 1
s
] is the inclusion. The isomorphisms
of the type (4) are determined by:
s
t
7→
x1x4
x2
1
s
7→
x3
x1
for Uσ3 and by:
s
t
7→
y1
y2
1
t
7→
y3
y2
for Uτ3 . Hence the map C[y1, y2, y3](y2) → C[x1, x2, x3, x4](x1x2) is given by:
y1
y2
7→
s
t
7→
x1x4
x2
y3
y2
7→
1
t
7→
x3x4
x2
.
This map also agrees with F
∗
.
We are left with the map F : Uσ4 → Uτ3 . We have C[σ
∨
4 ∩M ] = C[s,
1
t
]. The
isomorphism of the form (4) for Uσ4 is given by:
s 7→
x1
x3
1
t
7→
x3x4
x2
.
Therefore the map C[y1, y2, y3](y2) → C[x1, x2, x3, x4](x2x3) is given by:
y1
y2
7→
s
t
7→
x1x4
x2
y3
y2
7→
1
t
7→
x3x4
x2
.
Since this map agrees with F
∗
we have proved that the guessed map F is the lift
of F .
We will consider the pullback of the canonical sheaf on Y and the pushforward
of the ideal sheaf of D2, i.e. OX(−D2). From Proposition 8.2.7 in [CLS11] it follows
that the canonical sheaf ωY on Y is the sheaf associated with the module N :=
S(−deg(y1y2y3)) = S(−3) and the canonical sheaf on X is the sheaf associated
with the module:
R(−deg(x1x2x3x4)) = R((−3,−2)).
By Lemma 4.5 assumptions for Theorem 3.2 are satisfied. Therefore F ∗ωY is iso-
morphic to the sheaf associated with the Cl(X)-graded R-module N ⊗S R. The
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map ϕ : Cl(Y ) ∼= Z → Z2 ∼= Cl(X) determined by the graded homomorphism F
∗
is given by a 7→ (a, a). Hence N ⊗S R ∼= S(−3) ⊗S R ∼= R((−3,−3)). Therefore,
using again Lemma 4.5, F ∗ωY ∼= OX(−D1−D2−D3−2D4) ∼= ωX ⊗OX OX(−D4).
Let ID2 = OX(−D2). From Lemma 4.5 it follows thatM := Γ∗(ID2 ) = R((−1,−1)).
Hence F∗ID2 is isomorphic to the sheaf associated with the Z-graded S-module:
M∗S =
⊕
k∈Z
R(k−1,k−1) = C[x1x4, x2, x3x4](−1) ∼= C[y1, y2, y3](−1) = S(−1).
Hence by Theorem 3.4, we have F∗ID2 ∼= OY (−1).
We will obtain this result differently. Let E = OY (1). From Lemma 4.5 the
following equality of S-modules holds Γ∗(E) = S(1). Hence Theorem 3.2 implies
that F ∗E is isomorphic to the sheaf associated with S(1) ⊗S R ∼= R((1, 1)). Thus
ID2 ⊗OX F
∗E ∼= OX . From the Projection Formula from Exercise 5.1 in the second
chapter of [Har77] we obtain F∗OX ∼= F∗ID2 ⊗OY E . Hence F∗ID2 ∼= F∗OX ⊗OY
OY (−1). From the proof of Corollary III.11.4 in [Har77] it follows that F∗OX ∼= OY .
Therefore we have F∗ID2 ∼= OY (−1) which agrees with the result obtained using
Theorem 3.4.
4.3. Tangent sheaf of the Hirzebruch surface. We will consider the pushfor-
ward of the tangent sheaf of the Hirzebruch surface under the toric morphism to
P1
C
induced by the projection R2 → R onto the x-axis.
Example 4.7. LetM,N be dual lattices of rank two. Fix a natural number a ∈ N.
Let X be the Hirzebruch surface Fa given by the unique complete fan Σ1 in NR :=
N ⊗Z R ∼= R2 with ray generators uρ1 = (1, 0), uρ2 = (0, 1), uρ3 = (−1,−a) and
uρ4 = (0,−1). Let Y be the projective line given by the unique complete fan Σ2 in
R. Denote the ray generators of Σ2 by w1 = 1 and w2 = −1. Let φ : N ∼= Z2 → Z
be given by (x1, x2) 7→ x1. The tensored map φR : NR → R is compatible with the
fans Σ1 and Σ2. Hence it induces a toric morphism F : X → Y . We will denote the
Cox rings of X and Y by R and S, respectively.
Similar computations to those from the previous example give Cl(X) = Z2
and R = C[x1, x2, x3, x4] with deg(x1) = deg(x3) = (1, 0), deg(x2) = (a, 1) and
deg(x4) = (0, 1). The Cox ring of Y is S = C[y1, y2] with deg(y1) = deg(y2) = 1.
As before the irrelevant ideal of X is generated by x1x2, x2x3, x3x4 and x1x4. The
torus action on X is given by (λ, µ)(x1, x2, x3, x4) = (λx1, λ
aµx2, λx3, µx4).
Let F : C4 → C2 be given by (s, t, u, w) 7→ (s, u). On the level of coordinate
rings it is given by F
∗
: C[y1, y2] → C[x1, x2, x3, x4], where y1 7→ x1 and y2 7→ x3.
Thus it is a graded homomorphism of graded rings. We will show that it restricts
to a map F̂ : X̂ → Ŷ . Suppose that F (s, t, u, w) = (0, 0). Then s = u = 0. Hence
(s, t, u, w) ∈ X \ X̂.
As in the previous example, it can be checked on the affine cover, that F agrees
with the map F .
Let TX be the tangent sheaf of X . Let Dρi be the divisor associated with the
cone cone(ρi) for i = 1, ..., 4. Consider the map α : R ⊕ R →
⊕4
i=1 R([Dρi ]) given
by (s, t) 7→ (x1s, x2(as + t), x3s, x4t). It is clearly an injective homomorphism of
Cl(X)-graded R-modules. Let P denote the cokernel of this map. We have an exact
sequence:
(9) 0→ R⊕R
α
−→
4⊕
i=1
R([Dρi ])
β
−→ P → 0.
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We will later show in Lemma 4.13 that P˜ ∗S
∼= ((Γ∗(TX))∗S)˜ , where ˜ is the
functor from Proposition 1.10, Γ∗( ) and ( )
∗
S were defined in Section 3. That is P
can be used to compute the pushforward of TX via Theorem 3.4. Assuming this
fact, we will describe the direct image sheaf.
The map φ : Z ∼= Cl(Y )→ Cl(X) ∼= Z2 associated with F
∗
: S → R is given by
n 7→ (n, 0). Thus, by Theorem 3.4 and Lemma 4.13, F∗TX is the sheaf associated
with the S-graded module
⊕
n∈Z Pn,0. It follows from exact sequence (9) that:
(10)
dimC Pn,0 = dimC
4⊕
i=1
R([Dρi ])n,0 − dimC(R ⊕R)n,0 =
= 2dimCRn+1,0 + dimCRn+a,1 + dimCRn,1 − 2 dimCRn,0.
We have:
(11) dimCRk,0 =
{
0 for k < 0
k + 1 for k ­ 0.
We need to calculate dimCRk,1. If k < a then this vector space is spanned by
the monomials of the form xb1x
c
3x4 with b + c = k. If k ­ a then we additionally
have monomials of the form xb1x2x
c
3 with b+ c = k − a. Thus:
(12) dimCRk,1 =

0 for k < 0
k + 1 for 0 ¬ k < a
(k + 1) + (k − a+ 1) = 2k + 2− a for k ­ a.
Lemma 4.8. For each n ∈ Z we have:
dimC Pn,0 = dimC(S(−a)⊕ S(1)⊕ S(1)⊕ S(a))n.
Proof. The dimensions of graded parts of S(k) are as follows:
(13) dimC S(k)n =
{
0 for k + n < 0
k + n+ 1 for k + n ­ 0.
We will consider three cases.
Case 1: a = 0. Using equations (10) - (12) we obtain:
(14) dimC Pn,0 =

0 for n < −1
2 for n = −1
4n+ 6 for n ­ 0.
The claimed equality of dimensions follows from equation (13).
Case 2: a = 1. Equations (10) - (12) imply that:
(15) dimC Pn,0 =

0 for n < −1
3 for n = −1
6 for n = 0
4n+ 6 for n ­ 1.
Equation (13) proves the claim.
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Case 3: a ­ 2. We have:
(16) dimC Pn,0 =

0 for n < −a
n+ a+ 1 for − a ¬ n ¬ −2
3n+ a+ 5 for − 1 ¬ n ¬ a− 1
4n+ 6 for n ­ a.
The equality of dimensions of graded pieces follows from equation (13). 
Lemma 4.9. The S-module P ∗S =
⊕
n∈Z Pn,0 is isomorphic to S(−a) ⊕ S(1) ⊕
S(1)⊕ S(a).
Proof. Let F
∗
: S → R denote the homomorphism induced by F : X → Y . It is
given by y1 7→ x1 and y2 7→ x3. We will consider two cases.
Case 1: a = 0. Let χ : S ⊕ S(1)⊕ S(1)⊕ S →
⊕
n∈Z Pn,0 be given by:
(f1, ..., f4) 7→ β(x1F
∗
(f1), x4F
∗
(f4), F
∗
(f2) + F
∗
(f3), x2F
∗
(f1)),
where (x1F
∗
(f1), x4F
∗
(f4), F
∗
(f2) + F
∗
(f3), x2F
∗
(f1) ∈
⊕4
i=1 R([Dρi ]). It is a
graded homomorphism of graded rings. Moreover, χ is injective. Indeed, suppose
that β(x1F
∗
(f1), x4F
∗
(f4), F
∗
(f2) + F
∗
(f3), x2F
∗
(f1)) = 0 ∈ P . Then there exist
g, h ∈ R such that:
α(g, h) = (x1g, x2h, x3g, x4h) = (x1F
∗
(f1), x4F
∗
(f4), F
∗
(f2) + F
∗
(f3), x2F
∗
(f1)).
From the definition of F
∗
it follows that it is injective and its image is contained
in the ring C[x1, x3]. Thus f1 = f4 = 0. Hence also g = h = 0. The injectivity of χ
and Lemma 4.8 imply that χ is an isomorphism.
Case 2: a > 0. Let χ : S(−a)⊕ S(1)⊕ S(1)⊕ S(a)→
⊕
n∈Z Pn,0 given by:
(f1, ..., f4) 7→ β(F
∗
(f2), x4F
∗
(f4), F
∗
(f3), x2F
∗
(f1)).
It is an injective homomorphism of graded modules. Indeed if:
(F
∗
(f2), x4F
∗
(f4), F
∗
(f3), x2F
∗
(f1)) = (x1g, x2(ag + h), x3g, x4h)
for some g, h ∈ R, then f1 = f4 = 0. Hence h = 0 and since a 6= 0 also g = 0. Thus
χ is an isomorphism by Lemma 4.8. 
Theorem 3.4 and Lemmas 4.5 and 4.9 imply that F∗TX ∼= O(−a)⊕O(1)⊕O(1)⊕
O(a).
We are left with the proof that P can be used instead of Γ∗(TX) to calculate
F∗TX . In the following part we are still using the notation from the example. Also
for an R-module M , let M∨ be the R-module HomR(M,R). For a Cl(X)-graded
R-module we have a submodule Hom•R(M,R) =
⊕
[D]∈Cl(X)Hom
[D](M,R) ⊆M∨,
where Hom[D](M,R) are graded homomorphisms of degree [D], i.e. δ(M[E]) ⊆
R[D]+[E] for a morphism δ ∈ Hom
[D](M,R). If M is a finitely generated Cl(X)-
graded R-module, then Hom•R(M,R) = M
∨. Therefore M∨ is a Cl(X)-graded
R-module. We will need the following lemma.
Lemma 4.10. Let θ :
⊕4
i=1 R(−[Dρi ])→ R⊕R be given by (f1, ..., f4) 7→ (x1f1 +
ax2f2 + x3f3, x2f2 + x4f4). Let Q be the kernel of θ. Denote by Ω
1
X the cotangent
sheaf of X. Then we have Γ∗(Ω
1
X) = Q and Γ∗(TX) = Q
∨ as Cl(X)-graded R-
modules.
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Proof. Observe that Q is the kernel of a graded homomorphism of degree zero of
Cl(X)-graded R-modules. Hence it is a Cl(X)-graded R-module. By Proposition
1.10 the exact sequence of Cl(X)-graded R-modules:
0→ Q
γ
−→
4⊕
i=1
R(−[Dρi ])
θ
−→ R⊕R
gives an exact sequence of quasicoherent sheaves on X :
0→ Q˜→
4⊕
i=1
OX(−Dρi)→ OX ⊕OX .
Denote the map
⊕4
i=1OX(−Dρi)→ OX⊕OX by χ. SinceX is smooth, by Theorem
8.1.6 in [CLS11] there is an exact sequence:
0→ Ω1X →
4⊕
i=1
OX(−Dρi)
ζ
−→ OX ⊕OX → 0.
We will prove that ζ = χ by considering the restrictions to Uσi for i = 1, .., 4.
We will show the equality for Uσ1 . From the proof of Theorem 8.1.6 in [CLS11]
it follows that on Uσ1 , ζ is given by the homomorphism of C[σ
∨
1 ∩ M ]-modules⊕4
i=1 Γ(U1,OX(−Dρi)) → C[σ
∨
1 ∩ M ] ⊕ C[σ
∨
1 ∩ M ], (φ1, ..., φ4) 7→ (φ1 + aφ2 +
φ3, φ2 + φ4).
On the other hand, by construction of the functor ·˜ from Proposition 1.10, χ
is given on Uσ1 by a homomorphism of R(x3x4)-modules
⊕4
i=1 R(−[Dρi ])(x3x4) →
R(x3x4) ⊕ R(x3x4), (ψ1, ψ2, ψ3, ψ4) 7→ (x1ψ1 + ax2ψ2 + x3ψ3, x2ψ2 + x4ψ4). Let
D = aρ1Dρ1 + aρ2Dρ2 + aρ3Dρ3 + aρ4Dρ4 . In § 5.3 in [CLS11] there is described an
isomorphism Γ(Uσ1 ,OX(D)) ∼= (Rx3x4)[D] given by χ
m 7→
∏4
i=1 x
〈m,uρi 〉+aρi
i . Using
these identifications, it can be checked that χ = ζ on Uσ1 . Since the described
isomorphisms are compatible with inclusions of cones in the fan of X , we have
ζ = χ.
Hence Ω1X = Q˜ since both are the kernel of the same map. In the exact sequence:
0→ Ω1X →
4⊕
i=1
OX(−Dρi)
ζ
−→ OX ⊕OX → 0
all sheaves are locally free. Thus pulling back to X̂ we obtain an exact sequence:
0→ π∗XΩ
1
X →
4⊕
i=1
π∗XOX(−Dρi)→ OX̂ ⊕OX̂ → 0.
Taking global sections and using Lemma 4.5 we have Γ∗(Ω
1
X) = Q since both are
the kernel of θ :
⊕4
i=1R(−[Dρi ])→ R⊕R.
We will use below the notation Q for the sheaf on X associated with the
R-module Q, see the paragraph after Proposition 1.10. By definition, we have
TX = HomOX (Ω
1
X ,OX). Since both Ω
1
X and OX are locally free of finite rank we
have π∗XTX
∼= HomO
X̂
(π∗XΩ
1
X ,OX̂) by Exercise 7.20 in [GW10]. Since Q = Γ∗(Ω
1
X),
Proposition 1.11 implies that π∗XTX
∼= HomO
X̂
(i∗XQ,OX̂). Thus (iX)∗π
∗
XTX
∼=
HomO
X
(Q,O
X
). Indeed, HomO
X
(Q,O
X
) and (iX)∗HomO
X̂
(i∗XQ,OX̂) are two
COX RINGS AND ALGEBRAIC MAPS 27
quasicoherent sheaves on an affine scheme so it is enough to consider their global sec-
tions. These are HomO
X
(Q, (iX)∗OX̂) and HomOX̂
(i∗XQ,OX̂), respectively. They
are isomorphic since i∗X and (iX)∗ are adjoint functors. Hence:
Γ∗(TX) = Γ(X̂, π
∗
XTX) = Γ(X, (iX)∗π
∗
XTX)
= Γ(X,HomO
X
(Q,O
X
)) = HomO
X
(Q,O
X
) = HomR(Q,R) = Q
∨.
In the penultimate equality we have used Exercise 5.3 from the second chapter of
[Har77]. 
Lemma 4.11. For a > 0 we have an exact sequence of graded R-modules and
graded homomorphisms of degree zero:
0→ Q∨ → R((2, 0))⊕R((a+ 1, 2))⊕R((a+ 1, 2))→ R((2 + a, 2)).
Moreover, for n ­ a the restricted sequence:
0→ Q∨n,0 → R((2, 0))n,0⊕R((a+1, 2))n,0⊕R((a+1, 2))n,0 → R((2+ a, 2))n,0 → 0
is exact.
Proof. Let:
v1 = (x3, 0,−x1, 0),
v2 = (−ax2x4, x1x4, 0,−x1x2) and
v3 = (0, x3x4,−ax2x4,−x2x3)
be three elements of R4. We will show that they generate Q. By Lemma 4.10, Q is
the kernel of θ and it can be verified that v1, v2, v3 are in Q. Let (f1, f2, f3, f4) ∈ Q.
We can write those elements in the form:
f1 = x3f̂1 + f1 where f̂1, f1 ∈ R and x3 ∤ f1
f2 = x1x4f̂2 + x3x4f2 + x1x3x4f˜2 where f̂2, f2, f˜2 ∈ R and x3 ∤ f̂2, x1 ∤ f2
f3 = x1f̂3 + f3 where f̂3, f3 ∈ R and x1 ∤ f3.
Direct calculation shows that −v1f̂3 + v2(x3f˜2 + f̂2) + v3f2 = (f1, f2, f3, f4). Thus
v1, v2, v3 generate Q.
There is a relation between them. We have ax2x4v1 + x3v2 − x1v3 = 0. We will
show that (up to multiplication) this is the only non-trivial relation between those
three elements. Suppose that rv1 + sv2 + tv3 = 0 with r, s, t ∈ R. Comparing the
four coordinates we obtain:
rx3 = sax2x4
sx1x4 = −tx3x4
−rx1 = tax2x4
−sx1x2 = tx2x3.
From the first equation it follows that r = r′ax2x4, s = s
′x3. The second implies
that t = t′x1. Thus, the last two give t
′ = −r′ and t′ = −s′. Therefore (r, s, t) =
−t′(ax2x4, x3,−x1).
Thus we have an exact sequence of R-modules:
0→ R→ R3 → Q→ 0,
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where the first map is t 7→ (ax2x4t, x3t,−x1t) and the second is (s, t, u) 7→ sv1 +
tv2 + uv3. Dualizing this sequence we obtain an exact sequence of R-modules:
(17) 0→ Q∨ → R3 → R,
where the second map is (s, t, u) 7→ ax2x4s+x3t−x1u. SinceQ is a finitely generated
Cl(X)-graded R-module, Q∨ has a natural structure of a Cl(X)-graded R-module.
It can be checked that choosing in equation (17) the gradings on the free modules
as in the statement of the lemma, we obtain an exact sequence of Cl(X)-graded
R-modules with homomorphisms of degree zero.
We are left with the proof that in the restricted sequence, the last map is surjec-
tive. Let f ∈ Rn+a+2,2. If f = x1f ′ or f = x3f ′, then f is the image of (0, 0,−f ′)
or (0, f ′, 0), respectively. If f = x2x4f
′, then it is the image of (1/af ′, 0, 0). If
none of these three cases hold, then f = cx22 or f = cx
2
4, where c ∈ C. But then
n+ a+ 2 = 2a or n+ a+ 2 = 0. This is in contradiction with n ­ a > 0. 
Lemma 4.12. The Cl(X)-graded R-module P defined by exact sequence (9) is
torsion-free.
Proof. The problem does not depend on the grading so we simplify the notation in
the exact sequence by skipping the shifts of degrees. Let (φ1, .., φ4) ∈ R4. Suppose
that there exists a non-zero r ∈ R such that r(φ1, ..., φ4) = α(f1, f2) for some
(f1, f2) ∈ R2. Then we have:
rφ1 = x1f1
rφ2 = ax2f1 + x2f2
rφ3 = x3f1
rφ4 = x4f2.
Since R is a unique factorization domain, it follows from the first and the third
equality, that x1 divides φ1 and x3 divides φ3. Thus r divides f1. From the second
and the fourth equation it follows that r divides both x2f2 and x4f2. This implies
that r divides f2. Therefore (φ1, ..., φ4) = α(
f1
r
, f2
r
), so its image in P is zero. 
Lemma 4.13. We have P˜ ∗S
∼= ((Γ∗(TX))∗S)˜.
Proof. We apply the functor HomR(·, R) to exact sequence (9). We obtain an exact
sequence:
0→ P∨ →
4⊕
i=1
R(−[Dρi ])
θ
−→ R⊕R.
Hence P∨ = Q as both are the kernel of θ.
Let h : P → P∨∨ be the natural map. It is injective. Indeed, P is torsion-free by
Lemma 4.12 and is finitely generated overR. Thus it is isomorphic to a submodule of
a finitely generated free R-module. Hence the map is injective by Exercise 1.4.20 in
[BH98]. Moreover it is clearly a graded homomorphism of degree zero. By Exercise
5.9 in the second chapter of [Har77] and Lemma 4.10, it is enough to show that for
large enough n we have equality of dimensions of P∨∨n,0 = Q
∨
n,0 and Pn,0.
We will consider two cases.
Case 1: a = 0. Then from the definition of Q as the kernel of θ it follows that
Q ∼= R((−2, 0)) ⊕ R((0,−2)). Thus Q∨ ∼= R((2, 0)) ⊕ R((0, 2)). Take n ­ 0. Then
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dimCQ
∨
n,0 = (n+2+1)+3(n+1) = 4n+6. This is equal to dimC Pn,0 by equation
(14).
Case 2: a > 0.By Lemma 4.11 for n ­ a we have dimCQ∨n,0 = 2dimCRa+n+1,2+
dimCRn+2,0 − dimCRn+a+2,2 = 2((n− a+ 2) + (n+ 2) + (n+ a+ 2)) + (n+ 3)−
((n− a+3)+ (n+3)+ (n+ a+3)) = 2(3n+6)+ (n+3)− (3n+9) = 4n+6. This
is equal to dimC Pn,0 by equations (15) and (16).

Remark 4.14. We showed that F∗TX ∼= O(−a)⊕O(1)⊕O(1)⊕O(a). Therefore,
by Lemma 4.5, Γ∗(F∗TX) = S(−a) ⊕ S(1) ⊕ S(1) ⊕ S(a). From Lemma 4.10, we
have Γ∗(TX) = Q∨. Therefore Theorem 3.4 gives the module (Q∨)∗S as the one
describing F∗TX . Let a = 0. In Case 1 of Lemma 4.13, we showed that Q∨ ∼=
R((2, 0))⊕R((0, 2)). Thus the graded part of (Q∨)∗S in degree−2 has dimension 1 as
a C-vector space. However, S⊕S(1)⊕S(1)⊕S clearly has no non-zero homogeneous
element of degree −2. Therefore, in the setting of Theorem 3.4, we do not in general
have isomorphisms of Cl(Y )-graded S-modules Γ∗(F∗F) and (Γ∗(F))∗S .
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