A non-invasive method for estimating 2-D pressure gradients from ultrasound vector velocity data is presented. The method relies on in-plane vector velocity fields acquired using the Transverse Oscillation method. The pressure gradients are estimated by applying the Navier-Stokes equations for isotropic fluids to the estimated velocity fields. The velocity fields were measured for a steady flow on a carotid bifurcation phantom (Shelley Medical, Canada) with a 70% constriction on the internal branch. Scanning was performed with a BK8670 linear transducer (BK Medical, Denmark) connected to a BK Medical 2202 UltraView Pro Focus scanner. The results are validated through finite element simulations of the carotid flow model where the geometry is determined from MR images. This proof of concept study was conducted at nine ultrasound frames per second. Estimated pressure gradients along the longitudinal direction of the constriction varied from 0 kPa/m to 10 kPa/m with a normalized bias of -9.1% for the axial component and -7.9% for the lateral component. The relative standard deviation of the estimator, given in reference to the peak gradient, was 28.4% in the axial direction and 64.5% in the lateral direction. A study made across the constriction was also conducted. This yielded magnitudes from 0 kPa/m to 7 kPa/m with a normalized bias of -5.7% and 13.9% for the axial and lateral component, respectively. The relative standard deviations of this study were 45.2% and 83.2% in the axial and lateral direction, respectively.
INTRODUCTION
Local pressure gradients in hemodynamics provide important information for diagnosing various cardiovascular diseases such as atherosclerosis. 1 The gradients are used as an indication on how changes in the flow caused by plaque formation affects the risk of embolism. Today, pressure gradients are measured by means of catheters inserted into the femoral artery and threaded to the region of interest. Although this procedure is reported reliable and of low risk, 2 it remains an invasive procedure that exposes the patients to ionizing radiation during angiography guidance. Furthermore, the presence of the catheter causes inconvenient disturbances to the surrounding fluid flow, thereby affecting the pressure field it is measuring. A less invasive method for measuring the local pressure gradients was proposed by Fairbank and Scully. 3 The method relies on injecting contrast agent microbubbles into the circulatory system and measure the frequency shift in the scattered spectrum as ultrasonic waves are applied. A range of other methods for estimating pressure changes has also been devised based on the injection of microbubbles. [4] [5] [6] [7] [8] [9] Despite the less invasive procedure, it still requires the injection of microbubbles. Furthermore, it only provides a short time window for imaging as the bubbles are taken up by the liver or ruptures due to the acoustic pressure field produced by the ultrasound transducer.
In 1976, Holen et al. 10 suggested a non-invasive method for estimating local pressure gradients by using the peak systolic blood velocity measured from ultrasound data. The velocity was used as input to a modified version of the orifice equation introduced by Golin 11 that related the peak velocity to the pressure gradient along the region of interest. This non-invasive assessment of the pressure gradients, however, suffers from major flaws as it is solely dependent on a single velocity estimate and does not take complex flow patterns into account. Deducing a pressure gradient based on a single velocity estimate makes it sensitive to a series of unwanted hemodynamic factors that are uncorrelated to the actual constrictions effect on the peak velocity, e.g. abnormal cardiac output caused by cardiomyopathy. Hence, a more refined method for estimating the pressure gradients was suggested in 2003 by Ohtsuki and Tanake. 12 This method also relied on ultrasound data, but the estimated pressure gradients were instead based on a simplified version of the Navier-Stokes equation. The Navier-Stokes equation describes the motion of fluids and provides easy access to information regarding the temporal and spatial pressure variations in the system, making it suitable for time-varying flow phenomena having complex features. Ohtsuki and Tanake assumed the viscosity to be negligible along with the external forces on the system. In addition, they assumed that the velocity normal to the scan plane was zero. The suggested method uses the axial velocity component found from spectral Doppler to deduce a measurement of the transverse velocity component and then inputs both velocity components in the Navier-Stokes equation. Applying the two in-plane velocity components to the Navier-Stokes equation offers the advantage of including spatial pressure variations into the estimator, unlike the method suggested by Holen et al . 10 A shortcoming of the method suggested by Ohtsuki and Tanake 12 is that the estimated pressure is solely based on the detected axial velocity, making the estimator inadequate for flow parallel to the ultrasound transducer. The method cannot measure the flow perpendicular to the beam propagation direction independently of angle and the axial velocity, which makes it insufficient for estimating pressure gradients in complex flow phenomena, such as vortexes that are common in hemodynamics.
Magnetic resonance imaging (MRI) is able to produce simultaneous velocity measurements in all three spatial directions 13 , which enables derivation of pressure gradients without uncertainties related to the assumptions of out-of-plane motion.
14 Most examples in the literature on deducing pressure gradients from MRI data are derived using the Navier-Stokes equation.
14-17 The high spatial resolution in MRI forms a good foundation for calculating the convective acceleration used in the estimator. However, the temporal resolution is poor compared to ultrasound imaging. Often the temporal variation has to be acquired from several hundred cardiac cycles through ECG gating. This poses a significant downside to MRI, when performing pressure measurements on dynamic flow systems such as the cardiovascular system. Furthermore, MRI requires a long acquisition time when performing velocity measurements and is far more expensive than ultrasound imaging. A non-invasive alternative that addresses the mentioned issue is, thus, needed. This paper presents pressure gradients estimated from ultrasound vector velocity data by exploiting the Transverse Oscillation (TO) method developed by Jensen and Munk 18 and Anderson 19 who suggested a similar approach. The TO method is unlike the method proposed by Ohtsuki and Tanake 12 able to estimate the two spatial velocity components within the ultrasound scan plane independently of each other. This allows for determination of for examples flow vortices or other complex features that are likely to be present in a constricted flow pattern. The method employed for estimating the gradients have initially been suggested by Henze. 20 The purpose of this paper is to compare pressure gradients derived from ultrasound data to pressure gradients obtained using fluid-simulation software. The idea is to show that pressure gradients can be measured non-invasively using ultrasound to replace or supplement catheterization. The presented results are all obtained from data recorded on a flow model that imitates a constricted carotid artery. The studies are conducted for a constant-flow system to verify the feasibility of the suggested method. Pressure gradients are estimated from ultrasound vector velocities using the Navier-Stokes equation and compared to a finite element simulation of the flow model. The geometry of the flow simulation model is reproduced using MRI data, thereby providing identical flow domains in measurement and simulation.
ESTIMATING PRESSURE GRADIENTS
The following section presents the method for calculating pressure gradients based on the Navier-Stokes equation using ultrasound vector velocity data.
The Navier-Stokes equation for an isotropic incompressible Newtonian fluid is given by
The equation describes the development of fluid velocity v(v x , v y , v z ) by relating the body forces acting on the isotropic fluid volume to its acceleration and density, where ρ is the density of the fluid and µ its viscosity. The left-hand terms sum the local (1) can be omitted as this has no significant influence on flow in larger vessels.
21, 22
A patient undergoing an ultrasound scan is usually placed in a horizontal position, so the gravitational term can be neglected as well. The pressure gradient is, thus, directly linked to the acceleration field of the fluid
As the conducted study considers flow that is in-variant with respect to time, no changes in the transient acceleration occur, thus
Implementation the estimator on ultrasound data
Equation (3) states that all three vector components of v(v x , v y , v z ) must be known to estimate the pressure gradient −∇p. Using the TO approach the scanner is able to measure the two-dimensional in-plane velocity vector
The method is therefore developed assuming that the out-of-plane velocity v y is zero. Though, the method can easily be extended to use full three-dimensional data.
Assuming that v y is zero makes two-dimensional pressure gradients obtainable in the presented set-up. The in-plane vector components of the pressure gradients are expressed here in rectangular coordinates:
The derivatives in (4) are calculated from vector velocity ultrasound data using a finite central difference approximation. 25 The in-plane pressure gradient components are here calculated discretely for each position in the scan plane:
and
respectively. Here V x , V z and ∆P ∆x , ∆P ∆z denote two-dimensional fields of discrete vector velocity components and pressure gradient components, respectively. The position in the field is given by (i, j), while ∆x and ∆z is the sampling interval of the velocity field in the axial and lateral direction, respectively. The calculated pressure gradients are low-pass filtered using a normalized Hann window H 2D to reduce noise from the numerical differentiation. The 2-D window is designed as:
where l is a vector of integers from 0 to L-1 and L is the length of the window. The calculated gradient fields are filtered by convolving their individual vector components with the normalized Hann window as: 
DATA ACQUISITION
The following section describes the data acquisition for estimating and validating the pressure gradients during constant flow conditions.
A BK Medical 2202 UltraView Pro Focus scanner (BK Medical, Herlev, Denmark) equipped with an UA2227 research interface 26 is used for obtaining ultrasound RF data. A C70-SSEA flow phantom (Shelley Medical Imaging Technologies, Toronto, Canada) is scanned using a BK8670 linear array transducer at 18 frames per second. The flow phantom is a model of a carotid artery having a constriction at the beginning of the internal carotid artery that reduces the cross-sectional area of the lumen by 70%. The flow phantom is embedded in agar to mimic the characteristics of human tissue, and it is encased in an air tight acrylic box with an acoustic window making it compatible for ultrasound imaging as well as MRI. A constant flow profile driven by a CompuFlow 1000 Flow system (Shelley Medical Imaging Technologies, Toronto, Canada) is set for the phantom at a flow rate of 1.0 ml/s. Blood mimicking fluid is used with a density of 1,037 kg/m 3 and a viscosity of 4.1 mPa·s. A summary of the acquisition settings is listed in Table 1 .
The reliability of the produced pressure gradients is evaluated through comparison to a finite element model. The geometry of this model is constructed from MRI data of the flow phantom performed at the Department of Diagnostic Radiology at Rigshospitalet, Denmark, using a 3 Tesla Magnetom Trio scanner (Siemens, Munich, Germany). The MRI data are loaded into the commercial segmentation-software, ScanIP (Simpleware Ltd. Exeter, UK), which is used to construct the skeleton of the phantom's fluid domain. The constructed skeleton is exported to Comsol (v4.2a, Stockholm, Sweden) as a mesh of tetrahedrons. The mesh is smoothed by a Gaussian filter (dimensions: 1.00 × 0.01 × 0.01 mm) to avoid any inexpedient sharp edges that otherwise could lead to computational divergence. Such sharp edges occur, if the spatial resolution in the scan images is smaller than the resolution required by Comsol. The mesh consists of more than 600,000 tetrahedrons that are especially dense in the constricted area of the phantom to ensure a high spatial resolution in the this particular region (mesh size: 0.15 mm). A summary of the settings used for creating the geometry of the simulation model is listed in Table 2 .
DERIVATION OF PRESSURE GRADIENTS
The following section describes how pressure gradient maps are estimated based on the vector velocity estimates.
A vector velocity map of the flow through the constricted region of the phantom is estimated using the ultrasound vector velocity data. They are calculated by employing the TO method as described by Jensen and Munk 18 and by using the TO estimation method, 27 yielding the two in-plane velocity components of the ultrasound beam. A low-pass filter is applied to the velocity estimates before calculating the convective acceleration to strengthen the robustness of the estimates. The filter is designed as in (6) for L= 5, corresponding to an axial length of 0.07 mm and a lateral width of 0.58 mm. Furthermore, the velocity estimates are interpolated to improve the visual quality of the image, yielding an increase in the number of data elements by a factor of three. As the study is conducted on a constant-flow system, every estimated velocity frame is roughly the same, thus the mean over 50 ultrasound frames is calculated and used for deriving the pressure gradients. The pressure gradients are then calculated using (5) and (7).
The imported Comsol-mesh forming the geometrical structure of the simulation model is assigned conditions that mimic the actual flow conditions in the experimental set-up. These conditions are listed in Table 3 . Stationary laminar flow of an incompressible fluid is selected. The initial values of the fluids velocity field and its pressure is set to zero, while having a forced laminar flow condition at the inlet of the model. The peak velocity across the constriction is set to 0.15 m/s, equivalent to the velocity estimated from the ultrasound data.
The result of the suggested pressure gradient estimator is investigated by considering its average standard deviationσ and its biasB in reference to the simulated data. They are calculated as:
where N is the number of data points along the spatial path that is investigated and µ est is the mean of these points. The standard deviation of the estimated gradient fields σ t is averaged along the investigated path. The simulated data along the inspected path is denoted µ sim . Both, standard deviation and bias are normalized to the peak mean estimated pressure gradient,P G max = max(µ est ). 
RESULTS
The following section presents the results of the pressure gradient estimator. The results are based on vector velocity data acquired using a commercial ultrasound scanner at 18 frames per second. The presented results are all captured from the carotid flow phantom at the site of the constriction, shown in Fig. 1 . It also shows the mesh of the simulation model superimposed onto the B-mode image. The estimated and simulated results will throughout the section be discussed as they are presented. 
Presentation of the pressure gradients
A vector velocity map of the flow through the constricted area of the phantom is plotted in Fig. 2 along with the estimated and simulated pressure gradients. The fluid flows from right to left and reaches its peak velocity at the center of the constriction with 0.15 m/s. The center plot in Fig. 2 shows the estimated pressure gradients that are calculated using the velocities in the left plot. The plot to the right shows the simulated pressure gradients.
The background color indicates the magnitude of the arrows, while these show the direction and size of either the fluid velocity or of the pressure gradients. The two gradient plots display arrows that tend to point away from the center of the constriction, indicating that a low pressure is present here, as a gradient always point in direction of increasing values. The white-dotted lines on the center plot and on the right plot indicates the positions used for the quantitative plots shown in the next section.
Quantitative results of pressure gradient estimator
Quantitative results of the pressure gradient estimator are obtained by investigating its bias and standard deviation. These are calculated along the dotted lines in the two plots to the right of Fig. 2 for the axial and lateral component of the gradients. Fig. 3 shows the mean magnitude of the axial and lateral pressure gradients along the longitudinal direction for 50 frames. It also shows the range of one standard deviation given at a frame rate of 9 Hz. The blue line shows the simulated pressure gradients along the same path.
The estimator produced pressure gradients of magnitudes varying from 0 kPa/m to 10 kPa/m. It has a normalized bias of -9.1% for the axial component and -7.9% for the lateral component with a standard deviation given in reference to the peak gradient of 28.4% and 64.5%, respectively. Increasing the number of velocity frames used in the estimator will improve the standard deviation of the estimates. Fig. 4 shows the effect of this by plotting the standard deviation as a function of averaging-time used by the estimator to produce a single two-dimensional pressure gradient field. More velocity frames are averaged as the time increases, making the estimates more robust in a noisy environment. However, the improved standard deviation is at the expense of temporal resolution as the estimators true frame rate drops proportional to the increase in averaging-time.
Quantitative results along the vertical white-line in Fig. 2 are presented in Fig. 5 . The graphs in Fig. 5 present magnitudes of pressure gradient varying from 0 kPa/m to 7 kPa/m. A normalized bias was found for the axial component of -5.7% and for the lateral component it was 13.9% with a standard deviation of 45.2% and 83.2%. The spikes in the standard deviation seen to the right of the lateral position 24 mm, are artefacts caused by boundary effects. These artefacts can also be spotted at the vessel wall in the center plot of Fig.2 . 
DISCUSSION
A non-invasive method for estimating pressure gradients using ultrasound vector velocity data has been presented. The method has managed to produce pressure gradients within fluid flow that has a maximum bias of -9.1% and 13.9% in the axial and lateral direction, respectively. The standard deviation of the estimator varied from 24.4-42.2% in the axial direction and from 64.5-83.2% in the lateral direction. Fig. 2 shows pressure gradients that tend to point away from the area of high velocities. This observation is in accordance with expectations as there exist a clear physical relationship between fluids pressure and its velocities. A way of clarifying this relationship is to consider the energy of the flow system for which no energy is exchanged between the fluid and the vessel walls, meaning that the energy level is constant throughout the system. The total energy is composed by the sum of potential energy and kinetic energy. Since the gravitational force can be neglected, the only force giving rise to the potential energy is pressure. As the fluid flows into the constriction it starts to accelerate to keep up a constant flow rate and the kinetic energy increases. Since no energy is put into the flow system from its surroundings, the increase in kinetic energy must come from the potential energy, thereby decreasing the pressure in areas of high velocities. As the fluid flows past the constriction it decelerates, turning kinetic energy back into potential energy. This explains why the gradients tend to point away from the site of the highest velocities as pressure most be lowest there. The assumption of a constant energy level is of course not entirely true, since energy dissipation will occur as the fluid is not inviscid. However, the amount of energy dissipation is very limited in reference to the total change in energy that exist along the constriction.
No previous studies on the subject have managed to estimate and validate 2-D pressure gradients from vector velocity data obtained using the TO approach. Unlike the method suggested by Holen et al., 10 this method is able to take convective fluid accelerations into consideration making it suitable for more complex flow phenomena. Every term in the estimator is calculated relative to neighboring velocity estimates, yielding gradients that are independent of systemic flow factors, such as abnormalities in the cardiac output. The proposed method also offers the advantage of including temporal pressure changes, however, this was not considered in this paper as constant flow was studied. Yet, being able to include temporal changes is essential for studies on the cardiovascular system. Such studies usually require a frame rate of approximately 20 Hz. Furthermore, the method can easily be extended to use full three-dimensional data. The estimator presented in this study produced images of pressure gradients at a frame rate of 9 Hz, since two velocity frames, sampled at 18 Hz, were used for calculating one frame of pressure gradients. A way of increasing this frame rate, while maintaining the presented precision, is to shrink the width of the colorbox used during the acquisition of velocity ultrasound data, as fewer pulses are required for covering a narrower region. A reason for the high standard deviation is found in the poor spatial resolution of ultrasound imaging, which gives rise to a significant noise contribution during the numerical differentiation of the velocity fields. However, the lack in spatial resolution can be considered counterbalanced by the temporal resolution, which is one of the most significant advantages in ultrasound imaging compared to MRI. The relative high temporal resolution is the result of a low data acquisition time enabling the possibilities of producing real-time pressure gradient images using ultrasound. This will give the physician a tool for viewing intra-vascular changes in pressure as they occur, for example during a cardiac cycle or changes observed over several cycles. More importantly, the physician would no longer have to insert catheters into the blood vessel to obtain a map of the pressure changes. A shortcoming of the proposed method is its lacking ability to estimate the out-of-plane velocity component v y . This makes the estimator vulnerable in complex flow environments that has vector velocity components in all three spatial direction. However, Pihl and Jensen 28, 29 recently presented a novel technique for measuring the out-of-plane velocity using an ultrasound system. Exploiting this technique, would yield three-dimensional vector velocity fields that could easily be included in the suggested pressure gradient estimator, leaving no-need for assuming that v y is zero.
CONCLUSION
A non-invasive method for deriving pressure gradients using vector velocity ultrasound data has been presented. The pressure gradients were derived using the Navier-Stokes equation for incompressible fluids. The vector velocities inserted into the equation were estimated using the TO method yielding the two in-plane velocity components. The obtained pressure gradients were evaluated by comparison to a finite element simulation model, which geometry was obtained from MRI data. The employed method has successfully managed to produce pressure gradients within a constricted flow phantom of magnitudes varying from 0 kPa/m to 10 kPa/m. Proof of concept studies conducted along the longitudinal direction of a constricted flow phantom showed a normalized bias of -9.1% for the axial component and -7.9% for the lateral component with precision given in reference to the peak gradient of 28.4% and 64.5%, respectively. Studies made across the constriction were also conducted giving a normalized bias of -5.7% for the axial component and 13.9% for the lateral component at a precision of 45.2% and 83.2%.
