Abstract: The rescue robot "T-52 Enryu" has two arms to do various work and this robot can be operated directly or remotely. Particularly, for the remote control of this robot, the device with which a pilot can easily understand the position of the object and the robot in the working environment is necessary to help him and to improve the efficiency of work. Therefore, we developed a pilot assistance system that helps the pilot of Enryu by displaying the relation of the position between the grippers of arms and the work object in the touch panel monitor. The system tracks the points on the target objects specified by the pilot, and displays the distances to them at the same time. In this paper, we introduce the developed pilot assistance system, and the results of installing the system into the robot are described.
INTRODUCTION
The rescue robot called "T-52 Enryu" ( Fig. 1 and Table 1) , that aimed at the rescue operation in the danger zone such as the stricken area etc., has been developed. The robot has two crawlers and two arms. On each arm, there is eight degrees of freedom, and the weight capacity of the both arms is 1,000 [kg] in total. Moreover, the robot can be operated directly or remotely. However, the operation of this robot is very difficult and time for a great deal of training is necessary for the pilot to operate the robot. For example, when the pilot gets on and operates the robot, it is difficult to check the posture of the arm and the distance between the gripper and the object from the cockpit of Enryu with narrow views. Particularly, for the remote control of this robot, the device with which a pilot can easily understand the position of the object and the robot in the working environment is necessary to help him and to improve the efficiency of work. Furthermore, since scenery consists of the achromatic color objects such as sand and rubble by many cases on the site of the rescue operation, the image information concerning the color is able not to be used at any time.
Therefore, we developed a pilot assistance system that helps the pilot of Enryu by displaying the relation of the position between the grippers of arms and the work object in the touch panel monitor. The developed system is a stereo vision system that uses the radiance value of the camera image under a achromatic color environment. When the target points are set on the screen image by the pilot, the distances from them are measured by stereo camera mounted on the joint of the gripper and the results are displayed by this system. The system tracks the points specified by the pilot at the same time. Moreover, This research was funded by tmsuk co., LTD. The authors thank them for their support. we constructed the operation interface that used the touch panel display to improve the operativeness of this system. Furthermore, since the relative positions between the gripper and the target objects are measured, the measurement results can also be used as the visual feedback signal. In this paper, we introduce the developed pilot assistance system, and the results of installing the system into the robot are described.
PILOT ASSISTANCE SYSTEM

Hardware constitution
The stereo camera system and the gripper that is equipped with the system are shown in Fig. 2 (a) and (b). These cameras (QV-4000R, USB CCD camera) have been mounted on the joint of the gripper to measure the three dimensional distance ahead of the gripper (Fig.  2(b) 
sion system, and the position of a right and left camera can be adjusted by adjusting the frame to test the operativeness of the system ( Fig. 2(a) ). Since the system is constructed of general USB cameras very simply and at a low price, it is possible to exchange the cameras easily even if they break down. The configuration of the system for remote control is shown in Fig. 3 . The input and the calculation result are communicated between the laptop PC installed into the robot and remote-controlled unit.
Operation method
The image of the left camera is displayed on the operation screen, and the pilot operates the system by using the touch panel display. First of all, the pilot touches the screen, and the measurement object is specified. Next, the tracking window is set around the image position in which it was touched, then a tracking and a distance measurement of a specified part are done. When the pilot touches the tracking window again, the setting is released. As mentioned above, this system can be used only by an easy operation of the touch panel. Moreover, the color of the window frame of the object under the tracking shows the following meanings: "green color" shows the success in a positional measurement, and the distance is displayed on the window frame, "blue color" shows that the tracking point exists in the distance where it can be held by the gripper, "yellow color" shows the failure of the stereo matching.
STEREO VISION
Camera model
In this paper, the USB camera is modeled by using the pinhole camera model (Fig. 4) 
M(r)pw.
When the above mentioned expression are brought together about the variable p, the following expression is obtained. The least squares solution p-of Eqn. (10) [5] . Although, in these methods, Epipolar line and the scanning lines of images should be parallel for high-speed processing, matching error from correspondence point shifts from the scanning line are generated by blurring the image and the gap of the camera installation position. Since in the system of Enryu, it only has to be able to measure the points that the pilot set, the sparse stereo matching method is more suitable. Namely, the use of the method of the optical flow method (e.g. [6]) or pyramidal implementation of the Lucas-Kanade feature tracker algorithm ) [8] etc. is suitable for the measurement of the distance in about ten places. Moreover, these methods in which the search area is restrained on the scanning line (it is possible to restrain it) are robust about blurring the image and the gap of the camera position.
Decision of algorithm
In order to measure the distance from the target object and to track the specified point in an outdoor environment, it is necessary to consider the following points.
* Keep the image processing speed at about 15 [fps]. * Robustness for the ambient light changing. * Camera shake from vibration of the arms by oil pressure drive and misregistration of the cameras. * Achromatic color and complex scenes at the disaster scene.
Therefore, in this research, we employ the pyramidal implementation of the Lucas-Kanade feature tracker algorithm [7] , [8] in consideration of the above mentioned points. This is a method of obtaining optical flow in the search window at high speed, and it can be used for the stereo matching for both the distance measurement and the object tracking. Therefore, in this research, we employ the algorithm.
Flow of target tracking and measurement
The image processes is done according to the following procedures (Fig. 5) . Let It(x) and Jt(x) be gray scaled images captured by the left and the right cameras, respectively, at tth frame, where x = (X y)T is the location in the image coordinate system. -0) ), set these points as new feature points, and go to the 2nd step (5(a-1) ). The stereo matching and the tracking of the object can be achieved by repeating the processing of the abovementioned on each frame. Here, it is judged that it failed in the stereo matching when the value y-value is too large for the correspondence result, and the tracking of the failed point is released.
EXPERIMENT
Calibration of the system
We took images of the CF (Calibration Frame) whose positions of the feature points are known (Fig. 6) , and it tended to grow by going away from the cameras. The calibration to obtain enough measurement accuracy to present the judgment whether it was possible to grip it with the gripper was able to be achieved.
Equipment experiment
The examples of the image of the developed pilot assistance system displayed on the laptop PC monitor are shown in Fig.7 . These images were captured by the left camera mounted on the joint of the gripper, and the distance of the camera and the target object were about 130[cm] and 60[cm], respectively. The center of the squares are the feature points which were specified by the pilot of Enryu, and the figures from 1 to 5 in the squares show the order by which the feature points were specified. Moreover, the upper figures of the squares show the measured distance from the feature points, and the lower squares of the images and its inner figures show the order of the feature points and 3D position from the left camera, respectively. characters of the feature point are displayed in green or in blue , respectively. Moreover, these displays are done at video-rate. It was found from the experiment results that the tracking and the measurement of the specified points were achieved. However, the error was caused by the failure of the estimation of the corresponding point in the measurement result of the 2nd feature point in Fig.7(a) .
