Hydraulic fracture height containment is a critical issue in the development of unconventional reservoirs. The extent of fracture height growth depends on a variety of factors, particularly stress and stiffness contrasts between adjacent layers. Accurate simulation of fracture growth and containment requires a reliable fracturing criterion. The virtual crack closure technique (VCCT) is a widely used method for computing energy release rate. However, it is based on the assumption that a small crack extension does not significantly alter the state of the crack tip, which is generally not the case when a fracture crosses strong stress and/or stiffness contrasts. In this work, we assess the applicability and accuracy of a modified virtual crack closure technique (MVCCT) for a fluid-driven fracture in breaking through interfaces with significant stress and/or stiffness contrasts, through comparisons with analytical and reference numerical solutions. The results show that significant error could occur when the fracture tip is very near or at stress/stiffness interfaces. However, this error is localized to the interface and proves to be inconsequential to the predicted penetration depth into the rock layer beyond the interface. This study validates the applicability of MVCCT in 3D hydraulic fracturing simulation in strongly heterogeneous rock formations.
Introduction
Vertically oriented hydraulically driven fractures are generally created within hydrocarbon reservoirs where the minimum principal stress is typically in the horizontal plane. Height growth of vertical hydraulic fractures is of particular interest for both economic and environmental considerations. From an economic perspective, contained fracture height growth can be either beneficial or problematic depending on the circumstances. If the target pay zone is thin, vertical containment with sufficient lateral fracture extension is favored to minimize the waste of fracturing material and energy in nonproductive formations, as well as the water production from non-hydrocarbon formations. On the other hand, in thick reservoirs consisting of multiple production zones, height containment may make stimulating the entire reservoir depth interval difficult, which ultimately may necessitate multiple horizontal laterals at different depths to produce the entire target interval. From an environmental perspective, secured containment is much favored to prevent the creation of potential communication pathways for fracturing fluids or hydrocarbons to pollute shallow aquifers (Maxwell 2011) .
As one of the most critical and challenging issues in hydraulic fracturing, the mechanisms and predictions of fracture height containment have been the subject of numerous studies. For a fracture vertically spanning a rock formation and under pressure that sustains its lateral growth, whether the fracture can propagate into or to what extent it can propagate into an adjacent formation depends on a number of factors: differences in in situ states or properties (elastic properties, fracture toughnesses, and permeabilities) between the two formations, ductility of the rocks, the presence of natural fractures, the properties/states of the horizontal interface between the two formations, and relative formation thickness in the vicinity of the fracture, to name a few. Among these factors, the in situ stress contrast between adjoining layers has been recognized as the principal mechanism that contains fractures in most scenarios, especially at great depths (Mader 1989; Fisher and Warpinski 2012) . Following the early work by Perkins and Kern (1961) , extensive numerical, laboratory and mineback studies have been performed to understand the importance of stress contrast (Simonson et al. 1978; Warpinski et al. 1982a; Voegele et al. 1983; Palmer and Luiskutty 1985) . In rock formations, in situ stress variation is often induced by variation of rock properties, particularly elastic properties, so the effects of a stress contrast must be considered together with formation stiffness and layer thickness. Stiffness contrast, however, by itself has been found to have limited effect on fracture height growth and concluded not to be a significant containment mechanism (Fung et al. 1987; Smith et al. 2001) . Both theoretical and experimental studies have also demonstrated that fracture toughness varies over a rather narrow range and is thus not usually treated as a variable in assessing fracture height growth (Hanson and Shaffer 1980; van Eekelen 1982; Warpinski et al. 1982b; Teufel and Clark 1984; Hsiao and El Rabaa 1987) . In addition, the measured values of toughness already embody many local effects (e.g., ductility) around the fracture tip, which decrease stress intensity factor or increase effective fracture toughness, as suggested by van Eekelen (1982) . However, there are some factors that may also play a role in fracture containment when the stress contrast is not the predominant factor. For example, interface slippage, expected to occur at shallow depths, has the potential to fully terminate fracture height growth, activate interface fractures, or cause offsets in the fracture (Lam and Cleary 1984) . Therefore, a perfect bonding assumption between formation layers is appropriate only under certain conditions, which have been well studied analytically (Lam and Cleary 1984) , experimentally (Daneshy 1978; Teufel and Clark 1984) , and numerically (Cooke and Underwood 2001; Zhang and Jeffrey 2008) .
Fracture containment in complex geological settings has been evaluated by a variety of recently developed numerical models (Sheibani and Olson 2013; Abbas et al. 2014; Chen et al. 2015; Chuprakov and Prioul 2015; Zhou et al. 2016 Zhou et al. , 2017 Li et al. 2016; Zhang et al. 2017; Huang et al. 2018) . In a numerical model, a fracturing criterion determines when and along which direction a fracture should propagate from the current fracture front. According to the equilibrium law in fracture mechanics, a fracture propagates if the stress intensity factor (SIF), or interchangeably energy release rate, exceeds a critical value, which is an intrinsic property of the host rock. There are various methods to calculate SIF in the context of the finite element method (FEM) or boundary element method (BEM), including direct methods through stress or displacement extrapolation and energy-based indirect methods such as the J-integral, the stiffness derivative technique, and virtual crack extension (Cherepanov 1967; Rice 1968; Parks 1974; Rybicki and Kanninen 1977) . The direct methods rely on accurate field representations around the crack tips which generally require a very fine mesh, special crack tip elements, or a correction factor (Tracey 1971; Fu et al. 2012 ). The energy-based indirect methods have been widely used and demonstrated to be reasonably accurate on relatively coarse meshes (Li et al. 1985) .
One of the energy-based indirect methods, the virtual crack closure technique (VCCT), originally proposed by Rybicki and Kanninen (1977) based on Irwin's crack closure integral and later extended by other researchers (Shivakumar et al. 1988; Krueger 2004) , is recognized as an efficient and practical method in many aspects. In the threedimensional space, it avoids many difficulties associated with other methods, such as requiring singularity elements at the crack front and creating elements normal to the curved crack front (Leski 2007) , and the difficulty in separating SIF components in mixed-mode fracture problems. Another advantage is that it is amenable to the implementation in parallel computing because the calculation in VCCT relies only on the states of elements directly connected to the tip so the communication between processors is minimized in distributed memory computing environments (Settgast et al. 2017 ). However, a fundamental assumption behind VCCT might make its application in the evaluation of fracturing near stress/stiffness contrast problematic. The formulation of VCCT assumes a finite virtual crack extension (typically by one single element length) does not significantly alter the state of the crack tip so that the separation near the virtually extended fracture can be approximated by the displacements behind the crack tip in the current configuration. This assumption makes it possible to evaluate the energy release rate in the current configuration without having to actually create the virtual extension. The self-similarity assumption, however, limits the utilization of traditional VCCT in nonplanar cracks (Xie and Biggers 2006) , and may also become problematic when a crack crosses strong stress or stiffness contrast, which is inherently the case for fracture containment mechanisms.
Many methods have been well established to model hydraulic fracture growth in largely homogeneous rocks (e.g., Barree 1983; Clifton and Wang 1988; Weng et al. 2011; McClure and Horne 2013; Wu and Olson 2015) . Although stiffness and stress variations can lead to significant complication in fracture modeling, most existing models use an upscaled effective value to smear out the stiffness variation for simplicity and computational efficiency. The applicability of these existing methods under such conditions has not yet been adequately addressed. To this end, the objective of the current study is to evaluate the applicability and accuracy of VCCT, more specifically, a modified version (MVCCT) for fluid-driven fracturing, at and near the interface between two adjoining rock layers with significant in situ stress and/or stiffness contrasts. We consider the most typical fracturing scenario where the hydraulic fracture primarily extends horizontally whereas vertical fracturing across the interface and into the next layer determines the height of the fracture. The structure of the present paper is as follows. First, we introduce the fracture mechanics framework in Sect. 2 within which the study is undertaken. Then, we briefly review the formulation of MVCCT in Sect. 3. Section 4 presents the formulation of a direct energy difference method (DEDM), which calculates the fracture tip energy release rate via its very definition. Although impractical, this method will be used to provide the "ground truth" solution for energy release rate when an analytical solution is unavailable. In Sect. 5, we study the accuracy of MVCCT near the stress contrast by comparing its solutions to corresponding closed-form solutions and DEDM results. This comparison also verifies our particular implementation of DEDM. We finally study the effectiveness of MVCCT near the rock stiffness contract, including when stress and stiffness contrasts coexist.
Fracture Mechanics Framework
The current work is built within the following fracture mechanics framework:
• We use linear elastic fracture mechanics (LEFM) and an energy-based fracturing criterion. The criterion states that a fracture extends if the energy release rate of the system corresponding to the said extension is greater than the critical energy release rate G c of the material that the fracture tip is propagating in or into. Note that energy release rate is a state variable of the entire system concerned in the analysis and this system could be homogeneous or heterogeneous. The critical energy release rate is a property of the materials that the fracture is propagating in or into.
• The critical stress intensity factor K c , introduced by Irwin (1957) , also known as fracture toughness, can be derived from G c . For mode-I fracturing, the only mode concerned in this work, the relationship where E is Young's modulus and v is Poisson's ratio. • In the context of LEFM, it is common to use K I ≥ K Ic as the criterion to determine when the fracture extends.
Here K I is a state variable and K Ic is a material property. However, the concept of SIF is a theoretical construct usually applied to a homogeneous, linear elastic material, defined as the factor that correlates the stress near the crack tip with the square root of polar coordinate r. Strictly speaking, when the tip is near the bi-material interface, the power of singularity is no longer − 1/2 and, therefore, such a factor does not apply. However, a common practice is to adapt this factor by introducing a correction factor. To avoid this theoretically cumbersome treatment, we use the energy-based criterion G I ≥ G c , which can be directly evaluated with MVCCT or similar methods.
• Our analysis does not require the involvement of K I or K Ic , but they are still used when investigating fracturing near a stress contrast in a homogeneous formation to make the narrative conforming to a more conventional framework. In Sect. 5.2, when we investigate the effects of spatially varying stiffness, one of the scenarios considered is that the rock layers have the same K Ic , which is rooted in a common observation from laboratory fracture toughness testing (van Eekelen 1982; Thiercelin et al. 1989 ). However, K Ic here is only an intermediate concept to derive G c for individual materials and K Ic itself is not used in our analyses.
Modified Virtual Crack Closure Technique
The original VCCT formulation assumes zero traction on the fracture surface. Considering that hydraulic fracturing is driven by high fluid pressure exerted on the fracture surface, a modified virtual crack closure technique (MVCCT) is required to calculate the energy release rate and SIF under this condition (Raju 1987; Settgast et al. 2017 ). We
briefly review the formulation of MVCCT to provide a proper context for the subsequent analyses. Figure 1 shows a mesh configuration for Mode-I calculation. Here, a 2D projection of a 3D geometry is shown to illustrate the concepts: an edge (the fracture front) in 3D collapses into a node in 2D while a face in 3D collapses into an edge in 2D. In MVCCT, the quantities for calculating the SIF are only required on one side of the fracture plane due to symmetry, while the elements on the opposite side of the fracture plane are shown in gray lines in the figure. Like the original VCCT, MVCCT assumes that the energy released when the crack is virtually extended for a certain distance is identical to the energy required to close that crack. Furthermore, it assumes that a small crack extension does not significantly alter the state at the crack tip. That is to say, when the crack tip is located at node a, the displacement (i.e., half fracture opening w b ∕2 ) and the external force due to fluid pressure f b external on the surface behind the crack tip at node b (referred to as the "trailing node" hereafter) are approximately equal to the those at node a with crack tip at node a′. Under this self-similarity assumption, forces and displacements required to calculate the energy to close the crack can be obtained from a single finite element analysis (as opposed to computing two states, with and without the virtual growth, separately). Specifically, the energy release rate G for splitting node a (or the corresponding element edge in 3D) is approximated by the work done by the closure forces moving a distance divided by the newly generated surface area A, where f disconnected is the force on node a normal to the fracture plane resulting from the volume integral on the divergence of the stress tensor from the finite elements on one side of the fracture plane, and f b external is the nodal force on (2)
node b normal to the fracture plane resulting from any externally applied loads (e.g. fluid pressure). Note that the force f disconnected involves the volume integral on the elements that are both behind (e.g., element I for node a) and ahead (e.g., element II for node a) of the fracture tip. When the tip is at the interface of stress or stiffness contrast, the resulting force and opening at the tip node could be significantly different from those when the tip has passed the interface (say, at node a′), violating the self-similarity assumption.
Direct Energy Difference Method for Ground Truth Value
Although a comprehensive set of analytical solutions for SIF in different fracture configurations are available in the literature (e.g., Tada et al. 2000) , we utilize numerical methods for the scenarios considered in the current study for which analytical solutions are not available. We use a direct energy difference method (DEDM) based on a direct computation of the system potential energy release as the ground truth. The MVCCT will be validated against the available analytical solutions, as well as DEDM when an analytical solution is not available. For a crack in an elastic body subject to a load, the energy release rate is defined as the decrease in the total potential energy of the system when the crack is extended by a unit area. The total potential energy Π includes both elastic strain energy and the potential energy of the applied loading (as if the loading is caused by a conservative force), given by where U is the strain energy stored in an elastic material undergoing deformation that can be expressed in terms of the strain and stiffness matrix C and W is the potential energy of the applied loading that is the sum of contributions from the given interior (body) force b and exterior (boundary) force t where u is the displacement. The boundary integral, that is, the second term in Eq. (5), is taken only over the portion of the boundary Γ t where tractions or forces are specified.
In our implementation of DEDM, the states of the body containing a crack are determined by the finite element method so that the potential energy stored in the body can be obtained by integrating over all elements in the reference configuration. A second configuration is then created by extending the crack slightly (typically, by one element size) and an updated potential energy in the body is computed.
The ratio between the difference in the potential energy and the difference in the crack area is, by definition, the energy release rate. This procedure is rarely directly used in solving boundary-value problems because of its low computational efficiency. However, it does produce consistent and reliable solutions, and therefore is used to provide a meaningful benchmark case. It bears noting that a numerical precision problem arises when the magnitudes of potential energies in the two configurations are large numbers compared with the difference between them. In some cases, the available numerical precision is insufficient to provide accurate results. To mitigate this problem, rather than calculating the difference between the summations of element energy, we compute energy differences between the two states for all individual elements and sum the differences. In addition, a large computational domain (tens of fracture lengths in each dimension) with graded mesh is used to minimize the boundary effects. We have verified the accuracy of DEDM on numerous configurations and boundary conditions included in Tada et al. (2000) , of which most are for semiinfinite cracks embedded in isotropic homogeneous media. The relative error is well below 1% if proper tip-region mesh resolutions are adopted. We also validated DEDM against the analytical solution for a finite fracture approaching a perpendicularly-oriented, bi-material interface (Cook and Erdogan 1972) , where DEDM shows reasonable accuracy even under extreme modulus contrasts. The detailed comparisons are not shown here, but the comparison with the analytical solution for the equilibrium height model in the next section can serve as a direct verification for DEDM. Note that the methodology of DEDM, formulated according to the definition of energy release rate, requires no underlying assumption of homogeneous media. The accuracy of DEDM is only limited by the FEM formulation's ability to quantify elastic potential energy under the given materials, fracture, boundary condition, and mesh resolution configurations.
Numerical Results
In this section, we investigate scenarios where a fracture is approaching and subsequently crossing the interface between two rock layers with distinct stresses and/or stiffness contrasts. We assume the fracture to be perpendicular to the bedding plane, implying horizontal bedding and a vertical fracture, the most typical scenario for unconventional oil and gas development. The bedding planes are assumed to have perfect bonding (i.e. no slippage). We also assume pseudo-static plane-strain condition for the following considerations. First, in a fracture primarily experiencing lateral growth, fluid flow along the vertical direction and thereby the viscous loss within a vertical cross-section that we consider herein is minimal. Second, even if the overall fracturing is in the viscosity-dominated regime, the height growth in each vertical cross-section is determined by the fracture's ability to overcome stress/stiffness/toughness barriers in the corresponding plane-strain setting. In fact, the plane-strain condition and zero-pressure gradient within each vertical cross section have been common assumptions for most analytical solutions for hydraulic fracturing (Adachi et al. 2010; Liu and Valko 2017) .
Fracturing Near a Stress Contrast
A classic equilibrium-fracture-height model, i.e., a vertical fracture under the plane-strain condition subjected to uniform internal pressure and vertically-varying horizontal in situ stresses, is used to assess the applicability of MVCCT when the fracture is approaching and crossing a stress contrast. The conceptual model is illustrated in Fig. 2 , where the fracture vertically spans three horizontal layers. The hydraulic fracture originates from the middle layer in the analysis and our focus is on the fracture's propagation into the upper and lower formations under high confining stress. The stress contrast Δσ between the middle layer and the upper layer and that between the middle and lower layers are the same, establishing symmetry against the mid-height horizontal plane. The analytical solution of the SIF at each tip of the fracture, when the fracture extends by a length x into the upper and lower layers, is given by Simonson et al. (1978) as Fig. 2 Configuration of a hydraulic fracture growing into higherstress formations with uniform fluid pressure inside. Only the upper half of the model is analyzed due to symmetry. A local 1D coordinate system is established with its origin placed at the stress contrast interface. The location of the fracture tip x is the penetration depth into the higher-stress layer 1 3 where p is the fluid pressure in the fracture, h and h 0 are the confining stress and half-thickness in the middle layer, Δσ is the stress difference between the high-stress layer and low-stress layer, h is the total half height of the fracture, and K I is the stress intensity factor at the tips.
In our validation case, the middle layer thickness is set to 2h 0 = 20 m, and stress difference at the interfaces Δσ = 2 MPa. Fracture toughness has been shown to vary within a small range in laboratory experiments (e.g., Hsiao and El Rabaa 1987) and is, therefore, not considered a salient variable for the current analysis. The potential scale dependence of fracture toughness is not yet well understood and may constrain fracture growth in a way that is beyond the scope of current investigation (Delaney et al. 1986; Shlyapobersky et al. 1998; Scholz 2010) . For the purpose of this paper, the formation toughness is assumed K Ic = 1 MPa m 1/2 (i.e., G c = 93.75 J/m 2 ). For a half-height h 0 = 10 m, we start the investigation with a mesh resolution Δh = 0.25 m along fracture growth direction. The summary of specific material and geometry parameters is listed in Table 1 . Results from MVCCT and DEDM are both validated against the analytical solution. Since neither method directly calculates the propagation depth nor the fracture length, an iterative procedure is used to derive the equilibrium fluid pressure (referred to as the "fracturing pressure" hereafter) that yields G I = G c (interchangeably K I = K Ic under homogeneous condition) for the given fracture length. Figure 3 compares the predictions of fracturing pressure from the three methods (analytical, MVCCT, and DEDM), namely the pressure required to propagate the fracture from the current length as a function of the penetration depth x from the interface into the higher-stress layer. We express the results in terms of net fracturing pressure Δp = p − σ h , defined as the difference between the fracturing pressure and
the minimum horizontal stress at the layer where fracture initiates (i.e., the middle layer in Fig. 2 ), to eliminate σ h as a variable. The net fracturing pressure decreases monotonically with fracture extension before it reaches the stress barrier but drastically increases once it penetrates into the stress barrier, where the rate of increase then becomes rather modest after a certain penetration. It is worth noting that stress barriers (and also stiffness barriers in next subsection) do not inhibit a fracture from crossing an interface between two perfectly bonded layers; instead, they limit the depth of penetration into the barrier layers (van Eekelen 1982) . Results show that it takes a rather long penetration distance into the higher-stress layer (many times the characteristic thicknesses of the formation layers) for the fracturing pressure to increase to the in situ stress value in that layer. For instance, in this particular case h 0 = 10 m and Δσ = 2 MPa, the fracturing pressure is still lower than the closure stress in the higher-stress layer even after more than 100 m of penetration into it, which is 10 times the half-height of the middle layer. Overall, the comparison indicates an excellent agreement of MVCCT and DEDM results with the analytical solution.
The influence of the mesh resolution on the net fracturing pressure prediction is further investigated, as shown in Fig. 4a . Four mesh resolutions, Δh = 0.5 m, 0.25 m, 0.125 m, 0.0625 m are adopted in the simulations. The relative errors of MVCCT compared with the analytical solution, along with results of DEDM on a fine mesh resolution (Δh = 0.0625 m), are shown in Fig. 4b . The greatest error is observed when the tip is at the interface, which is expected as the next virtual growth of the fracture is into a region (layer) under a very different stress state. However, the error is shown to be significantly mitigated with mesh refinement. Meanwhile, the error is more sensitive to the element size after the fracture penetrates into the stress barrier layer than that before the penetration. In addition, as a comparison, the error of DEDM is consistently smaller than that of MVCCT, supporting our validation approach of using the DEDM with sufficiently fine mesh resolution as a reference for evaluating the accuracy of MVCCT when analytical solutions are not available. Next, we evaluate the accuracy of MVCCT for various magnitudes of the stress jump. Since the analytical solution indicates that the net fracturing pressure is not affected by the magnitude of stress jump until the fracture tip reaches the barrier, we focus on the results when the fracture tip is at stress interface and has entered the higher-stress layer. Figure 5a , b shows the net fracturing pressure comparison between MVCCT and the analytical solutions, as well as the corresponding relative error. It can be seen that the error between MVCCT and the analytical solution increases with increasing magnitude of stress jump as a result of the violation of fracture tip region self-similarity condition, which is evident from the non-elliptical fracture geometry in Fig. 2 compared with classic 2D elliptical (self-similar) fracture. A greater stress contrast crossing the interface is expected to result in more deviation of fracture tip geometry from self-similarity. Although a substantial error is observed at the interface, the error diminishes rapidly when the tip enters into the second layer. With a fairly large stress contrast Δσ = 8 MPa, the relative error is only about 2% at 0.75 m into the higher-stress layer. These results demonstrate the applicability of MVCCT, even under very large stress contrast.
Fracturing Near a Stiffness Contrast
According to the theory of LEFM, the SIF diminishes to zero as at the tip of a crack approaching the interface to a stiffer material (Hilton and Sih 1971; Cook and Erdogan 1972) . Consequently, it has been argued that a crack would not cross into a stiffer material from a softer layer in an idealized situation (Simonson et al. 1978) . This argument, however, contradicts both field observations and laboratory experiments (Nolte and Smith 1981; Warpinski et al. 1982b; Smith et al. 2001; Teufel and Clark 1984; Palmer and Sparks 1991; Warpinski et al. 1998; Wright et al. 1999) . The reasons for this discrepancy include the applicability of the fracture propagation criterion K I = K Ic that is only derived for linearly elastic homogeneous material, the transition zone between layers, and the existence of natural flaws (van Eekelen 1982) .
In this section, two formation layers with differing stiffness are assumed to be perfectly bonded, making other interface properties irrelevant for this problem. We evaluate fracture propagation under two end-member assumptions regarding rock resistance to fracturing. First, the fracture toughness is assumed to be uniform across all layers, reflecting the notion that fracture toughness does not show a clear dependence on rock types (van Eekelen 1982; Thiercelin et al. 1989) . Equation (2), therefore, is used to calculate corresponding G c using the Young's modulus in each formation layer. In the second set of analyses, a uniform critical energy release rate G c = 93.75 J/m 2 for all layers is assumed for comparison. Note that the goal of this section is to evaluate the applicability of MVCCT to a fracture that extends a certain distance into a layered rock affected by Young's modulus contrast without imposing a difference in fracture toughness K Ic or critical energy release rate G c across the layers. The summary of model parameters is listed in Table 2 . Figure 6 illustrates the fracture configuration in a threelayered system with different moduli used for the following studies. The system is symmetric with a half height of the mid-layer h 0 = 10 m. The baseline study uses an extremely high contrast on Young's modulus E 2 = 10E 1 = 100 GPa, while all other parameters are assumed to be the same for all layers. Figure 7 shows the comparison of energy release rate G under a constant net pressure Δp = 0.4 MPa as a function of fracture tip location, calculated using MVCCT with different mesh resolutions, against a benchmark solution using DEDM on a fine mesh resolution Δh = 0.0625 m. Fig. 6 Fracture configuration near the interface between two materials with distinct Young's moduli, E 1 and E 2 . The symmetry against the lower boundary of the model implies that this is the upper half of a three-layer system similar to that depicted in Fig. 1 . The magnified view on the right shows the exaggerated deformation under E 1 = 10 GPa and E 2 = 100 GPa, with fracture penetration into the upper layer on a mesh resolution Δh = 0.0625 m along the fracture Unlike the previous stress contrast scenario in Sect. 5.1 where the net fracturing pressure in the mid-layer is largely unaffected by the state/property of the next layer until the tip arrives at the interface (Fig. 3) , in the stiffness contrast scenario, an adjacent layer with higher stiffness starts to elevate the net fracturing pressure in the lower-stiffness layer as the tip approaches the interface. Note that although the fracturing pressure tends to decrease as the fracture becomes longer in a uniform medium, we observe significant, progressive fracturing pressure increase with fracture propagation in this stiffness contrast scenario, as shown in Fig. 8 . Theoretically, the SIF tends to zero as the fracture approaches an interface from a low-modulus layer to a high-modulus layer. It is not surprising that mesh-based numerical methods, including MVCCT and DEDM, deviate significantly from the asymptotic solution near the interface as a result of discretization errors.
It is also interesting to note that the MVCCT yields a significant overprediction of energy release rate, and thus an underprediction of net fracturing pressure, at the interface compared with the benchmark DEDM results. This can be attributed to the failure of the self-similarity assumption of the trailing nodes as the fracture passes the interface. Specifically, as the tip node is on the interface, the opening at the trailing nodes (i.e., fracture opening w b in Eq. 1) is used as an estimate of the potential opening at the location of the tip for the calculation of energy release rate. That is to say, if the trailing nodes are in the softer material, the opening at trailing nodes will be significantly larger than the opening to be experienced at the current tip location as the fracture propagates into a stiffer material. Thus, energy release rate is overcalculated near/at the interface. The relatively large errors are in stark contrast with the accuracy of the VCCT for homogeneous case, which typically yields a much smaller error even with low-resolution meshes. One mitigating factor of this error is that when the modulus contrast becomes very large, it is possible that the induced tensile stress in the high-modulus layer can initiate a new fracture even before the current fracture tip in the low modulus layer reaches the interface, facilitating an abrupt breakthrough (Leguillon et al. 2000; Smith et al. 2001) . Once the fracture breaks through the stiffness contrast, the net fracturing pressure decreases with the further extension of fracture height. Overall, results in Figs. 7 and 8 indicate that MVCCT slightly overestimates the energy release rate before the fracture penetrates into the high-modulus layer, and thus predicts a lower net fracturing pressure to break through. In addition, the mesh sensitivity study shows that the relatively coarse mesh resolution Δh = 0.25 m already provides a prediction with sufficient accuracy for engineering application. However, with a finer mesh ahead of the interface, the net fracturing pressure becomes larger as the asymptote of energy release rate is queried at a smaller distance from the interface. Except for the singularity at the interface, the reasonable match between MVCCT and the DEDM, along with the mesh convergence, indicates the applicability of MVCCT to problems with large stiffness contrast. Figure 9 shows a comparison of net fracturing pressure between MVCCT and DEDM when approaching from a low modulus layer to a high modulus layer under two different contrasts E 2 = 10E 1 and E 2 = 3E 1 , performed on a fine mesh resolution Δh = 0.0625 m. Smaller stiffness contrast is shown to elevate the net fracturing pressure to a lesser extent when the fracture is approaching the high modulus layer, and also result in a smaller error compared with DEDM. After the fracture crosses the interface, MVCCT shows an excellent agreement with DEDM for both cases and the error vanishes when the fracture propagates by an element length into the next formation. Under the assumption of uniform Two end-member assumptions regarding the rock resistance to fracturing are considered: a uniform G c and b uniform K Ic toughness K Ic , the influence of stiffness contrast ratio on net fracturing pressure becomes limited after breakthrough, illustrated in Fig. 9b .
An even smaller modulus contrast E 2 = E 1 /3 is considered to study the phenomenon when the fracture approaches a low-modulus layer from a high-modulus layer. Figure 10 show the comparison of energy release rate induced under a constant net pressure Δp = 0.4 MPa as a function of fracture tip location, calculated using MVCCT with different mesh resolutions, against a benchmark solution using DEDM on a Fig. 9 Comparison of net fracturing pressure when the fracture approaches a high modulus layer from a low modulus layer. Two end-member assumptions regarding the rock resistance to fracturing are considered: a uniform G c and b uniform K Ic Fig. 10 Comparison of energy release rates calculated from MVCCT on different mesh resolutions against DEDM on the mesh resolution Δh = 0.0625 m near a stiffness contrast a E 2 /E 1 = 3 and b E 2 /E 1 = 1/3. A constant net fracturing pressure Δp = 0.4 MPa is applied Fig. 11 Comparison of net fracturing pressure on three stiffness contrast levels. Two end-member assumptions regarding the rock resistance to fracturing are considered: a uniform G c and b uniform K Ic fine mesh resolution Δh = 0.0625 m. Figure 11 show the net fracturing pressure under the same configuration, assuming uniform G c and K Ic in all layers, respectively. An analytical solution for homogeneous material (i.e., no stiffness contrast) is also plotted in red dash line as a reference, showing that G varies linearly with a and net fracturing pressure varies linearly with 1/ √ a , where a is fracture half-length. Compared with the previous case as shown in Fig. 9 , the stress intensity factor theoretically increases to infinity near the interface and the breakthrough is promoted when the fracture approaches a low-modulus layer from a highmodulus layer. This comparison indicates that the deviation of MVCCT from benchmark DEDM results mainly occurs before reaching the interface, regardless of whether the fracture approaches a higher-or lower-modulus layer. However, once the fracture crosses the interface, the stress intensity factor decreases in the low modulus layer, and further fracture growth becomes much harder, especially under the assumption of uniform toughness K Ic . The same conclusion that the low modulus layers can provide an impediment to fracture height growth is also reached by Gu and Siebrits (2008) . In the case when uniform G c is assumed, i.e., low fracture toughness in the low modulus layer, the fracture height containment effect by low modulus layers will be mitigated. In contrast, if the fracture toughness is assumed to be higher in the low modulus layer and lower in the high modulus layer, the height containment effect due to stiffness contrast will be more pronounced.
Another interesting phenomenon observed under uniform toughness K Ic assumption is that the maximum net fracturing pressure required in the vicinity of the interface is higher than that for homogeneous stiffness, regardless whether the stiffness in the adjacent layer is higher or lower. Specifically, in Fig. 11b , the local maximum net fracturing pressure occurs right before crossing the interface for E 2 /E 1 = 3 but at a certain distance after crossing the interface for E 2 /E 1 = 1/3, both larger than that for E 2 /E 1 = 1. In other words, the required pressure to break through a formation with a varying stiffness is larger than its homogeneous counterpart. This may provide some insights on the lamination effect or the composite layering effect (Warpinski et al. 1998) in the field where microseismic observation typically shows a more contained fracture height than that predicted by most existing simulators if no ad-hoc elevated effective toughness is used.
Fracturing Under a Complex Stress-Stiffness Profile
As can be seen in previous sections, the net fracturing pressure is continuous crossing stress contrast but singular at the interface of stiffness contrast. Correspondingly, MVCCT prediction generally incurs less error near stress contrast than near stiffness contrast. It is expected that the discretization used in MVCCT or any other numerical methods would generate a relatively larger error near stiffness contrasts due to the singular nature of this problem. In reality, a stiffness contrast, by itself, has been found to be insufficient to constitute an effective barrier for fracture height containment (Fung et al. 1987) . Real rock formation layers with vertically varying moduli are likely to have in situ stresses (Teufel and Clark 1984) varying in a corresponding way. Therefore, we evaluate MVCCT under the combined influences of both in situ stress and stiffness contrasts, together with varying thicknesses among the layers. The randomly distributed stress and modulus profiles considered are shown in Fig. 12 . The stress contrast ranges between 0 and 5 MPa, while the modulus varies between 10 and 40 GPa across adjacent layers. Note that although the two profiles follow the same layering pattern, reflecting the notion that both in situ stress and stiffness abruptly change at layer boundaries, the correlation between the two quantities are not necessarily positive to negative. This is because while harder rock may result in greater tectonic stress, the horizontal stress component due to vertical compaction might actually be smaller due to the associated lower Poisson's ratio. The relative importance of these two mechanisms is expected to vary with geologic settings. Figure 12 shows the net fracturing pressure as a function of the fracture tip's vertical location relative to the given stress/stiffness profile, calculated using DEDM and MVCCT on a mesh resolution Δh = 0.0625 m. The initiation of the hydraulic fracture starts from a low-stress, low-stiffness layer, the location of which is used as the zero-reference depth in the plot. The net fracturing pressure also uses the in situ stress of this layer as the reference datum. The results show that the discrepancy between MVCCT and DEDM solution is discernable when the fracture tip is exactly at Fig. 12 Variation of net fracturing pressure as a function of the fracture tip location under the combined influence of stress and modulus variations. Fracture initiation depth is used as the reference depth for the vertical axis and the net pressure is relative to the minimum principal stress at this depth. The discrete markers (orange triangles and blue dots) represent calculated net pressure values when the fracture tip is at layer interfaces. Both the stress and stiffness profiles are assumed to be symmetrical against the reference depth layer interfaces (i.e., the discrete markers in Fig. 12 ), similar to the earlier studies. Beyond these interfaces, MVCCT shows an excellent match with the benchmark DEDM solutions, which further confirms the applicability of MVCCT for complex conditions.
Conclusions
In this paper, the applicability and accuracy of the modified virtual crack closure technique (MVCCT) for evaluating a hydraulic fracture's potential to break through rock formation interfaces with significant stress and/or stiffness contrasts are assessed against both analytical solutions and a reference numerical method named the direct energy difference method (DEDM). We demonstrate that the underlying self-similarity assumption of MVCCT becomes problematic when the fracture tip is very near or at stress/stiffness interfaces, resulting in moderate errors in predicted fracturing pressure. As reflected by the equilibrium fracture height model, whether a fracture breaks into the next layer is not a binary choice in most scenarios. The truly critical question is the depth of penetration into the next layer. In this regard, MVCCT's relatively large error when the tip is exactly at the layer interface is usually inconsequential as the error in the predicted depth of penetration during fracture propagation is well-bounded.
All simulations in this work are based on a pseudo-static plane-strain model, which should be seen as a vertical crosssection of a vertical hydraulic fracture that predominately grows in the horizontal direction. Although the actual fracture propagation is a complex dynamic process mainly controlled by the competition between horizontal and vertical fracture tip extensions, a simplified pseudo-static model is a very appropriate and effective research framework for the current evaluation. If MVCCT correctly predicts fracture height growth in the plane-strain condition, when implemented into a 3D, LEFM-based fracturing simulator, it will predict the correct growth pattern for vertical and lateral growths simultaneously.
The difficulties in calculating SIF near interfaces of strong stress/stiffness contrasts are not unique to VCCT and its variants. In fact, the underlying formulation of all methods based on interpreting near-tip nodal displacements assumes a fracture configuration with uniform material and uniform in situ stress. Domain integral methods, like the J-integral, yield path-dependent results when the fracture tip is on the interface of dissimilar elastic solids and the dissimilarity is along the direction of fracturing (e.g., vertical fracturing in layered formations) (Hutchinson and Suo 1991) . Consequentially, the performance of these methods near stress/stiffness interfaces is not expected to be better than that of MVCCT. Therefore, we conclude that MVCCT is a practical method for calculating stress intensity factor, including when the fracture tip is near stress/stiffness interfaces. The error is well-bounded, in terms of the magnitude and the location where the error is significant. We have demonstrated that this is true even when the stress/stiffness contrasts are much larger than typical values in the field. Nevertheless, great precaution should be taken in interpreting simulated results when the fracture tip is near stress/stiffness interfaces. The quantitative analyses of the error in this work provide useful guidance for interpreting fracturing simulation results near stress/stiffness contrasts.
