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HAUSDORFF SPECTRUM OF HARMONIC MEASURE
RYOKICHI TANAKA
Abstract. For every non-elementary hyperbolic group, we show that for every
random walk with finitely supported admissible step distribution, the associated
entropy equals the drift times the logarithmic volume growth if and only if the
corresponding harmonic measure is comparable with Hausdorfff measure on the
boundary. Moreover, we introduce one parameter family of probability measures
which interpolates a Patterson-Sullivan measure and the harmonic measure, and
establish a formula of Hausdorff spectrum (multifractal spectrum) of the harmonic
measure. We also give some finitary versions of dimensional properties of the
harmonic measure.
1. Introduction
Let Γ be a finitely generated group. For a probability measure µ on it, we obtain
a random walk on Γ by multiplying from right independent random elements with
the law µ, and the distribution of the random walk at the time n is given by the
n-th convolution power µ∗n. There are several important quantities which capture
the asymptotic behaviours of the random walks. Define the entropy h and the drift
l (also called the rate of escape, or the speed) by
h := lim
n→∞
−
1
n
∑
x∈Γ
µ∗n(x) log µ∗n(x), l := lim
n→∞
1
n
∑
x∈Γ
|x|µ∗n(x),
where | · | denotes the word norm associated with a finite symmetric set of generators
of Γ. It is known that the entropy, introduced by Avez [Ave], is equal to 0 if and only
if all bounded µ-harmonic functions on Γ are constants ([Der], [KV]). The entropy
and the drift are connected via the logarithmic volume growth v of the group which
is defined by ev := limn→∞ |Bn|
1/n, where |Bn| denotes the cardinality of the set Bn
of words of length at most n, by the inequality
h ≤ lv, (1)
as soon as all those quantities are well-defined ([Gui], see also e.g., [BHM1] and
[Ver]). The inequality (1) is also called the fundamental inequality. In [Ver], Vershik
proposed to study the equality case of (1). In this paper, we focus on hyperbolic
groups in the sense of Gromov and characterise the equality of (1) in terms of the
boundary behaviours of the random walks. For every hyperbolic group Γ, one can
define the geometric boundary ∂Γ, which is compact and admits a metric dε with
a parameter ε > 0. The harmonic measure ν is defined by the hitting distribution
of the random walk starting from the identity on the boundary ∂Γ, corresponding
to the step distribution µ on Γ. The boundary ∂Γ has the Hausdorff dimension
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D = v/ε and the D-Hausdorff measure HD is finite and positive on ∂Γ [Coo]. Here
the D-Hausdorff measure HD is a natural measure to compare with the harmonic
measure ν. We call a probability measure µ on the group Γ admissible if the support
of µ generates the whole group Γ as a semigroup. In the present paper, µ is always
finitely supported and admissible unless stated otherwise.
Theorem 1.1. For every finitely supported admissible probability measure µ on
every finitely generated non-elementary hyperbolic group Γ equipped with a word
metric, it holds that h = lv if and only if the corresponding harmonic measure ν and
the D-Hausdorff measure HD are mutually absolutely continuous and their densities
are uniformly bounded from above and from below.
In Section 5, we prove this result in Theorem 5.8. See Remark 5.10, for another
equivalent condition to the equality case. Blache`re, Haissinsky and Mathieu estab-
lished this result for every finitely supported admissible and symmetric probability
measure µ [BHM2, Corollary 1.2, Theorem 1.5]. We extend it to non-symmetric mea-
sures from a completely different approach as we describe later. Recently, Goue¨zel,
Mathe´us and Maucourant have proven that for a non-elementary hyperbolic group
Γ which is not virtually free and equipped with a word metric, for every finitely sup-
ported admissible probability measure µ, the equality h = lv never holds [GMM2].
Together with their results, one concludes that in this setting, the harmonic mea-
sure ν and the D-Hausdorff measure HD are always mutually singular. Connell and
Muchnik proved that for an infinitely supported probability measure µ on Γ, the
D-Hausdorff measure HD (and also a Patterson-Sullivan measure) and the harmonic
measure for µ can be equivalent ([CM1, Remark 0.5] and [CM2]). On the other hand,
Le Prince showed that for every finitely generated non-elementary hyperbolic group
Γ, there exists a finitely supported admissible and symmetric probability measure µ
such that the corresponding harmonic measure ν and the D-Hausdorff measure HD
are mutually singular [LeP]. Ledrappier proved the corresponding result to Theo-
rem 1.1 for non-cyclic free groups for every finitely supported admissible probability
measure µ [Led, Corollary 3.15] . For free groups, it is straightforward to see that
if µ depends only on the word length associated with the standard symmetric gen-
erating set, then the corresponding harmonic measure coincides with the Hausdorff
measure (the uniform measure on the boundary) up to a multiplicative constant.
Let us also mention some related works. In [GMM1], Goue¨zel et al. studied a vari-
ant of the fundamental inequality (1) and also obtained some rigidity results for
the equality case. Apart from Cayley graphs of groups, Lyons extensively studied
the equivalence of the harmonic measure and the Patterson-Sullivan measure for
universal covering trees of finite graphs [Lyo].
A novel feature of our approach is to introduce one parameter family of probability
measures µθ, which interpolates a Patterson-Sullivan measure and the harmonic
measure on the boundary ∂Γ. Let us consider for every θ ∈ R,
β(θ) := lim
n→∞
1
n
log
∑
x∈Sn
G(1, x)θ,
where G(x, y) is the Green function associated with µ, we denote by 1 the identity
of the group, and by Sn the set of words of length n. The limit exists by the Ancona
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inequality (Lemma 3.1), and we show that β is convex, in fact, analytic except for at
most finitely many points and continuously differentiable at every point (Proposition
4.8 and Corollary 4.11). Theorem 1.1 is deduced via the following dimensional
properties of the harmonic measure ν.
Theorem 1.2. Let Γ and µ be as in Theorem 1.1, and ν be the corresponding
harmonic measure on the boundary ∂Γ. It holds that
lim
r→0
log ν (B(ξ, r))
log r
=
h
εl
, ν-a.e. ξ. (2)
Define the set
Eα =
{
ξ ∈ ∂Γ
∣∣∣∣ limr→0
log ν (B(ξ, r))
log r
= α
}
,
then the Hausdorff dimension of the set Eα is given by the Legendre transform of β,
i.e.,
dimH Eα =
αθ + β(θ)
ε
,
for every α = −β ′(θ), where β is continuously differentiable on the whole R, and
B(ξ, r) denotes the ball of radius r centred at ξ.
In Section 5, we prove this result in Theorem 5.2 and Theorem 5.4 in a more
detailed form. The measure µθ is constructed by the Patterson-Sullivan technique
(Theorem 3.3). As θ = 0, the measure µ0 is a Patterson-Sullivan measure, and
thus comparable with the D-Hausdorff measure HD, and as θ = 1, the measure
µ1 is the harmonic measure ν (Corollary 3.4). The probability measure µθ satisfies
that µθ(Eα) = 1 for α = −β
′(θ). We call dimH Eα as a function in α the Haus-
dorff spectrum of the measure ν. To determine the Hausdorff spectrum is called
multifractal analysis which has been extensively studied in fractal geometry. In
fact, there are many technical similarities to analyse harmonic measures and self-
conformal measures ([Fen] and [PU]). For the backgrounds on this topic, see also
[Fal] and references therein. We show that the measure µθ satisfies a Gibbs-like
property with respect to β(θ), where β(θ) is an analogue of the pressure (Corollary
3.5). This measure µθ is also characterised by the eigenmeasures of certain trans-
fer operator built on a symbolic dynamical system associated with an automatic
structure of the group (Theorem 4.9). To study the measure µθ, we employ the
results about the Martin boundary of a hyperbolic group by Izumi, Neshveyev and
Okayasu [INO] and a generalised thermodynamic formalism due to Goue¨zel [Gou1].
Note that the formula (2) is proved for every non-elementary hyperbolic group and
for every finitely supported symmetric probability measure µ in [BHM2, Theorem
1.3], for every non-cyclic free groups and for every probability measure µ of finite
first moment in [Led, Theorem 4.15], for a general class of random walks on trees in
[Kai1] and for the simple random walks on the Galton-Watson trees in [LPP].
The following result is a finitary version of Theorem 1.2, inspired by the corre-
sponding results for the Galton-Watson trees by Lyons, Pemantle and Peres [LPP].
Theorem 1.3. Let Γ and µ be as in Theorem 1.1, and consider the associated
random walk starting at the identity on Γ. For every a ∈ (0, 1), there exists a subset
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Γa ⊂ Γ such that the random walk stays in Γa for every time with probability at least
1− a, and
lim
n→∞
|Γa ∩ Sn|
1/n = eh/l.
In Section 6, we prove this result in Theorem 6.2. In particular, if h < lv, then the
random walk is confined in an exponentially small part of the group with positive
probability. This can be compared with [Ver, p.669], where a random generation of
group elements which is called the Monte Carlo method is discussed. For example,
the random generation of group elements according to a random walk does not
produce the whole data of the group in this case; see also [GMM2].
Let us return to Theorem 1.1. For a symmetric probability measure µ, i.e., µ(x) =
µ(x−1) for every x ∈ Γ, one can define the Green metric dG(x, y) = − logF (x, y),
where F (x, y) denotes the probability that the random walk starting at x ever
reaches y, and show that Γ is hyperbolic with respect to dG according to the Ancona
inequality [BHM2]. The Green metric dG is not geodesic; nevertheless, one can use
approximate trees argument and most of common techniques for the geodesic case
work. The harmonic measure ν is actually a quasi-conformal (in fact, conformal)
measure with respect to the metric induced in the boundary ∂Γ by the Green met-
ric dG, and this fact plays an essential role to deduce Theorem 1.1 and that the
local dimension of the harmonic measure ν is h/(εl) for ν-a.e. in Theorem 1.2 in
the symmetric case. The symmetry of µ is required to make the Green metric dG a
genuine metric in Γ; otherwise it is not clear that one can discuss about the hyper-
bolicity for a non-symmetric metric. Here our alternative is to introduce a measure
µθ, whose construction is actually inspired by a recent work of Goue¨zel on the local
limit theorem on a hyperbolic group [Gou1], and to obtain the Hausdorff spectrum
of the harmonic measure ν. In many cases, a description of the Hausdorff spectrum
is a main purpose on its own right, especially, when it is motivated by a problem in
statistical physics. A fundamental observation in this paper, however, is rather the
converse; namely, we use the multifractal analysis to compare the harmonic measure
with a natural reference measure which is the D-Hausdorff measure on the boundary
of the group Γ. More precisely, we shall see that the function β is affine on R if
and only if those two measures are mutually absolutely continuous (Theorem 5.8).
Furthermore, the description of the Hausdorff spectrum implies that the harmonic
measure has a rich multifractal structure as soon as it is singular with respect to
the D-Hasudorff measure (Theorem 5.4). In particular, the range of the Hausdorff
spectrum contains the interval [h/(εl), v/ε].
Let us mention about an extension to a step distribution µ of unbounded support.
The arguments in the present paper work once we have the Ancona inequality and
its strengthened one (Theorem 2.5). Goue¨zel has proven those for every admissible
probability measure µ with a super-exponential tail [Gou2]. At the same time, he
has also proven a failure of description of the Martin boundary in the usual sense
for an admissible probability measure with an exponential tail [ibid]. Hence the
results in this paper are extended to every admissible step distribution µ with a
super-exponential tail, but it is obscure whether one could extend to µ with an
exponential tail in the present approach. We shall also mention about an extension
to a left invariant metric which is not induced by a word length in Γ. For example,
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one is interested in the setting where Γ acts cocompactly on the hyperbolic space Hn
and the metric in Γ is defined by d(x, y) := dHn(xo, yo) for a reference point o in H
n.
In fact, in [BHM2], they proved Theorem 1.1 for symmetric µ with every metric
d which is hyperbolic and quasi-isometric to a word metric in Γ (not necessarily
geodesic). Some of our results still hold for such a metric d, and in fact, most of the
results are expected to remain valid; but we do not proceed to this direction in the
present paper for the simplification of the proofs.
Finally, we close this introduction by pointing out some related problems in a
continuous setting. On the special linear groups, the regularity problem of the har-
monic measures is proposed by Kaimanovich and Le Prince [KL], and they showed
that there exists a finitely supported symmetric probability measure (the support
can generate a given Zariski dense subgroup) on SL(d,R) (d ≥ 2) such that the
corresponding harmonic measure is non-atomic singular with respect to a natural
smooth measure class on the Furstenberg boundary. They proved this result via
the dimension inequality of the harmonic measure. Bourgain constructed a finitely
supported symmetric probability measure on SL(2,R) such that the corresponding
harmonic measure is absolutely continuous with respect to Lebesgue measure on
the circle [Bou]. Brieussel and the author proved analogous results in the three
dimensional solvable Lie group Sol [BT], namely, they showed that random walks
with finitely supported step distributions on it can produce both absolutely con-
tinuous and singular harmonic measures with respect to Lebesgue measure on the
corresponding boundary. The dimension inequality is also used there to prove the
existence of a finitely supported probability measure whose harmonic measure is sin-
gular. We point out, however, the dimension equality of type (2) is still missing in
both cases, and in general, in the Lie group settings to the extent of our knowledge.
The organisation of this paper is the following: In Section 2, we recall some known
results about hyperbolic groups, random walks on it, and the Martin boundary. In
Section 3, we construct the measure µθ, and show several properties of µθ including
the Gibbs property (Corollary 3.5) and the ergodicity (Corollary 3.7). In Section
4 we review a generalised thermodynamic formalism associated with an automatic
structure of the group due to Goue¨zel [Gou1] and prove the regularity of β. In
Section 5, we prove Theorem 1.2 in Theorem 5.2 and in Theorem 5.4, and then we
deduce Theorem 1.1 in Theorem 5.8. In Section 6, we show finitary results, following
the Galton-Watson trees cases [LPP], and prove Theorem 1.3 in Theorem 6.2.
Notation 1.4. Throughout this article, we use C,C ′, . . . , to denote absolute con-
stants whose exact values may change from line to line, and also use them with
subscripts, for instance, Cδ to specify its dependency only on δ. For functions f and
g, we write f ≍ g if there exist some constants c1, c2 > 0 such that c1g ≤ f ≤ c2g,
and also write f ≍δ g if the implied constants depend only on δ. Furthermore, for
measures ν1 and ν2, we say that those are comparable if ν1 and ν2 are mutually ab-
solutely continuous and their densities are bounded from above and from below, and
also write ν1 ≍ ν2. We denote by f(n) = O(g(n)) if there exists a constant C > 0
independent of n such that f(n) ≤ Cg(n), by f(n) = o(g(n)) if f(n)/g(n) → 0 as
n→∞, and by f(n) ∼ g(n) if f(n)/g(n)→ 1 as n→∞.
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2. Preliminary
2.1. Hyperbolic groups. Let Γ be a finitely generated group with a finite sym-
metric set S of generators. We denote by |x| the word length of x in Γ associated
with S, and by d(x, y) = |x−1y| the corresponding word metric which is left invariant
under the action of Γ. (We do not specify S.) The Gromov product is defined by
(x|y)z =
d(x, z) + d(y, z)− d(x, y)
2
,
for x, y, and z in Γ. We say that the metric space (Γ, d) is δ-hyperbolic, if there
exists a constant δ ≥ 0 such that for all x, y, z and w in Γ, it holds that
(x|y)w ≥ min ((x|z)w, (y|z)w)− δ.
If (Γ, d) is δ-hyperbolic, then every geodesic triangle is 4δ-slim, i.e., each side of the
triangle is within the 4δ-neighbourhood of the union of the other two sides. The
notion of the hyperbolicity, which means that it is δ-hyperbolic for some δ ≥ 0, is
invariant under quasi-isometry between two geodesic metric spaces, hence it does
not depend on the choice of the finite symmetric set of generators. More details
about the hyperbolic groups, see [GdlH].
The boundary ∂Γ of Γ is defined in the following way: Fix a base point the
identity 1 of Γ and write (x|y) for (x|y)1. We say that a sequence {xn}
∞
n=0 converges
to infinity if (xn|xm)→∞ as n and m tend to infinity, and two sequences {xn}
∞
n=0
and {yn}
∞
n=0 converging to infinity are equivalent if (xn|ym)→ ∞ as n and m tend
to infinity. We define the geometric boundary ∂Γ as the set of sequences converging
to infinity modulo the equivalence relation. Since (Γ, d) is a proper geodesic space
(i.e., all closed balls are compact), the boundary ∂Γ is also identified with the set
of geodesic rays modulo bounded distances [GdlH, Chapitre 7, Proposition 4]. The
Gromov product is extended to Γ ∪ ∂Γ by setting
(ξ|η) = sup
{
lim inf
n,m→∞
(xn|ym)
∣∣ {xn} ∈ ξ, {yn} ∈ η
}
,
where the supremum is taken over all sequences {xn}
∞
n=0 converging to ξ and {yn}
∞
n=0
converging to η. For the extended Gromov product, it holds that
lim inf
n,m→∞
(xn|ym) ≤ (ξ|η) ≤ lim inf
n,m→∞
(xn|ym) + 2δ,
for every such sequence by the δ-hyperbolicity. The space Γ ∪ ∂Γ is compact,
equipped with the topology by bases of balls in Γ and sets of the form Ur(x) =
{ξ ∈ Γ∪∂Γ
∣∣ (ξ|x) > r}. In fact, it admits a compatible metric dε with a parameter
ε > 0 small enough such that
C−1e−ε(ξ|η) ≤ dε(ξ, η) ≤ Ce
−ε(ξ|η),
for some constant C > 0. We fix a parameter ε once and for all so that all the
quantities associated with the metric in the boundary ∂Γ such as the Hausdorff
dimension are defined with respect to the metric dε.
Recall that the shadow S(x,R) for x in Γ and R ≥ 0 is the set of points ξ in
the boundary ∂Γ such that every geodesic ray issuing from 1 converging to ξ passes
through the ball of radius R centred at x. The shadows are compared with balls.
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Lemma 2.1. For every R ≥ 4δ and for every ξ in ∂Γ, it holds that for every point
x on every geodesic ray starting from 1 converging to ξ,
B(ξ, C−1eεRe−ε|x|) ⊂ S(x,R) ⊂ B(ξ, CeεRe−ε|x|).
One is able to show the lemma by the δ-hyperbolicity (e.g. [Cal]). The shadows
are used to describe measures on the boundary ∂Γ.
2.2. Random walks on groups. For a countable group Γ, consider a probability
measure µ on it. Here we always assume that the measure µ is admissible, i.e.,
the support of µ generates the whole group Γ as a semigroup. The random walk
{xn}
∞
n=0 on Γ starting at the identity 1 is defined by xn := X1 · · ·Xn and x0 = 1,
where X1, X2, . . . , is a sequence of independent random elements with the common
distribution µ. We denote by Ω = ΓZ+ the space of paths and by P the distribution
of the random walk on Ω given by the push-forward measure of the product measure
µZ+ induced by the map {Xn}
∞
n=1 7→ {xn}
∞
n=0. The distribution of xn is given by the
n-th convolution power of µ, namely, P (xn = x) = µ
∗n(x). Let us define the Green
function by
G(x, y) =
∞∑
n=0
pn(x, y),
where pn(x, y) = P(xn = x
−1y). Recall that the Green function has finite values
if and only if the random walk is transient, and it is the case as soon as Γ is a
non-amenable group. Henceforth, we assume that Γ is a non-elementary hyperbolic
group, i.e., non-amenable, and µ is a finitely supported admissible probability mea-
sure on Γ. In general, we do not assume that µ is symmetric, i.e., µ(x) = µ(x−1).
The following is a special case of the theorem by Kaimanovich [Kai2, Theorem 7.4].
We give a sketch of the proof for the sake of convenience.
Theorem 2.2 (Kaimanovich). The random walk {xn}
∞
n=0 converges to a point in
the boundary ∂Γ almost surely in P. Moreover, there exists a positive constant l > 0
such that
d(1, xn) = ln + o(n),
P-almost surely, and for P-almost every sample path, there exists a unit speed geo-
desic ray γω emanating from the identity 1 such that
d(xn, γω(⌊ln⌋)) = o(n).
Here ⌊a⌋ denotes the integer part of a. Moreover, one can take the map from Ω to
the space of geodesic rays endowed with the pointwise convergence topology: ω 7→ γω
as a Borel measurable map.
A sketch of the proof. For an admissible probability measure µ, the drift l is positive
since the Poisson boundary of (Γ, µ) is non-trivial. The Kingman subadditive ergodic
theorem implies that d(1, xn) = ln+o(n) for P-a.s. Together with d(xn, xn+1) = o(n)
(in fact, bounded in our case), the Gromov product grows lineally: (xn|xn+1) =
ln + o(n), a.s. in P. It follows that the sequence {xn}
∞
n=0 is Cauchy with respect to
the metric dε(ξ, η) ≤ Ce
−ε(ξ|η) in Γ ∪ ∂Γ, and thus it converges to a point ξ in the
boundary. For a unit speed geodesic ray γω converging to ξ from 1, one can deduce
that each xn is within the distance o(n) from γω(⌊ln⌋). The map ω 7→ γω is taken to
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be Borel measurable by choosing the lexicographically minimum geodesic ray. More
details, see Section 7 in [Kai2]. 
The harmonic measure is the hitting distribution of the random walk on the
boundary.
Definition 2.3. We call the distribution of the point to which the random walk
{xn}
∞
n=0 converges, the harmonic measure ν corresponding to µ.
The harmonic measure ν is a unique stationary measure on the boundary ∂Γ,
i.e.,
ν =
∑
g∈Γ
µ(g)g∗ν, (3)
where x∗ν is the push-forward of ν by the left multiplication of x, or equivalently
the hitting distribution of the random walk starting from x with the same step
distribution µ; see e.g. [Kai2, Theorem 2.4].
2.3. Martin boundary. The Green function is factorized as
G(x, y) = F (x, y)G(y, y),
where F (x, y) is the probability that the random walk starting at x ever hits
y, and G(y, y) = G(1, 1) by the left invariance by Γ of the transition probabil-
ity. Associated with the Green function G(x, y), the Martin kernel is defined by
K(x, y) := G(x, y)/G(1, y). The Martin compactification Γ of Γ is the smallest
compactification of Γ where Γ is equipped with the discrete topology, such that for
every x, the Martin kernel K(x, ·) extends continuously on Γ. The Martin boundary
is the part which is newly added to Γ, i.e., ∂MΓ = Γ \ Γ. For every finitely sup-
ported admissible µ on Γ, the Martin boundary ∂MΓ is identified with the geometric
boundary ∂Γ by Ancona [Anc] (see also [INO]). The Poisson boundary (∂Γ, ν) is
realised in the Martin boundary, and it holds that for ν-a.e. ξ,
dx∗ν
dν
(ξ) = K(x, ξ). (4)
More details, see, e.g. [Woe, Chapter IV]. Let us recall the so-called Ancona inequal-
ity which plays an important role to identify the Martin boundary with ∂Γ.
Theorem 2.4 ([Anc], Theorem 3.3, and [INO], Proposition 2.1). There exists a
constant C ≥ 1 such that for every geodesic segment connecting x and y, and every
point z on it,
C−1G(x, z)G(z, y) ≤ G(x, y) ≤ CG(x, z)G(z, y). (5)
For an extension to probability measures µ of super-exponential tails, see [Gou2].
Note that the first inequality is clear since F (x, y) ≥ F (x, z)F (z, y). The Ancona
inequality implies that the Green function G(x, y) is almost multiplicative along
geodesics. We also frequently use the Harnack inequality: there exists a constant
C ′ ≥ 1 such that for x, y, z, and z′ in Γ,
G(x, z) ≤ C ′d(z,z
′)G(x, z′) and G(z, y) ≤ C ′d(z,z
′)G(z′, y). (6)
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These follow since the Green function is a super-harmonic function. Combining (5)
with (6), we deduce that for every geodesic segment connecting x and y, and every
point z within the distance r from the geodesic segment,
G(x, y) ≤ CC ′2rG(x, z)G(z, y).
One of important consequences of (5) is that the Martin kernel K(x, ·) is Ho¨lder
continuous on ∂Γ for each x [INO, Theorem 3.3]. In this paper, we use a bit stronger
form of this fact.
Theorem 2.5. There exist constant C > 0 and ρ < 1 such that if two geodesic
segments connecting x and y, and x′ and y′, respectively, have a common geodesic
segment of length n within each of those 4δ-neighbourhoods, then∣∣∣∣ G(x, y)/G(x
′, y)
G(x, y′)/G(x′, y′)
− 1
∣∣∣∣ ≤ Cρn.
The proof follows from the same argument as in [GL, Theorem 4.6]. See also
an extension to probability measures µ of super-exponential tails [Gou2]. We note
that the result is deduced once the Ancona inequality (in fact, a relative version of
it given in [INO]) holds. In [GL] and [Gou1, Theorem 2.9], they proved the above
estimate for a symmetric µ to deal with the r-Green function Gr(x, y). Here we
discuss only G(x, y) which is enough for our purpose. From Theorem 2.5, for every
x and x′ = 1, and every sequence {yn}
∞
n=0 along a geodesic ray from 1 converging to
ξ, the Martin kernel G(x, yn)/G(1, yn) converges to the limit K(x, ξ). Furthermore,
logK(x, ξ) is Ho¨lder continuous in ξ with an exponent independent of x.
In [INO], Izumi, Neshveyev and Okayasu proved a Gibbs-like property of a har-
monic measure in terms of G(x, y) or F (x, y) in the following sense:
Theorem 2.6 ([INO], Theorem 4.1). Let R ≥ 4δ. It holds that for every x in Γ,
ν(S(x,R)) ≍R G(1, x),
where the implied constants are independent of x.
Remark 2.7. Actually, they use the following notation in [INO]: Denote by U(ξ,m)
the set of all η in ∂Γ such that for arbitrary two geodesic rays γ from 1 converging to ξ
and γ′ from 1 converging to η, respectively, one has limn→∞(γ(n)|γ
′(n)) > m, where
the sequence is nondecreasing, hence the limit exists. They have shown that for
every ξ in ∂Γ and every geodesic ray from 1 towards ξ, and for all m ≥ 0, it holds
that ν(U(ξ,m)) ≍ F (1, γ(m)). The above statement is deduced by the relation:
U(ξ, n−R+ 4δ) ⊂ S(γ(n), R) ⊂ U(ξ, n−R), which follows by the δ-hyperbolicity,
and by the Harnack inequality (6).
3. Measure µθ
First, we recall the Busemann function on (Γ, d). For each ξ in ∂Γ, take a geodesic
ray γ converging to ξ. Let
bγ(x, y) := lim
n→∞
(d(x, γ(n))− d(γ(n), y)) ,
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for x, y in Γ, where the limit exists since a sequence d(x, γ(n))− n is decreasing by
the triangular inequality. The Busemann function of the point ξ is
bξ(x, y) = sup {bγ(x, y) | geodesic rays γ towards ξ} .
By the δ-hyperbolicity, it holds that
bγ(x, y) ≤ bξ(x, y) ≤ bγ(x, y) + 32δ, (7)
for every geodesic ray γ towards ξ, regardless of the starting point [GdlH, Chapitre
8].
The function β defined in the following lemma will play an important role in this
paper.
Lemma 3.1. For every θ ∈ R, the limit
β(θ) := lim
n→∞
1
n
log
∑
x∈Sn
G(1, x)θ
exists, where Sn is the set of words of length n in Γ. Moreover, the function β is
convex on R.
Proof. Let Gθ(n) :=
∑
x∈Sn
G(1, x)θ. For every θ ∈ R, by the Ancona inequal-
ity (5), Gθ(n) is submultiplicative up to a bounded constant; hence the limit of
(1/n) logGθ(n) exists. The convexity follows fromG(1−t)θ0+tθ1(n) ≤ G(1−t)θ0(n)Gtθ1(n)
for 0 ≤ t ≤ 1 and θ0, θ1 ∈ R. 
The function β is convex on R, therefore it is continuous, and differentiable except
for at most countably many points. In fact, we will show that β is analytic except for
at most finitely many points and continuously differentiable at every point (Proposi-
tion 4.8 and Corollary 4.11). This is shown by identifying β(θ) with the pressure for
certain Ruelle-Perron-Frobenius transfer operator, based on an automatic structure
of the hyperbolic group Γ in Section 4.
Here we note that β has special values at θ = 0 and 1.
Lemma 3.2. It holds that β(0) = v, i.e., the logarithmic volume growth of (Γ, d) and
β(1) = 0. Furthermore, β(θ)→ −∞ as θ → +∞, and β(θ)→ +∞ as θ → −∞.
Proof. First, it follows that β(0) is just the logarithmic volume growth v > 0 by
definition. Next, we show that β(1) = 0. Note that the shadows S(x,R) (x ∈ Sn)
cover the boundary ∂Γ for some fixed R > 4δ with bounded overlaps, i.e., there is
N such that every ξ in the boundary is included in at most N shadows of the form
S(x,R) with |x| = n [Coo, Lemme 6.5]. By Theorem 2.6, we have that
1 = ν(∂Γ) ≤
∑
x∈Sn
ν(S(x,R)) ≤ C
∑
x∈Sn
G(1, x).
On the other hand,∑
x∈Sn
G(1, x) ≤ C
∑
x∈Sn
ν(S(x,R)) ≤ CNν (∪x∈SnS(x,R)) ≤ CN.
Therefore, we obtain β(1) = 0.
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Finally, let us show that β(θ)→ −∞ (resp.+∞) as θ → +∞ (resp.−∞). For the
random walk (Γ, µ), the spectral radius ρ for µ is strictly less than 1 and the n-th
step transition probability satisfies that pn(x, y) ≤ ρ
n. For a finite range random
walk, it takes at least d(x, y)/r steps to reach y from x for some constant r > 0.
Therefore, the Green function is estimated by G(x, y) ≤ Ce−λd(x,y) for constants
C > 0 and λ > 0. For every positive θ, one has β(θ) ≤ v − θλ, hence β(θ) goes
to −∞ as θ tends to +∞. On the other hand, for every negative θ, we have the
converse inequality: β(θ) ≥ v−θλ, and thus β(θ) goes to +∞ as θ tends to −∞. 
We introduce one parameter family of measures µθ on the boundary ∂Γ; it in-
terpolates the harmonic measure and a Patterson-Sullivan measure. Recall that a
Patterson-Sullivan measure µ0 is given as a limit point of
µs :=
∑
x∈Γ e
−s|x|δx∑
x∈Γ e
−s|x|
as s ↓ v on the compactification Γ ∪ ∂Γ. The measure µ0 is supported on the
boundary ∂Γ, and satisfies
dg∗µ0
dµ0
(ξ) ≍ e−vbξ(g,1)
for every g in Γ and µ0-almost every ξ in ∂Γ. One can show that all limit points are
comparable with the D-Hausdorff measure; and thus they form a unique measure
class. This construction corresponds to the case where θ = 0 in the following.
Theorem 3.3. For every θ ∈ R, there exists a probability measure µθ on ∂Γ such
that
dg∗µθ
dµθ
(ξ) ≍ K(g, ξ)θe−β(θ)bξ(g,1) (8)
for every g in Γ and µθ-almost every ξ in ∂Γ.
Proof. The construction is analogous to the one of a Patterson-Sullivan measure on
∂Γ [Coo, The´ore`me 5.4]. Notice that β(θ) is the exponent of convergence for
∑
x∈Γ
G(1, x)θe−s|x|,
i.e., it converges when s > β(θ) and diverges when s < β(θ). Define the measure on
Γ ∪ ∂Γ by
µθ,s :=
∑
x∈ΓG(1, x)
θe−s|x|δx∑
x∈ΓG(1, x)
θe−s|x|
, (9)
where δx denotes the Dirac measure at x. First, suppose that
∑
x∈ΓG(1, x)
θe−s|x|
diverges as s ↓ β(θ). In this case, since µθ,s is supported on the compact space
Γ∪ ∂Γ, as s ↓ β(θ), there is a subsequencial weak limit which we denote by µθ. The
limiting measure µθ is supported on ∂Γ as the denominator of (9) diverges. For the
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left multiplication by g, the measure µθ,s has the form:
g∗µθ,s(x) =
G(1, g−1x)θe−s|g
−1x|∑
x∈ΓG(1, x)
θe−s|x|
=
G(1, g−1x)θ
G(1, x)θ
e−s(|g
−1x|−|x|)µθ,s(x).
Here G(g, x)/G(1, x) goes to K(g, ξ) as x tends to ξ, and |g−1x| − |x| equals to
bξ(g, 1) up to a constant depending only on δ for every x in a neighbourhood of ξ in
Γ ∪ ∂Γ [Coo, Lemme 2.2]. Then the claim follows.
Next, we consider the case where
∑
x∈ΓG(1, x)
θe−s|x| does not diverge as s ↓ β(θ).
In this case, one can modify the series a little bit to make it diverge at the exponent
of convergence [Pat, Lemma 3.1]. There exists a positive increasing function k on
[0,∞] such that for any ε > 0 there is b0 satisfying that k(ab) ≤ a
εk(b) for b > b0 and
a > 1, and
∑
x∈Γ k(e
|x|)G(1, x)θe−s|x| diverges as s ↓ β(θ). We define the measure
µkθ,s with the modification by k as in (9). The rest follows in a similar way to the
above. 
Corollary 3.4. For θ = 0, a measure µ0 is comparable with the D-Hausdorff mea-
sure HD on ∂Γ, where D = v/ε, i.e., µ0 ≍ H
D. For θ = 1, a measure µ1 coincides
with the harmonic measure ν, i.e., µ1 = ν.
Proof. When θ = 0, a measure µ0 is nothing but a Patterson-Sullivan measure as we
see in the construction, and thus µ0 is comparable with the D-Hausdorff measure
([Coo, Corollaire 7.5]; see also [Cal, Corollary 2.5.10]). When θ = 1, in the proof of
Theorem 3.3, in fact we have
dg∗µ1
dµ1
(ξ) = K(g, ξ),
since a parameter s converges from above to β(1) which is equal to 0 (Lemma
3.2). Recall that the harmonic measure ν is the unique stationary measure on the
boundary ∂Γ satisfying (3). By taking the Radon-Nikodym derivative of g∗ν with
respect to ν, noting (4), we have 1 =
∑
g∈Γ µ(g)K(g, ξ), for ν-a.e. ξ. By the
continuity of the Martin kernel K(g, ξ) in ξ, we deduce that a probability measure
µ1 is µ-stationary on ∂Γ, hence it has to coincide with the harmonic measure ν. 
Corollary 3.5 (A Gibbs property of µθ). For every θ ∈ R, let µθ be a probability
measure satisfying (8) in Theorem 3.3: Then there exists R0 such that for every
R ≥ R0 and for every g in Γ,
µθ (S(g, R)) ≍θ,R G(1, g)
θe−β(θ)|g|.
Proof. For every shadow S(g, R), and for every ξ ∈ S(g, R), take an arbitrary geo-
desic ray γ from 1 converging to ξ. By the Ancona inequality (5), for |g| < m, we
have
G(1, γ(m)) ≍ G(1, γ(|g|))G(γ(|g|), γ(m)).
Since d(g, γ(|g|)) ≤ 2R, by the Harnack inequality (6), it follows that G(1, γ(m)) ≍R
G(1, g)G(g, γ(m)). Hence by letting γ(m) → ξ, we have G(1, g)K(g, ξ) ≍R 1. On
HAUSDORFF SPECTRUM OF HARMONIC MEASURE 13
the other hand, one obtains bξ(g, 1) = −|g| + O(R, δ) for all ξ ∈ S(g, R) by the
δ-hyperbolicity and by (7). Since µθ satisfies (8) in Theorem 3.3,
dg∗µθ
dµθ
(ξ) ≍θ,R G(1, g)
−θeβ(θ)|g|,
for all ξ ∈ S(g, R). This estimate yields
g∗µθ (S(g, R)) ≍R G(1, g)
−θeβ(θ)|g|µθ (S(g, R)) . (10)
The rest is proceeded as in the proof of [Coo, Proposition 6.1]. Let 0 ≤ m0 < 1 be
the largest µθ mass of the point in ∂Γ, and fix m such that m0 < m < 1. By the
compactness of ∂Γ, there exists r0 > 0 small enough such that every ball of radius
r0 has the measure µθ less than m. Then there exists R0 depending on r0 such that
for every R ≥ R0 and for every g, the diameter of ∂Γ \ g
−1S(g, R) is less than r0
by [Coo, Lemme 6.3]. Since 0 < 1 − m ≤ µθ (g
−1S(g, R)), by (10), it holds that
µθ(S(g, R)) ≍R G(1, g)
θe−β(θ)|g|. Thus the corollary follows. 
The following is suggested by Goue¨zel [Gou3]. In particular, probability measures
satisfying (8) form a unique measure class.
Theorem 3.6. A probability measure satisfying (8) in Theorem 3.3 for some θ
is doubling. Arbitrary two probability measures satisfying (8) for the same θ are
mutually absolutely continuous and their densities are uniformly bounded from above
and from below.
Proof. Let µθ be a probability measure satisfying (8). We note that µθ is doubling
on shadows in the sense that: µθ (S(g, 2R)) ≍θ,R µθ (S(g, R)) for all g in Γ and for a
fixed R ≥ R0 by Corollary 3.5. By using this estimate iteratively (if necessary) and
by Lemma 2.1, one shows that µθ is doubling, i.e., there exists a constant C = Cθ,R
such that µθ (B(ξ, 2r)) ≤ Cµθ (B(ξ, r)) for all ξ in ∂Γ and for all r ≥ 0.
In the same way, since µθ (S(g, R)) ≍θ µ
′
θ (S(g, R)) for arbitrary two probability
measures µθ and µ
′
θ satisfying (8), two such measures are comparable on balls, i.e.,
µθ (B(ξ, r)) ≍θ µ
′
θ (B(ξ, r)). For every Borel set A in ∂Γ, and for all small enough
r > 0, take a compact set K and an open set U such that K ⊂ A ⊂ U , and
µθ (U \K) and µ
′
θ (U \K) are less than r. Since K is compact, there exists r0 > 0
such that all balls of radius less than r0 centred in K are included in U . By the
doubling property of µθ, the Vitali covering theorem (e.g. [Hei, Theorem 1.6]) implies
that there exist countable disjoint balls {Bi} of radius less than r0 centred in K such
that µθ (K \
⋃
iBi) = 0. Therefore
µθ(K) ≤
∑
i
µθ(Bi) ≤ C
∑
i
µ′θ(Bi) = Cµ
′
θ (∪iBi) ≤ Cµ
′
θ(U).
By letting r tend 0, one obtains µθ(A) ≤ Cµ
′
θ(A). The reverse inequality is also
obtained in the same way; we conclude the proof. 
Let us recall that a measure on the boundary ∂Γ is called ergodic for the action
of Γ, if every Γ-invariant Borel set has the measure null or co-null.
Corollary 3.7. For every θ ∈ R, every probability measure µθ satisfying (8) in
Theorem 3.3 is ergodic for the action of Γ.
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Proof. Let A be a Borel set which is Γ-invariant in ∂Γ, i.e., gA = A for every g in Γ.
Suppose that µθ(A) > 0. Since the restriction µθ|A of µθ to the set A satisfies (8) for
the same θ, we have µθ|A ≍ µθ, by Theorem 3.6; this implies that µθ(∂Γ\A) = 0. 
The Gibbs property of µθ provides the following strong estimate for
∑
x∈Sn
G(1, x)θ.
Proposition 3.8. For every θ ∈ R,∑
x∈Sn
G(1, x)θ ≍θ e
nβ(θ).
Proof. The proof is similar to the one of Lemma 3.2 for β(1) = 0. The shadows
S(x,R) (x ∈ Sn and R > max{4δ, R0}) cover ∂Γ with bounded overlaps N . From
Corollary 3.5, we have
1 = µθ(∂Γ) ≤
∑
x∈Sn
µθ (S(x,R)) ≤ C
∑
x∈Sn
G(1, x)θe−nβ(θ),
and, ∑
x∈Sn
G(1, x)θ ≤ C
∑
x∈Sn
eβ(θ)nµθ (S(x,R)) ≤ CNe
nβ(θ).
Thus we obtain the claim. 
4. Symbolic dynamics
4.1. Automatic structure. Suppose that S is a finite symmetric set of generators
in Γ. An automaton is a directed graph A = (V,E, s∗) with a distinguished vertex
s∗ called the initial state, and a labeling on edges by generators α : E → S. For
a path ω in the graph, a sequence of edges e0, e1, . . . , en−1, where the terminus of
ei is the origin of ei+1, we associate a path α(ω) in the Cayley graph of Γ starting
from the identity: 1, α(e0), α(e0)α(e1), . . . , α(e0)α(e1) · · ·α(en−1). Denote by α∗(ω)
the terminus of α(ω).
Definition 4.1. We say that a finitely generated group Γ has a strongly Markov
automatic structure if there exists an automaton A = (V,E, s∗) such that
(1) Every v in V can be reached by a path ω starting from the initial state s∗.
(2) For every directed path ω in A, the path α(ω) is a geodesic in Γ.
(3) The map α∗ evaluating the terminus of the path is one-to-one and onto from
the set of paths starting from s∗ to Γ.
By definition, the map α∗ gives a bijection from the set of paths from s∗ of length
n to the sphere Sn (the set of words of length n) in Γ.
A theorem by Cannon ensures that every hyperbolic group has a strongly Markov
automatic structure [Can]. In the sequel, we fix an automatonA for Γ. Let us denote
by Σ∗ the set of finite paths in the graph A (not necessarily starting at s∗), by Σ the
set of semi-infinite paths and by Σ = Σ∗ ∪Σ the union of those sets. We define the
metric dΣ(ω, ω
′) = 2−n in Σ, where ω and ω′ coincide just until the n-th entry. To a
semi-infinite path in the graph A, we can associate a geodesic ray starting from the
identity in the group Γ, and a point in the boundary as the extreme point. The map
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α∗ is extended from Σ to Γ∪∂Γ in this way. We note that the map α∗ is continuous,
in fact, Ho¨lder.
Lemma 4.2. The map α∗ : Σ→ Γ ∪ ∂Γ is Ho¨lder continuous.
Proof. This follows from dε(ξ, η) ≤ Ce
−ε(ξ|η). 
Our analysis will be built on the structure of the graph A. A component is a
maximal induced subgraph of A where every vertex is accessible from every other
vertex by a finite directed path. In general, an automaton has several distinct
components which we have to deal with. A surface group admits an automaton
with rather simple structure: one large component and just single vertices. For
general hyperbolic groups, however, it is not the case, and it is necessary to capture
how different components interact each other.
4.2. Thermodynamic formalism. In this section, we show that β(θ) is the pres-
sure for the Ruelle-Perron-Frobenius transfer operator for an appropriate subshift of
finite type. This enables us to prove that β(θ) is analytic except for at most finitely
many points. The subshift of finite type is constructed on an automatic structure of
Γ, where the thermodynamic formalism is established by Goue¨zel [Gou1] based on
the classical case. It is not necessarily topologically mixing, or not even recurrent,
either. Below we employ the generalised thermodynamic formalism due to Goue¨zel,
following [Gou1, Section 3.3].
For a finite directed graph A and the set of finite or semi-infinite paths Σ in A,
the shift σ : Σ→ Σ is defined by deleting the first edge of a path. Given every real-
valued Ho¨lder continuous function ϕ : Σ → R (a potential), we define the transfer
operator Lϕ acting on continuous functions by
Lϕf(ω) =
∑
σ(ω′)=ω
eϕ(ω
′)f(ω′),
where for the empty path ω = ∅, we understand that the preimages of the shift σ
are taken by the nonempty ones. The transfer operator encodes the Birkhoff sum
Snϕ(ω) in the form that
Lnϕf(ω) =
∑
σn(ω′)=ω
eSnϕ(ω
′)f(ω′), where Snϕ(ω) := ϕ(ω) + ϕ(σω) + · · ·+ ϕ(σ
n−1ω).
The most fundamental case is where the graph A is topologically mixing, i.e., every
vertex is accessible from every other vertex (then the graph is called recurrent),
and for arbitrary two vertices in the graph, there is a path connecting those two
vertices of length n for all large enough n. In this case, the Ruelle-Perron-Frobenius
theorem describes the spectra of Lϕ ([Bow, Theorem 1.7], [PP, Theorem 2.2], and
[Gou1, Theorem 3.6]). In the case where the graph A is just recurrent, there is a
period p > 1 such that every loop has the length proportional to p. In this case, the
set of vertices of A is decomposed into p distinct subsets Vj where an edge emanating
from a vertex in Vj has the terminus in Vj+1 for every j ∈ Z/pZ. This decomposition
is called a cyclic decomposition of V , and the restriction of σp to each Vj yields a
subshift of finite type which is topologically mixing. Consider the case where the
16 RYOKICHI TANAKA
graph A is not even recurrent. Then we decompose the graph A into components.
To each component C, one can associate a transfer operator LC by restricting ϕ
to paths staying in C. Each transfer operator LC has finitely many eigenvalues of
maximal modulus ePrC(ϕ), for some real number PrC(ϕ) (the pressure), and they
are all simple and isolated. Define by Pr(ϕ) = maxC PrC(ϕ) the maximum of the
pressure over all components. A component C is called maximal if PrC(ϕ) = Pr(ϕ).
The asymptotic behaviour of Lnϕ is controlled by maximal components.
Definition 4.3. The potential ϕ is called semisimple if there are no directed paths
between arbitrary two distinct maximal components.
In the case where the potential ϕ is semisimple, the dominating terms of Lnϕ are
fairly well decomposed as in the following: Let denote by Ho¨l the space of Ho¨lder
continuous functions with some fixed exponent with the norm ‖ · ‖.
Theorem 4.4 ([Gou1], Theorem 3.8). Suppose that a potential ϕ is semisimple.
Denote by C1, . . . , CI the maximal components, with the corresponding period pi, and
take for each i a cyclic decomposition Ci =
⊔
j∈Z/piZ
Ci,j . Then there exist Ho¨lder
continuous functions hi,j and measures λi,j with
∫
hi,jdλi,j = 1 such that for every
Ho¨lder continuous function f ,∥∥∥∥∥Lnϕf − enPr(ϕ)
I∑
i=1
pi−1∑
j=0
(∫
fdλi,(j−n mod pi)
)
hi,j
∥∥∥∥∥ ≤ C‖f‖e−nε0enPr(ϕ).
The probability measures µi =
1
pi
∑pi−1
j=0 hi,jλi,j are invariant under σ and ergodic
(but not mixing in general).
Denote by C→,i,j the set of edges from which Ci,j is accessible with a path of length
proportional to pi, and by Ci,j,→ the set of edges which can be accessible from Ci,j
by a path of length proportional to pi. The function hi,j is bounded from below on
paths starting with edges in Ci,j,→ and the empty path, and vanishes elsewhere. The
support of the measure λi,j is the set of infinite paths starting with edges in C→,i,j
and eventually staying in Ci.
To each component C (not necessarily maximal), we associate the space of infinite
paths staying in C, which we denote by ΣC . There is the Gibbs measure µC on ΣC,
i.e.,
µC ([ω0, . . . , ωn−1]) ≍ e
−nPrC(ϕ)+Snϕ(ω) (11)
for every ω in ΣC, where µC is σ-invariant, having the form (1/pC)
∑pC−1
j=0 hC,jλC,j by
abusing the notation in Theorem 4.4. We formulate a variational principle on each
ΣC . For a finite Borel measurable partition D of ΣC and a measure m on it, one
defines the entropy Hm(D) = −
∑
D∈Dm(D) logm(D). Define the Borel measurable
partition of ΣC by U := {Ux}x∈C, where Ux := {ω ∈ ΣC | ω0 = x}. For a σ-invariant
probability measure m on ΣC, the entropy of m is defined by
hm(σ) = lim
n→∞
1
n
Hm
(
U ∨ σ−1U ∨ · · · ∨ σ−n+1U
)
,
where D1 ∨ D2 denotes the partition refined by the partitions D1 and D2, and
the limit exists for every σ-invariant probability measure m [Bow, Lemma 1.19].
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The following corresponds to [Bow, Theorem 1.22], where the claim is stated for a
topologically mixing subshift of finite type, but a recurrent case follows from the
same line of the proof.
Proposition 4.5 (Variational principle). For a Ho¨lder continuous potential ϕ (not
necessarily semisimple), and for each component C, one has
max
{
hm(σ) +
∫
ΣC
ϕdm
}
= PrC(ϕ),
where the maximum is taken over all σ-invariant probability measures m on ΣC and
attained by the Gibbs measure µC.
In particular, Pr(ϕ) is attained by the Gibbs measure corresponding to a maximal
component. The following proposition describes how the transfer operator behaves
under perturbations of the potential.
Proposition 4.6 ([Gou1], Proposition 3.10). Assume that a potential ϕ in Ho¨l is
semisimple, and C1, . . . , CI are the corresponding maximal components as in Theorem
4.4. There exist ε0 > 0 and C > 0 such that for all ψ small enough in Ho¨l, there
exist Ho¨lder continuous functions hψi,j and measures λ
ψ
i,j with the same support as
hi,j and λi,j, respectively, and real numbers PrCi(ϕ + ψ) satisfying that for every f
in Ho¨l,∥∥∥∥∥Lnϕ+ψf −
I∑
i=1
enPrCi(ϕ+ψ)
pi−1∑
j=0
(∫
fdλψi,(j−n mod pi)
)
hψi,j
∥∥∥∥∥ ≤ C‖f‖e−nε0enPr(ϕ).
The maps ψ 7→ PrCi(ϕ + ψ), ψ 7→ h
ψ
i,j and ψ 7→ λ
ψ
i,j are analytic in the norm sense
from a small ball centred at 0 in Ho¨l to R, Ho¨l and the dual of Ho¨l, respectively.
Moreover,
PrCi(ϕ+ ψ) = Pr(ϕ) +
∫
ψdµi +O
(
‖ψ‖2
)
,
where µi =
1
pi
∑pi−1
j=0 hi,jλi,j.
The proof is based on the decomposition on each component. Note that the
pressures PrCi(ϕ + ψ) are possibly different. One can also show that ϕ + ψ is
semisimple for all small enough ψ, since the pressures of ϕ + ψ on the components
other than the maximal ones are bounded away from Pr(ϕ). This implies that the
maximal components of ϕ+ ψ appear within those of ϕ for all small enough ψ.
We will need the following lemma to determine whether the potential is semisim-
ple or not. Let 1[E∗] be the indicator function on Σ defined on the set of paths
starting at the initial state s∗. By the definition of the transfer operator, we have
Lnϕ1[E∗](∅) =
∑
eSnϕ(ω), where the summation is taken over all paths starting at s∗
of length n.
Lemma 4.7. Let Pr(ϕ) = maxC PrC(ϕ). Suppose that there are L components in
a finite directed graph A. We have
Lnϕ1[E∗](∅) ≤ Cn
LenPr(ϕ).
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On the other hand, if there is a path from the initial state s∗ to successively k different
maximal components, then we have
Lnϕ1[E∗](∅) ≥ C
′nk−1enPr(ϕ).
Proof. This is [Gou1, Lemma 3.7], in particular, the latter is a special case of it.
We give the proof of the former for completeness. Observe that in the components
graph which is the directed graph obtained by identifying each component with a
point, there are no loops, and thus, there are only finitely many directed paths.
Decompose a path ω in the automaton: When a path ω starting from s∗ goes
through k different components C1, . . . , Ck successively, we decompose a path in
the automaton by ω = (u0, v1, u1, . . . , ui−1, vi, ui, . . . , uk−1, vk, uk), where each vi is a
path in Ci, and u0, u1, . . . , uk−1 are transient paths connecting components C1, . . . , Ck
successively and uk is a path emanating from Ck, possibly empty. By the Ho¨lder
continuity of ϕ, we get
Snϕ(ω) ≤ Ck +
∑
i
S|vi|ϕ(vi, ui, vi+1, . . . , uk) ≤ C
′k +
∑
i
S|vi|ϕ(vi),
and thus,
Lnϕ1[E∗](∅) ≤
∑
eCk
∑
a1+···+ak=n−b

 ∑
|v1|=a1
eSa1ϕ(v1)

 · · ·

 ∑
|vk|=ak
eSakϕ(vk)

 ,
where b =
∑
|ui| and the first summation is taken over all possible paths in the
components graph. For each component C, the eigenvalue of maximal modulus of
Lϕ restricted on C, is not greater than e
Pr(ϕ), hence we obtain
∑
|vi|=ai
eSaiϕ(vi) ≤
CeaiPr(ϕ). Therefore it holds that
Lnϕ1[E∗](∅) ≤
∑
eCk
∑
a1+···+ak=n−b
e(n−b)Pr(ϕ) ≤ CnLenPr(ϕ),
and the lemma follows. 
Let A = (V,E, s∗) be a strongly Markov automaton associated with a non-
elementary hyperbolic group Γ, and K(x, y) be the Martin kernel corresponding
to a finitely supported admissible probability measure µ on Γ. We define the pres-
sure by
ϕ(ω) = − logK(α∗ω0, α∗ω), (12)
where a path ω = (ω0, ω1, . . . ) is a sequence of edges in the graph A. By the cocycle
identity: K(gg′, ξ) = K(g, ξ)K(g′, g−1ξ), we have
G(1, α∗ω¯n) ≍ e
Snϕ(ω) (13)
for the path ω¯n cut out from ω at the length n, where we used |Snϕ(ω)−Snϕ(ω¯n)| ≤
C by the Ho¨lder continuity of ϕ.
By Lemma 4.2, the map α∗ : Σ → Γ ∪ ∂Γ is Ho¨lder continuous, and thus the
pressure (12) is also Ho¨lder continuous function on Σ.
Proposition 4.8. Let ϕ be the potential defined in (12). For every θ ∈ R, it holds
that β(θ) = Pr(θϕ). In particular, β is analytic except for at most finitely many
points. Moreover, θϕ is semisimple for every θ ∈ R.
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Proof. For each component C, the pressure PrC(θϕ) is analytic in θ; hence Pr(θϕ)
is analytic in θ except for at most finitely many points since it is defined as the
maximum of finitely many analytic functions. For a path ω of finite length, the
pressure has the following form:
ϕ(ω) = − log
G(α∗ω0, α∗ω)
G(1, α∗ω)
.
Therefore we obtain
1
G(1, 1)θ
∑
x∈Sn
G(1, x)θ = Lnθϕ1[E∗](∅).
By Lemma 4.7 and Proposition 3.8, we have β(θ) = Pr(θϕ). Observe that if there
is a path from a maximal component to the other maximal component, then con-
catenating a path emanating from s∗, one can assume that the path is starting from
s∗ and going through two distinct maximal components. If there is a directed path
from s∗ passing through k > 1 different maximal components, then by the second
inequality of Lemma 4.7, one has enβ(θ) ≥ Cnk−1enPr(θϕ); a contradiction. 
Thermodynamic formalism gives some additional information about a probability
measure µθ constructed in Theorem 3.3. Henceforth, we consider the potential ϕ
defined in (12). Fix θ ∈ R, let p1, . . . , pI be the corresponding periods of maximal
components for the pressure θϕ, and denote by p the least common multiple of
those periods. Define the measures m˜np+q, q = 0, . . . , p − 1, by the positive linear
functionals on Σ: m˜np+q(f) = e
−(np+q)Pr(θ)Lnp+qθϕ (1[E∗]f)(∅). For each fixed q, the
measures m˜np+q converge to some measure m˜q according to Theorem 4.4. Then the
Cesa`ro average of the measures (
∑N
n=1 m˜n)/(
∑N
n=1 m˜n(Σ)) converge to a probability
measure weakly. (First, those measures converge for each Ho¨lder continuous function
f , then we deduce the weak convergence by approximating each continuous function
f by Ho¨lder continuous ones on Σ.) We denote the weak limit of the measures
(
∑N
n=1 m˜n(1[E∗]·))/(
∑N
n=1 m˜n(1[E∗])) by m˜θ.
Theorem 4.9. The measures µθ,s defined by (9) in Theorem 3.3 converge to α∗m˜θ
as s ↓ β(θ) without passing to a subsequence, where α∗m˜θ denotes the push-forward
of m˜θ by the map α∗. In particular, the measure α∗m˜θ is comparable with µθ.
Proof. In the above construction of the measure m˜θ, take f ◦α∗ for every continuous
function f on Γ ∪ ∂Γ. By the relation
∑
x∈Sn
G(1, x)θf(x) = G(1, 1)θLnθϕ(1[E∗]f ◦
α∗)(∅), we deduce that µθ,s converges weakly to α∗m˜θ as s ↓ β(θ). As we see in the
proof of Theorem 3.3, every weak limit of µθ,s as s ↓ β(θ) satisfies (8). Therefore
α∗m˜θ is comparable with µθ by Theorem 3.6. 
The ergodicity of µθ provides the differentiability of β at θ ∈ R.
Proposition 4.10. If µθ is ergodic for the action of Γ for some θ ∈ R, then the
corresponding β is differentiable at θ.
Proof. Recall that β(θ) = maxC PrC(θϕ) by Proposition 4.8. For each θ ∈ R,
let C1, . . . , Ck be the corresponding maximal components for the potential θϕ. By
Proposition 4.6, for each Ci, we have Pr
′
Ci
(θϕ) =
∫
ϕdµi (the derivative at θ). We
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will show that it holds that
∫
ϕdµi =
∫
ϕdµi′ for i 6= i
′, and then the differentiability
of β at θ will follow. This is nothing but [Gou1, Proposition 3.16]. (The argument
is well adapted without almost any modifications.) Below we describe the proof for
convenience, following [Gou1] and the idea of Calegari and Fujiwara [CF, Lemma
4.24]. Let ci :=
∫
ϕdµi. We define Ei the set of points ξ in ∂Γ such that the sequence
logF (1, γ(n))/d(1, γ(n)) converges to ci along some geodesic γ towards ξ. Notice
that in the above, one can replace some geodesic by every geodesic towards ξ, and
in particular, the set Ei is Γ-invariant. We will show that µθ(Ei) = 1. This will
imply that Ei ∩ Ei′ 6= ∅, and thus ci = ci′ . Denote by Oi ⊂ Σ the set of infinite
paths ω such that the Birkhoff averages (1/n)Snϕ(ω) have the limit ci. The Birkhoff
ergodic theorem implies that µi(Oi) = 1. (Recall that µi is σ-invariant and ergodic
on Σ.) We have α−1∗ Ei = Oi ∩ [E∗], where [E∗] is the set of paths starting at s∗,
since F (1, α∗ω¯n) ≍ e
Snϕ(ω) by (13). The measure µi is comparable with the measure
βi =
∑
j λi,j on the set of paths staying in the component Ci. This enables one
to show that βi(O
c
i ) = 0 [Gou1, p.916]. We will show that µθ(Ei) > 0. Suppose
the contrary. Since the push-forward of βi(· ∩ [E∗]) by α∗ is absolutely continu-
ous with respect to α∗m˜θ which is comparable with µθ by Theorem 4.9, we have
βi(Oi ∩ [E∗]) = 0. The set O
c
i has the βi-measure 0 by the above, hence βi([E∗]) = 0
and this is a contradiction since the measure βi has a positive mass on [E∗] by The-
orem 4.4. Above all, we have µθ(Ei) > 0, in fact, the measure equals 1 if µθ is
ergodic. Thus we conclude the proof. 
Corollary 4.11. For every finitely supported admissible probability measure µ on
Γ, the function β(θ) is continuously differentiable at every θ ∈ R.
Proof. Recall that β is analytic except at most finitely many points by Proposition
4.8. For every θ ∈ R, a probability measure µθ is ergodic by Corollary 3.7; the claim
follows from Proposition 4.10. 
5. Hausdorff spectrum
For every finitely supported admissible probability measure µ on a non-elementary
hyperbolic group Γ equipped with a word metric, let ν be the corresponding har-
monic measure on the geometric boundary ∂Γ. In this section, we consider the
dimensional properties of the harmonic measure ν. First, we discuss about a typical
pointwise behaviour of ν, and establish a formula on the Hausdorff dimension of ν
with the entropy and the drift of the random walk. Next, we consider an atypical
pointwise behaviour of ν, and introduce the Hausdorff spectrum (the multifractal
spectrum), which describes a variety of pointwise dimensions at ν-measure null. The
Hausdorff spectrum is given by the Legendre transform of β, and this allows us to
prove that the fundamental inequality becomes the genuine equality if and only if
the harmonic measure ν is comparable with the D-Hausdorff measure HD on the
boundary ∂Γ. This holds for every finitely supported admissible probability measure
µ on Γ.
5.1. Hausdorff spectrum of the harmonic measure. Let µ be an arbitrary
finitely supported admissible probability measure on Γ. First, we prove the following
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lemma for µ not necessarily symmetric. Define dG(x, y) = − logF (x, y) for x, y in
Γ. Here dG satisfies the triangular inequality in the sense that dG(x, y) ≤ dG(x, z)+
dG(z, y) and the positivity dG(x, y) > 0 for x 6= y, but does not satisfy the symmetry.
Lemma 5.1. There exist constants L > 0 and C ≥ 0 such that for all x, y in Γ,
L−1d(x, y)− C ≤ dG(x, y) ≤ Ld(x, y).
Proof. Suppose that d(x, y) = m. Let L := maxs∈S dG(1, s) > 0. By the triangular
inequality for dG, we have dG(x, y) ≤ Lm = Ld(x, y), and thus the second inequality
holds. To show the first inequality, it follows from the fact that the Green function
satisfies that G(x, y) ≤ Ce−λd(x,y). See also [BHM2, Proposition 3.5]. 
Recall that the Hausdorff dimension of the measure ν on the metric space (∂Γ, dε)
is defined by
dimH ν = inf{dimH C | ν(C
c) = 0}.
We show that the so-called dimension, entropy and drift formula for the harmonic
measure ν.
Theorem 5.2. For every finitely supported admissible probability measure µ on
every non-elementary hyperbolic group Γ equipped with a word metric, the corre-
sponding harmonic measure ν satisfies that
lim
r→0
log ν (B(ξ, r))
log r
=
h
εl
,
for ν-a.e. ξ. In particular, dimH ν = h/(εl).
Proof. Note that by Lemma 2.1, it is enough to show the claim for the shadows
S(g, R): Fix an R > 4δ and for ν-a.e. ξ in ∂Γ, take an arbitrary geodesic γ emanating
from 1 towards ξ, we shall show that −(1/n) log ν (S(γ(n), R)) ∼ h/l. Notice that
ν (S(γ(n), R)) ≍ G(1, γ(n)) by Theorem 2.6, and thus (1/n) log ν (S(γ(n), R)) ∼
(1/n) logG(1, γ(n)) for such a geodesic ray. By Theorem 2.2, for P-almost every
sample path of the random walk, there is a geodesic ray γω from 1 converging to the
point ξ in the boundary such that d(xn, γω(⌊ln⌋)) = o(n), where l > 0 is the drift.
The triangular inequality of dG shows that
|dG(1, xn)− dG(1, γω(⌊ln⌋))| ≤ max{dG (xn, γω(⌊ln⌋)) , dG (γω(⌊ln⌋), xn)}.
The inequality dG(x, y) ≤ Ld(x, y) in Lemma 5.1 implies that (1/n)dG(1, γω(⌊ln⌋)) ∼
(1/n)dG(1, xn). The drift of the random walk with respect to dG (the Green speed)
coincides with the entropy h [BHM1, Theorem 1.1]. Therefore we obtain
1
n
dG(1, γω(⌊ln⌋)) ∼ h (14)
for P-a.e. ω. Above all, it holds that −(1/⌊ln⌋) log ν (S(γω(⌊ln⌋), R)) ∼ h/l for
P-a.e. ω. The first assertion yields the second e.g., [Pes, Theorem 7.1, Chapter 2,
p.42], by adapting to the present setting. 
Remark 5.3. In the above proof, it is essential that the Green speed coincides with
the entropy [BHM1]. We note that it is shown for µ not necessarily symmetric in
their paper.
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Let us define Hausdorff spectrum of the measure ν. For every real number α, we
consider the following set:
Eα =
{
ξ ∈ ∂Γ
∣∣∣ lim
r→0
log ν (B(ξ, r))
log r
=
α
ε
}
.
The set Eα is possibly empty for some α. We call dimH Eα as the function of α the
Hausdorff spectrum of the measure ν. Let αmin := − limθ→+∞ β
′(θ) and αmax :=
− limθ→−∞ β
′(θ). Denote by f(α) = infθ∈R{αθ+ β(θ)} the Legendre transform of β
which is concave and continuous on [αmin, αmax]. Equivalently, f(α) = −θβ
′(θ)+β(θ)
for every α = −β ′(θ). Note that the interval [αmin, αmax] is a singleton if and only if
β is affine.
Theorem 5.4. For every finitely supported admissible probability measure µ on
every non-elementary hyperbolic group Γ equipped with a word metric, the Hausdorff
spectrum of the corresponding harmonic measure ν is given by
dimH Eα =
f(α)
ε
,
for every α ∈ (αmin, αmax). Moreover, the interval [αmin, αmax] is bounded in R>0
and Eα = ∅ for every α /∈ [αmin, αmax].
Proof. Recall that β is continuously differentiable on R by Corollary 4.11. For each
θ ∈ R, the derivative of β at θ has a strictly negative value since β is convex and
β(θ) → ±∞ (resp.) as θ → ∓∞ (resp.) by Lemma 3.2. Let us take α = −β ′(θ) ∈
(αmin, αmax) if αmin 6= αmax; or, α = αmin (or αmax) if αmin = αmax. First, we will
show that µθ(Eα) = 1 for such a θ. Consider the following set: For an arbitrary small
enough s > 0 and an arbitrary large enough n, the set of points ξ in ∂Γ, to which
there exists a geodesic ray γ from 1 converging such that ν (S(γ(n), R)) ≥ e−n(α−s).
The measure µθ of such a set is bounded from above by for every r > 0,
µθ
(
{ξ ∈ ∂Γ | ν (S(γ(n), R)) ≥ e−n(α−s)}
)
≤
∫
∂Γ
en(α−s)rν (S(γ(n), R))r dµθ(ξ).
(15)
(The map ξ 7→ γ(n) has to be measurable; this is obtained as in Theorem 2.2.) The
right hand side of (15) is bounded from above by∑
x∈Sn
en(α−s)rν (S(x,R))r µθ (S(x,R)) .
By the Gibbs property of µθ (Corollary 3.5), we have µθ (S(x,R)) ≍ G(1, x)
θe−β(θ)|x|.
Together with ν (S(x,R)) ≍ G(1, x) by Theorem 2.6, the ingredient of the above
summation is bounded by Cen(α−s)rG(1, x)θ+re−β(θ)n. Since
∑
x∈Sn
G(1, x)θ+r ≍
eβ(θ+r)n by Proposition 3.8, we eventually obtain a bound by Cen(α−s)re(β(θ+r)−β(θ))n.
Since β is differentiable at θ, we have β(θ+r)−β(θ) = −αr+o(r) as r ↓ 0. Therefore
for all small enough r > 0 there exists a constant c(s, r) > 0 such that
µθ
(
{ξ ∈ ∂Γ | ν (S(γ(n), R)) ≥ e−n(α−s)}
)
≤ Ce−nc(s,r).
It follows that
lim inf
n→∞
log ν (S(γ(n), R))
−n
≥ α− s, for µθ-a.e. ξ.
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In a similar way, by taking the reverse inequality ν (S(γ(n), R)) ≤ e−n(α+s) in the
beginning and replacing r by −r, we also get
lim sup
n→∞
log ν (S(γ(n), R))
−n
≤ α + s, for µθ-a.e. ξ.
We conclude that limn→∞(−1/n) log ν (S(γ(n), R)) = α, for µθ-a.e. ξ. The local
dimension (times the parameter ε) of µθ is obtained by:
lim
n→∞
logµθ (S(γ(n), R))
−n
= lim
n→∞
θ log ν (S(γ(n), R))− β(θ)n
−n
= θα + β(θ),
for µθ-a.e. ξ. Therefore, comparing the shadows with the balls by Lemma 2.1, we
have ε dimH Eα = θα + β(θ). (On the estimate of Hausdorff dimension, see, e.g.
[Fal, Proposition 4.9, p.74], where the proof is written in the Rn case, but is also
adapted to compact metric spaces.)
Next, we shall show that [αmin, αmax] is a bounded interval in R>0. For each θ ∈ R,
denote by mθ the Gibbs measure supported on ΣC corresponding to a maximal
component C for θϕ. Let m∞ be a weak limit of {mθ} as θ tends to +∞. Since for
each θ, we have
∫
ϕdmθ = β
′(θ) by Proposition 4.6, we obtain
∫
ϕdm+∞ = −αmin.
In the same way, we obtain
∫
ϕdm−∞ = −αmax, where m−∞ is a weak limit of {mθ}
as θ tends to −∞. By the variational principle Proposition 4.5, for arbitrary θ0 and
θ, we have
hmθ + θ0
∫
ϕdmθ ≤ β(θ0).
Choose a positive θ0 such that β(θ0) < 0. Since hmθ ≥ 0, we have −
∫
ϕdmθ ≥
−β(θ0)/θ0 > 0 for every θ, and thus we get αmin > 0. On the other hand,
αmax = − lim
θj→−∞
∫
ϕdmθj ≤ sup
ω∈Σ
(−ϕ(ω)) <∞.
Finally, we shall show that Eα = ∅ for every α /∈ [αmin, αmax]. Suppose that for an
α /∈ [αmin, αmax], there exists a ξ in ∂Γ such that limr→0 (log ν (B(ξ, r))) /(log r) =
α/ε. Then we have an infinite path ω starting at s∗ such that α∗ω = ξ and
(1/n)Snϕ(ω)→ −α as n tends to∞. Notice that such an infinite path ω eventually
stays in some component C (not necessarily maximal for ϕ). Define a measure on Σ
by
mω,n :=
1
n
n−1∑
k=0
δσkω.
Let mω be a weak limit of {mω,n}. Note that the measure mω is σ-invariant and
supported in ΣC . The variational principle Proposition 4.5 implies that for every θ,
hmω(σ) + θ
∫
ϕdmω ≤ β(θ),
i.e., the line defined by the left hand side lies under the convex curve defined by the
right hand side in the above inequality. Thus there exists a θ ∈ [−∞,+∞] such
that ∫
ϕdmω =
∫
ϕdmθ, (16)
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where we have θ = −∞ or +∞ when the line is asymptotic to β(θ). Here the
right hand side of (16) equals to β ′(θ) which is in [−αmax,−αmin]. Notice that since∫
ϕdmω,nj = (1/nj)Snjϕ(ω) →
∫
ϕdmω, we have −α =
∫
ϕdmω. Hence it has to
hold that −α ∈ [−αmax,−αmin]; a contradiction. We complete the proof. 
Remark 5.5. In fact, we are able to show that the set of irregular points Eirr =
{ξ ∈ ∂Γ | limr→0 (log ν (B(ξ, r))) /(log r) does not exist.} is not empty. Indeed, for
each component C (whose cardinality is larger than one), one can find a path ω in ΣC
such that the Birkhoff averages (1/n)Snϕ(ω) do not converge by a result of Barreira
and Schmeling [BS, Theorem 2.1]. It has been also shown that such paths form a
set of full topological entropy [ibid]. It is expected to hold that dimH Eα = f(a)/ε
for α = αmin and αmax as well, but those would require some additional argument
(e.g., [PU, Section 9.2]).
Remark 5.6. If an automaton has a unique component whose cardinality is larger
than one, then β is analytic by definition and thus the Legendre transform f(α)
is also analytic on (αmin, αmax). This is the case for free groups and for surface
groups, i.e., the fundamental groups of closed Riemann surfaces of genus greater
than one, for example. The condition that an automaton has a single non-trivial
component corresponds to Assumption 1 in [HMM]. In general, we have shown
that β is not only continuously differentiable but also analytic except for at most
finitely many points, hence it would be reasonable to expect that β is also analytic
for every non-elementary hyperbolic group and every finitely supported admissible
probability measure µ on it.
5.2. Proof of Theorem 1.1. First, we prove the following proposition which is a
slight extension of [BHM2, Proposition 5.4]. Let µˇ be the reflected measure of µ,
i.e., µˇ(x) = µ(x−1). Notice that if µ is finitely supported admissible on Γ, then the
reflected measure µˇ is also the case. Denote by ν and νˇ the corresponding harmonic
measures on ∂Γ for µ and µˇ, respectively.
Proposition 5.7. If the D-Hausdorff measure HD and the harmonic measure ν,
and HD and the reflected harmonic measure νˇ are mutually absolutely continuous,
respectively, then their Radon-Nikodym derivatives are uniformly bounded from above
and from below, i.e., HD ≍ ν and HD ≍ νˇ.
Proof. Define for x, y in Γ,
φ(x, y) :=
G(x, y)
G(x, 1)G(1, y)
.
There is an extension of φ on ∂2Γ := ∂Γ×∂Γ\diagonal, which is Ho¨lder continuous
on each compact subset. (See [Led, Proposition 3.17]. It is written for free groups
case, but the argument applies to the present setting as well.) Indeed, take ξ and η in
∂Γ (ξ 6= η) and r > 0 such that B(ξ, r)∩B(η, r) = ∅ (the balls are defined in Γ∪∂Γ).
For every x ∈ B(ξ, r)∩Γ and every y ∈ B(η, r)∩Γ, the function φ(x, y) is bounded by
the Ancona inequality (5) and the Harnack inequality (6). It holds that uniformly
for a fixed x, the function y 7→ G(x, y)/G(1, y) is Ho¨lder continuous on B(η, r),
and uniformly for a fixed y, the function x 7→ G(x, y)/G(x, 1) = Gˇ(y, x)/Gˇ(1, x)
is also Ho¨lder continuous on B(ξ, r) by Theorem 2.5. Therefore the function φ is
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extended on ∂2Γ and is Ho¨lder continuous on each compact subset. The measure
dν˜(ξ, η) := φ(ξ, η)d(νˇ ⊗ ν)(ξ, η) on ∂2Γ is σ-finite and invariant under the diagonal
action of Γ, since
φ(ξ, η)
φ(g−1ξ, g−1η)
= lim
x→ξ, y→η
G(x, g)G(g, y)
G(x, 1)G(1, y)
= Kˇ(g, ξ)K(g, η) =
dg∗(νˇ ⊗ ν)
d(νˇ ⊗ ν)
(ξ, η).
Let µ0 be a Patterson-Sullivan measure on ∂Γ. Define the measure on ∂
2Γ by
dµ˜0(ξ, η) :=
d(µ0 ⊗ µ0)(ξ, η)
exp(−2v(ξ|η))
.
Here the measure µ˜0 is σ-finite and Γ-quasi-invariant on ∂
2Γ, i.e., there exists a
constant C ≥ 1 such that C−1µ˜0(A) ≤ µ˜0(gA) ≤ Cµ˜0(A) for all g in Γ and all
Borel sets A in ∂2Γ [Coo, Corollaire 9.4]. Suppose that µ0 and ν, and µ0 and νˇ are
mutually absolutely continuous, respectively. We have dµ0 = fdν and dµ0 = fˇdνˇ
for some positive Borel measurable functions f and fˇ on ∂Γ. We obtain dµ˜0(ξ, η) =
F˜ (ξ, η)dν˜(ξ, η), where
F˜ (ξ, η) := fˇ(ξ)f(η)
exp(2v(ξ|η))
φ(ξ, η)
.
First, we shall prove that F˜ is uniformly bounded from above and from below ν˜-
a.e. Define the set AC := {(ξ, η) ∈ ∂
2Γ | C−1 ≤ F˜ (ξ, η) ≤ C}, then there exists
a constant C ≥ 1 such that ν˜(AC) > 0. The measure ν˜ is ergodic for the diagonal
action of Γ since νˇ ⊗ ν is ergodic [Kai2, Theorem 6.3]. Therefore, for ν˜-a.e. (ξ, η) in
∂2Γ, there exists g in Γ such that g(ξ, η) ∈ AC . Since µ˜0 is Γ-quasi-invariant and ν˜
is Γ-invariant, we have F˜ (gξ, gη) ≍ F˜ (ξ, η) for all g in Γ and for ν˜-a.e. (ξ, η). Hence
there exists a constant C ′ ≥ 1 such that C ′−1 ≤ F˜ (ξ, η) ≤ C ′ for ν˜-a.e. (ξ, η). Thus
we have
fˇ(ξ)f(η) ≍
φ(ξ, η)
exp(2v(ξ|η))
, ν˜-a.e.
Suppose that f is unbounded on B(η, r) for all small enough r > 0. Let ξ 6= η such
that fˇ(ξ) > 0. The right hand side φ(ξ, η′)/ exp(2v(ξ|η′)) is uniformly bounded
for η′ ∈ B(η, r) for all small enough r, while the left hand side fˇ(ξ)f(η′) is not; a
contradiction. This implies that f (and also fˇ) has to be bounded on ∂Γ, and the
same argument yields the boundedness of 1/f (and 1/fˇ). The claim follows. 
The logarithmic volume growth v of (Γ, d) has an interpretation as the Hausdorff
dimension of the boundary ∂Γ, i.e., dimH ∂Γ = v/ε ([Coo, Corollaire 7.6] and [Cal,
Corollary 2.5.10]). This leads a natural implication of the fundamental inequality
h ≤ lv as the inequality of dimensions: dimH ν ≤ dimH ∂Γ, as it is pointed out by
Vershik [Ver, Introduction, p.670]. Below we show that ν is of maximal Hausdorff
dimension if and only if ν and HD are comparable. Recall that D = v/ε. The
following is a restatement of Theorem 1.1 from Section 1.
Theorem 5.8. For every finitely supported admissible probability measure µ on ev-
ery non-elementary hyperbolic group Γ equipped with a word metric, it holds that
h = lv, if and only if the corresponding harmonic measure ν and the D-Hausdorff
measure HD on the boundary ∂Γ are mutually absolutely continuous and their den-
sities are uniformly bounded from above and from below, i.e., ν ≍ HD.
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Remark 5.9. The analogy between the logarithmic volume growth v and the topo-
logical entropy is pointed out in [Ver, p.681].
Proof of Theorem 5.8. Since the inequality h ≤ lv is equivalent to the inequality
dimH ν ≤ dimH ∂Γ by Theorem 5.2, we have the equality h = lv, as soon as the
harmonic measure ν is comparable with the D-Hausdorff measure HD. We shall
prove the converse. Recall that β is differentiable at every θ ∈ R (Corollary 4.11).
In view of Theorem 5.4, the Hausdorff spectrum dimH Eα has the maximum v/ε
at α = −β ′(0). On the other hand, dimH Eα = h/(εl) at α = −β
′(1). Indeed,
since ε dimH Eα = α at α = −β
′(1) and µ1 = ν, one has α = h/l (Corollary 3.4
and Theorem 5.2). The fundamental observation is that the inequality h/l ≤ v
is strict if and only if β is strictly convex on [0, 1]. Suppose that the equality
h = lv holds. Then β has to be affine on [0, 1] (in fact, on R). Let us recall
that β(θ) = Pr(θϕ) = maxC PrC(θϕ) (Proposition 4.8). We adapt the notation
in Theorem 4.4. Denote by C1, . . . , CI the maximal components at θ = 0. Every
PrCi(θϕ) coincides with −vθ + v on R, since each PrCi(θϕ) is convex and analytic.
Hence Ci, i = 1, . . . , I are also precisely maximal components for all θ ∈ [0, 1], in
particular, for θ = 1. Since we now have Pr′′Ci(θϕ) = 0 for all θ ∈ R, the potential ϕ
is cohomologous to a constant, i.e., ϕ = a+ u ◦ σ− u for some constant a and some
Ho¨lder continuous function u on some subset Σ′ of Σ, by [PP, Proposition 4.12].
(Although in [PP], the statement is written for a topologically mixing subshift of
finite type, it is adapted to our setting by decomposing into components.) Here the
domain Σ′ of u is the union of the sets Σi of infinite paths staying in the component
Ci, i.e., Σ
′ =
⋃
Σi. We use the relation L
n
ϕ1[E∗](∅) =
∑
eSnϕ(ω), where the summation
runs over the paths ω of length n starting at s∗. We define the set of paths ω starting
at s∗ satisfying that for a fixed K, the path ω is in one of those components Ci for
all n ≥ K, i.e.,
ΣK := {ω ∈ Σ | ω starts at s∗ and ωn ∈
I⋃
i=1
Ci for all n ≥ K}.
Let ∂ΓK := α∗(ΣK). Recall that the components Ci, i = 1, . . . , I, are maximal both
at θ = 0 and at θ = 1, and µθ ≍ α∗m˜θ, where m˜θ for θ = 0 and 1 are supported in
the common set of paths eventually staying in
⋃I
i=1 Ci. Therefore we deduce that
∂Γ =
⋃
K
∂ΓK , H
D-a.e. and also ν-a.e., (17)
since HD ≍ µ0 and ν = µ1 (Corollary 3.4). For every ω ∈ ΣK , we have
|Snϕ(ω)− an| ≤ CK , (18)
where CK is a constant depending on K. Indeed, let ω be any extension of ω
staying in some component Ci, it follows that |Snϕ(ω)−Snϕ(ω)| ≤ C by the Ho¨lder
continuity of ϕ, and |Snϕ(ω) − an| ≤ CK , by using |Snϕ(ω) − (ϕ(σ
Kω) + · · · +
ϕ(σn−1ω))| ≤ CK for all n ≥ K. Then we obtain
Lnϕ1[E∗](∅) ≥ CKe
(a+v)n.
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On the other hand, as in the proof of Lemma 4.7, we deduce that there exists some
ε0 > 0 such that
Lnϕ1[E∗](∅) ≤ Cn
L(e−nε0 + en(a+v)),
for all n > 0, since the summation over paths which do not stay in any Ci contributes
as O(e−nε0) at θ = 1. By Proposition 3.8, Lnϕ1[E∗](∅) ≍ 1 due to β(1) = 0, we
conclude that a = −v. Therefore, by (18), there exists a constant CK > 0 such that
for every path ω ∈ ΣK and for every n ≥ K, we have
C−1K e
−vn ≤ eSnϕ(ω) ≤ CKe
−vn.
Together with G(1, α∗ω¯n) ≍ e
Snϕ(ω) by (13), we deduce that G(1, α∗ω¯n) ≍K e
−vn
for all paths ω ∈ ΣK and for every n ≥ K. Consider ∂ΓK such that ν(∂ΓK) > 0.
For every ξ ∈ ∂ΓK , there exists a path ω ∈ ΣK such that α∗ω = ξ. Therefore we
obtain that there exists a constant CK > 0 such that for every ξ ∈ ∂ΓK and for
every n ≥ K,
C−1K e
−vn ≤ ν (S(α∗ω¯n, R)) ≤ CKe
−vn,
by Theorem 2.6, we also have C−1K r
v/ε ≤ ν (B(ξ, r)) ≤ CKr
v/ε, for every ξ ∈ ∂ΓK
and for all small enough r > 0 by Lemma 2.1. A standard covering argument
yields ν( · ∩ ∂ΓK) ≍K H
D( · ∩ ∂ΓK) (e.g. [Cal, Corollary 2.5.10]). Since we have
(17), we conclude that HD and ν are mutually absolutely continuous. Moreover,
we shall prove that their Radon-Nikodym derivatives are uniformly bounded from
above and from below. Indeed, notice that the entropy hˇ and the drift lˇ for the
reflected measure µˇ coincide with those for µ, respectively, since µˇ∗n(x) = µ∗n(x−1).
Thus h = lv is equivalent to hˇ = lˇv. As above, we also conclude that HD and νˇ
are mutually absolutely continuous. Therefore by Proposition 5.7, in fact, we have
HD ≍ ν. 
Remark 5.10. For a fixed R ≥ R0 and for every g in Γ, we have H
D(S(g, R)) ≍ e−v|g|
by Corollary 3.5 (see also [Coo, Proposition 6.1]). If HD ≍ ν, then combining with
G(1, g) ≍ ν(S(g, R)) (Theorem 2.6), we obtain G(1, g) ≍ e−v|g|; In other words,
there exists a constant C > 0 such that for every g in Γ, it holds that
|logG(1, g) + v|g|| ≤ C. (19)
The last estimate (19) implies that h = lv since the Green speed is the entropy
[BHM1, Theorem 1.1]. The equivalence between h = lv and (19) is proven in
[BHM2, Corollary 1.2 and Theorem 1.5] (see also [Hai]) for every finitely supported
admissible symmetric probability measure µ on Γ. Compare with results on the
rigidity of cocycles in [GMM2].
6. finitary results
We show finitary versions of Theorem 5.2, which are inspired by the results on
simple random walks on Galton-Watson trees by Lyons, Pemantle and Peres [LPP].
As a consequence, if h < lv, then the random walk is confined in a strictly smaller
region in Γ; but if h = lv, then such confinement does not happen. We make it more
precise. Denote by r the diameter of the support of the step distribution µ, and by
[Sn] the r-neighbourhood of the sphere Sn in Γ (the annulus). We define the first
hitting time for the random walk {xn}
∞
n=0 to the annulus [Sn] by τn := min{k ≥
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0 | xk ∈ [Sn]}, where τn is finite P-a.s., since the random walk is transient and the
annulus is thick enough for the range of the step. Let ν[n] be the distribution of xτn ,
which is supported on [Sn].
Theorem 6.1. Let hˆ := h/l.
(1) For the sequence of the first hitting points {xτn}
∞
n=0,
lim
n→∞
−
1
n
log ν[n] (xτn) = hˆ, P-a.s.
(2) For every a > 0,
lim
n→∞
ν[n]
(
x ∈ [Sn]
∣∣ e−n(hˆ+a) ≤ ν[n](x) ≤ e−n(hˆ−a)
)
= 1.
(3) For every a ∈ (0, 1), define Kn(a) as the minimal number of points which
form a set carrying the ν[n]-measure at least a, then
lim
n→∞
1
n
logKn(a) = hˆ.
Proof. The proof is analogous to [LPP, Theorem 9.8]. Note that (1) implies (2)
since almost sure convergence yields convergence in probability, and (2) implies (3)
directly. We prove (1). Recall that the Green speed coincides with the entropy:
lim
n→∞
−
1
n
logF (1, xn) = h,
P-a.s. by [BHM1, Theorem 1.1]. Since we have ν[n](xτn) ≤ F (1, xτn), and τn/n→ 1/l
as n tends to infinity P-a.s., it holds that
lim inf
n→∞
−
1
n
log ν[n] (xτn) ≥
h
l
= hˆ,
P-a.s. For every s > hˆ and every 0 < t < (s− hˆ)/2, define the set
An = {x ∈ [Sn] | ν[n](x) ≤ e
−n(s−t), F (1, x) ≥ e−n(hˆ+t)}.
We have
∑
x∈[Sn]
F (1, x) ≍ 1 by Proposition 3.8, and thus we deduce that ν[n] (An) ≤
Ce−n(s−hˆ−2t). Therefore, by the Borel-Cantelli lemma, P-a.s., there exists N such
that for all n ≥ N the point xτn is not in An. Since we have F (1, xτn) ≥ e
−n(hˆ+t)
eventually P-a.s., we obtain ν[n](xτn) ≥ e
−n(s−t) eventually P-a.s. Hence it holds that
lim sup
n→∞
−
1
n
log ν[n] (xτn) ≤ s− t,
P-a.s., by taking s arbitrary close to hˆ and t arbitrary close to 0, the theorem
follows. 
We show a “confinement” result of the random walk, stated in Theorem 1.3. The
following is known for almost every realisation of Galton-Watson tree conditioning
on having infinite trees ([LPP, Theorem 9.9] and [LP, Theorem 16.30]).
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Theorem 6.2. For every a ∈ (0, 1), there exists a subset Γa in Γ such that
P (xn ∈ Γa for all n ≥ 0) ≥ 1− a,
and
lim
n→∞
1
n
log |Γa ∩ Sn| = hˆ.
In particular, if hˆ = h/l < v, then the random walk stays in an exponentially small
region Γa of logarithmic volume growth hˆ with positive probability, and moreover,
by Theorem 6.1, there is no region of logarithmic volume growth strictly less than
hˆ where the random walk stays with positive probability. The confinement of the
random walk occurs if and only if the inequality h < lv is strict as it is also mentioned
in [Ver, p.683].
Proof of Theorem 6.2. By Theorem 2.2, P-a.s., there exists a geodesic ray γω starting
at 1 such that (1/n)d (γω(⌊ln⌋), xn) → 0 as n tends to infinity, where l > 0 is the
drift of the random walk. Take the map ω 7→ γω as a Borel measurable map as in
Theorem 2.2. As (14) in the proof of Theorem 5.2, we have
−
1
⌊ln⌋
logG(1, γω(⌊ln⌋))→ hˆ,
as n tends to infinity, P-a.s. According to the Egorov theorem, one can make
the above two convergences uniform on an event with arbitrary high probability.
Namely, for every a ∈ (0, 1) there exists an event Aa ⊂ Ω such that P(Aa) ≥ 1 − a
and for some sequence δn decreasing to 0, for all ω ∈ Aa,∣∣∣∣− 1⌊ln⌋ logG(1, γω(⌊ln⌋))− hˆ
∣∣∣∣ ≤ δ⌊ln⌋ and d (γω(⌊ln⌋), xn) ≤ ⌊ln⌋δ⌊ln⌋. (20)
Let Va :=
{
x ∈ Γ | G(1, x) ≥ e−|x|(hˆ+δ|x|)
}
. Define Γa :=
⋃
x∈Va
B
(
x, |x|δ|x|
)
. For
every ω ∈ Aa and for every n ≥ 0, the point γω(⌊ln⌋) is in Va, and thus, for every
ω ∈ Aa, it holds that xn ∈ Γa for all n ≥ 0 by (20). Hence
P (xn ∈ Γa for all n ≥ 0) ≥ 1− a.
We deduce that |Va ∩ Sn| ≤ Ce
n(hˆ+δn) since
∑
x∈Sn
G(1, x) ≍ 1 by Proposition
3.8. Note that for all small enough t > 0 and for all large enough n, we have
|B(1, nδn)| ≤ e
nt. Therefore for all large enough n,
|Γa ∩ Sn| ≤
∑
n
1+t
≤k≤ n
1−t
Cektek(hˆ+t) ≤ Ce
n
1−t
(hˆ+2t),
and it follows that
lim sup
n→∞
1
n
log |Γa ∩ Sn| ≤
hˆ+ 2t
1− t
.
The above holds for all small enough t > 0, then we obtain the upper bound by hˆ.
The lower bound follows by |Γa ∩ [Sn]| ≥ Kn(1− a) and by Theorem 6.1 (3). 
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