ABSTRACT. Let M be a symmetric positive definite moment functional and let {P M n (ω)} n∈N be the family of orthonormal polynomials that corresponds to M. We introduce a family of linear differential operators
Introduction
Let BL(π ) denote the set of π-band limited signals of finite energy, i.e., the set of continuous L 2 functions with a Fourier transform supported within the interval [−π, π]. Nyquist's expansion, f (t) = OF2 Aleksandar Ignjatović nature. On the other hand, every f ∈ BL(π ) is also an analytic function that can be represented by its Taylor series, using the values of all derivatives of f at a single instant, say t 0 . Since the values of the derivatives of f at t 0 are determined by the values of f in an arbitrarily small neighborhood of t 0 , Taylor's expansion is local in nature. Consequently, these two expansions are complementary, and this is reflected in a very different behavior of the error terms of approximations obtained by truncating the two corresponding series.
Unlike the Nyquist expansion that has a most fundamental role in digital signal processing, the Taylor expansion has found very limited practical use there, for several reasons. First of all, numerical differentiation is noise sensitive. As put in [10] , "…numerical differentiation should be avoided whenever possible, particularly when the data are empirical and subject to appreciable errors of observation." Secondly, truncations of the Nyquist series of a function f ∈ BL(π ) belong to BL(π ) and converge to f ; thus, the action of a continuous linear operator A on a signal f ∈ BL(π ) can be approximated by the action of A on truncations of the Nyquist series representing f . However, nothing similar is true of the Taylor expansion.
In this article we develop the theory of chromatic derivatives and the associated chromatic expansions from a new perspective and in a more general way than was done in the past, either by the present author who introduced these notions in [11] , or by other contributors; see our references. Chromatic expansions are of equally local nature as Taylor's, but do not suffer from any of the problems mentioned above. They can provide a numerically robust framework for dealing with phenomena that are most naturally described using differential operators.
Basic Notions

Moment Functionals
Let M ω : P ω → R be a linear functional on the vector space P ω of real polynomials in the variable ω. Such M ω is called a moment functional and µ n = M ω (ω n Thus, 0 n is the Hankel determinant of order n, and we also denote it by n . We will only consider moment functionals satisfying the following three conditions:
(1) M ω is symmetric, i.e., µ 2n+1 = 0 for all n. (2) M ω is positive definite; thus, n > 0 and µ 2n > 0 for all n. 
Such operators have real coefficients because M is symmetric. Since polynomials {P M n (ω)} n∈N are orthonormal, for all n ≥ 0 there exist γ n > 0 such that, if we also set γ −1 = 0 and P M −1 (ω) ≡ 0, the three term recurrence
holds for all n ≥ 0; see e.g., [2] . On the other hand, operators {K n } M n∈N can be shown to satisfy the recurrence 5) with the same coefficients γ n as in (2.4) , and that for all m and n,
Let f, g ∈ C ∞ ; then the equality
corresponds to the Christoffel-Darboux identity for orthogonal polynomials and can be proved in a similar way, using (2.5) to form a telescopic sum. From the corresponding properties of orthogonal polynomials, see e.g., [2] , one can show that
Assume that M satisfies conditions (1)-(3); we define 
for every A ∈ D. Using (2.6) we get
One can easily verify that (2.8) and (2.9) imply that for all k, n,
Thus,
Examples
We now give a few examples that show that for several families of classical orthogonal polynomials the corresponding m(t) are some familiar special functions. The first example below was introduced in [11] ; the other examples were introduced in [3, 8] . The claims are easy consequences of well known properties of orthogonal polynomials and special functions involved.
Example 1 (Chebyshev polynomials of the first kind/Bessel functions). For the family of orthonormal polynomials obtained by normalizing the Chebyshev polynomials of the first kind, T n (ω), by setting
, where J n (t) is the Bessel function of the first kind of order n. In the recurrence relation (2.5) the coefficients are given by γ 0 = 1/ √ 2 and γ n = 1/2 for n > 0.
Example 2 (Legendre polynomials/Spherical Bessel functions). Let L n (ω) be the Leg-
, where j n (t) is the spherical Bessel function of the first kind of order n, i.e., j n (t) = J n+1/2 (t)/ √ 2 t. The corresponding recursion coefficients are given by γ n = (n + 1)/ 4(n + 1) 2 Example 4 (Herron family 
2n)! and the interval of convergence of m(t) is finite, I m = (−π/2, π/2). In this case, K n [m](t) = (−1) n sech t tanh n t and γ n = n + 1 for all n ≥ 0. This example is a slight modification of an example due to Herron [8] .
Note that in Example 1 and Example 2 the corresponding functions m(t) have finitely supported Fourier transforms, while in Example 2 and Example 3 the corresponding m(t) belong to L 2 .
Numerical Robustness of Orthonormal Differential Operators
Using (2.4) and (2.5) we get (t) , the values of orthogonal differential operators K n [f ](t) can be obtained in an accurate and noise robust way, either from sufficiently dense samples of f (t), or, if f (t) is an analog signal, by sampling the output of a bank of analog filters that correspond to operators K n . To explain this, we consider Example 1 corresponding to the Chebyshev polynomials and compare the behavior of the symbols, or, in signal processing terminology, the transfer functions (i ω) n of the standard derivatives d n /dt n of orders n = 13 and n = 15, with the transfer functions √ 2 i n T n (ω) of the chromatic derivatives K n of the same orders.
The left graph on Figure 1 shows the plots of ω 13 (gray) and ω 15 (black); the right graph shows the plots of √ 2 T 13 (ω) (gray) and √ 2 T 15 (ω) (black). While the transfer functions of the derivatives d n /dt n of the same parity cluster tightly together and obliterate all but the edges of the spectrum (the Fourier transform) of a BL(1) signal, the transfer functions of the chromatic derivatives K n form a family of well separated, interleaved and increasingly refined comb filters, that instead of obliterating, encode the spectral features of the signal. For this reason we call orthonormal differential operators the chromatic derivatives. . Both filters were designed using the Remez exchange algorithm; see e.g., [16] . Within both the pass band and the stop band the error of approximation of these filters is less than 10 −4 .
The right graph on Figure 2 shows that, if the signal is moderately oversampled, it is possible to design digital filter banks which, for an input signal of bandwidth only 10% narrower than the band limit of the filterbank, provide both accurate and noise robust values of the chromatic derivatives of the input signal up to quite high orders. Such filter banks accurately encode the spectral features of the input signal and can be used in practical applications in fields that involve empirically sampled data, such as signal processing. On the other hand, from the left graph on Figure 2 it is clear that digital filters approximating the derivatives d n /dt n of high orders provide essentially no useful information.
Chromatic Expansions
The chromatic expansion centered at t = u of an analytic function f (t) is the formal series
The truncation of the chromatic expansion to the first n+1 terms is denoted by CA M [f, n, u] (t) and is called the chromatic approximation of f (t) of order n, centered at t = u,
The main objective of Section 3 is to study when a chromatic expansion of an analytic function f (t) pointwise converges to f (t), while in Section 4 we study when a chromatic expansion converges uniformly.
From (2.11) it follows that the chromatic approximation
Equations (2.19) and (2.20) for m = n relate the standard and the chromatic bases of D,
Since for j > k all powers of t in K k t j /j ! are positive, we have
Note that (2.23) and (2.12) imply that the matrices We now compare the chromatic approximations of analytic functions with the Taylor approximations. The first equality in (2.19) shows that a chromatic approximation, just like Taylor's approximation, is a local approximation. Referring to Example 2 (Legendre polynomials/Spherical Bessel functions), Figure 3 compares the behavior of the chromatic approximation (gray) of a signal f ∈ BL(π ) (black) with the behavior of the Taylor approximation of f (t) (dashed). Both approximations are of order sixteen, and the signal f (t) is defined using Nyquist's representation with samples {f (n) : |f (n)| < 1, −30 ≤ n ≤ 30} that were randomly generated. Figure 3 reveals that, when approximating a signal in BL(π ), the chromatic approximation has a much gentler error accumulation when moving away from the point of expansion than the Taylor approximation of the same order. Also, unlike the monomials appearing in the Taylor formula, the "special functions" K n [m](t) appearing in a chromatic expansion satisfy |K n [m](t)| ≤ 1 for all real t (Corollary 5).
In particular, in case of Example 2 we show that the chromatic expansion CA M [f, u] (t) of every analytic function f (t) pointwise converges to f (t) (Corollary 3), and if f (t) is an analytic function that belongs to L 2 , then the convergence is also uniform (Proposition 3). Such features of the chromatic approximations, together with the numerical robustness of the chromatic derivatives, make the chromatic approximations applicable in fields involving empirically sampled data. 
Weakly Bounded Moment Functionals
We now consider a broad class of symmetric positive definite moment functionals that contains functionals that correspond to many classical families of orthogonal polynomials. For such functionals the corresponding recursion coefficients γ n > 0 appearing in (2.5) satisfy the following three conditions: (i) γ n are bounded from below by a positive constant; (ii) the growth rate of γ n is sub-linear in n; and (iii) the quotients γ n /γ n+1 are bounded from above. For technical simplicity in the definition below we use a single constant M in all of these bounds.
Definition 1.
Let M be a symmetric positive definite moment functional and let γ n > 0 be such that (2.5) holds for all n > 0.
(1) M is weakly bounded if there exist some M ≥ 1, some 0 ≤ p < 1 and some integer r, such that for all n ≥ 0,
Thus, every bounded functional M is also weakly bounded with p = 0. Recall that in Example 1 (Chebyshev polynomials/Bessel functions) the recursion coefficients satisfy γ n = 1/2 for n > 1; in Example 2 (Legendre polynomials/Spherical Bessel functions), γ n = (n + 1)/ 4(n + 1) 2 + 1; consequently, in both cases the corresponding functional M is bounded. In Example 3 (Hermite polynomials/Gaussian monomial functions), the recursion coefficients satisfy γ n = √ (n + 1)/2; thus, in this case the corresponding moment functional M is weakly bounded, but not bounded. In Example 4 we have γ n = n + 1; thus, the corresponding functional M is not weakly bounded.
In the remaining part of this article, unless explicitly stated otherwise, all moment functionals involved are assumed to be weakly bounded.
Weakly bounded moment functionals allow a useful estimation of the coefficients in the corresponding Equations (2.21) and (2.22).
Lemma 1. Let M be weakly bounded, and let M, p and r be as in Definition 1. Then the following two inequalities hold for all k and n:
Proof. By (2.12), it is enough to prove (2.27) for all n ≤ k. We proceed by induction
Using the induction hypothesis and (2.12) again, we get for all n ≤ k + 1,
Similarly, by (2.23), it is enough to prove (2.28) for all k ≤ n. This time we proceed by induction on n and use (2.5), (2.24), and (2.25) to get
By induction hypothesis and using (2.23) again, we get that for all k ≤ n + 1,
Corollary 1.
Let M be weakly bounded; then for every ε > 0 there exists k 0 such that
The claim now follows from the fact that p < 1.
Corollary 2. Let m(t) correspond to a weakly bounded moment functional M; then
i n µ n z n /n! is an entire function on C.
In our Example 4 we have γ n = n + 1 and thus (2.25) and (2.24) are satisfied with p = 1. However, the interval of convergence of m(t) = 
Proposition 1. B M is a vector space that contains m(t) and is closed for differentiation.
Thus, K n [m](t) ∈ B M for all n.
Proof.
Let I be a compact interval and let L be such that |t| < L for all t ∈ I . Corollary 1 implies that for every ε > 0 there exists k 0 such that for all n > k 0 and all k,
for all t ∈ I , which implies m(t) ∈ B M . It is easy to check that B M is closed for addition and scalar multiplication. By (2.24), lim sup n→∞ (γ n ) 1/n = 1. Using (2.5),
Pointwise Convergence of Chromatic Expansions
The past work on chromatic expansions relied heavily on properties of the Fourier transform. In this article we develop a more elementary treatment, that also applies to functions that do not have a Fourier transform (as a function). Our approach extends the classical treatment of Bessel functions as presented in [23] , and is based on notions that have a simple geometric interpretation, presented in Section 6. We relate these notions to the Fourier transform and the past work on chromatic expansions in Section 5.
Lemma 2. Let M and p < 1 be as in Lemma 1; then there exists K such that for every
integer k ≥ 1/(1 − p), every n and every z ∈ C,
Proof. Let K be as in the proof of Corollary 1; using the Taylor series for K n [m](z), (2.12), the first inequality of (2.29) and our assumptions, we get
Proof. It is enough to prove the statement for u = 0. Let k and K be as in Lemma 2.
Local Approximations Based on Orthogonal Differential Operators
OF11
We define θ(z)
From our assumptions, (2.28) and (3.1), for every ε > 0 there exists Q such that |h(z)| <
As in the proof of Lemma 2, taking an integer k ≥ 1/(1 − p), we get
where
. This implies that the series defining h(z) converges absolutely and uniformly on every disc of finite radius. Thus, using (2.11) and (2.22), for every natural number s,
On the other hand, the substitution k = n + m in (3.3), regrouping, (2.22) and (2.23) yield 
Corollary 3. If M is bounded, then for every entire function f and all
Proof. If p < 1 then
and the claim follows from Proposition 2 and (2.16).
We note that Corollary 3 generalizes the classical result that every entire function can be expressed as a Neumann series of Bessel functions [23] , by replacing the Neumann series with any chromatic expansion that corresponds to a bounded moment functional. Corollary 4, on the other hand, generalizes the well known equality for the Chebyshev polynomials T n (ω) and the Bessel functions J n (t), i.e., e i ωt = J 0 (t) + 2
In a similar fashion, one can obtain many other classical results on Bessel functions from [23] , as well as their generalizations. For example, the chromatic expansion of the constant function f (z) ≡ 1 yields the equality m(z) + 
Uniform Convergence of Chromatic Approximations
Lemma 3.
converges uniformly on every compact interval I , and is independent of u. 2 converge uniformly on every compact interval I , (u) converges absolutely and uniformly on such I as well. Let
Proof.
Since M is weakly bounded, (2.7) and (2.24) imply that for some M ≥ 1, 0 ≤ p < 1 and r,
Thus, the series ∞ k=0 S k (u) 2 is convergent, and consequently for every fixed u there are infinitely many n such that
For every such n, all four summands must be smaller than 1/ √ n + r. This, together with (4.1), implies that for such n, |d[ * (n, u)]| < 2M/(n + r) 1−p , i.e., that lim inf n→∞ |d[ * (n, u)]| = 0. Since lim n→∞ d * (n, u) exists, it must be equal to zero, and consequently (u) is constant on R.
The above lemma has several useful consequences. First of all, it allows us to define on L 
2 for all n. By Lemma 3 and (2.6), 
Corollary 5. For every fixed u, the family of functions
{K n [m](t − u)} n∈N is an orthonor- mal set of vectors in L M 2 . Similarly, the set of sequences {[(K n • K k )[m](u)] k∈N } n∈N is an orthonormal set of vectors in l 2 . In particular, for all u ∈ R, ∞ k=0 K k [m](u) 2 = 1 . (4.4) Thus, for all u ∈ R, K n [m](u) ≤ 1 . (4.5)
Corollary 6. Let M be weakly bounded and let
; thus, by Lemma 3 and (4.3), for every u and t,
By taking g(t) ≡ m(t) in (4.7), we get
Finally, by setting first u = 0 and then u = t in (4.7), we get the following useful lemma. 
Lemma 4. For every
and thus also converges to f (t) uniformly on R.
Proof.
We can assume u = 0. Since f, m ∈ L M 2 and K k [m](0) = 0 for k > 0, using the second inequality of (4.8) and Lemma 4 
(4.10)
Setting f (t) = m(t) in (4.10) and (4.8), and subsequently also setting u = t/2 in (4.8), we get
This is a generalization of the well known equality for the Bessel functions,
In a similar manner, we can generalize of many other identities for Bessel functions from [23] .
converges uniformly on R to an analytic function f (t), and for every fixed n, the sequence
. Let ε > 0 and N be arbitrary; then there exists m such that ( 
Proposition 5. Let M be weakly bounded. If a continuous linear operator
A : L M 2 → L M 2 satisfies (d n • A)[m](t) = (A • d n )[m](t) for all n, then A must be shift invariant on L M 2 .
Proof. Such an operator
Thus, also using Proposition 3 and Lemma 4, for every f ∈ L M 2 ,
Since operators K n [f ](t) are shift invariant, A is also shift invariant.
Chromatic Derivatives and the Fourier Transform
In this section we relate our notions to the Fourier transform and to the past work on chromatic expansions. Let M be a weakly bounded moment functional on P ω . Since M is positive definite, there exists a bounded, non-decreasing function a(ω), called an m-distribution function, such that (see e.g., [7] ). More over, our Corollary 2 and a theorem of Riesz [18] imply that such mdistribution function is substantially unique, see e.g., Section II.5 in [7] , Theorem 5.1.
Let L 2 a(ω) be the vector space consisting of functions ϕ : R → C such that ϕ a(ω) = ( n /n = 0; thus, for every ε > 0 there exists n 0 such that µ n < ε n n n for all n > n 0 . Consequently, for all ϕ ∈ L 2 a(ω) and for f (t) such that (5.2) holds, using (5.1) we get that for n > n 0 few conference and journal articles, see the references. The Kromos team designed and implemented a channel equalizer [9] , a digital transceiver (unpublished) and an image compression method [4, 5] , all employing chromatic approximations. In [6] the chromatic expansions were related to the work of Papoulis [17] and Vaidyanathan [19] , and in [15, 20] the theory was cast in the framework commonly used in signal processing. The behavior of the error of the chromatic approximations was studied in [1] ; the expansion from Example 3 introduced in [3] was also independently introduced and explored in [21] . A most interesting generalization of the chromatic expansions to the prolate spheroidal wave functions was introduced recently by Gilbert Walter in his forthcoming article [22] . Finally, the author wishes to thank Tim Herron for a careful reading of an earlier version of the article, to Gilbert Walter for many e-mail discussions, and to the referee for many suggestions that greatly improved the exposition.
