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Quantum sensors are among the most promising quantum technologies, allowing to attain the
ultimate precision limit for parameter estimation. In order to achieve this, it is required to fully
control and optimize what constitutes the hardware part of the sensors, i.e. the preparation of
the probe states and the correct choice of the measurements to be performed. However careful
considerations must be drawn also for the software components: a strategy must be employed to
find a so-called optimal estimator. Here we review the most common approaches used to find
the optimal estimator both with unlimited and limited resources. Furthermore, we present an
attempt at a more complete characterization of the estimator by means of higher-order moments
of the probability distribution, showing that most information is already conveyed by the standard
bounds.
INTRODUCTION
The promises of quantum sensors [1, 2] can be made
possible on the one hand by the capabilities offered by
novel physical devices and, on the other, by proper pro-
cessing of the output signals. At a difference from cel-
ebrated examples of quantum computing, the output of
a quantum sensor does not contain the sought answer in
an explicit form. A further crucial step thus consists in
choosing the optimal procedure to extract the parame-
ters of interest from the measured quantities. Quantum
metrology mostly focuses on the in-principle limitations
associated to determine the more informative quantities
and probe initialization. This does not exhaust the quest
for optimal estimation, since adequate signal process-
ing techniques have to be implemented. In operational
terms, an estimator is needed, i.e. a way to establish a
relation between the collected data and the values of the
parameters. A key requirement for the estimator is to be
unbiased, thus giving the "true" value of the parameters
when taking the average over a large sample.
The problem at this point has long left the quantum
realm, as it reduces to finding the best estimator of the
parameters starting from a collection of ordinary data,
i.e. the registered outcomes. Conversely, the quantum
origin of the data still manifests in the benchmarking
pertinent to the estimation. The Quantum Cramér-Rao
Bound (QCRB) is a case in point [3]. The bound es-
tablishes a minimal variance for any unbiased estimator,
only based on quantum formalism. This builds the con-
nection between the quantum nature of the employed re-
sources and the classical processing of the collected data.
The closer the variance of the estimated parameter is to
the QCRB, the higher the quality of the data analysis
can be considered.
In this work we review examples of different strategies
that have been followed to achieve optimal estimation
in quantum photonics parameter estimation. In most
cases, considerations extending well-beyond the merits
on the specific implementation can be drawn. Also, we
consider a more exhaustive characterization of the esti-
mator which can be applied in quantum phase estima-
tion beyond QCRB. To this end we inspect properties
of probability distributions of phases in simulated ex-
periments reaching beyond the mere inspection of the
variance. We have adopted the bounds established by
Barankin to higher order absolute moments [4]. Our find-
ing is that the saturation of the QCRB conveys most of
the information, thus confirming the exhaustiveness of
this approach.
(QUANTUM) PARAMETER ESTIMATION
We consider a classical statistical model described by a
probability distribution p(k|λ), where λ is the parameter
that we want to estimate, and k denotes the outcome
of the measurement that we have performed in order
to deduce the value of λ. For simplicity in the follow-
ing we will consider a discrete set of possible outcomes
k. We now suppose that we repeat the measurement M
times, and thus we collect a set of measurement outcomes
χ = {k1, k2, . . . , kM}. In order to infer the parameter
value λ we have to build an estimator λˆ(χ), i.e. a map
associating possible sets of measurement outcomes χ to
the possible values of the parameter λ. An estimator
is defined as unbiased if satisfies the following property:
E[χˆ] :=
∑
χ p(χ|λ)λˆ(χ) = λ. Any unbiased estimator has
to satisfy the following inequality, known as Cramér-Rao
bound (CRB):
E[(λˆ− λ)2] ≥ 1
M F [p(k|λ)] , (1)
where
F [p(k|λ)] =
∑
k
p(k|λ)
(
∂ log p(k|λ)
∂λ
)2
, (2)
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2is the so-called Fisher information. In the quantum
realm, the classical statistical model is obtained from a
quantum statistical model, described by a density oper-
ator %λ, via the Born rule p(k|λ) = Tr[%λΠk], where the
set of operators {Πk} defines a positive-operator valued
measure (POVM). By optimizing over all the possible
POVMs, that is over all the possible measurements al-
lowed by quantum mechanics, one obtains the more fun-
damental quantum Cramér-Rao bound (QCRB) that de-
pends on the quantum statistical model %λ only [3, 5, 6],
E[(λˆ− λ)2] ≥ 1
M F [p(k|λ)] ≥
1
M Q[%λ] (3)
where Q[%λ] = Tr[%λL2λ] is the quantum Fisher informa-
tion, and the operator Lλ denotes the symmetric loga-
rithmic derivative (SLD) operator defined by the Lya-
punov equation 2∂λ%λ = Lλ%λ +%λLλ. Both inequalities
in Eq. (3) are in fact achievable in the single-parameter
scenario: while the QCRB can be saturated by choosing
the optimal measurement, corresponding to the eigenba-
sis of the SLD operator Lλ, the (classical) CRB can be
saturated by choosing an optimal estimators. In the next
sections we will first review some widely used estimators,
along with some applications in quantum experiments,
and discussing their optimality in terms of the CRB. We
will then discuss a generalization of the CRB for higher
order moments of the estimator, and we will discuss the
performance of Bayesian estimation in terms of these gen-
eralized bounds.
BAYESIAN ESTIMATION
We consider the classical statistical model p(k|λ) and
the data sample χ = {k1, k2, . . . , kM}. We can evaluate
the likelihood function of the sample as
p(χ|λ) =
M∏
j=1
p(kj |λ) .
By means of Bayes theorem, we can then obtain the a-
posteriori probability
P (λ|χ) = p(χ|λ)p(λ)
p(χ)
, (4)
where p(λ) is the a-priori probability distribution; this
can in general assumed flat, if no a-priori information
is available on the parameter λ, while p(χ) is simply a
normalization constant. The Bayesian estimator is the
mean of the a-posteriori probability, i.e.
λˆB(χ) = E[λ] :=
∫
dλλP (λ|χ) . (5)
It can be shown that in the asymptotic limit of large
number of measurements (M →∞), the a-posteriori dis-
tribution p(λ|χ) tends to a Gaussian distribution [7], and
FIG. 1. Bayesian estimation in the presence of large phase dif-
fusion. a) Experimental Setup.b) Variances of the estimator
normalized by the CRB, as a function of the number of events
M and for different values of the mean number of photons N
and the noise parameter ∆. Blue : N = 0.90, ∆ = pi/18 rad;
yellow: N = 0.90, ∆ = pi/9 rad; green: N = 4.12,∆ = pi/18
rad; red:N = 4.12,∆ = pi/9 rad.
that the Bayesian estimator is both unbiased and opti-
mal: the variance of the Gaussian distribution, defined
as
Var(λ) =
∫
dλλ2 P (λ|χ)−
(
λˆB(χ)
)2
,
becomes equal to 1/(MF [p(k|λ)]), and thus saturates the
CRB.
This technique has been widely discussed both theo-
retically and experimentally in the quantum regime (see
for example [8–13]). In particular in Refs. [11, 12], it
has been employed by M.G.A. Paris’s group to inves-
tigate phase estimation in the presence of phase diffu-
sion both for discrete variable and continuous variable
systems. These represent one the primary examples of
parameter estimation affected by noise. As regards the
continuous-variable case in [12], probe light is initial-
ized in the state ρ0, in order to estimate a small opti-
cal phase φ ' 0; fluctuations of the latter result in dif-
ferent runs sensing distinct values of φ, assumed to be
distributed Gaussianly with zero mean and known width
3√
2∆, characterizing the phase diffusion rate. The ex-
periment has made use of a proof-of-principle setup, in
which the phase to be estimated was inserted between
two arms of a Mach-Zehnder interferometer, and phase
diffusion was applied in a controlled manner by means
of a mirror mounted on a piezoelectric actuator (Fig.
1 a). The input probe states were coherent states, as
they perform close to optimal, especially under strong-
noise condition. The measurement, chosen to optimize
the QCRB, is homodyne detection set to measure the
amplitude quadrature of the probe.
The data follows closely the probability distribution
predicted by the model, hence Bayesian estimation can
be reliably applied to extract the value of the phase, as
well as the variance. This permits to evaluate directly
the performance of the estimator, without being affected
by artifacts and bias due to uninformed modelling. The
analysis reveals that saturation of the classical CRB is
achieved with M ≥ 100 repetitions (Fig. 1 b), for dif-
ferent values of noise and probe intensity, a value that
poses no experimental challenges. This is evidence for
the effectiveness of Bayesian estimation.
Bayesian estimation in the presence of noise
The results presented in Ref [12] indicate that accurate
modelling is required to benefit from the strengths of
Bayesian estimation. When dealing with realistic de-
vices, the outcome probabilities are governed by multiple
parameters: while not all of them will be informative
on the physical process, they all need to be assessed
correctly to avoid biases in the estimation. Nevertheless,
the Bayesian approach can be used to provide unbiased
estimation by monitoring together with the sought
parameter, further ones conveying the information on
probe and measurement employed for the estimation.
This allows to reduce the effect of biases resulting from
a scarce control on the probe quality. This is the case in
point in [14].
Multiparameter estimation has general scope beyond
this application, and many instances have shown a trade-
off in the achievable precision on the parameters to be
estimated ,including multiple phases, phase and phase
diffusion, etc. [15–17]. Such trade-offs do not impact on
the capabilities of the Bayesian technique to provide a
reliable estimator for many parameters at once.
Ref [14] has employed N00N states with limited visi-
bility to measure the optical activity of sugars solutions
in water. The multiparameter approach addressed the
simultaneous measurement of an optical phase related to
the activity, and the visibility. This is shown to be a
preferable option with respect to state pre-calibration,
as this may change in different experimental conditions.
The setup in Fig. 2 a) describes the sensing apparatus:
FIG. 2. Bayesian estimation with limited visibility. a) Ex-
perimental setup. b) Variances of the estimator φˆ normalized
by the CRB. The blue dots are obtained by single parameter
Bayesian estimation with fixed visibility, while the red dia-
mond is obtained using the multiparameter approach. Note
that the latter figure differs from the one originally in the
supplementary information of [14] due to a more reliable def-
inition of the limits of integration.
a N00N state in the circular polarization basis is sent
through a polarization interferometer. A sample con-
taining the solution to be measured, placed in the optical
path, introduces a birefringent phase shift as a result of
the optical activity of the specimen. Coincidence counts
are then recorded for different projection measurements,
obtaining the post-selected probabilities:
p(θ|1;φ; v) = 1
4
(1 + v cos(2φ− 8θ)) , (6)
where φ is the phase to be estimated, v is the visibil-
ity which determines the quality of the probe, and θ=
0, pi/16, pi/8, 3pi/16, are used to obtain the correct nor-
malization.
The estimation is performed for a solution of sucrose
and for one of fructorse, the former exhibiting a dex-
orotatory optical activity, the latter a levorotatory one.
The collected data are thus processed by extending the
Bayesian approach to account for two parameters.
Further, the data for the sucrose solution are evaluated
with a Bayesian single parameter routine, implemented
4by fixing an arbitrary value for the visibility v. By com-
paring the two estimation against the CRB, it is possible
to quantify the bias introduced by a wrong assumption
on the visibility. Fig. 2 b) shows the comparison of the
variances, normalizes by the CRB, for different values of
v imposed in the single parameter analysis, together with
the outcome of the multiparameter estimation.
MAXIMUM LIKELIHOOD
A different approach to attain an optimal estimator
relies on the use of a maximum likelihood function [18].
This quantifies how likely a value of the parameter can
describe the collected data. This approach is clearly il-
lustrated taking as a guiding example the experiment in
Ref.[19]. There, C. Silberhorn’s group experimentally
tackles the optimal estimation of spectral and tempo-
ral separation of two mutually-incoherent single-photon
sources.
The manuscript considers two Gaussian pulses, each
with root-mean square (rms) width σν , spectrally sepa-
rated by an amount sν or, alternatively, separated in time
by st. While the QCRB is constant [20] with the value
of the separation, performing spectral intensity measure-
ments yields a CRB which diverges as the ratio sν/σν
goes to zero. Approaching the QCRB for every sν/σν be-
comes possible when performing measurements on a set
of projections with definite parity. For Gaussian pulses
the optimal basis is identified with Hermite-Gaussian
(HG) modes [21], which can be further restricted to the
first two modes for all practical purposes, if sν/σν < 1.
Higher order modes must be considered for sν/σν > 1
[22], but this sophisticated strategy yields no advantage
with respect the standard intensity measurement in such
regime. Analogous conclusions can be drawn in the time
domain.
In order to project on HG states, the quantum pulse
gate [23] described in Fig. 3 a) is implemented. This con-
sist in selectively upconverting the Gaussian pulses with
a strong pump shaped in HG modes in a long nonlinear
waveguide. The resulting upconverted signal corresponds
to the projection of the Gaussian beams onto the selected
HG mode of the pump.
The experiment is performed by projecting on the first
three HG modes, namely HG0, HG1, and HG2. In order
to obtain an unbiased estimator towards the imperfection
of the setup, a calibration is performed via quantum to-
mography with known separations. The three HG modes
are considered as a complete basis for the measured prob-
ability pj (with j= 0,1,2) for each experimental projec-
tion.
The likelihood function manipulates the experimental
probabilities, which depend explicitly on the sought pa-
rameter, in order to identify the most probable outcome
as the estimator. In the case of Ref.[19], the outcomes
are in the form of a triplet {n0, n1, n2} of counts cor-
responding to the three projections. By assuming that
these follow a Poissonian statistics, we can use the same
FIG. 3. Parameter estimation through time-frequency mode-
selecting measurements. a) Experimental setup. The 1540
nm output of an OPO (yellow) is sent through a pulse shaper
to create the desired separation s, while the 875 nm output
(red) is sent through a 4f-line and shaped into HG modes by
means of a spatial light modulator (SLM). The upconversion
is performed with a PPLN waveguide, and the photons are
then detected with an avalanche phodtodiod gated by the
clock pulse from the Ti:Sa. b) and c) Mean square error of
the estimator sˆ for the frequency (time) separation, performed
with M=20 000 events. The green dashed curve is the CRB
for the intensity measurement, while the blue dashed curve
is the QCRB. The latter two figures have been adapted from
[19].
5form of the likelihood function as in Bayesian estimation
L(s) =
2∏
j=0
pj(s)
nj , (7)
or, equivalently, its logarithm. The estimator is then the
value sˆ that maximizes L(s). Differently from Bayesian
estimation, we get a single value of sˆ from a single mea-
surement: the uncertainty then needs to be evaluated by
repeating the measurement multiple times, and assessing
the statistics of the individual estimates. In Ref.[19], the
variance of sˆ is evaluated from 60 repetitions.
Fig. 3 b) - c) show the mean square errors, com-
pared with the CRB for intensity measurements and with
the QCRB, both for spectrally and temporally separated
pulses. The maximum likelihood approach provides an
adequate estimator, relying, as in the previous case, on
the knowledge of the actual detection probabilities.
MACHINE LEARNING
Bayesian and maximum likelihood strategies demon-
strate their effectiveness in the limit of a large number of
repetitions M , although this regime can be achieved in
the experiment. However these techniques do not work
well when the resources are scarce [24]. Here we do not
refer to the fact that the expected variance increases with
1/M , but to the inability of finding a proper estimator.
For this purpose, machine learning represents a pre-
cious tool; applications to optical phase estimation have
been thoroughly investigated by the group of F. Sciar-
rino [25]. In their work, they compare machine-learning
assisted protocols to adaptive phase estimation with a
limited number of repetitions M . Their experimental
setup consists in a Mach-Zehnder interferometer with an
unknown phase φ on one arm, and an adaptive phase
Φ on the other. The benchmark protocol is the particle
guess heuristic (PGH) approach [26], consisting in up-
dating the feedback phase at each step with a random
guess selected from the posterior distribution.
The first algorithm investigated is the particle swarm
optimization (PSO). This was originally introduced in
[27, 28], and consists in updating at each step the feed-
back phase by the rule: Φk = Φk−1 − (−1)xk−1∆Φk,
where xk−1 = 0, 1 is the outcome of the k-1 measure-
ment. The M -size vector of the ∆Φk, called policy is
evaluated in advance by mapping the policies into the
evolution of n particles. The optimality criterion is the
minimization of the Holevo variance, a quantity related
to the QCRB. The approach is effective, but, since its
complexity scales as O(N6), and it becomes uneffective
for M ≥ 45− 50.
The second method considered is Gaussian optimal
(GO) Bayesian estimation. It is based on the assumption
that the prior distribution P (φ) is Gaussian with mean µ
and variance σ2, a condition which is typically satisfied
from N ' 10. In this case, it is indeed possible to pro-
vide an analytic expression (that holds for σ ≥ 0.921) for
updating the feedback phase at each step in order to min-
imize the variance of the a-posteriori phase distribution.
The algorithm is demonstrated to yield the optimal and
unbiased estimator for every phase in the [0, 2pi] interval.
The GO algorithm is less demanding than the PSO, as
the computational resources scale with O(N).
Both machine-learning methods demonstrate in the ex-
periment performance that are superior to the simple
PHG strategy, even in the presence of noise [25].
BEYOND THE CRB: ACHIEVABILITY OF
GENERALIZED CRBS IN A QUANTUM
PHASE-ESTIMATION PROTOCOL
The only criterion which is generally employed for as-
sessing optimality of an estimator is whether its variance
reaches the QCRB. This overlooks other information that
may be present in the complete parameter distribution,
and that can be captured by looking at higher-order mo-
ments. Following the same procedure as in Sec. , we
consider a classical statistical model described by con-
ditional probabilities p(k|λ) of observing the outcome k
given the value of a parameter to be estimated λ, and
a sample of observed data χ = {k1, k2, . . . , kM}. In
[4] Barankin has derived a family of generalized bounds
for the β-th central absolute moments of any estimator
Σβ = E
[
|λˆ(χ)− λ|β
]
Σβ ≥ 1
M
β
2 Fα[p(k|λ)] βα
, (8)
with α, β > 1 and
1
α
+
1
β
= 1 ,
where we have defined a family of generalized Fisher in-
formation functions
Fα[p(k|λ)] =
∑
k
p(k|λ)
∣∣∣∣∂ log p(k|λ)∂λ
∣∣∣∣α . (9)
By choosing α = β = 2 the inequality above reduces
to the (classical) CRB in Eq. (1), that poses the ulti-
mate bound on the variance of any unbiased estimator.
In general, if we fix the moment’s order β and thus the
corresponding Fisher information order α = β/(β − 1),
we can define the quantity
Ξβ := ΣβM
β
2 Fα[p(k|λ)]
β
α ≥ 1 (10)
As we pointed out in Sec. , Bayesian estimator is asymp-
totically optimal in terms of the Cramér-Rao bound, i.e.
for a large number of measurements M  1, one obtains
that Ξ2 ≈ 1, and the a-posteriori Bayesian distribution
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FIG. 4. Average estimated value φˆB via Bayesian estimation
as a function of the number of measurements M , obtained
by averaging over N = 500 simulated experiments. The light-
grey line represents the true value of the phase to be estimated
φ = 0.2 (visibility is fixed to v = 0.9).
tend to a Gaussian with a variance that is consequently
equal to the (rescaled) inverse Fisher information.
Here we use these generalized bounds in Eq. (10)
for higher orders moments to assess the quantum phase-
estimation protocol with limited visibility experiment we
have reviewed in Sec. , and we will discuss their attain-
ability. The measurement outcome probabilities, defining
the classical statistical model, in Eq. (6) can be recasted
as
pv(k|φ) = 1
4
[1 + v cos(2φ− kpi/2)] k = {0, 1, 2, 3}.
(11)
By means of these probabilities, and given a data sam-
ple χ, we can construct the Bayesian a-posteriori proba-
bility P (φ|χ) and calculate the central absolute moments
of different order β. More in detail, we have simulated
experiments involving different number of measurements,
up to M = 450 measurements, and in each experiment
we have evaluated the quantity Ξβ for β = {2, 3, 4, 5}. In
Fig. 4 we have first plotted the average estimated value
of the unknown phase, showing how increasing the num-
ber of measurements it approaches the true value: the
estimator is not biased.
In Fig. 5 a) we have reported the saturation of the
standard CRB, corresponding to the value of β = 2.
The simulated parameters are: visibility v = 0.9, true
value of the phase φ = 0.2, and each experiment is simu-
lated 500 times; the reported values are the average over
these simulations and we have also reported the associ-
ated standard deviation. As expected, performing exper-
iment with around 200 runs ensures the saturation of the
CRB. This figure is of the same order as the one in Fig
1.
In Fig. 5 b) the results for β = 3 are shown. We notice
FIG. 5. Average value of the quantity Ξβ corresponding to
absolute central moments of the Bayesian a-posteriori dis-
tribution as a function of the number of measurements M ,
obtained by averaging over N = 500 experiments. The light-
grey solid line represents the expected limiting value for Gaus-
sian distributions in Eq. (13), while the light-grey dashed
line represents the ultimate limit. Experimental parameters
are set as follows: φ = 0.2, v = 0.9. From top to bottom:
β = {2, 3, 4, 5}.
7that the saturation occurs on a similar scale as for the
variance, however the limit value does not correspond to
the ultimate bound. Indeed, we find that it converges to
the expected moment of a Gaussian distribution whose
width is at the CRB. The bound on this moment is thus
not as informative as for the variance, but looking at the
Gaussianity still yields some insight.
Fig. 5 c) and d) show the results for β = 4, 5 respec-
tively. We can draw the same qualitative conclusions as
for the previous case, while noting a slower convergence
to the values of a Gaussian distribution. The departure
from the ultimate bounds is more pronounced as the or-
der increases.
These results can be rigorously proved by analyzing
the a-posteriori Bayesian distribution P (φ|χ) that, as we
pointed out before, for large number of measurementsM
tends to a Gaussian distribution. One can indeed check
that the known relationships for the central absolute mo-
ments of Gaussian distributions
Σβ = (Σ2)
β
2 (β − 1)!! ·
{ √
2
pi if β is odd
1 if β is even
(12)
are approximately satisfied by the a-posteriori distribu-
tions, as we increase the number of measurementsM . As
a consequence, we find that the quantities Ξβ is obliged
to approach the following limiting values,
Ξβ
M1≈
(
Fβ/αα
Fβ/22
)
(β − 1)!! ·
{ √
2
pi if β is odd
1 if β is even
(13)
where, as usual α = β/(β − 1) and we used the relation-
ship in Eq. (12) and the fact that the variance converges
as Σ2 ≈ 1/(MF2). This validates the results plotted in
Fig. 5 where we have highlighted the tighter limiting
values larger than one, that are approached by Ξβ as the
number of measurements M is increased.
CONCLUSION
Post-processing of measurement data is a crucial step
in parameter estimation. In particular it becomes funda-
mental to attain the promised ultimate precision achiev-
able in quantum sensing protocols, after the optimal
probe state and the optimal measurement strategy have
been carefully chosen. Here we have introduced and dis-
cussed, by means of various examples, two of the most
common strategies used in the asymptotic regime, i.e.
Bayesian estimation and the maximum likelihood ap-
proach. Furthermore, we have presented more involved
techniques based on machine learning that have to be
implemented when the resources (i.e. the size of the
data sample) are limited. Finally, we have explored the
generalized CRBs to asses higher-order moments of the
Bayesian a-posteriori distribution, showing that they do
not result to be as informative as the (standard) CRB,
and the predominant effect results from the Gaussianity
of the a-posteriori distribution.
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