Abstract. Harmony Search (HS) algorithm is a new meta-heuristic global search algorithm. To solve the algorithm easily fall into the local optimal problem, this paper proposes an adaptive novel global harmony search (ANGHS) algorithm based on NGHS algorithm. First, a new location update strategy is given using the adjustment parameter F. Then, the mutation operation is introduced in the case of excluding the small probability P m . In order to avoid blind adjustment of the step size in the late search and effectively adjust the structure of the solution, the definition of the norm is introduced to adjust parameter bw dynamically. In this paper, 7 standard Benchmark functions are used to simulate the experiment. The results show that the algorithm avoids the premature problem of the algorithm and enhances the global search ability of the algorithm, with obvious improvement in convergence speed and stability, and has good optimize performance.
Introduction
At present, many intelligent optimization algorithms have been applied to engineering function optimization problems [1] . Among them, several commonly used biomimetic optimization algorithms are GA, SA, ABC, ACO, PSO and DE [2] . Harmony search algorithm (HS) is another novel meta-heuristic intelligent optimization algorithm that Geem et al. proposed in 2001 by imitating the harmony process of musicians creating music [3] . The algorithm has strong searching ability, simple structure, convergence has nothing to do with the initial value of the problem variables, and is easy to combine with other algorithms. However, the harmony search algorithm in the early convergence rate is faster, the late convergence rate gradually slows down [4] . For multidimensional and complex problems, when multiple iterations are solved, precocity occurs, and local optimum is reached, and it is difficult to get rid of local optimal problems. In response to these shortcomings, scholars have improved the classical harmony search algorithm, and many variants of harmony search algorithms have emerged: HIS (Improved harmony search algorithm) [5] , DSHS (Dynamic self-adaptive harmony search algorithm), GHS (Global-best harmony search algorithm) [6] , IGHS [7, 8] , SGHS [9, 10] , NGHS (Novel global-best harmony search algorithm) [11, 12] , Improved novel global-best harmony search algorithm (INGHS) [13] . These variants of the HS algorithm have a certain improvement in terms of convergence and search capabilities, but there are still some deficiencies in the local optimal problems. Therefore, in order to avoid the algorithm falling into the local optimum, and improve the convergence speed of the algorithm, this paper proposes an Adaptive novel global harmony search algorithm (ANGHS).
The Harmony Search Algorithm

Basic Harmony Search Algorithm(HS)
The basic principle of the harmony search algorithm is to imitate the process by which musicians create music and harmony. In music creation, musicians constantly adjust the pitch of the instrument to produce best harmony effect. The specific algorithm steps are as follows:
Step 1: Initialize HS parameters: Initialization algorithm basic parameters: the harmony memory size (HMS), harmony memory considering rate (HMCR), pitch adjusting rate (PAR), bandwidth (bw), the number of decision variables N, the number of iterations (NI).
Step 2: Initialize the harmony memory: Generate HMS optimization problem solutions 12 , ,......
HMS
x x x randomly and store them into the harmony memory (HM) as the initial solution. To make the initial harmony population have a certain degree of uniformity and dispersion, each pitch in the harmony memory is generated by formula (1):
ii (UB LB ) * rand(0,1) x generated using the following rules: memory consideration; pitch adjustment; random selection.
Memory consideration and the new harmony are generated from the harmony memory with the probability of HMCR, random selection, the new harmony are randomly generated from the definition domain by the probability of 1-HMCR. The formula is as shown in formula (2):
(2) Adjust the pitch for the harmony from HM in the adjustment probability of PAR. The formula is as shown in formula (3):
Step 4: Update harmony memory: if
; otherwise, the harmony memory unchanged.
Step 5: Check the stopping criterion: Repeat steps 3 and 4 until the maximum number of iterations is reached, return best harmony.
The Improved Harmony Search Algorithm(IHS)
To address the shortcomings of the HS that use fixed parameters PAR and BW. The IHS algorithm was developed by Mahdavi et al. [14] The IHS algorithm and the HS algorithm use the same memory considerations, pitch adjustment and random selection methods. Only in step 3, the parameters PAR and BW are dynamically adjusted as in equation (4), (5):
Dynamic Self-adaptive Harmony Search Algorithm (DSHS)
Inspired by the idea of the harmony search algorithm improved by the dynamic dimension reduction strategy, a dynamic self-adaptive harmony search algorithm named DSHS is proposed. The algorithm is similar to the IHS algorithm in that the parameter PAR is dynamically adjusted, but the value of the PAR gradually decreases as the number of iterations increases, and PAR is dynamically adjusted as in equation (6):
Novel Global-best Harmony Search Algorithm (NGHS)
The NGHS algorithm is proposed based on the idea of population intelligence in particle swarm optimization algorithm. The NGHS algorithm excludes three parameters of HMCR, PAR, and bw in the HS algorithm, introducing position update and genetic mutation. The NGHS algorithm position update operation is as formula (7), (8):
The NGHS algorithm's position update operation is apt to fall into a local optimum, the mutation operation is introduced when the mutation probability is less than Pm. Specific operations such as formula (9):
where,
x are the lower and upper bounds of the i-th harmony component, respectively.
Adaptive Novel Global Harmony Search Algorithm(ANGHS)
In this paper, an adaptive novel global harmony search (ANGHS) algorithm is proposed, by adjusting the parameter F to give a new location update strategy, then, excluding the introduction of mutation operations with a small probability Pm. The definition of the norm was introduced to represent the diversity of the harmony memory Di, and the guidance parameter bw is dynamically adjusted to avoid blind adjustment of the adjustment step length in the search, thereby effectively adjusting the structure of the solution. The improvisation process of the ANGHS algorithm is as follows: 
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FF  , rand is a random number between (0,1). In the search process, the value of F varies according to the specific situation. The smaller the value of F, the finer the search for the value in the neighborhood of the harmony, the larger the value of F, indicates that the search for global values of the harmonized neighborhood values has been performed.
Harmony Memory Diversity
The harmony memory diversity refers to the difference between the optimal harmony vector and the worst harmony vector in the harmony memory [15] . The greater the difference, the better the harmony memory diversity and the smaller the difference, indicating that the diversity of the harmony memory is worse. In order to specifically represent this concept, we introduce the vector norm to define the diversity of the harmony memory. The definition is as formula (11) 
Parameter bw Adjustment
In the algorithm search process, the adjustment of the parameter bw plays an important role in the optimization of the entire algorithm, but the adjustment of the parameter bw is difficult to control. Therefore, in this algorithm, we adjust the dynamic parameters bw according to the diversity of the harmony memory. The specific adjustment methods is as Equation (12) 
Position Update Strategy
In the ANGHS algorithm,
x is generated by adjusting the parameter F as Equation (13):
where, F is the adjustment parameter. The position update operation is inspired by the idea of particle swarm algorithm, the worst harmony always approaches the best harmony, in the search process, the harmony vector difference in the entire harmony memory becomes smaller and smaller, and the diversity of the harmony memory deteriorates, and it is easy to fall into a local optimum.
Therefore, in the search process, the step length adjustment parameter bw is adjusted according to the difference of the diversity Di of the harmony memory. When the diversity is poor, a fine search is performed so as to jump out of the local optimum and make the algorithm have higher stability and better optimization performance. 
Simulation Experiment Experimental Preparation
In order to evaluate the performance of the Adaptive novel global harmony search algorithm (ANGHS) proposed in this paper, seven complex Benchmark test functions are selected to test and analysis the standard harmony search algorithm (HS), the improved harmony search algorithm (IHS), the Dynamic Self-adaptive Harmony Search algorithm (DSHS), the novel global optimal harmony search algorithm (NGHS), and the Adaptive novel global harmony search algorithm (ANGHS) proposed in this paper. In the experiments, seven Benchmark functions are shown in Table 1 . The parameter settings of the compared HS algorithms are shown in Table 2 .
Experimental Results and Analysis
In order to ensure the fairness of the algorithm comparison, the maximum number of evaluations of the objective function by each algorithm is used as the iterative termination condition. The maximum number of iterations of the algorithm J is taken as 10000, each algorithm runs independently 30 times. Use Best for Best Value, Worst for Worst Value, Mean for Average Value, and Std for Variance Value. The test results for the 7 functions are shown in Table 3 .
According to Table 3 , the ANGHS algorithm obtains the optimal solution for the best values, the worst values, the average values, and the variances of the functions Rastrigin, Griewank, Ackley and Schwefels Problem1.2. This shows that the ANGHS algorithm is well optimized for the above four functions in the optimization accuracy, the search speed of the algorithm, the average convergence speed and the stability. For the sphere and Rotated functions, the worst value, mean value and variance of the ANGHS algorithm all get the best results, although Best does not get the optimal solution. However, it is very close to the optimal solution. For the Rosenbrock function, the ANGHS algorithm obtains the optimal solution in addition to the best value. This shows that the algorithm has achieved good results in the convergence speed and global stability of the three functions. The HS, DSHS, and NGHS algorithms are for the sphere, Rotated, Rosenbrock, Rastrigin, Griewank and Ackley functions, each time the Best value can get the optimal solution, indicating that these three algorithms have strong local search ability and high search precision. In general, ANGHS algorithm achieves better performance in terms of convergence speed and stability than HS algorithm, IHS algorithm, DSHS algorithm and NGHS algorithm.
Conclusions
The ANGHS algorithm proposed in this paper aims at the premature convergence of the NGHS algorithm, and it is easy to fall into the local optimal problem to improve. The adjustment parameter F is introduced to generate a new location updating strategy, and the parameter BW is adjusted using the diversity of the harmony memory to improve the local search ability of the algorithm in the solution space so that the algorithm has good convergence and prevents the algorithm from prematurely converging. The AGHS algorithm is compared with the HS, IHS, DSHS, NGHS algorithm through six test functions. The simulation results show that the AGHS algorithm shows better performance in average search speed, convergence speed and stability.
