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An algorithm for computing a GrSbner basis of a polynomial ideal over a Euclidean domain is presented. 
The algorithm takes an ideal specified by a finite set of polynomials as its input; it, produces another finite 
basis of the same ideal with the properties that using this basis, every polynomial in the ideal reduces to 0 
and every polynomial in the polynomial ring reduces to a unique normal form. The algorithm is an ext,en- 
sion of Buchberger's algorithms for comput,ing GrSbner bases of polynomial ideals over an arbitrary field 
and over the integers as well as our algorithms for computing GrSbner bases of polynomial ideals over the 
integers and the Gaussian integers. The algorithm is simpler than other algorithms for polynomial ideals 
over a Euclidean domain reported in the literature; it is based on a natural way of simplifying polynomials 
by another polynomial using Euclid's division algorithm on the coefficients in polynomials. The algorithm is 
illustrated by showing how to compute GrSbner bases for polynomial ideals over the integers, the Gaussian 
integers as well as over algebraic integers in quadratic number fields admitting a division algorithm. A gen- 
eral theorem exhibiting the uniqueness of a reduced GrSbner basis of an ideal, determined by an admissible 
ordering on terms (power products) and other conditions, is discussed. 
I. Introduction 
A general algorithm for computing a GrSbner basis of a polynomial ideal in which 
the coefficients of monomia ls  in po lynomia ls  are taken  from a Euc l idean domain  is 
presented.  Such domains  include, for example, the r ings of integers,  Gauss ian integers,  
un ivar iate  po lynomia ls  over a fie/d as well  as rings of a lgebraic integers in quadrat i c  
fields admit t ing  Euc l id 's  division a lgor i thm (Hardy and Wr ight ,  1938). The a lgor i thm 
is a general izat ion of a GrSbncr  basis a lgor i thm for po lynomia l  ideals over an arb i t ra ry  
field introduced by Buchbcrger  (1965, 1976a). The a lgor i thm also general izes our  algo- 
r i thms (Kandr i -Rody and  Kapur ,  1984a; 1984b) for comput ing Gr~Jbner bases for po ly-  
nomial  ideals over the integers,  the Gaussian integers and un ivar ia te  po lynomia ls  over  
a field as well as Buchberger 's  a lgor i thm (1984) for po lynomia l  ideals  over the integers .  
The input  to this general  a lgor i thm is an ideal  specified by a finite set of po lynomi -  
als; the a lgor i thm produces another  finite basis of the ideal which can be used to 
t This work was done during the period from May 1983 to May 1984 when Kandri-Rody was a graduate 
student at Rensselaer Polytechnic Institute, Troy, NY. 
* Partially supported by the NSF grant M0$-82-11621. 
37 0747-7171/88/040037+21 $03.00/0 9 1988 Academic Press Limited 
38 A. Kandri-Rody and D. Kaput 
reduce polynomials o that every polynomial in the ideal reduces to 0 and every poly- 
nomial in the polynomial ring reduces to a unique normal form. Furthermore, under 
certain conditions discussed later in the paper, the algorithm produces a unique 
reduced GrSbner basis of a polynomial ideal, once an ordering on monomials is chosen. 
An interested reader may wish to refer to a survey article by Buchberger (1985) for 
applications of a Gr~bner basis algorithm as well as a brief introduction to the subject. 
The approach adopted in this paper is based on the rewrite rule theory (Huet and 
Oppen, 1980; Musser and Kapur, 1982), similar to the approaches taken in (Bachmair 
and Buehberger, 1980; Buchberger and Loos, 1982; Buchberger, 1984). A polynomial 
ideal can be considered an equational theory; its Gr~bner basis is then a complete 
(canonical) rewriting system when polynomials are viewed as rewrite rules, which can 
be used to generate canonical forms for residue classes defined by the ideal on a poly- 
nomial ring. In this approach, polynomials are simplified (reduced) using a single 
polynomial at a time. New polynomials (called S-polynomials by Buchberger) added to 
complete a basis are computed between pairs of polynomial in the basis; the concept of 
S-polynomials i closely related to the concept of critical pairs between rules in a term 
rewriting system as pointed out in (Buchberger and Loos, 1982; Kandri-Rody and 
Kapur, 1983). 
The proposed algorithm differs from more general algorithms reported in the litera- 
ture (Shtokhamer, 1976; Trinks, 1978; Zacharias, 1978; Sehaller, 1979) for Noetherian 
rings with certain conditions in the way reduction and S-polynomials are defined. In 
this paper, the notion of reduction of polynomials with respect to a polynomial is 
defined in a natural way using a division algorithm over a Euclidean domain. The 
definition of S-polynomials i also simpler and more natural than in more general algo- 
rithms; see the subsection on related work for comparison. Because of these difference, 
a GrSbner basis generated by the proposed algorithm is different from those generated 
by more general algorithms. 
The paper is organized as follows: the next subsection gives an overview of related 
work in the subject. Section 2 gives preliminary definitions; a well-founded ordering on 
polynomials is defined using a well-founded ordering on the elements of a Euclidean 
domain. Section 3 defines the rewriting relation induced by a polynomial using a divi- 
sion algorithm over a Euclidean domain. The termination of rewriting is shown using 
the well-founded ordering defined in the previous section. Further, it is shown that 
the rewriting relation is strong enough in the sense that the reflexive, symmetric and 
transitive closure of the rewriting relation induced by a finite set of polynomials is the 
same as the congruence relation induced by the ideal generated by the finite set of 
polynomials. 
A GrSbner basis of an ideal is defined using this rewriting relation in Section 4. A 
test for a Gr~bner basis is developed by defining critical pairs between a pair of poly- 
nomials viewed as rewrite rules. Section 5 describes an algorithm for generating a
GrSbner basis from any basis of a polynomial ideal. The algorithm is illustrated using 
examples over Z, Z [i] (Gaussian integers), Q [8 ], as well as algebraic integers in qua- 
dratic fields Q [x/-3] and Q [~/9.] in Section 6. A particular instance of this algorithm 
over Z has been implemented in ALDES (Collins, 1968; Loos, 1974) and LISP, and 
experimented with on a number of examples using different strategies for choosing crit- 
ical pairs, normalization and ordering on polynomials; an interested reader may refer 
to (Kandri-Rody and Kapur, 1984b; Kandri-Rody, Kapur and Narendran, 1985) for 
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examples. Section 7 outlines extensions of the algorithm to other structures. Section 8 
discusses additional properties needed of a Euclidean domain which result in the pro- 
posed algorithm generating a unique reduced Gr5bner basis of a polynomial ideal (sub- 
ject to an admissible term ordering and an ordering on a Euclidean domain). 
Proofs of most of the lemmas and theorems have been omitted from this paper as 
their structure closely resembles the structure of the proofs of related ]emmas and 
theorems in (Baehmair and Buchberger, 1980). An interested reader can find the proofs 
in an expanded version of this paper (Kandri-Rody and Kapur, 1984c). 
1.1 Re la ted  Work  
Szekeres (1952) showed the existence of a canonical basis for an ideal generated by 
a finite set of polynomials in Z [x ]. Independently, in 1964, Buehberger introduced 
the concept of a Gr~bner bases for a polynomial ideal over a field; for some earlier 
related work, the reader may consult (Buchberger, 1985). Shtokhamer (1976) 
developed a generalization of the construction suggested by Szekeres to define a 
canonical basis for polynomial ideals over a principal ideal domain; see also (Shtokha- 
mer, 1986). Richman (1974) gave a totally different reatment of related concepts. 
Lauer (1976a) attempted to relate Shtokhamer's results and Buchberger's algo- 
rithm. He also developed an algorithm for polynomial ideals over the integers which 
could be generalized to polynomial ideals over a Euclidean domain (1976b). His algo- 
rithm and a version of an algorithm presented in Section 5.1 of this paper are closely 
related. Buchberger's work was also extended by Trinks (1978), Zacharias (1978) and 
Schaller (1979), who proposed closely related approaches to generating Gr~bner bases 
for polynomial ideals over general Noetherian rings satisfying certain conditions. 
In contrast to Buchberger's approach in which a single polynomial is used to 
reduce other polynomials and new polynomials to complete a basis are generated by 
considering pairs of polynomials, approaches proposed by Shtokhamer, Trinks, 
Zacharias and Schaller used finite subsets of polynomials in a basis for reduction as 
well as for generating new polynomials to be added to the basis. As a result, reduction 
as well as the method of generating new polynomials in their approaches are quite 
complex. In order to perform these computations, one needs to solve linear nonhomo- 
geneous equations over the ground ring as well as compute a basis for syzygles over 
the ground ring. Further, Shtokhamer's algorithm is recursive in nature, considering 
one indeterminate at a time; in that sense, it computes Gr3bner bases with respect o 
a lexicographic ordering on terms. In these respects, their algorithms are not in the 
spirit of Buchberger's algorithm; see also (Buchberger, 1984; 1985) for comments on 
differences between their approaches and the approaches based on rewriting tech- 
niques. 
Following Buchberger's approach, we developed in 1983 a Grhbner basis algorithm 
to work on polynomial ideals over the integers and subsequently extended it to work 
on polynomial ideals over Gaussian integers and polynomial ideals with univariate 
polynomial over a field as coefficients. 1 In this paper, we generalize these algorithms to 
1. The polynomial ring Q[u][xl ..... xn] is isomorphic toQlu, xl ..... xn]. A Or~Jbner basis computation ver 
Q[u][xl, ..., xn] using the algorithm discussed in the paper is, however, quite different from a Gr~bner 
basis computation ver Q{u, xl ..... xn] using Buchberger's algorithm over a field as illustrated later in 
the paper. 
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an algorithm for polynomial ideals over a Euclidean domain. Since the definition of 
reduction used in our approach is different from the definitions of reduction in the 
approaches of Shtokhamer, Trinks, Zacharias, as well as Schaller, a GrSbner basis of 
an idea[ computed by our Mgorithm in general includes more elements than in 
Gr~Jbner bases produced by algorithms based on other approaches. Further, our algo- 
rithm works for any admissible ordering on terms. We now illustrate some of these 
differences using a simple example. 
Consider an ideal I over Z [z ,y ] generated by B ~ { 2x, 3y }; the polynomial xy 
is in I .  As we show later in the paper, this basis is not a GrSbner basis by our 
definition as zy does not reduce to 0; neither 2x nor 3y can reduce xy. Our algo- 
rithm will compute a critical pair for the two polynomials as follows: there is a super- 
position 3zy which can be reduced in two different ways; using 2x, it reduces to zy 
which cannot be reduced any further; using 3y, 3xy reduces to 0. This gives a new 
polynomial xy, which is added to the original basis. The basis { 2x, 3y, xy } is a 
Gr~bner basis by our approach. However, B is a Gr~Jbner basis according to the 
definitions in (Shtokhamer, 1976; Trinks, 1978; Zacharias, 1978; Schaller, 1979). Since 
in their approaches, more than one polynomial is used for reduction, xy can be 
reduced to 0 using both 2x and 3y; the equation 1 ~2 a q- 3 b + c can be solved 
for a value of e less than I and the solution is a ~-~-1, b =1, and c ~-0. 
Other differences between our approach and those of Shtokhamer, Trinks, 
Zacharias and Schaller are discussed later in the paper. Relationship between compu- 
tation of syzygies for determining new polynomials to be added to a basis as proposed 
by Shtokhamer, Trinks, Zacharias and Schaller and the critical pair computation as 
discussed by Buchberger and us is explored in (Kaput and Narendran, 1985c). 
Buchberger (1984) also developed a general version of the GriJbner basis algorithm 
for commutative rings which satisfy certain conditions. He identified conditions on a 
ground ring such that the ground ring admits the Gr~Jbner basis computation and 
furthermore, these conditions are preserved when going from the ground ring to a 
polynomial ring over the ground ring; he called such rings reduction rings. His general 
algorithm works for polynomial ideals over the integers as the ring of integers is a 
reduction ring. 
Le Ghenadec (1983) independently developed an algorithm for solving the uniform 
word problem for finitely presented commutative rings with unity based on extensions 
of the Knuth-Bendix completion procedure (1970) developed by Lankford and Ballan- 
tyne (1977), as well as Peterson and Stickel (1981). This algorithm also computes a
Gr~bner basis of a polynomial ideal over the integers. Ayoub (1983) also developed an 
algorithm to work on polynomial ideals over the integers. 
Pan (1985) extended our algorithm to compute D-bases of polynomial ideals over a 
principal ideal domain. A D-basis of an ideal is the same as its weak GrSbner basis as 
defined in (Kapur and Narendran, 1985e) which has the property that every element 
of an ideal reduces to 0 with respect o its weak Gr~bner basis. In contrast, every ele- 
ment in a ring has a unique normal form with respect o a strong Gr~Jbner basis as 
defined in (Kapur and Narendran, 1985c); the normal form of the elements in the ideal 
generated by a strong Gr~Jbner basis is obviously 0. A Gr~bner basis computed by our 
algorithm is a strong Gr~Jbner basis. 
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Based on their work on computing Grbbner basis over modules (Mbller and Mora, 
1986), Mbller (1985) also claimed to have developed an extension of Buchberger's 
Gr~bner basis algorithm to a subclass of commutative rings. 
2. Polynomial Rings 
Let E [x l, " "" , xn] be the polynomial ring over indeterminates :~1, "" " , x~, 
where the coefficients of terms in a polynomial are taken from a Euclidean domain E .  f~ 
A term is any power product 1-I x; k', where k; _> 0, including 1; the degree of a term 
n i~---1 
is ~ k;. An admissible ordering (Buchberger, 1985) on terms is an ordering satisfying 
i~ l  
the following properties: 
(i) 1 < t , for any term t ~ l ,  and 
(ii) i f t l<  t2, then for any term t , t * t l  < t * te. 
Different total well-founded admissible orderings on terms can be defined; two most 
commonly used orderings are total-degree ordering and lexieographic ordering induced 
by a total ordering on indeterminates. Let < be a total well-founded admissible ord- 
ering on terms inE  [zl, ' " ' , z , ] .  
Let p ~-m + r be a polynomial such that the term of the monomial m is 
greater than those within r (if p is a single monomial, let p ~- m ); then m is called 
the head-monomlal of p,  written as hm (p), the term of m is called the head-term of 
p , written as ht (p) ,  and the coefficient of m is called the head-coefficlent of p ,  writ- 
ten as he(p) .  A monomial is written as ct,  where t is a term and ceE;  we will 
often omit the multiplication symbol '*.' 
2.1 Wel l -s  o rder ing  on  a Euc l idean  domain  
Associated with a Euclidean domain E is a norm function g:E  ---+ N that is 
related to a division algorithm over it. In particular, 
(i) for a ~A0, b ~OinE  and a b 7 AO, g(a  b) 2> g(a )  aswe l las  _> g(b) ,  and 
(ii) for a ~A0, b in E ,  there exist q and r such that b ~---q a -b r ,  and either 
q =0or  g(r) < g(a). 
The function g defines a quasi-ordering on the elements of E : 
a <:q b if and only if g (a )  <__ g(b).  
Further,  < g, a subset of _ g, is defined as: 
a <~ b if and only if g (a) < g (b). 
It is easy to see that <g is a Noetherian relation. We will often drop the subscript g 
from <~ and use < instead. 
To simplify the presentation as well as for obtaining a reduced unique Gr~Jbner 
basis for a polynomial ideal (subject, to an admissible term ordering), it was required in 
an earlier version of this paper (Kandri-Rody and Kapur, 1984c) that E admit a total 
well-founded ordering that is a refinement of <g.  We had said that the algorithm for 
computing a Gr~bner basis given in (t(andri-Rody and Kapur, 1984c) did not depend 
upon this requirement. In this paper, we do not require that E have a total well- 
founded ordering; instead, we assume additional properties of E and division algo- 
r ithms on E as we need them. 
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The reader will notice that  the proofs of Theorem 3.2 in Section 3 and Theorem 
4.1 in Section 4 require that  a division algorithm on a Euclidean domain used for 
defining reduction relation satisfy the following property: For any non-zero divisor d 
of a Eucl idean domain, the difference of any two distinct remainders resulting from 
division by  d is not a multiple of d. This property is equivalent o the property used 
by Pan  (1985) that  for every principal ideal over a Euclidean domain, every quotient 
class modulo the principal ideal has a unique remainder. We will call it the unique 
remainder proper~y of a division algorithm over E .  
Subsequently, in Section 8, another property on E is required to obtain the result 
that  every polynomial ideal over E has a reduced unique Gr6bner basis subject to an 
admissible term ordering. This property is the existence of a function to pick unique 
representatives from every equivalence class of associate lements in E .  
2.2 Well-founded Orderlng on Polynomial Ring 
A total well-founded ordering on terms in E [2:1, "'" , xn] and a well-founded 
ordering on E defines a well-founded ordering < on polynomials in E ix I, " " " , 2:~ ] 
in a natura l  way: (i) 0 < p ~A0, and (ii) a polynomial P l < P2, if and only if 
ht (v ~) < ht (p 2) or (ht (p ~) = ht (p ~) and h~ (p 1) < he (p ~)) or (h~ (p ~) = h~ (p ~) 
and (p~ - h~ (p ~)) < (V~ - ~ (p ~))). 
3. Po lynomia ls  as Rewr i te  Ru les  
Let  rn 1 ~ Cl t l  bc the head-monomial of a polynomial p in E Ix l ,  . . .  , 2:~]; let 
re~t (p)  be p - m 1. The rewrite rule corresponding to p is: 
c 1 t l --+ - r~st  (p ) .  
If p is a monomial,  the right-hand side of its rule is 0; if p is an element, say c,  of 
E ,  even then the rule is c - - ,  0. We will assume, henceforth, that the rule 
corresponding to p is: c 1 t l  ---* R1, where tl  is a term (possibly 1) and R1 is a polyno- 
mial (possibly 0) whose head-term is smaller than t 1. 
This rule corresponding to p is used to rewrite polynomials as follows: Let m be a 
monomial,  where m ~ c t and c ~ 0. If the quotient obtained by dividing c by c 1 
is 0 or there does not exist a term cr such that  t ---~ ~ t 1, then m cannot be rewritten 
by the rule c I t 1 --* R 1. Otherwise, if t ~ cr t 1, then 
m ---*b t W- a aR1,  
where c ----- a c 1 4- b , and a and b are respectively, the quotient and remainder 
obtained by dividing c by c 1 using a division algorithm on E .  Let q ~ q 1 4- c t be 
a polynomial  such that c t is the largest monomial in q that can be rewritten using 
the rule corresponding to p .  Then, 
q -~q i+b t +a  ~rR1. 
For example, in the case of Z [2: ,y ], the rewrite rule corresponding to 3 x ye _ 2: is 
3 2: y 2 ._. 2:. Using this rule, the polynomial 
10x  yS-4z  y24-5  2:2y ---+ 2: y34-3z  y -42 :  y2+5x2y;  
the monomial  10 x y a is being rewritten using the above rule since 10 can be divided 
by 3 giving the quotient 3 and the remainder 1. The above result can be further 
reduced as the monomial - 4 x y2 is reducible since -4 can also be divided by 3, 
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-.,,z ya+3x y - z y2 -x  +hx2y .  
The rewriting relation induced by a finite set of polynomials is the union over the 
rewriting relations induced by the polynomials in the set. For definitions, details and 
motivation for the rewriting approach, an interested reader may wish to refer to (Huet 
and Oppen, 1980; Musser and Kapur, 1982; Buchberger and Loos, 1982). Henceforth, 
we assume familiarity with definitions of Noetherian (finitely terminating), confluent, 
locally-confluent, canonical, complete reduction relations, as well as with the 
definitions of normal form, canonical form, etc. 
Since a division algorithm over E always produces a remainder smaller than the 
element being divided when the quotient is non-zero, using the well-founded ordering 
defined on polynomials in Section 2, we have 
Theorem 3.1: Given any finite basis B of polynomials in E ix 1, ..., z, ], the rewriting 
relation --* induced by B is Noetherian. 
We should emphasize here that the rewriting (reduction) relation defined above 
involves the use of a single polynomial at a time for reduction and depends upon a 
division algorithm over E .  Different division algorithms will lead to different rewriting 
relations. 
The definitions of reduction relations given in (Shtokhamer, 1976; Trinks, 1978; 
Zachaxias, 1978; Schaller, 1979) axe, on the other hand, quite different; as stated in 
Subsection I.i on related work, for reducing a monomial with respect to a basis in 
these approaches, all polynomials in the basis whose head-terms divide the monomial, 
must be considered and a non-homogeneous equation over E must be solved. 
For example, to reduce zy with respect to the basis {2z, 3y }, both the polynomi- 
als will be used and zy reduces to 0 using them as there exist a, b, and c such that 
1 -c  -=2a +3b and c < l (in particular, a------l, b----land c----0). 
Using our definition of rewriting, zy cannot be rewritten by any of the two polyno- 
mials. We think that our definition of rewriting is simpler than those proposed in 
(Shtokhamer, 1976; Trinks, 1978; Zacharias, 1978; Schaller, 1979). 
3.1 Rewriting Relation and Ideal Congruence 
It must be shown that the rewriting relation as defined above is strong enough to 
capture the ideal congruence relation, i.e., the reflexive, symmetric and transitive clo- 
sure of the relation -~ for a finite set of polynomials {b 1, " " " , b~ }, denoted as ~-+* 
is indeed the ideal congruence relation ---~I, where I ----- (bl, ..., b,), and p ~r  q if 
andon ly i fp  ~ q + ~, ql be frmnsome ql, . . . ,  qk e E [z l,...,~, ]. In order to prove 
i= l  
this, we require that a division algorithm on E has the unique remainder property as 
defined in Section 2.1; it states that for any non-zero divisor d of a Euclidean domain, 
the difference of any two distinct remainders resulting from division by d is not a 
multiple of d. 
Theorem 8.2: ~-** 
Proof:  (1) ~*  C ~-I: It is trivial to show this by induction that for every k, 
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(2)--~; C +-~*:p ~---z q impl iesp = q + ~ q,b~ -~ q + ~ a] sj  b,~,where 
, =1 j =i 
a] ~ E ,  s i is a termand b;j e(bz, " " " ,bk).We show that p +-+* q by induction on 
7t~. 
Basis: m ~--- 0 : obvious. 
m 
I nduct ive  s tep :  p = q +a m +1 8m+1 birn+l+ ~ aj 8j brj . 
]=1 
By induct ion hypothesis,  p ~-+" q + am+ 1 sm+i b ;+ x. 
Let  q'  ~--- q + am+ I am+ 1 bcm+l and the rule corresponding to bi,~+~ be L --+ R .  Let t 
and c be the head- term and head-coefficient, respectively, of a,,+l *m+l b;~+. Let t '  
be the te rm of the largest monomial  in q which can be rewritten using the rule 
L .--+ R .  
Case 1: t ' < t : Let  q -+" q i using L --+ R such that  the monomial  with terms 
> t in q l cannot  be rewritten any further  using L --+ R .  Similarly, let 
q l _..~* 1 t q using L --* R such that  the monomial  with terms :> t in q 1' cannot 
be rewri t ten any further using L - -+R.  Since qr -q  = a~+ls~+1 b ;  +~, ql - -~ 
q 1' because of the unique remainder property  of division algor ithm (the difference 
of any two distinct remainders obta ined after dividing by a non-zero divisor d is 
not  a mult iple of d ). So q +-+* , r~-- * I * q . xnus, p +-+ q ~-~ q.  
# 
Case 2: t I > t : Let  q --+ q i by  applying L --+ R such that  monomials with 
terms :> t in q 1 cannot be rewritten using L --~ R .  Apply the same reductions on 
q '  as much as possible, and let the result be ql I. Since all terms > t have the 
same coefficient in q and q ' ,  either ql I = ql  + am+l am+l bi~+ 1 or ql '  ~ ql. 
This  is case 1 f rom which we have q i and q 1' are joinable. So q 1 +-+ q i 9 
Thusq  +-+ q from whichi0 +-~ q.  [] 
4. Gr~bner  basis of a po lynomia l  ideal 
Fol lowing Buchberger,  a finite set B of polynomials, say {b 1, " " " , b, }, in 
E [x l ,  .-., x , ]  is defined as a Gr'o'bn~r baaia of the ideal (bl, "" ' , bk) if and only if 
for any  polynomial  q in  E [Xl, ..., xn], no matter  how q is rewritten using the rules 
corresponding to polynomials  in B ,  the result is always the same, i.e., it is unique. It 
can be easi ly shown that  this definition implies that  for any polynomial  p in the ideal 
I generated by B ,  p --+* 0. A Gr}Jbner basis of an ideal generated by a finite set of 
po lynomia ls  is thus like a complete (canonical) rewriting system for an equational 
theory  generated by a finite set of axioms; it generates canonical forms for residue 
classes induced by its ideal on E [x 1, ..., z,  ]. 
For  examples, consider the ideal I generated by B - -  {~ y + 1, y2+ x} in 
Z[z ,  y] ;  y - x ~ is in  I but does not  reduce to0 ,  sob  is not aGrSbnerbas is .  How- 
ever, B '  = {x y + 1, y2 + z ,  x2 _ y } is a Gr~bner basis. Similarly, the basis 
{(5 + 3 i )  z 2 y - y ,  (3 + 2 / )  x y2 _ x } in Z [ i ] [ z ,  y] is not a GrSbner basis, where 
Z [i ] is the ring of  Gaussian integers and 12 = -1.  
Let  F ~ {L1---+ R 1, '" ", Lk -+ /~k } be the rule set corresponding to a finite 
basis (bl ,  ' " ' , b~) of an ideal I such that  {L; --+ R ;}  be the rule corresponding to 
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b;. We will also call F a basis of I .  
Def in i t lon.  A basis F is a Grbbner basis of (F)  if the Noetherian relation --+ induced 
by F is confluent, i.e., for any polynomial p , for al l  ~01, P 2 such that  p -+ P 1 and 
P -'* p2, there isaq  such that p l - -~ q andp2-+ q. 
Def in i t ion:  A Grbbner basis F is reduced (or minimal) if and only if for each i ,  
1 < i <: k,  neither L; nor R; can be reduced by any other rule in F .  
4.1 Test  for  a Gr~bner  Bas is  
The confluence test for -+ is developed in a way similar to that  developed by 
Buchberger (1976, 1980, 1984) for polynomial ideals over a field. We define a critical 
pair for a pair of polynomials in a basis. Then we show that if these critical pairs are 
quasi-joinable (called trivial in (Kandri-Rody and Kapur, 1984c)) in the sense that  the 
corresponding S-polynomials reduce to 0, --+ is confluent. 
~.i.1 Critical Pairs 
The critical pairs to check whether the basis F of an ideal I is a Grbbner basis, 
are defined as: 
Def in i t ion  CP I :  Given two rules L,. --+ R; and L i --+ Rg, where L; ~--- c,. t; and 
L i ~ c i t], er >_ c], the superposition is c~ lcm(t~,ts) and the critical pair 
<p,  q> is: 
p ~-- a f ]  R] + b lcm(tr tj), and 
where f ; t~ = f i t] = lcm (tr t] ), standing for the least-common-multiple (lcm) of 
terms ti and t j ,  and ci = a c a 9 + b, where a and b are respectively, the quotient 
and remainder obtained by dividing c; by el. Polynomials p and q are obtained 
from the superposition ci lcm (t; ,  t j) by applying Lj -+ R a. and L,- -+ Re, respec- 
tively. Note that there is exactly one critical pair for a pair of rules. 
The above definition of critical pairs is a generalization of the definition used 
in Buchberger(1976) where the coefficients of terms in polynomials are from a field as 
well as the definition used in (Kandri-Rody and Kapur, 1984a; 1984b) for the case 
where the coefficients are integers, Gaussian integers, or univariate polynomials over a 
field. 
It  is easy to see that  for each critical pair <p,  q > of any two polynomials in an 
ideal, the polynomial p - q is also in the ideal. So, adding the polynomial p - q to 
the ideal does not change the ideal. 
Def in i t ion:  The S-Polynomial corresponding to a critical pair <p,  q > is the polyno- 
mial p - q. 
Def in i t ion.  A critical pair <p , q > is quasi-]oinable if and only if its S-polynomial  
p - q can be reduced to 0 by applying at every step, among all applicable rules, a 
rule whose left-hand-side has a minimal coefficient with respect o < on E .  
As Theorem 4.1 below implies, to test whether a given basis F is a GrSbner basis, 
one needs to check whether for each pair of distinct rules in F ,  its critical pair 
<p,  q > is quasi-joinable. 
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The above definition of an S-polynomial is different and much simpler from those 
used by Shtokhamer, Trinks, Zaeharias and Schaller; they compute S-polynomials 
using syzygies by solving linear homogeneous equations. Since reduction relations used 
in their approaches are quite strong because, in general, more than one polynomial is 
used for reduction, a Gr~Jbner basis of an ideal by their approaches i usually a proper 
subset of a Grbbner basis az defined above. 
As stated in the related work subsection 1.1, the basis {2z, 3/t ) is a GrSbner basis 
according to the approaches proposed by Shtokhamer, Trinks, Zacharias, as well as 
Schaller, whereas {2z, 3y } is not a Gr6bner basis by the above definition. This is so 
because in our approach, the polynomial zy which is in the ideal (2z, 3y ), cannot be 
reduced to 0; in fact, zV cannot be reduced by either of the two polynomials in the 
basis. The above critical pair test detects this when the rules corresponding to these 
two polynomials are superposed: the superposition is 3zy, the critical pair is 
<xy ,  0>,  and the S-polynomial zy cannot be reduced to 0. 
In contrast, the polynomial zv can be reduced to 0 using the reduction relations 
used by Shtokhamer, Trinks, Zacharias, as well as Sehaller, because both the polyno- 
mials 2z and 3y are used together to reduce xy ; see the discussion following Theorem 
3.1 in Section 3. S-polynomials in those approaches are computed as follows: (i) for 
every subset S (of size > 1) of polynomials in a basis, compute the least-common- 
multiple (lcm), say t,  of the head-terms of these polynomials in S; (ii) for each such 
t ,  consider the set of all polynomials in the basis whose head-terms divide t and call 
it SI; solve a homogeneous equation over the head-coefficients of polynomials in S i; 
(iii) each element in a basis for the solutions of this homogeneous equation gives an S- 
polynomial for the subset S r of polynomials in the basis; the head-term of each such 
S-polynomial is smaller than the lem t. 
For the basis (2z, 3V }, the lena of the head-terms of its two polynomials i xy ; 
the homogeneous equation that needs to be solved is: 
2a + 3b ~- 0, 
where a,  b are solutions of the equation. Then, a S-polynomial for 2x and 3y is: 
y (2z )+ b x (3y).  
This is obtained by adding the result of multiplying the polynomial 2z by aN, where 
y is the term obtained by dividing the lcm xy by the head-term of 2z, to the result 
of multiplying the polynomial 3y by bz ,  where, similarly, z ~ zy /y .  For the above 
homogeneous equation, any multiple of the pair <-3,  2> is a solution, which gives 
the value of the S-polynomial to be 0, thus declaring {2z, 3y } to be a Gr~Jbner basis. 
Pt relationship between critical pairs defined using syzygies and our definition of criti- 
cal pairs is discussed in (Kaput and Narendran, 1985c). 
Theorem 4.1' A basis S of polynomials in E [z 1. ' " ", zn ] is a GrSbner basis of (B) 
if and only if for every pair of polynomials in B,  the critical pair < p, q > as defined 
using definition CP1  is quasi-joinable. 
The proof of this theorem has a structure similar to the proof of an analogous theorem 
in (Bachmair and Buchberger, 1980) when E is a field. There are two major 
differences. Firstly, the definition of a quasi-joinable critical pair uses a subset of --% 
denoted by __.l, which is defined as follows: A monomial c t _+l q l if and only if 
c t -+ q ~ using a rule c i t I --+ R 1 in B such that there does not exist any other rule 
c2t2 - -+R2 inB which can be applied on c t and c2 < el. 
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Secondly, the proof uses the following lemma: if every pair of polynomials in a 
basis B has a quasi-joinable critical pair, then for any two rules e,. t; -+ Rt" and %. 
t~. --* R i ,  there is a rule d t n _+ R i in B such that d divides the god (greatest com- 
mon divisor) of c; and cj. and there is a term or, cr t ~ ---- lcm (re, t~ ) ~ t (Lemma 5.7 
in (Kandri-Rody and Kapur, 1984c)). For details of the proof, the reader may consult 
(Kandri-Rody and Kapur, 1984c). 
The proof of the above theorem also depends upon the unique remainder property 
of a division algorithm on E .  
Note that if a weak notion of a GriJbner basis was considered which only required 
that every polynomial in an ideal reduces to 0 with respect o its Gr~;bner basis (called 
a weak GrSbner basis in (Kapur and Narendran, 1985c)) a~d did not require that every 
polynomial in a polynomial ring has a unique normal form with respect o a Gr~Jbner 
basis, then the unique remainder property of a division algorithm on a Euclidean 
domain is not needed for the proof of Theorem 4.1. Pan (1985) discussed such bases 
for polynomial ideals. 
5. A Gr~bner  basis a lgor i thm 
If a given basis of an ideal is not a Gr~Jbner basis, it can be completed to get a 
Gr~Sbner basis of its ideal. For every critical pair ~p,  q ~ such that normal forms of 
p and q do not simplify to the same polynomial, we add a new rule corresponding to 
a normal form of the S-polynomial p - q, thus generating a new basis for the same 
ideal. This step is repeated until the critical pair < p, q > of each pair of rules in the 
basis is quasi-joinable. The termination of this process is guaranteed because of the 
finite ascending chain condition of properly contained ideals over a Noetherian ring 
(since E [xl, " ' ,  xn ] is a Noetherian ring); for a detailed proof of termination, the 
reader may consult (Kandri-Rody and Kaput, 1984c). 
Example :  Consider an example of a polynomial ideal over Z[z ,  y] taken from 
(MiJller, 1985) with the total degree ordering induced by y >  9  
B ={1.7x2y  --+3x, 2 .4x  y2-~zy ,  3.3yS-+0}.  
We use the minimal remainder division algorithm on integers for defining the reduc- 
tion relation. It is easy to see that B is not a Gr~bner basis. To obtain a Gr~Jbner 
basis, we first add the rule obtained by the critical pair of rules 1 and 2: 
4. z 2 y2 _.+ 2x2y _ 3xy. 
From rules 2 and 4, we get the critical pair ~x2y ,  8 z~y - 12 ~y > which gives an 
additional rule: 
5. 12xy ---~ 3 x. 
Rule 1 can be reduced using rule 5 as zy divides z~y and the minimal remainder divi- 
sion algorithm on 7 divided by 12 gives 1 as quotient and -5 as remainder. 
1 I. 5 ~2y ._+ 3~o._ 3x. 
The critical pair between rules 3 and 5 gives a new rule: 
6. xy  ~ ~ xy  , 
which simplifies rule 2 to: 
2 t. 3xy .--+ O. 
This simplifies rule 5 to give: 
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5 I. 3x --~ 0, 
which simplifies rules 1 ~ to: 
1 u. x2y ---+ O. 
Rules 1 u, 3, 5 I, and 6 delete other rules. The polynomials { 3x, x2y, xy 2 - zy,  3y ~ } 
corresponding to rules 1 u, 3, 51 and 6 constitute a Grbbner basis as the critical pair for 
each pair of these polynomials is quasi-joinable. 
We now give a simple algorithm patterned after a GrlJbner basis algorithm in 
(Buchberger, 1985). 
ALGORITHM:  Given F ,  a finite set of polynomials in E [xl, 9 ' 9 , xn ], 
find G such that ideal (F)  ---- ideal (G)  and G is a Grbbner basis. 
s :----F; a :={};  
loop until ha, -unit ( G ) or (empty (pairs) and empty (S )) 
loop until empty (S ) 
q :~  remove (S); 
( G , S,  pairs):--~ addrule (q, G, S,  pairs) 
end loop; 
(p 1, p 2) :=  next-pair (pairs); 
( a , S ,  pairs) :=  addrule (S-poly (p 1, p 2), G, S,  pairs) 
end loop; 
return G.  
addrule (q , G, S,  pairs) returns (G , S,  pairs) 
new :~ normal - f  orm (q , G ); 
a '  :=  { p I p in a and hm (p) can be reduced by new }; 
G :=G-G ' ;  
S :~- -SUGI ;  
pairs :--~ pairs U { (P, new) [ P in G }; 
G := reduced(G U { new }); 
return (G,  S,  pairs) 
In the above algorithm, the predicate has -unit (G) tests whether G includes a unit in 
E ,  in which case that unit by itself is a GrSbner basis; the predicate empty (S) tests 
whether a set is empty or not. The function remove takes out an element from a 
non-empty set with a side-effect on the set. The function next-pair picks the next 
pair of polynomials in G whose critical pair is to be considered next. Both of these 
functions can take as parameter a strategy to be used for picking the next element in 
a set. The function next-pair considers only those pairs in which both polynomials 
are in G and discards other pairs. Criteria for discarding unnecessary critical pairs can 
also be included to decide whether the S-polynomial of a pair of polynomials hould be 
computed. The function normal- f  orm computes a normal form of a polynomial with 
respect o a finite set of polynomials; it can also be parameterized to specify different 
normalization strategies. The function S-poly computes the S-polynomiM of a pair of 
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polynomials. The function reduced reduces the righ-hand-sides of the rules with 
respect to each other, and generates a reduced baeis; even if the expression 
"reduced(G U { new })" in the function addr~le is replaced by "G t_J { new ) , "  the 
result of the modified algorithm will still be a GrSbner basis which is not necessarily 
reduced. 
The correctness of the above algorithm can be established using arguments imilar 
to those given in (Buchberger, 1984; Buehberger, 1985). 
An instance of the above algorithm for polynomial ideals over the ring of integers 
has been implemented in ALDES as well as in LISP, and has been experimented with; 
an interested reader may refer to (Kandri-Rody and Kapur, 1984b) and (Kandri-Rody, 
Kapur and Narendran, 1985) for examples. 
5.1 Opt imizat ion  
The above process of generating critical pairs (using definition CP1) can be 
replaced by another construction that explicitly uses the gcd computation on the ele- 
ments of a Euclidean domain. 
Def in i t ion CP2:  The critical pair for two rules Cl t l  --* R I  and c2 t2 --+ R2, where 
c2 >__ c l i s  defined as follows: Let c be the extended god of c l  and c2, i.e., there is 
an a and b such that c = a ci q- b c 2; further, C l= k l c and c2~k~ c.  Let  
t = l cm(t l ,  t2) : f 1 t l  = f2  t2" 
(a) Onecr i t ica lpa i r  <p,  q> is: p ---~ c lcm(t l ,  t2) and q ~-~ a f 1R1 + b f 2R~. 
(b) Another critical pair <p,  q > is obtained from the superposition 
kl  k2 c lcm(t l ,  t2) by applying the two rules: p -=-k 2 f l /~ l  and q ~ k 1 f2R2.  
If c l  divides c2, then c ~-- el, kl~--- 1, a ~ 1 and b ~0.  Then, there is only one 
critical pair due to case (b). 
This definition is closely related to the one proposed by Lauer (1976b) for obtain- 
ing a Gr~Jbner basis. The critical pair construction (a) is no; considered in the methods 
of Shtokhamer, Trinks, Zacharias, as well as Schaller. It is needed in our algorithm 
because of the simple reduction relation defined using one polynomial at a time. The 
critical pair construction (a) above leads to additional polynomials in Gr~Jbner bases 
generated by our algorithm in contrast o Gr~Jbner bases obtained from algorithms of 
Shtokhamer, Trinks, Zacharias, and Schaller. 
The following result was jointly proved by Paliath Narendran and the second 
author. Since it does not appear in (Kandri-Rody and Kaput, 1984e), its proof is 
included below. 
Theorem 5.1" A basis B of polynomials in E [z 1, " " ", xn ] is a Gr~Jbner basis of (B )  
if and only if for every pair of polynomials in B,  the critical pairs defined by the 
definition CP2  are quasi-joinable. 
P roo f ;  It is shown that if for every pair of polynomials in B ,  the critical pairs defined 
by CP2 are quasi-joinable, then the critical pair defined by CP1 is also quasi-joinable. 
Consider two rules c 1 t 1 --* R1 aIld c2 t2--* Rg. such that c2 >_ cl, as stated 
above in the definition CP2. There are two cases: 
50 A. Kandri-R.ody and D, Kapur 
(i) c 2 ~ dc 1; the critical pair using CP1 is the critical pair using CP2. 
(ii) c2~ d c1+ r ,where  r < cl.  Thereex is tsak  such that r ---- k c which is 
~k  a e l+k  b c2~--~-k a c l+(k  b -1)  c2+ d e l+ r ; 
sowe have (k a +d)c l+(k  b -1)c~-- - -0 .  Since c l=k lc  and c2~- -k2c ,  we 
ha e (k = +d)k c +(k  b =0,  from which we have 
(k a + d)  k l~- (k  b -1 )k  2. Since kl and k2 do not have acommon factor, there 
exists an a such that  k a + d - -~k2c~and(k  b -1)~- - -k la .  
The S-polynomial using definition CP1 is r t + d f 1 R 1 - f 2 R 2. Using CP2, we 
have c t -a  /1R1 b /2R2- - -*1"0 as well as k l f2R2-k2f lR1- -~ 0. By 
Lemma 5.6 in (Kandri-Rody and Kapur, 1984c), 
k c t -k  a f lR l -k  b f2R2- -+ l*0and akl  f2B2-ak2f lR1- -+ l*O.  
Using the property that for any two polynomials p ._,l* 0 and q __+l* 0 implies 
I* p -q  --~ 0, 
k c t -(k a -a  k2) f iR~-(k b 
=k c t +d /1B l - f2R2- - * ' *  
This implies that the S-polynomial from 
-[- Ol k 1 )f 2/?2 
O. 
definition CP1 reduces to 0 also. [] 
Another proof of the above theorem was independently obtained by the first author 
with D. Lazar& 
For  the example discussed above, using CP2, we will obtain a Gr~Jbner basis as fol- 
lows: F rom rules 2 and 3, we get two rules: 
4. 3xy2 --~ 0. 
5. xy s --* zy 2. 
Rule 4 simplifies rule 2 to give: 
21 . xy 2 --+ xy. 
Rule 2 r deletes rule 5 and simplifies rule 4 to: 
4 t. 3xy ~ O. 
Rule 4 r simplifies rule i to give: 
i I. x2y --* 3~. 
Rules 11 and 21 give a new rule: 
6. 3x -* 0, 
which simplifies rule 11 to: 
III. x2y --~ 0. 
Rule 6 deletes rule 4.  The polynomials corresponding to rules 1", 2 I, 3 and 6 consti- 
tute a GriSbner basis. 
The above method was implemented for polynomial ideals over the integers and 
compared with the method using CP1. For some examples, the method using CP2 is 
better than the method using CP1 in overall performance while for some other exam- 
ples, the method using CP1 turns out to be better than the method using CP2. 
6. Examples  
In Section 5, we discussed an example of an ideal over Z [x, y]. Here, we discuss 
an example from Z[ i ] [x ,  y l, where i 2 ~- -1  and another from Q [8][z, y].  
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Afterwards, we discuss examples of polynomial ideals over algebraic integers in 
Q [x/-3] and Q [x/2]. In each case, we assume the total degree ordering induced by 
y > z.  These examples are illustrated using definition CP1. 
We use a division algorithm over Z [i] as given in (van der Waerden, 1966, p, 56). 
Consider the basis: 
1. (5+3i )x2y  ---~y and 2. (3+21)x  y2__~ . 
From rules 1 and 2, we get the superposition (5 + 3i) x 2 y 2 and the critical pair 
<yg., 2 z 2 - (1 + i) z 2 y2>, which gives the following rule: 
3. ( l+ i )z  2v 2 -+2~ 2-y2 .  
From rules 2 and 3, the superposition is (3 + 2i ) z 2 y2, which gives the following rule: 
4. x2 y2 __+ 2 y2 _ 3 z 2 . 
Rule 3 now reduces to: 3 ' (3 + 2/) y2 ._+ (5 + 3i) z ~. 
Rule 2 now simplifies to: 2 i (5 + 3i ) z s ._. x. 
The basis consisting of polynomials corresponding to rules 1, 2 ~, 3 I, and 4 is a Gr~Jbner 
basis. 
If a Gr~ibner basis algorithm over Z [i ~x ,y ] is used to compute a Gr~bner basis of 
a polynomial ideal over Z [i][x ,y] by augmenting its basis over Z [i][x ,y] with the 
polynomial 12 + 1, we obtain a very different basis after considerably more steps. For 
the above example, the following Gr~Jbner basis is obtained: 
{ i 2 + 1, ~4~ ~ + (-5+3i)~, (13+i)~ 8+ (-2+i)~, ~4~2v + (-5+~i)v,  
(13+i),~v + (-2+i)v, 13v~+ (-21+i),L (-5+,')v2 + (8-2,'), ~ 
z2y 2_ 2y 9. + 3z 2 }. 
This is so because of the different ordering used in a GriJbner basis algorithm over 
Z[i,z ,v]: 
a + bi > c + di i fb>d or(b = d and a>c) .  
Consider now an example over Q [8 ]Ix, y]. The division algorithm used is the 
standard ivision over univariate polynomials. The basis is: 
1. ( s2 -1 )  x2y "--*y 
2. (* + l )  x y2""+z  . 
From rules 1 and 2, the superposition is (a 2 - 1) ~2 y:  and we get the following rule: 
3. v2 - - . ( , -1 )z  2. 
Rule 3 can be used to reduce rule 2 to: 
2'. (82 -1)~s~ z . 
Rules 1, 2 ~ and 3 constitute the GrSbner basis of Q [8 ]Ix, y ]. 
Consider a more complex example over Q [s ]Ix, y ]. The basis is: 
1. (~ + 2 /5~ - 1/5)  z~ v ~ 1/5 v 
2. (,  - 1/~) 9 v ~ -~ 1/3 ~. 
From rules 1 and 2, we get the rule: 3. z 2 y~ --~ 9/2 y~ - (15/2,  + 11/2) z ~. 
From rules 2 ~nd 3, we get the rule: 4. (, - 1/3) V ~ ~ (5/3  ~ + 2 /3 ,  - 1 /3)  ~.  
Rule 2 can now be reduced using rule 4 to: 2 ~. (8 2 + 2/5 s - 1/5) x ~ --, 1/5 x. 
52 A. Kandri-Rody and D. Kapur 
Rules 1, 2', 8, and 4 constitute a Grbbner basis of the above ideal. 
Since Q [s ][z, y] -~- Q [s, x, y ], the Gr6bner basis algorithm over rationals can 
also be used to obtain a Gr8bner basis over Q [8 , z,  y ]. The computation steps in the 
above algorithm are however different from the computation steps in a GrSbner basis 
algorithm over Q [8, z, y ]. In the above algorithm, coefficients of monomials are 
univariate polynomials because of which multiple steps of a Grbbner basis algorithm 
over Q [a, x, y ] may correspond to a single step of a Grbbner basis algorithm over 
Q [s ][z, ~/]. If a lexicographic ordering on terms is used in which s is the smallest 
indeterminate, a reduced Orbbner basis obtained by running the above algorithm over 
Q [~ ][~, y] will be the same as a reduced Orbbner basis obtained by running the algo- 
rithm over Q [s , x , y ]. A reduced Gr~bner basis obtained by running the above algo- 
rithm over Q [s ][x, y] using the total degree ordering on terms can also be obtained 
by running the above algorithm over Q [8, z,  y ] only if a mixed ordering on terms is 
used with the following properties: (i) s is the smallest indeterminate, and (ii) terms 
are compared first by comparing the total degrees of indeterminates z and y in the 
total degree ordering, and comparing the degrees of 8 only if the total degrees of z 
and y in the two terms being compared are equal. 
Now, we consider examples in which coefficients of monomials are taken from rings 
of algebraic integers in algebraic number fields which admit Euclid's division algo- 
rithm (Hardy and Wright, 1938; Oppenheim, 1934). As a first example, consider the 
ring of integers in the algebraic number field Q Ix/-3]; note that this ring has units 1, 
-1, and (1 + (1- (-1 + and (-1- Consider a basis 
1. (1+3i ) /2  z V-+y and 2. (4+i ) ,  V 2 -*x ,  
where ] ~/ -3 .  The norm function defined on integers in Q[x/-3] is 
g (a +b x/-3) ---~ a 2 + 3b 2. The division algorithm discussed in (Hardy and Wright, 
1938, p. 212) is used. From rules 1 and 2, we get the superposition (4 + j )  x2 y2 and 
the critical pair <z2  (1 - j )  y2  x2 y2>, which gives the following rule: 
a. z2y~_z2+( l _3 . )V  2.  
From rules 1 and 3, the superposition is (1 + 33")/2 ~2 y2 which gives the following 
rule: 
4. (4 + 1') Y 2 --+ (1 + 3i ) /2  z 2. 
This rule simplifies rule 2 to: 2 ~ (1 + 3]) /2 z s ---. z. 
The basis consisting of polynomials corresponding to rules 1, 2 t, 3, and 4 is a Grgbner 
basis. 
Now consider the ring of algebraic integers in the algebraic number field Q [x/2] 
with infinitely many units (Hardy and Wright, 1938). Consider a basis 
1. (5+3k)x2y  ---* y and 2. (3+2k)  z y2- - -*x  , 
where k ~---X/2. The norm function defined on integers in Q Ix/2] is 
g(a+b x/2)~-~ [a2-2 be]. Again the division algorithm discussed i n (Hardy  and 
Wright, 1938; p. 214) is used. From rules 1 and 2, we get the superposition 
(5 + 3k ) z 2 y2 and the critical pair <y~, (8 - k) x~>, which gives the following rule: 
3. y2--* (3 -  k) ~2. 
Rule 3 now reduces rule 2 to: 2 ~ (5 + 3k ) z s __~ x. 
The basis consisting of polynomials corresponding to rules 1, 2 I, and 3 is a Grbbner 
basis. 
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7. Extens ion to other Structures 
We have so far discussed how to compute a Gr~bner basis of a polynomial ideal 
over a Euclidean domain; however, a method for computing a GrSbner basis of an 
ideal over a Euclidean domain which is not necessarily a polynomial ring, is subsumed 
in our approach since rules corresponding to the elements of E are also allowed. 
Consider, for example, an ideal over the ring of integers, specified by a basis B 
(c 1,.-., ck ). Its GrSbner basis can be constructed using the algorithm discussed above. 
Corresponding to every element cl e B ,  there is a rule cr --~ 0. In this case, for com- 
puting a Gr~Jbner basis, we do not have to compute even the critical pairs because 
after rewriting the rules, we will eventually get a single rule in the basis, which is the 
greatest-common-divisor (gcd) of c~. 's. This single rule constitutes a GrSbner basis of 
the ideal specified by the input basis consisting of integers. Note that computing a 
GrSbner basis in this way is the same as applying Euclid's algorithm for computing 
the gcd of a finite set of integers. This is also analogous to computing a GrSbner 
basis of an ideal of univariate polynomials over a field using Buchberger's algorithm. 
Similarly, for Z [i] or any Euclidean domain, we can compute a GrSbner basis of an 
ideal over it using our algorithm; this GrSbner basis consists of the element obtained 
by computing the gcd of the elements in the basis. 
Note also that we can use our algorithm to compute a GrSbner basis of an ideal 
over Z mod p also, where p is an arbitrary integer. Z rood p can be a ring with zero 
divisors depending upon the value of p. Given an ideal over Z mod p specified by a 
basis, we augment he basis with p and compute a GrSbner basis of the ideal specified 
by the augmented basis over Z using our algorithm; the result after taking out the 
rule p -+ 0 from it is a GrSbner basis of the ideal specified over Z mod p.  A 
Gr~bner basis of a polynomial ideal over Z mod p can also be computed in the same 
way by augmenting the basis with an additional element p and computing a GrSbner 
basis from the augmented basis. In fact, this is the approach adopted in computing a
Gr~Jbner basis of a polynomial ideal over a boolean ring in (Kaput and Narendran, 
1985b). Our algorithm can thus be used for computing GrSbner bases of polynomial 
ideals over a Euclidean ring with zero divisors insofar as the Euclidean ring is 
presented as a quotient structure defined by an ideal over a Euclidean domain. 
Based on (Kandri-Rody and Kapur, 1984c), Pan (1985) showed that the critical 
pair definition CP2 is adequate to compute weak Gr~bner bases (called D-bases by 
Pan) for polynomial ideals over a principal ideal domain using which ideal member- 
ship can be decided, i.e., every polynomial in an ideal reduces to 0 using a D-basis of 
the ideal; see also (Kaput and Narendran, 1985c). 
8. Un iqueness  o f  a reduced Gr~bner basis 
In general, a Gr~bner basis of a polynomial ideal need not be unique. A_ reduced 
Gr~Jbner basis (see the definition in Section 4) of a polynomial ideal need not be 
unique either, even up to an admissible total ordering on terms. As the reduction rela- 
tion is defined using a division algorithm over E ,  different division algorithms can 
result in different Gr~Jbner bases for the same ideal. For a given division algorithm 
over E and a given admissible total ordering on terms, a reduced Gr~Jbner basis for a 
polynomial ideal may still not be unique because of multiple units in E .  Given a 
reduced Gr~Jbner basis, it is possible to get another educed Gr~Jbner basis from it by 
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multiplying its elements by appropriate units. 
As in the case of polynomial ideals over a field, we can "canonicalize" the head- 
coefficient of every polynomial in the basis. For the case when the ground ring is a 
field, every non-zero element is a unit; but, 1 is picked as a canonical element and it is 
required that the head-coefficient of every element in a reduced basis be that canonical 
element. Similarly as shown in (Kandri-Rody and Kapur, 1984b), if the ground ring is 
the ring of integers, the head-coefficient of each element in a reduced basis can be 
made positive. For a Euclidean domain, assume that it is possible to pick a canonical 
element from every equivalence class of associate lements; the function canon in 
(Kandri-Rody and Kapur, 1984c) is introduced to do this picking. In fact, there can be 
infinitely many ways to define a canon function. Assuming a canon function, it is 
easy to canonicalize head-coefficients of each polynomial in a reduced Gr~;bner basis 
by multiplying with appropriate units. Then, we get the following result: 
Theorem 8.1: A reduced GrSbner basis of an ideal I in E [z 1, " ' " , zn ] is unique 
subject o a division algorithm over E ,  an admissible ordering on terms and the selec- 
tion of a canon function on E .  
See (Kandri-l~ody and Kapur, 1984c) for a proof. Similar results about the unique- 
ness of a reduced complete system have been reported in (Buehberger, 1976b) for poly- 
nomial ideals over a field, in (Kapur and Narendran, 1985a) for Thue systems and 
in (Lankford and Ballantyne, 1984) and (Metevier, 1984) for term rewriting systems. 
9. Conclusion 
We have developed a general Gr~Jbner basis algorithm for polynomial ideals over a 
Euclidean domain based on a natural definition of reduction of polynomials using a 
single polynomi~.l at a time and Euclid's division algorithm. There are many applica- 
tions of the Gr~bner basis computation; for details, see (Buehberger and Loos, 1982; 
Buehberger, 1985). Lauer (1976) showed that a GrSbner basis can be used to con- 
struct canonical forms for residue classes defined by a polynomial ideal over a polyno- 
mial ring. The unique reduced Gr~bner basis of an ideal (subject o an admissible ord- 
ering and other conditions tated above) is useful in computing other structural pro- 
perties of the ideal under consideration, such as its dimension, maximality, primality, 
primary decomposition of ideals, etc., especially when a lexieographic ordering on 
terms is used to compute a Gr~bner basis, see (Kandri-Rody, 1984; Kandri-Rody and 
Sannders, 1984) for more details. The Gr~bner basis computation is also related to 
solving uniform word problem over finitely presented commutative algebras whose 
generators play the same role as of indeterminates of the polynomial ring; see (Le- 
Chenadec, 1984; Buchberger, 1985; Kandri-Rody, Kapur, and Narendran, 1985) for 
details. 
Hsiang (1985) developed a term rewriting approach to first-order theorem proving 
using the representation f first-order formulae in terms of the boolean connectives 
'exclusive-or' and 'and.' Using this representation f first-order formulae, Kapur and 
Narendran (1985b)extended the concept of a Gr~Jbner basis to theorem proving in 
first-order predicate calculus. The notions of a first-order ing on infinitely many 
indeterminates and a first-order ideal are introduced. It is shown how a first-order for- 
mula serves as a finite basis of a first-order ideal. Using Hilbert's Nullstellensatz, 
proving whether a first-order formula is unsatisfiable is equivalent to checking if the 
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ideal  specified by the f i rst-order formula is the whole firsV-order ing. 
Recent ly  Gr~Jbner basis computat ions  have been used for theorem proving in alge- 
braic  geometry;  for further  detai ls and papers on this appl icat ion,  the reader  may con- 
su l t  the proceedings of the SYMSAC-86 conference. 
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