Baxter’s difference systems and orthogonal rational functions  by Deckers, Karl & Geronimo, Jeffrey S.
Available online at www.sciencedirect.com
Journal of Approximation Theory 164 (2012) 1085–1096
www.elsevier.com/locate/jat
Full length article
Baxter’s difference systems and orthogonal rational
functions
Karl Deckersa,∗, Jeffrey S. Geronimob
a Department of Computer Science, KU Leuven, Heverlee, Belgium
b School of Mathematics, Georgia Institute of Technology, Atlanta, GA, USA
Received 23 December 2011; received in revised form 20 March 2012; accepted 14 May 2012
Available online 22 May 2012
Communicated by Leonid Golinskii
Abstract
Rational functions orthogonal on the unit circle are considered beginning with their recurrence formulas.
Various summability conditions are imposed on the recurrence coefficients and the asymptotics of the
solutions are studied and the orthogonality measure is recovered. The techniques developed by Baxter and
Benzaid and Lutz are used.
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1. Introduction
There has been much interest in the theory of orthogonal rational functions (ORFs) on the unit
circle, partly due to their connection to the multipoint Schur algorithm [1,9,21] and partly due to
the fact that they are natural generalizations of orthogonal polynomials to the case where not all
the poles are at infinity. ORFs on the complex unit circle were first introduced by Dzˇrbasˇian in
the 1960s [15], and have been studied extensively during the past few decades; e.g. [6,9–14,16,
17,23–25]. In this paper, we consider the theory of ORFs from the point of view of the recurrence
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formulas satisfied by these systems. In [3,2,4], Baxter introduced his difference system:
Φn(z) =

z βn
αnz 1

Φn−1(z), n = 1, 2, . . . , (1)
which was a generalization of the system solved by Szego˝ orthogonal polynomials [19]. He
showed that if the coefficients in the above system were l1 summable then certain solutions to
the above equations formed a system of polynomials bi-orthogonal with respect to a complex
measure which is absolutely continuous with respect to Lebesgue measure. Furthermore he
showed that the Fourier coefficients of the logarithm were absolutely summable and that this
was equivalent to the l1 summability of the coefficients. Later in [20] the techniques of Benzaid
and Lutz [5] were first introduced to study the difference system satisfied by Szego˝ orthogonal
polynomials. This was extended in [18] (see also [22]) to Baxter’s difference system.
The aim of this paper is to extend the above results to the rational case. Unfortunately due
to the extra poles we are not able to introduce the Banach algebras used by Baxter and this is
an obstacle to extending Baxter’s solution to the inverse problem (see Remark 9). The paper
proceeds as follows: in Section 2, we give the necessary theoretical background regarding ORFs
on the complex unit circle. Next, in Section 3, we discuss the rational function generalization
of Baxter’s difference systems and in Section 4, we place an l1 summability condition on the
coefficients in the recurrence formula and show that certain solutions form a family of rational
functions bi-orthogonal with respect to a complex measure with a continuous density function
supported on the unit circle. Interesting about this result is that no conditions are placed on the
poles except that they be located exterior to the open unit disk. In Section 5, an l2 condition is
imposed on the recurrence coefficients and we obtain – under certain conditions on the poles –
asymptotics for the ORFs inside the open unit disk and on the complex unit circle. This allows
us to construct the orthogonality measure and shows that it satisfies a Szego˝ condition. The
techniques of Benzaid and Lutz are used to obtain these results.
2. Preliminaries
We denote the unit circle and the open unit disk, respectively, by T = {z ∈ C : |z| = 1}
and D = {z ∈ C : |z| < 1}. Further, for any complex function f (z) we define the involution
operation or substar conjugate by f∗(z) = f (1/z). Note that, if f (z) has a pole at z = p, then
f∗(z) has a pole at z = 1/p.
Given a sequence of complex numbers B = {β1, β2, . . . } ⊂ D, we define the Blaschke
products for B as
B0(z) ≡ 1, Bk(z) = Bk−1(z)ζk(z), with ζk(z) = z − βk
1− βk z
, k > 1. (2)
These Blaschke products generate the nested spaces of rational functions L−1 = {0},L0 = C
and Lk = Lk{β1, . . . , βk} = span{B0, . . . , Bk}, k > 0. Note that Lk is a rational generalization
of Pk , i.e., the space of polynomials of degree at most k. Indeed, if all β j = 0 (or equivalently,
1/β j = ∞ for every j), the expressions in (2) become ζk(z) = z and Bk(z) = zk . Throughout
this paper we will assume that β0 = 0, ζ0(z) = z and B−1(z) = z−1.
Suppose µ is a positive bounded Borel measure (in short, a measure) on T with infinite
support.1 Let φn ∈ Ln \Ln−1 denote an nth orthonormal rational function (ORF) with respect to
1 The measure µ on T induces a measure on [−π, π] for which we shall use the same notation µ.
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the inner product
⟨ f, g⟩µ =
 π
−π
f (z)g∗(z)dµ(θ), z = eiθ . (3)
The leading coefficient κn (i.e., the coefficient of Bn(z) in the expansion of φn(z) in the basis
{B0, . . . , Bn}) is then given by κn = φ∗n (βn), where the superstar transformation of a function
fn ∈ Ln is defined by
f ∗n (z) = Bn(z) fn∗(z).
The ORFs φn are uniquely determined when requiring that κn > 0. The following recurrence
relation has been proved in [8, Theorems 4.1 and 4.2].
Theorem 1. For n = 1, 2, . . . let δn ∈ D, en ∈ R+0 and ρn ∈ T be given by
δn = −

z−βn−1
1−βn z

φn−1, φ j

µ
1−βn−1z
1−βn z

φ∗n , φ j

µ
, 0 6 j < n,
en =

1− |βn|2
1− |βn−1|2

1
(1− |δn|2) ,
and ρn =
δn(βn − βn−1)φn−1(βn)+ (1− βn−1βn)φ∗n−1(βn)δn(βn − βn−1)φn−1(βn)+ (1− βn−1βn)φ∗n−1(βn) .
Then the ORFs φn, n > 0, with respect to the measure µ satisfy a recurrence relation of the
form: 
φn(z)
φ∗n (z)

= en

1− βn−1z
1− βnz

ρn 0
0 ρn
 
ζn−1(z) δn
δnζn−1(z) 1
 
φn−1(z)
φ∗n−1(z)

. (4)
Furthermore, it holds that
ρ2nδn =
φn(βn−1)
φ∗n (βn−1)
.
Conversely, the following Favard-type Theorem has been proved in [7, Section 3].
Theorem 2. Consider a sequence of rational functions {φk}∞k=1 generated by the recurrence
relation (4) for a given sequence of complex numbers {δk}∞k=1 ⊂ D and {βk}∞k=1 ⊂ D, with
|φ0|2 = c−10 > 0. For n > 0 let µn be a sequence of measures absolutely continuous with
respect to Lebesgue measure with
µ′n(θ) =
P(z, βn)
|φn(z)|2
, z = eiθ ,
where P(z, t) = 1−|t |2|z−t |2 for z ∈ T and t ∈ D. Then the subsequence {φk}nk=0 forms an
orthonormal system in Ln with respect to the measure µn and inner product
⟨ f, g⟩µn =
 π
−π
f (z)g∗(z)dµn(θ).
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Furthermore, the sequence {φk}∞k=0 forms an orthonormal system in L∞ with respect to a
measure µ on T and inner product (3), and there exists a subsequence such that
lim
nk→∞
 t
0
dµnk (θ) = µ(t) and limnk→∞
 π
−π
f (z)dµnk (θ) =
 π
−π
f (z)dµ(θ),
for all functions f continuous on T. If the Blaschke condition
∞
k=1(1− |βk |) = ∞ is satisfied,
the measure µ is unique.
The Blaschke condition in the previous theorem is a sufficient condition to ensure the
uniqueness of the orthogonality measure µ, but it is not a necessary condition; see also Remark 8.
In Sections 4 and 5 we will prove – under certain conditions on the complex numbers
{δk}∞k=1 and {βk}∞k=1 – convergence of the sequence {µn(θ)}∞n=1. But first, we need a rational
generalization of Baxter’s difference systems (1), which will be the aim of the next section.
3. Rational generalization of Baxter’s difference systems
For n > 0, define kn > 0 and ηn ∈ T by
k0 = 1, k2n =
n
j=1

1− δ j 2−1 = 1
1− |βn|2
 n
j=1
e2j , n > 0, (5)
and
ηn =
n
j=0
ρ j , ρ0 =
|φ0(z)|
φ0(z)
,
respectively. Further, let the ϕn, n > 0, be given by
ϕn(z) = ηn (1− βnz)
c0(1− |βn|2)
φn(z), c0 = |φ0(z)|−2 ,
and hence, since ϕ0 ∈ L0 and ϕn ∈ L{0, β1, . . . , βn−1} for n > 0,
ϕ∗n (z) = zBn−1(z)ϕn∗(z) = ηn
(1− βnz)
c0(1− |βn|2)
φ∗n (z), n > 0. (6)
Then it follows from the recurrence relation (4) that for n > 0,
1
kn

ϕn(z)
ϕ∗n (z)

= 1
kn−1

ζn−1(z) αn
αnζn−1(z) 1
 
ϕn−1(z)
ϕ∗n−1(z)

, (7)
where
αn = ηn−1
ηn−1
δn = ϕn(βn−1)
ϕ∗n (βn−1)
.
Note that, with
Ψn(z) =

ψn(z)
ψ∗n (z)

= 1
kn

ϕn(z)
ϕ∗n (z)

,
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we obtain the following rational generalization of Baxter’s difference systems (1):
Ψn(z) =

ζn−1(z) αn
αnζn−1(z) 1

Ψn−1(z). (8)
On the other hand, from the first equality in (7) we deduce that
ζn−1(z)ϕn−1(z) = kn−1kn ϕn(z)− αnϕ
∗
n−1(z).
Substituting this in the second equality in (7), and multiplying both sides with k2n , and using the
relation k2n(1− |αn|2) = k2n−1, we obtain that
knϕ
∗
n (z) = αnknϕn(z)+ kn−1ϕ∗n−1(z).
Consequently, setting un(z) = knϕ∗n (z) and vn(z) = un∗(z), yields the following difference
equations:
un(z)− un−1(z) = αnzBn−1(z)vn(z), (9)
and
vn(z)− vn−1(z) = αnz−1 B(n−1)∗(z)un(z).
Further, by multiplying both sides of the second equality in (7) with k2n , and using the definition
of un(z) and vn(z), it easily follows that for n > 0,
un(z) = 1
1− |αn|2

αnzBn−1(z)vn−1(z)+ un−1(z)

, (10)
with u0(z) = v0(z) = 1/c0.
Finally, observe that for every z ∈ D ∪ T and every n > 0,
1
c0k2n
ψ∗n (z)2 =
k2n
c0 |un(z)|2
= 1
c0
ϕ∗n (z)2 =
P(z, βn)φ∗n (z)2 , (11)
where for z ∈ T it also holds that φ∗n (z)2 = |φn(z)|2.
4. l1 convergence of the recurrence coefficients
In this section, we assume
∞
j=1
δ j  = ∞
j=1
α j  = S <∞. (12)
We then can prove the following norm inequalities for the above defined functions un(z) and
vn(z).
Lemma 3. Suppose condition (12) holds, and let ∥ f ∥∞ = sup|z|=1 | f (z)|. Then for every n > 0
∥un∥∞ 6 1c0
∞
j=1
1
1− δ j  = M <∞,
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and  1un
∞ 6 c0
∞
j=1

1+ δ j  = m <∞.
Furthermore, for every n > k > 0
∥un − uk∥∞ 6 M · S <∞,
and  1un − 1uk
∞ 6 m2 · M · S <∞.
Similar inequalities hold for vn(z).
Proof. First, note that vn(z) = un∗(z) implies that ∥vn∥∞ = ∥un∥∞ and ∥vn − vk∥∞ =
∥un − uk∥∞. Recall that
α j  = δ j  ∈ [0, 1) for every j > 0, thus Eq. (12) implies that M
and m are finite. Hence, from (5) and (10) it follows that
∥un∥∞ 6 (1− |δn|)−1 ∥un−1∥∞ 6
1
c0
n
j=1

1− δ j −1 = Mn .
Since
δ j  ∈ [0, 1) for every j > 0, it follows that (1− |δ j |)−1 > 1 for every j > 0, and hence,
Mn = (1− |δn|)−1 Mn−1 > Mn−1, n > 0,
where M0 = 1/c0. Consequently, ∥un∥∞ 6 M .
The lower bound is obtained in a similar way by means of 1un
−1∞ = inf|z|=1 |un(z)| > (1+ |δn|)−1 inf|z|=1 |un−1(z)| > 1c0
n
j=1

1+ δ j −1 > m−1,
where the last inequality follows from (1+ |δ j |)−1 6 1 for every j > 0.
Next, from (9) it follows that
∥un − uk∥∞ 6
n
j=k+1
u j − u j−1∞ = n
j=k+1
δ j  u j∞ .
Finally, the last inequality in the statement of the lemma follows from 1un − 1uk
∞ 6 ∥un − uk∥∞
 1un
∞
 1uk
∞ .
This concludes the proof. 
As a consequence of the previous lemma, we now can prove the following two lemmas.
Lemma 4. Suppose condition (12) holds. Then un(z) → u(z) and 1un(z) → 1u(z) , uniformly
for n → ∞ and |z| = 1, where u(z) has no zeros on T and is continuous on T. Similarly,
vn(z)→ v(z) and 1vn(z) → 1v(z) , uniformly for n →∞ and |z| = 1, where v(z) has no zeros on
T and is continuous on T.
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Proof. From the previous lemma it follows that the functions un(z) and 1un(z) are continuous on
T, and both sequences are Cauchy sequences. 
Lemma 5. Suppose condition (12) holds. Then for z in compact subsets K of D and for every
n, k > 0
|un(z)− uk(z)| 6 M · S <∞,
and  1un(z) − 1uk(z)
 6 m2 · M · S <∞.
Similar inequalities hold for vn(z).
Proof. From [9, Corollary 3.1.4(1)] it follows that un(z) and 1/un(z) are analytic in D for every
n. Consequently, by the maximum modulus principle
|un(z)− uk(z)| 6 ∥un − uk∥∞ ,
and  1un(z) − 1uk(z)
 6  1un − 1uk
∞ . 
The above leads to our first main result.
Theorem 6. For a given sequence of complex numbers {δk}∞k=1 ⊂ D and {βk}∞k=1 ⊂ D, suppose
that the sequence of rational functions {φk}∞k=0 is generated by the recurrence relation (4).
Furthermore, assume that condition (12) holds. Then the sequence {φk}∞k=0 forms an orthonormal
system in L∞ with respect to the positive measure µ, which is absolutely continuous with respect
to Lebesgue measure with a density given by,
µ′(θ) = k
2∞
c0
u(eiθ )2 ,
and inner product
⟨ f, g⟩µ =
 π
−π
f (z)g∗(z)dµ(θ), z = eiθ ,
where k2∞ = limn→∞ k2n , and u(z) is defined in Lemma 4.
Proof. The statement directly follows from (11), together with Theorem 2 and Lemma 4. 
Further, the following is easily deduced from Lemma 4.
Corollary 7. With µ given above in Theorem 6, ln(µ′) is continuous on T.
We conclude this section with the following remarks.
Remark 8. Note that the orthogonality measure µ in Theorem 6 is unique, even when the
Blaschke condition
∞
k=1(1− |βk |) = ∞ is not satisfied.
Remark 9. Suppose f ∈ Ln and g ∈ Lm . Then the product f · g is in the space Ln · Lm , which
generally does not equal the space Ln+m (unlike in the polynomial case). For this reason, we
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could not use a norm similar to the one used by Baxter in [2], but had to use the Chebyshev norm
on T instead in Lemma 3.
5. l2 convergence of the recurrence coefficients
In this section, we assume
∞
j=1
δ j 2 = ∞
j=1
|α j |2 <∞ (13)
and
closure{β1, β2, . . .} ⊂ D. (14)
The second assumption implies that for each compact subset K of the open unit disk there exists
an r(K ) < 1 such that
n
j=i
|ζ j (z)| < CK rn−i (15)
for all 0 < i 6 n, where CK is a constant that only depends upon K .
The recurrence relation (8) can be rewritten as
Ψn(z) = (Λn(z)+Un(z))Ψn−1(z),
where
Λn(z) =

ζn−1(z) 0
0 1

,
and
Un(z) =

0 αn
αnζn−1(z) 0

.
We will now use the method of Benzaid and Lutz and let
Q1(z, n) =

0 q1,2(z, n)
0 0

,
and
Q2(z, n) =

0 0
q2,1(z, n) 0

,
where
q1,2(z, n) =
n
i=1
αi
n−1
j=i
ζ j (z),
and
q2,1(z, n) = −
∞
i=n
αi+1
i
j=n
ζ j (z).
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We find that
Un, j (z)+ Λn(z)Q j (z, n − 1)− Q j (z, n)Λn(z) = 0, j = 1, 2, (16)
where
Un,1(z) =

0 αn
0 0

,
and
Un,2(z) =

0 0
αnζn−1(z) 0

.
Lemma 10. With the assumptions above qi, j (z, ·) ∈ l2 for |z| < 1.
Proof. This follows since |qi, j | is bounded by a convolution of an l2 sequence with an l1
sequence. If we set αˆn = |αn|, n > 0, αˆn = 0, n ≤ 0, h(n) = 0, n < 0, and h(n) = rn, n > 0,
where r is as in (15), we can write
|q1,2(n)| ≤ CK
∞
i=−∞
αˆi |h(n − 1− i)|,
and
|q2,1(n)| ≤ CK
∞
i=−∞
αˆi |h(i − n)|.
Using Holder’s inequality we see
∞
n=0
|q1,2(n)|2 ≤ C2K
∞
n=−∞
∞
i=−∞
|h(n − 1− i)|αˆ2i
∞
j=−∞
h(n − 1− j).
Setting jˆ = n − 1− j and nˆ = n − 1− i shows the sum is finite. A similar argument applies to
the second sum. 
For |z| < 1, define Y (z, n) from
Ψn(z) = (I + Q1(z, n))(I + Q2(z, n))Y (z, n).
Since (I + Q j )−1 = I − Q j we have
Y (z, n) = (I − Q2(z, n))(I − Q1(z, n))(Λn(z)+Un(z))
× (I + Q1(z, n − 1))(I + Q2(z, n − 1))Y (z, n − 1)
= (Λn(z)+ Vn(z))Y (z, n − 1),
where
Vn(z) = (I − Q1(z, n))Un,2(z)Q1(z, n − 1)(I + Q2(z, n − 1))
− (I − Q2(z, n))Q1(z, n)Un,2(z)
+ Q2(z, n)Q1(z, n)Un,2(z)Q1(z, n − 1)(I + Q2(z, n − 1)).
To obtain the above equation we have used (16) together with the equations
Qi (z, n)Λn(z)Qi (z, n − 1) = 0,
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and
Qi (z, n)Un,i (z) = 0 = Un,i (z)Qi (z, n − 1) i = 1, 2.
Thus all “first order terms” cancel so Vn(z) is summable for |z| < 1.
Set Wn(z) = Λ−1n (z)Vn(z) which the above relations show is also in l1. With this we have for
|z| ≤ r < 1
∥Y (z, n)∥ ≤ ∥Λn(z)∥(1+ ∥Wn(z)∥)∥Y (z, n − 1)∥
≤ (1+ ∥Wn(z)∥)∥Y (z, n − 1)∥ ≤ ∥Y (z, 0)∥ exp
∞
n=1
∥Wn(z)∥ < cr ,
where
cr = max|z|=r ∥Y (z, 0)∥ exp
∞
n=1
∥Wn(z)∥.
By induction it follows that for |z| ≤ r < 1Y (z, n)−
n−1
i=m
ζi (z) 0
0 1
 Y (z,m)
 ≤ cr
n
i=m+1
∥Wi (z)∥.
Since limn→∞ |ni=m ζi (z)| = 0 and ∥Y (z, n)∥ is bounded uniformly on compact subsets of the
unit disk we find by the Maximum Modulus Theorem that there exists a function f analytic and
nonzero for |z| < 1 such that uniformly on compact subsets of the unit disk,
lim
n→∞ y1(z, n) = 0, limn→∞ y2(z, n) = f (z),
where y1(z, n), y2(z, n) are respectively the first and second components of Y (z, n). From the
relation between Ψ and Y we have the following lemma.
Lemma 11. Suppose conditions (13) and (14) hold. Then uniformly on compact subsets of the
unit disk
lim
n→∞ψn(z) = 0, limn→∞ψ
∗
n (z) = f (z).
Let H2 be the Hilbert space of functions analytic for |z| < 1 with norm
∥ f ∥2 = sup
0≤r<1
 π
−π
| f (reiθ )|2dθ
 1
2
.
The above leads to the following theorem.
Theorem 12. Suppose conditions (13) and (14) hold. Then the orthogonality measure µ,
associated with the sequence {φk}∞k=0, equals µ = µac + µs with
dµac
dθ
= 1
c0k2∞| f (eiθ )|2
, (17)
where 1f (z) ∈ H2. Here µac and µs are respectively the absolutely continuous and singular (with
respect to Lebesgue measure) components of µ. Thus ln(µ′) ∈ L1.
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Proof. Since for all n, ψ∗n is nonzero for |z| < 1, dµn → dµ weakly, and |h|2 is a subharmonic
function for h analytic inside the unit disk, we have that π
−π
1
|√c0knψ∗n,2(reiθ )|2
dθ ≤
 π
−π
1
|√c0knψ∗n,2(eiθ )|2
dθ
≤
 π
−π
dµ ≤ ∞
for 0 ≤ r ≤ 1. Thus Lemma 11 and the relation between kn and {αi }ni=1 show that π
−π
1
|√c0k∞ f (reiθ )|2 dθ ≤
 π
−π
dµ,
which shows that 1√c0k∞ f ∈ H2.
From [9, Theorem 9.2.1 and Lemma 9.3.5] and Eq. (11), it follows that
lim
n→∞
1√c0knψ∗n (β)2 6

P(z, β)dµ(θ), z = eiθ
for every β ∈ D. Taking nontangential limits to the boundary, we get
lim
n→∞
1√c0knψ∗n (eiθ )2 6
dµac
dθ
a.e.
An argument similar to that given in [9, Lemma 9.3.7], leads to
lim
n→∞
√c0knψ∗n (β)2 exp P(z, β) log dµacdθ

dθ

> 1
for every β ∈ D. On the other hand, for every n > 0 an argument analogous to that in [9, Lemma
9.3.8] gives,√c0knψ∗n (βn)2 exp P(z, βn) log dµacdθ

dθ

6 1.
Consequently,
lim
n→∞
√c0knψ∗n (βn)2 exp P(z, βn) log dµacdθ

dθ

= 1,
and by a similar argument as in the proof of [9, Theorem 9.3.10], the equality in (17) follows. 
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