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Objective. Infobuttons are decision support tools that oﬀer links to information resources based on the context of the interaction
between a clinician and an electronic medical record (EMR) system. The objective of this study was to explore machine learning and
web usage mining methods to produce classiﬁcation models for the prediction of information resources that might be relevant in a par-
ticular infobutton context.
Design. Classiﬁcation models were developed and evaluated with an infobutton usage dataset. The performance of the models was
measured and compared with a reference implementation in a series of experiments.
Measurements. Level of agreement (j) between the models and the resources that clinicians actually used in each infobutton session.
Results. The classiﬁcation models performed signiﬁcantly better than the reference implementation (p < .0001). The performance of
these models tended to decrease over time, probably due to a phenomenon known as concept drift. However, the performance of the
models remained stable when concept drift handling techniques were used.
Conclusions. The results suggest that classiﬁcation models are a promising method for the prediction of information resources that a
clinician would use to answer patient care questions.
 2007 Elsevier Inc. All rights reserved.
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Clinicians face numerous information needs during their
patient care activities and most of these information needs
are not being met [1–6]. In a seminal information needs
study, Covell found that primary care physicians in an out-
patient setting raised two questions out of every three
patients that were seen [1]. A more recent study showed
that little progress has been made in meeting these needs
[5].1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2007.11.007
* Corresponding author. Address: Intermountain Healthcare, 4646 Lake
Park Boulevard, Salt Lake City, UT 84120, USA. Fax: +1 801 442 6995.
E-mail address: guilherme.delﬁol@utah.edu (G. Del Fiol).A good portion of these information needs are related to
gaps in medical knowledge that clinicians need to ﬁll in
order to make or conﬁrm a patient care decision [6]. The
impact of these gaps on the quality of care has been stud-
ied. For example, Leape et al., reported knowledge gaps as
being one of the most important causes of medication
errors, accounting for 29% of adverse drug events [7]. Like-
wise, knowledge gaps due to rapid advances in diagnostic
technology are one of the causes of inappropriate labora-
tory test ordering [8]. Inappropriate or unnecessary order-
ing has been estimated to aﬀect 5–50% of all inpatient
laboratory test orders, increasing healthcare costs and
potentially leading to patient harm [9].
Since the advent of the World Wide Web, numerous on-
line health information resources have become available.
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many of these information needs [10,11]. However, a num-
ber of barriers, particularly lack of time and seamless
access to resources, preclude a more frequent and eﬃcient
use at the point of care [5].
‘‘Infobuttons’’ are tools that access information
resources, guided by contextual information from within
an electronic medical record system (EMR) [12–17]. Info-
buttons are being developed based on the theoretical prin-
ciple that the context of a particular problem dictates a
worker’s information needs [13,18]. If true, then a decision
support system should be able to predict the information
needed in the context of a speciﬁc interaction between a
user and a clinical information system. Infobuttons are
an example of such a decision support system. After click-
ing an infobutton, the clinician is oﬀered a list of resources
and content topics that are deemed to be relevant in the
given context [13]. Previous studies have demonstrated
the usefulness of infobuttons in terms of reduction in time
spent looking for information, increased use of information
resources, fulﬁllment of information needs, and user satis-
faction [15–17].
Infobuttons are typically implemented with a software
component called the ‘‘Infobutton Manager’’, an approach
that decouples the infobutton logic from components of
the EMR system [13–15]. The core of an Infobutton Man-
ager is a knowledge base composed of ‘‘mappings’’ among
context instances and the resources and content topics that
infobuttons oﬀer (Fig. 1). For example, a physician order-
ing medication for a 3-year-old patient might be interested
in a resource that provides the pediatric dose of this med-
ication, while a care manager looking at a problem list of
a patient with diabetes mellitus may wish to obtain patient
education handouts about diabetes.
Infobutton Managers share the advantages of knowl-
edge-based systems, especially the ability to change the
knowledge content while not aﬀecting the applications thatFig. 1. Infobutton Manager architecture. When the user clicks on an infobutt
API. Next, according to a set of rules stored in its knowledge base, the Infob
context (context matching). An infobutton HTML navigation page is produced
step (Fig. 2). Finally, the user selects a resource and a topic to look up and arely on it. Ultimately, the role of an Infobutton Manager is
to oﬀer links to relevant content in a particular context of
use. When an Infobutton Manager fails to provide links to
relevant content, clinicians may become frustrated and
consequently surrender their search eﬀort, leaving their
information needs unmet. Moreover, doubts concerning
the eﬀectiveness of the technology may lead them to ignore
the presence of infobuttons in the future, leaving important
clinical questions unanswered. A limitation of current Info-
button Manager implementations is that the mappings in
the knowledge base are developed and maintained manu-
ally. This restricts the number of attributes that can be used
for prediction purposes to those that can be managed eﬀec-
tively by hand and that are determined important enough
by the designers. Likewise, the number of resources and
content topics that can be oﬀered is also constrained [19].
We hypothesized that using improved methods of asso-
ciating various context instances with prior information
seeking behavior will lead to a better prediction of the
resources and content topics being sought by an infobutton
user.
We have been investigating the use of machine learning
and web usage mining methods as ways to improve the pre-
diction model upon which Infobutton Managers are cur-
rently based. In a preliminary study, we explored the
feasibility of employing infobutton usage data to produce
classiﬁcation models that would predict the resource that
a clinician is most likely to use in a given context [19].
The results of this previous study indicated that the classi-
ﬁcation models yielded a high level of accuracy in predict-
ing the resources that clinicians actually consulted when
using infobuttons in various contexts. These models per-
formed signiﬁcantly better than the current implementation
at our institution (level of agreement in terms of j = .86 to
.88 vs. .39; p < .0001), suggesting that the use of one of
these promising models would improve the eﬀectiveness
of infobuttons in a production environment.on, a request with context information is sent to the Infobutton Manager
utton Manager selects the resources and topics that match this particular
with links to topics within the resources that were selected in the previous
request for content is sent to the selected resource.
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ing the best methods by which to train and maintain the
classiﬁcation models, including the assessment of optimal
feature sets and the performance of these models over time.
In this previous study, user id (representing each unique
user) was found to be one of the most important features
in the prediction of resources. However, the use of this
attribute imposed a number of limitations that are dis-
cussed further in this present report.
Our previous study also raised the hypothesis that
behavior regarding the choice of resources may change
over time. As a consequence classiﬁcation models may
become gradually outdated decreasing their prediction per-
formances. This type of scenario is generally known as
‘‘concept drift’’ [20–22]. A more detailed explanation of
concept drift along with the available methods to address
this problem are provided in the next section.
This paper describes a series of experiments aimed at
addressing the following questions: (1) Does the perfor-
mance of classiﬁers change over time? (2) How do the clas-
siﬁers developed in our previous study perform over time
when the user id attribute is not used to develop the
resource prediction models? (3) Do the classiﬁers need to
be retrained periodically as new usage data become avail-
able and how often? (4) Is concept drift present in this pre-
diction problem and if so, do concept drift handling
techniques improve the performance of the classiﬁcation
models? (5) What is the optimal size of the training set?
1.1. Concept drift and concept drift handling techniques
Concept drift has been deﬁned as a scenario where the
underlying data distributions for the problem at hand
change over time, warranting classiﬁcation models to be
updated to reﬂect these new distributions [20]. For exam-
ple, in the prediction problem here investigated, concept
drifts may occur due to changes in resource (e.g., new con-
tent, functionality, user interface), user (e.g., new users with
diﬀerent characteristics), or environment (e.g., resource
training, availability).
Overall, proposed alternatives to avoid concept drift
consist of retraining or updating a classiﬁcation model with
more recent training data whenever a drift occurs [21,22].
The most common concept drift handling technique uses
‘‘window-based’’ algorithms. These algorithms use a ‘‘win-
dow’’ of most recent data for training, discarding old data.
Some algorithms use a window of ﬁxed size while others
use heuristics based on indicators, such as performance
measures and data distributions, to detect concept drifts
and adjust the window size according to the extent of these
concept drifts. The former methods are known as ‘‘ﬁxed
window’’ methods and the latter ‘‘adaptive window’’ meth-
ods [22].
Several adaptive window methods have been developed,
especially in the last decade [21–25]. An example is the
‘‘Drift Detection Method’’ (DDM), developed by Gama
et al. [23], and its successor ‘‘Early Drift DetectionMethod’’ (EDDM), proposed by Baena-Garcı´a et al. [25].
These algorithms monitor the error rate of a classiﬁer at
training time and apply heuristics to determine when an
increased error rate is indeed due to a concept drift. When-
ever this happens, the classiﬁcation model is reset and
retrained with a new window of recent training data. The
main diﬀerence between the DDM and EDDM algorithms
is the way in which the classiﬁcation error rate is measured.
DDM uses the probability of classiﬁcation error at a given
point in the training process as the error rate measurement.
Whenever this probability reaches a certain threshold, the
algorithm considers that the concept has drifted. EDDM,
on the other hand, measures the distance between classiﬁ-
cation errors (number of cases between two classiﬁcation
errors) in the training set. The latter approach has shown
a better performance than the former, especially in datasets
where concept drifts take place slowly and gradually [25].
2. Methods
2.1. Study environment
This study was conducted at Intermountain Healthcare
(‘‘Intermountain’’), an integrated delivery system of 20
hospitals and over 120 outpatient clinics located in Utah
and southeastern Idaho. Clinicians at Intermountain have
access to a web-based EMR system called HELP2 Clinical
Desktop that oﬀers access to a wide variety of data and
functions, including laboratory results, problem list, and
medication order entry [26]. These modules have oﬀered
infobutton links since September 2001 (Fig. 2). Infobuttons
were used more than 90,000 times by over 5000 users in the
past 6 years.
Detailed records of infobutton sessions are captured and
stored in the infobutton monitoring log. Each record con-
tains attributes such as user id, user discipline (e.g., physi-
cian and registered nurse), patient id, task (action that the
user is performing in the EMR system when the infobutton
is selected, such as order entry, laboratory results review,
and problem list review), the concept of interest associated
with the infobutton (e.g., a medication, a laboratory test
result), the date, time and duration of the session, and the
resources and content topics that the user selected in a par-
ticular session.
2.2. Data source
Machine learning models are typically evaluated over
datasets that are obtained with resampling methods or
cross-validation [27–29]. Yet, these methods are not ade-
quate to evaluate a problem where concept drift is likely
to be present [24]. Therefore we decided to use an evalua-
tion method that respects the sequence in which sessions
occur, accounting for concept drift. This method also pro-
duced an estimate of the performance of classiﬁers over
time if implemented in a real production environment.
The training set was ﬁxed while multiple test sets were
Fig. 2. A medication order entry infobutton screen showing the resulting page when an infobutton next to the medication ‘‘Azithromycin’’ is selected. The
left panel allows users to navigate to diﬀerent resources and topics.
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ments. The training set contained 4829 sessions conducted
between January and April of 2006. Ten distinct datasets
were obtained for testing, each corresponding to 1 month
of use from May 2006 to February 2007. On average, the
test sets contained 1640 sessions.
Data in the training and test sets represented a subset of
a large collection of infobutton monitoring records. They
consisted of sessions that were conducted by frequent info-
button users i.e., those who accounted for 80% of the ses-
sions in the whole study period. This restriction is based
on the assumption that frequent users are more familiar
with the available resources and therefore more knowl-
edgeable than infrequent users regarding the choice of the
most relevant resource within a given context. Thus, fre-
quent users were considered a reference standard for the
prediction of relevant resources. A similar approach was
used in our previous study [19].
Each session in the training and test datasets contained
one class label (i.e., the resource that the user selected in a
given session) and ﬁve features out of 13 that were identi-
ﬁed in our previous study as the strongest predictors for
the classiﬁcation problem under investigation (Table 1).
These features were obtained from the infobutton monitor-
ing log and the HELP2 terminology server [19]. Altogether,the training and test datasets contained sessions where
users selected one of the following resources: Micromedex
(Thomson Healthcare, Englewood, CO) (71.3% of the ses-
sions in the dataset), UpToDate (UpToDate, Inc.,
Wellesley, MA) (17.2%), MDConsult (Elsevier, Inc., St.
Luis, MO) (4.6%), Clin-eguide (Wolters Kluwer Health,
Inc., Conshohocken, PA) (3.5%), and MedlinePlus
(National Library of Medicine, Bethesda, MD) (.5%).
2.3. Data cleaning and preparation
The following steps were executed as part of the data
cleaning and preparation process:
(1) Records associated with test patients or non-clinical
users (e.g., information systems personnel) were
removed. This step is part of the regular maintenance
of the infobutton monitoring log.
(2) Sessions conducted by users who met the eligibility
criteria described above were extracted and stored
in a separate database.
(3) The number of infobutton sessions attribute was com-
puted for each user in the training set and for every
user in each of the 10 test sets. The computed value
for a given user in a given dataset corresponded to
Table 1
Features used in the data mining experiments
Attribute name Description
User id User’s unique identiﬁer in the EMR system
User discipline User’s discipline (e.g., physician and registered nurse)
Infobutton sessions* Number of infobutton sessions that a user conducted in the period preceding each dataset. Derived from
the infobutton monitoring log
Parent concept* Parent of the concept of interest. Obtained from concept hierarchies represented in the HELP2 terminology server
(e.g., anti-depressant and anti-hypertensive)
Task Task or action that the user was performing in HELP2 when decided to clicked on an infobutton (e.g., order entry and
laboratory results review)
Resource Resource that the user selected in a session
Features obtained from external sources or derived from attributes in the infobutton monitoring log are marked with an asterisk.
G. Del Fiol, P.J. Haug / Journal of Biomedical Informatics 41 (2008) 655–666 659the total number of sessions performed by this user in
the combined previous datasets. Thus, the total num-
ber of infobuttons sessions always reﬂected a user’s
most current frequency of infobutton use.
(4) The most speciﬁc parent of the concept of interest was
obtained from concept hierarchies in the terminology
server. In the case of medications, for example, the
parent concept was equivalent to the most speciﬁc
medication class in a third-party drug classiﬁcation
hierarchy that is available in the Intermountain ter-
minology server1 (e.g., non-steroid anti-inﬂamma-
tory, selective serotonin reuptake inhibitor). In the
case of problems, parent concepts were obtained
from the problem list domain, which is a locally aug-
mented version of the Medcin vocabulary.2
(5) Session data were split and exported to 11 delimited
text ﬁles. The ﬁrst of these ﬁles contained sessions
conducted from January to April of 2006. Each of
the following 10 ﬁles contained sessions that occurred
in one of the months between May 2006 and Febru-
ary 2007.
(6) The text ﬁle was converted into the native ﬁle format
of Weka, a Java-based, open-source data mining tool
that was used in this study [27].
2.4. Machine learning evaluation
Classiﬁers were trained with ﬁve techniques: decision
tree (C4.5 algorithm), rules (PART algorithm), Naı¨ve
Bayes, Bayesian network, and support vector machine
(SVM). The ﬁve experiments described below were exe-
cuted making use of Weka’s application program interface
(API). A summary of the questions and methods associated
with each experiment is available in Table 2.
Experiment 1: Does the performance of classiﬁers
change over time?1 National Drug Data File, First Data Bank, Inc., San Bruno, CA,
http://www.ﬁrstdatabank.com.
2 Medcin, Medicomp Systems, Inc., Chantilly, VA, http://
www.medicomp.com.In this experiment, classiﬁers were trained with the train-
ing set and then evaluated over each of the 10 test sets.
Experiment 2: How do the classiﬁers perform over time
when the user id attribute is not used to train the models?
Classiﬁers were trained and validated with the same
method described in Experiment one, except that the user
id attribute was not used in any of the classiﬁcation models.
Experiment 3: Do the classiﬁers need to be retrained
periodically as new usage data become available?
In this experiment, classiﬁers were trained with the train-
ing set and then evaluated over test set one. Next, the clas-
siﬁers were retrained with a dataset composed of the initial
training set and test set one, while validation was done over
test set two. This process was iteratively executed until all
test sets were used.
Experiment 4: Does the performance of the classiﬁers
improve with concept drift handling algorithms?
In this experiment, two window-based concept drift
handling techniques were evaluated: a ﬁxed window
method and an adaptive window method (EDDM). In
the former method, data corresponding to sessions that
occurred in the oldest month in the dataset used for train-
ing were removed in each retraining-validation iteration.
Therefore, the training set always contained sessions that
occurred during a ﬁxed number of most recent months.
Three diﬀerent window sizes were evaluated: 2, 3, and
4 months. In the latter technique, the EDDM was used
as a wrapper [25] of each of the ﬁve classiﬁcation models
evaluated in this present study. Therefore, the models pro-
duced with the EDDM were still represented with the
wrapped classiﬁcation technique (e.g., EDDM wrapping
a decision tree produced a decision tree), but the model
learning process accounted for the presence of concept
drifts.
Both techniques were compared with the retraining
method evaluated in the third experiment (referent in this
case), which does not employ any concept drift handling
mechanism.
Experiment 5: What is the optimal size of the training
set?
This study question was addressed with the ‘‘learning
curve’’ method [28]. This method produces a curve describ-
ing the performance of a classiﬁer as a function of the
Table 2
Questions and methods associated with each experiment
Question Method
Experiment 1 Does the performance of classiﬁers change over time? Models trained with a ﬁxed training set and tested over 10 consecutive
datasets. Model performances compared with the performance
of the referent
Experiment 2 How do the classiﬁers perform over time when the user
id attribute is not used
Models trained without the user id attribute and compared with models
where user id was used
Experiment 3 Do the classiﬁers need to be retrained periodically as new
usage data become available?
Models iteratively retrained and performances compared with the ones
obtained in Experiment 1
Experiment 4 Does the performance of the classiﬁers improve with
concept drift handling algorithms?
Models trained using concept drift handling techniques and performances
compared with the ones in Experiment 3
Experiment 5 What is the optimal size of the training set? Learning curve method [28]
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cost (in theory there is always an associated ‘‘cost’’ in
obtaining or processing more data for training) and perfor-
mance of a classiﬁer as larger amounts of data are used for
training. To produce the learning curve, a classiﬁer is
trained and tested in multiple cycles. Each cycle consists
of the following steps: (1) a set of cases is removed from
the training set used in the previous cycle at a ﬁxed or geo-
metric rate; (2) a classiﬁcation model is trained with this
smaller training set; (3) this model is tested over a sample
of test sets to produce an average performance measure-
ment; (4) these cycles are repeated until there are no more
cases to be removed from the training set. At the end of the
process, the learning curve consists of a series of data
points where each point represents the average perfor-
mance of a classiﬁer that was produced with a given train-
ing set size.
In the learning curve, the initial training set was the
same as the one used in the previous experiments, which
contained 4829 sessions. In each iteration, 20% of the ses-
sions were removed until the training set had only 12 ses-
sions. Sessions were removed according to the order in
which they actually happened, so that more recent sessions
were removed ﬁrst. This was done to simulate an environ-
ment where session data are accumulated progressively
over time. Hence, the learning curve would indicate the
amount of consecutive sessions that need to be gathered
for optimal training. The test sets sample consisted of the
same 10 test sets that were used in the previous
experiments.2.5. Performance analysis
Performance in all experiments was measured in terms
of agreement between the output of each classiﬁer and
the actual user choices (j). Similarly to our previous study,
the current infobutton implementation at Intermountain
was used as the referent. This implementation considers
the most frequently used resource (in the context of a given
EMR task) as the one most likely to be selected and dis-
plays this resource at the top of the list in the infobutton
navigation panel. If a user actually clicked on the top
resource, we consider that the infobutton and the user‘‘agreed’’ on the choice of resource in this particular
session.
Comparisons were made to determine statistical diﬀer-
ences among the classiﬁers and between the classiﬁers
and the referent in terms of j. The signiﬁcance of these dif-
ferences was veriﬁed using the Friedman’s test. For each
experiment, if a signiﬁcant diﬀerence was found, multiple
comparisons were made between each classiﬁer and the ref-
erent. The Holm’s step-down procedure was used for
adjustment of multiple comparisons. These non-parametric
statistical procedures have been recommended by Demsˇar
for comparison among multiple machine learning models
over multiple datasets when these models are compared
with a referent [30]. In the fourth experiment (i.e., compar-
ison among diﬀerent retraining methods), the retraining
method where old data was not discarded was used as
the referent.
In Experiments 1 and 3, the Nptrend test (a non-para-
metric test for trends) was used to determine the presence
of signiﬁcant trends in terms of performance of the classi-
ﬁers over time. Signiﬁcance was determined at .05.
3. Results
3.1. Classiﬁer evaluations
Results of the ﬁrst experiment indicated that the perfor-
mance of all classiﬁers (i.e., rules, decision tree, Bayesian
network, SVM, Naı¨ve Bayes) signiﬁcantly decreased over
time, while the referent showed no signiﬁcant trend
(Fig. 3 and Table 3). Nevertheless, the classiﬁers performed
signiﬁcantly better than the referent (Table 4).
In the second experiment (i.e., no user id attribute) the
agreement statistics for the classiﬁers were lower than or
equaled that of the referent. Global analysis showed a sta-
tistical diﬀerence among the ﬁve classiﬁers and the referent,
but the classiﬁer based on rules was the only one to per-
form statistically worse than the referent (Table 4). Com-
parisons between the other four classiﬁers (i.e., decision
tree, Bayesian network, SVM, and Naı¨ve Bayes) and the
referent did not show signiﬁcant diﬀerences after adjust-
ment for multiple comparisons.
The third experiment indicated that, when retrained
monthly, the performance of the classiﬁers showed either
Fig. 3. Performance of the classiﬁers over time with no retraining.
Table 3
Trends in the performance of classiﬁers over time
p-Value Trend direction
Performance of referent over time .41 No trend
Performance over time with no retraining (Experiment 1)
Rules .01a Decreasing
Naı¨ve Bayes .02a Decreasing
Bayesian network .02a Decreasing
Decision tree .02a Decreasing
SVM .02a Decreasing
Performance over time with retraining (Experiment 3)
Rules .252 No trend
Naı¨ve Bayes .009a Increasing
Bayesian network .025a Increasing
Decision tree .3 No trend
SVM .047a Increasing
a Statistically signiﬁcant, indicating that a trend exists.
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improvement over time (Bayesian network, SVM, and
Naı¨ve Bayes) as more data became available for training
(Fig. 4 and Table 3). In addition, all classiﬁers performed
signiﬁcantly better than the referent (Table 4).According to the fourth experiment, therewas a statistical
diﬀerence among the ﬁve variations of retraining method.
Both the ﬁxed and the adaptive window algorithms per-
formed better than retraining without discarding old data
(referent). No signiﬁcant diﬀerence was found between the
ﬁxed and adaptive window algorithms (Table 4).
In the ﬁfth and last experiment, the learning curve indi-
cated that four classiﬁers (i.e., decision tree, Bayesian net-
work, SVM, Naı¨ve Bayes) obtained an optimal
performance when trained with datasets that contained
200–300 sessions, while the rules classiﬁer achieved optimal
performance with training sets that had 1200 to 1500 ses-
sions (Fig. 5).
3.2. Feature sets
User id and task were the most important features over-
all. These two features were necessary in all ﬁve classiﬁers
to achieve the best performance in terms of agreement with
the actual user choices. Conversely, the parent concept
attribute did not improve the performance of any of the
techniques. User discipline and number of infobutton ses-
sions were useful only in two of the algorithms as indicated
in Table 5.
Table 4
Performance of classiﬁers over time with no retraining, without the user id attribute, with monthly retraining, and with diﬀerent retraining methods
Average j Average rank
(Friedman)
p-Value
Referent versus classiﬁcation models with no retraining (Experiment 1) <.0001a
Referent .39 1 —
Decision tree .57 2.9 .02a
Rules .56 3.1 .01a
Naı¨ve Bayes .58 4.8 <.0001a
Bayesian network .58 4.1 .0003a
SVM .58 5.3 <.0001a
Referent versus classiﬁcation models without the user id attribute (Experiment 2) <.0001a
Referent .39 5 —
Decision tree .39 5.2 .8
Rules .36 1.8 .0001a
Naı¨ve Bayes .37 2.9 .01
Bayesian network .37 3.1 .02
SVM .37 3.1 .02
Referent versus classiﬁcation models with monthly retraining, but no concept drift handling
(Experiment 3)
<.0001a
Referent .39 1 —
Decision tree .77 5.6 <.0001a
Rules .76 4.3 <.0001a
Naı¨ve Bayes .73 3 .02a
Bayesian network .74 3.6 .002a
SVM .74 3.6 .002a
Retraining with ﬁxed window size versus EDDM versus no concept drift handling (Experiment 4) .002a
Without discarding old data (no concept drift handling) .74 1.3 —
2 months ﬁxed window .8 3.9 .0002a
3 months ﬁxed window .8 3.4 .003a
4 months ﬁxed window .79 3 .016a
EDDM .79 3.4 .003a
a Statistically signiﬁcant (after adjustment for multiple comparisons when appropriate).
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This study describes the evaluation of training tech-
niques and feature sets to produce classiﬁcation models
that attempt to predict the information resources that a
user is most likely to use in an infobutton session. The
study is a follow-up of a previous study [19], where ques-
tions that were left unanswered by the ﬁrst study are now
addressed. The results presented conﬁrm the ﬁndings of
our previous study that machine learning and web usage
mining techniques present some potential advantages over
present infobutton implementations at Intermountain and
other institutions. Similarly to our previous study, the clas-
siﬁcation models performed consistently better than the
referent implementation.4.1. Experiments 1 and 2
Experiment 1 conﬁrmed the hypothesis that the perfor-
mance of the classiﬁers would decrease over time, most
likely due to concept drift. A plausible explanation for con-
cept drift in this prediction problem is the fact that new
users, who did not have any sessions in the training set,
are added to the test sets over time. When evaluating ses-
sions conducted by new users, the classiﬁers cannot makeuse of the user id attribute, which has been shown to be
one of the most important predictors in all classiﬁcation
models that were evaluated in this study. Ideally, classiﬁca-
tion models should not have to rely on the user id attribute,
but the results of Experiment two showed that the perfor-
mance of the classiﬁers is not better than the referent when
this attribute is not used in the models.
Another reasonable explanation for the ﬁndings of our
ﬁrst Experiment is that user preferences may change over
time as they become more familiar with both the resources
that are oﬀered and the context in which these resources are
most useful. Also, improvements made to the resources
themselves can aﬀect user preferences. If these explanations
are true, classiﬁcation models that are periodically updated
will be able to capture these changes in user preferences
over time, minimizing concept drift and retaining good per-
formance levels. The same would not happen in implemen-
tations where the Infobutton Manager knowledge base is
not routinely updated.4.2. Experiment 3
Experiment 3 conﬁrmed the hypothesis that the average
performance of classiﬁers over time is better when they are
periodically retrained. In fact, the Naı¨ve Bayes, Bayesian
Fig. 4. Performance of the classiﬁers over time with monthly retraining.
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their performance over time, perhaps as a result of increas-
ingly larger datasets available for training.
4.3. Experiment 4
In Experiment 4, we compared the basic retraining
method evaluated in Experiment 3 with two examples of
the most common approach to handling concept drift:
ﬁxed window and adaptive window. The results showed
that methods that handle concept drift performed better
than the one that does not. This diﬀerence supports the
hypothesis that users indeed changed their preferences
along the study period, hence the observed better perfor-
mance showed by the two concept drift handling methods.
No diﬀerence was found between the ﬁxed and adaptive
window algorithms. This ﬁnding supports previous conclu-
sions that it is suﬃcient for a learning method to see a ﬁxed
number of the most recent instances of a training set, pro-
viding that the concept change rate is constant [31]. How-
ever, in most production environments the concept drift
rate is unpredictable and one would have to ‘‘guess’’ the
optimal size of a ﬁxed window based on previous experi-
ence [24]. Adaptive window methods address this problemby automatically setting the window size based on the pres-
ence of a concept drift. Therefore, despite the equivalence
of the ﬁxed and adaptive window methods observed in
Experiment 4, we still believe that the latter methods are
more appropriate for the prediction problem here
investigated.
4.4. Experiment 5
The last experiment showed that optimal training can be
obtained with a rather small number of sessions (i.e., 200–
300). At Intermountain and other institutions, this number
of sessions can be gathered in 1–2 two weeks of infobutton
use [15–17]. Therefore, data availability is not a limitation
for training the classiﬁers.
The performance of the ﬁve classiﬁcation techniques was
in general very similar in all experiments. The only excep-
tion was the learning curve, where the rules classiﬁer
required considerably more training data to achieve com-
parable levels of performance with the other classiﬁers.
Nevertheless, due to the typically high availability of info-
button usage data, the machine learning techniques evalu-
ated in this study seem to be equally appropriate for a
production-level implementation. A potential explanation
Fig. 5. Performance of the classiﬁers with diﬀerent training set sizes (learning curve).
Table 5
Feature sets that each classiﬁer used to achieve the best performance




Bayesian network · ·
Decision tree · · · ·
Naı¨ve Bayes · ·
Rules · · ·
SVM · ·
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tion problem at hand is relatively simple, i.e. it relies on a
small number of features and uses a dataset where missing
data and noise are not important.4.5. Feature sets
Among the attributes used in this study, user id and task
were the ones with strongest predictive power. Results of
Experiment 2 showed that the performance of all classiﬁca-
tion models deteriorates signiﬁcantly when user id is not
used. This is an indication that personal preferences inﬂu-
ence the choice of resources and these personal preferences
could not be derived from attributes that describe usercharacteristics, such as discipline and medical specialty.
However, diﬀerent results may be found if specialty or dis-
cipline-speciﬁc resources are oﬀered, in addition to the gen-
eral purpose resources that are available to Infobuttons at
Intermountain.
Like user id, the task attribute was also an important
feature which was used in all classiﬁers. This is an indica-
tion that the choice of resources is also inﬂuenced by the
type of activity that one is performing in an EMR system.
Since these activities are typically associated with a partic-
ular domain of knowledge (e.g., medications in a medica-
tion order entry module, laboratory tests in a laboratory
results review module), it seems reasonable to assume that
a user would select a resource that has better content cov-
erage for a speciﬁc domain.4.6. Limitations
The main limitation of the models presented in this
study is the fact that new users will not beneﬁt from a clas-
siﬁcation model until they provide enough usage data and
these data are incorporated in the classiﬁcation model.
Likewise, a classiﬁer trained in one institution will not gen-
eralize to other institutions, since the users and their
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proposed in this study could possibly be applied in other
environments, as long as suﬃcient infobutton usage data
are available.
Another limitation is that classiﬁcation models will not
account for new resources, since there will be no infobutton
sessions where these resources have been selected. A similar
problem may occur when dealing with resources that users
rarely select, limiting the data available for training. Never-
theless, a real implementation has to be able to handle
these cases so that new resources can be added to an Info-
button Manager knowledge base. The adoption of an
incremental learning method, where the classiﬁer is
updated after the arrival of every new instance, is a poten-
tial approach [32]. Another option is to use a mixed-
method, composed of a hand-crafted heuristic to determine
the list of resources, followed by a classiﬁcation model to
determine the sequence in which these resources are
presented.
5. Conclusions
This study conﬁrms that prediction models based on
previous usage data are a promising solution for determin-
ing the resources that a clinician might choose to use in a
particular infobutton session. The choice of resources is
strongly aﬀected by the task that the user is performing
in an EMR system when she decides to click on an infobut-
ton. This choice is also inﬂuenced by the user’s personal
preferences and previous experiences with the available
resources. Since users and user preferences change over
time, classiﬁcation models that act on this prediction prob-
lem need to be periodically updated to reﬂect these
changes, ideally using algorithms that handle concept drift.
A similar method could be employed to predict the content
topics (e.g., diagnosis, treatment, dose, contraindications,
side eﬀects) that are most likely to be relevant in a given
context.
5.1. Future studies
The high level of accuracy produced by the classiﬁcation
models could enable infobuttons to act like a ‘‘recom-
mender system’’, a concept described in the web usage min-
ing ﬁeld [33]. Recommender systems attempt to anticipate
the user behavior in real-time by ‘‘comparing’’ a current
scenario with patterns extracted from previous sessions.
For example, infobuttons could automatically lead users
to the resource that is considered to be the most relevant
in a given context based on choices made in previous ses-
sions. In the best situation, clinicians would not have to
inspect a list of resources and make a selection, since the
appropriate choice would be inferred directly from context.
Hence, this functionality could lead to improvement in
terms of time savings and cognitive eﬀort. As a next step,
we are planning to incorporate one of the classiﬁers into
our infobutton implementation at Intermountain Health-care and evaluate the impact on helping users fulﬁll their
information needs.
Finally, our study implies that usage mining also may be
a valuable resource to improve other types of clinical deci-
sion support applications. Yet, this type of data is rarely
used in healthcare in such an automated fashion as the
one proposed here, despite the growing volume of research
and applications available in the web usage mining ﬁeld
[33]. For example, users’ responses to drug alerts could
be employed to automatically determine the future presen-
tation of these alerts (e.g., alerts that are always ignored
could be assigned a lower priority than those that are fol-
lowed) in an attempt to minimize alert fatigue and alert
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