Wind energy is a rapidly expanding source of renewable energy, but is highly intermittent. The performance of a wind farm, composed of a collection of wind turbines, depends not only on the placement of wind turbines in a farm, but also control actions taken by individual turbines. The wind turbine placement (layout) design problem involves adjusting turbine locations within a given area to improve a performance objective (such as maximizing annualized energy production). This layout problem has been addressed previously considering the effect of constraints such land configuration, installed capacity, and wake model choice on the performance of wind farms. All the studies, however, ignore the effects of the control system, which can have significant impact on performance. A well designed wind farm-without an optimal controller-will not achieve the full system level optimal performance, and vice-versa. In this article, we propose a novel layout co-design approach that includes optimal control considerations to exploit this synergy between farm layout and control. Layout case studies involving 8 and 12 turbines are presented. An annual energy production improvement of up to 17% is observed when accounting for coupling between control and layout design, when compared to layout-only optimization.
Annualized Energy Production
Annualized energy is the expected annual energy produced by a turbine at a given site experiencing stochastic and omnidirectional wind speeds. To compute the expected annualized energy production from a wind farm, we have to account for the probability distribution of wind speeds in multiple directions. Let v ci and v co be the cut-in 1 and cut-out 2 wind speeds, respectively. Let p(v id ) be the probability of wind magnitude from direction d. The AEP (in Wh) of a turbine i, at location (X i , Y i ) is:
where P i (v id , X i , Y i ) is the power output of the wind turbine for wind speed v id . The number of hours per year is 8760, and m is the number of discrete wind speed directions considered. The AEP for a farm consisting of n turbines is:
AEP, as defined in Eqn. (2) , is very comprehensive as it considers different speed distributions and directions simultaneously, providing a realistic performance metric.
Regulation Score
Regulation score corresponds to the performance of a generation system (such as a wind farm) in providing frequency regulation services. Independent system operators (ISOs) 3 use frequency regulation services to balance electricity supply and demand, helping to maintain reliable and stable power delivery. ISOs deploy a variety of resources to meet frequency regulation needs; these resources differ in both their ramping ability-the ability to increase or decrease frequency regulation service-and
and n is the number of signal samples, s(·) is the PJM regulation signal, and r(·) is the response of participating resource. The regulation signal consists of two component signals: regA and regD. The regD and regA signals correspond to high and low frequency regulation, respectively. A participating generation resource is certified to provide regulation for only one of these component signals. The correlation S c and delay S d scores are:
where i is the signal vector index. The overall performance score to be maximized is:
where w d = w c = w p = 1 3 are score weights. S p quantifies regulation service accuracy, whereas S c and S d quantify regulation service agility. The regulation objective function for a finite horizon [0, t f ] is:
where r d (t) is the power output of wind farm for the wind speeds in direction d, and
are turbine location coordinates.
System Modeling
Wind turbines are large dynamic systems often operating in a farm setting. Turbine rotation creates significant wake, affecting downstream turbine performance. Turbine location and control actions (blade pitch and yaw angles, generator torque) dictate the propagation, expansion, and deflection of wakes, and hence overall farm performance. In this section we describe the wind turbine model used for model-based control, and the aerodynamic wake interaction model. 
Dynamic Turbine Model for Control
Wind turbine control can involve manipulation of blade pitch angle β, generator resistance torque T g , and yaw angle γ ( Fig. 3(b) ) to change the wind turbine performance. Control objectives may include power maximization, control for load alleviation, or some combination of these and other objectives. Assume that wind turbine power output can be expressed as:
where λ = ΩR v−ẋ T is the blade tip speed ratio,ẋ T is the fore-aft tower bending speed at the hub height, and v is the effective wind speed at the turbine hub height (averaged over the rotor disc swept area). Ω is the rotor speed (on the low speed side of the gearbox), and C p is the aerodynamic turbine power coefficient that models how efficiently wind energy is converted to rotational mechanical energy. An example of C p dependence on λ and β is shown in Fig. 2 . Individual turbine optimal control often seeks to maintain maximal power production at each time step for current wind conditions. Based on (7), this is achieved approximately by maintaining maximum C p * ∀ v ci ≤ v ≤ v co . This can be viewed as a control problem in which blade pitch angle β, Ω (influencing λ), and yaw angle γ are controlled to maintain optimal C p . Blade pitch control [17] [18] [19] [20] and yaw control modify the performance of the system by affecting rotor aerodynamics directly, while controlling generator torque affects aerodynamic performance indirectly by modulating rotor speed. For a detailed review of all these methods, see Ref. [21] .
Successful control implementation requires accurate wind speed v measurement, as λ = ΩR v−ẋ T . Light detection and ranging (LIDAR) [22] based wind speed estimation is a promising strategy. An alternative control technique-maximum power point tracking (MPPT)-does not rely on wind speed prediction [23, pp. 76-77] . In this approach the rotor speed reference is modified by a variation ∆Ω that is based solely on a corresponding change in power P. The sign of ∂P ∂Ω indicates the position of the operating point with respect to the maximum of P(Ω). The rotor speed reference is adjusted linearly with a rate proportional to this derivative as a strategy to evolve the system toward optimum operation, where ∂P ∂Ω = 0. While this method is easier to implement, it is known to produce significant load fluctuations, shortening mechanical component lives. While all the above control techniques are feedback based, many model predictive control (MPC) based feedforward techniques have also been introduced for wind power maximization [24] [25] [26] [27] [28] .
The first step in wind turbine control is to identify appropriate dynamic system models. Here we describe the rotor subsystem dynamics as follows:
where M r is the rotor torque generated by wind on the low-speed side of the gear box, M g (typically M r ) is the controllable generator resistance torque (high-speed side), η r is the gear ratio, and J is the rotor inertia. The net torque (i.e., M r − M g η r ) dictates the rotor acceleration. The rotor torque generated by wind is:
Wind induces thrust forces that produce fore-aft tower oscillations, modeled as:
where c T and k T are damping and stiffness coefficients. Tower thrust force F t is:
where C t is the aerodynamic thrust coefficient. It can be seen from Eqns. (9) and (11) that both C p and C t are dependent on β and γ (among other variables). Blade pitch angle β is dictated by pitch subsystem dynamics:
where ζ b is the damping ratio and ω b is the natural frequency of the blade pitch subsystem. The reference command β c is the independent control variable. Similarly, the dynamics of the yaw subsystem are:γ
where ζ g is the damping ratio and ω g is the natural frequency of the yaw subsystem. The reference command γ c is the independent control variable. System states x(t) ∈ R 7 , outputs y(t) ∈ R 4 , control inputs u(t) ∈ R 3 , and disturbance w(t) ∈ R quantities are:
The corresponding block diagram for this reduced-order model is shown in Fig. 3(a) , and the state space equations are:
where K = 1 2 ρπR 2 . Rewritten compactly, the model is: 
Wake Interaction Model
Upstream turbine control actions impact downstream turbines through the aerodynamic wake interactions. A wake model quantifies this interaction. Control-oriented wake models are often simple algebraic models used to the evaluate the effect of control actions on wind speeds in the farm. A review of these wake models is presented in [29] . Some of the earliest and most most popular wake models include the Jensen model [30, 31] and the extended Jensen model that includes yaw effects [32] [33] [34] . Other more advanced and computationally expensive models include
Tower for-aft bending γ Yaw angle v Wind speed (b) Turbine states
Reduced-order non-linear wind turbine model with different subsystems computational fluid dynamics (CFD) solvers such as SOWFA that perform large eddy simulation of wind farms [7, 8] . Hybrid approaches have also been introduced where large eddy simulation studies inform a Jensen model [35] . Here we augment the control-oriented wake model proposed in [32] [33] [34] to account for temporal wake propagation. Consider the wind speed velocity profile v w,i behind turbine i at a downstream distance d and radial distance r (refer to Fig. 4 ):
where a i is the axial induction factor and v i is the wind speed at the hub of turbine i. The axial induction factor (0 ≤ a i ≤ 0.5) quantifies the conversion of wind kinetic energy into rotational energy. The axial induction factor has an upper limit of 0.5, to ensure that blade momentum theory-which is used to derive the equations quantifying wind turbine performance-is valid. The wake decay coefficient is:
where D w,i,q (q = 1, 2, 3) is the diameter of the wake zone q downstream of turbine i, as shown in Fig. 5 :
where k e and m e,q are the empirical wake expansion coefficients, and c i,q is the local wake decay coefficient for each zone q:
where q = 1, 2, or 3. M v,q , a v , and b v are empirical wake parameters, and γ i is the yaw angle of turbine i. The combined effect of multiple wakes generated using turbines i ∈ U j upstream of the turbine j is:
where X j is the free stream wind speed v ∞ (t) multiplier that accounts for multiple wakes generated by upstream turbines. The steady state effect of the wake is:
Since the wake effect at turbine j is not instantaneous, we introduce a time-delayed (pseudo-dynamic) wake effect at time t by accounting for the time required for wake to travel from turbine i to j:
where τ i d j − d i is the time required for the wake to travel the distance d j − d i from turbine i to j, and δv i is the wind speed deficit at turbine i, given by:
where A o i, j,q is the wake overlap area between the qth wake zone created by turbine i at turbine j, and A j is the turbine j rotor area.
To calculate wake travel time, the angle made by the wake center-line with the x-axis (as shown 
The wake center-line y-offset for turbine i due to deflection is obtained by integrating the radial distance:
Finally, the wake travel time, 
with average wake speedv k for segment k defined as:
FIGURE 5: Three wake interaction zones (q = 1, 2, 3)
4 Layout Design with Control Considerations (CoDesign) System-optimal layout requires simultaneous control consideration. Here we use nested co-design [36] where the outer 'layout planner' loop determines layout, and the inner 'farm controller' loop runs the optimal farm controller, accounting for farm-level wake interactions (Fig. 6 ). One advantage of nested co-design is the ability to use existing optimal control algorithms to solve the inner-loop 'farm controller' problem efficiently without the added complexity of managing plant design variables in the inner-loop. These solution algorithms are well-tailored to this particular class of problems, and can solve the inner-loop problems efficiently and robustly. Moreover, the nested approach also keeps the variable set sizes balanced across both the loops of the problem, unlike the simultaneous approach [36] , where all variables form a single large variable set, increasing problem size.
. . .
Dispatch Controllers
FIGURE 6: Layout design with different levels within farm controller Let X k , Y k be the k th iterate chosen by the 'layout planner' optimization routine, where X k , Y k ∈ R n are the vectors of x and y locations of the n turbines. Layout design k is passed to the inner-loop farm controller, for evaluation of the objective function, which internally runs its own optimization routine to compute the optimal objective function for the candidate layout, i.e., it computes f * X k , Y k . This optimal value function f * (·) is the objective function for the layout planner.
The farm controller solves the optimal control problem with wake interaction as described in Section 3 (and compactly represented by Eqn. (29)) for each iteration of the farm controller:
where n is the number of turbines in a farm.
Layout Design for AEP
The layout co-design problem for AEP accounts for multiple free-stream wind speed profiles and directions (with different turbulence intensities). The control inputs to the 'farm controller' include the axial induction factors and turbine yaw angles for all the turbines. Inter-turbine spacing constraints are enforced to prevent collisions during yaw:
where D is the turbine rotor diameter. Using AEP from Eqn. (2), the layout co-design problem is:
where: (31e)
where:
and where v id is the wind speed in dth direction, and m is the number of wind speed directions considered. Each candidate layout (X, Y) is passed on to supervisory controller layer of the 'farm controller'. This layer is represented by Eqns. (31f)-(31l) , which computes the optimal AEP for a given candidate layout, and passes the f aep * (·) value back to layout planner outer loop.
Layout Design for Frequency Regulation
Here AEP is replaced by the regulation score objective function, defined in Eqn. (6) . The modified nested optimization problem is:
where: (32e)
where r d (t) is farm power output for wind speed in direction d. Each candidate layout (X, Y) is passed to the supervisory controller layer within 'farm controller'. This layer is represented by Eqns. (32f)-(32l), which computes the optimal regulation score for a given candidate layout, and passes the f reg * (·) value back to layout planner outer loop.
Dispatch Control Phase
In the dispatch control phase the individual controller on each turbine tracks the optimal power coefficients specified by the supervisory controller (Fig. 6 ). Observe the dependence structure of C p and C t :
C p and C t can be defined in two distinct ways, enabling separation of the overall problem into dispatch planning and control problems. Once the dispatch planner solves the regulation problem using C p (a i , Γ i ) and C t (a i , Γ i ) ∀ i, individual turbine dispatch controllers solve the optimal tracking problem using C p (λ i , β i , γ i ) and C t (λ i , β i , γ i ). That is, all n dispatch controllers work to minimize the objective:
The objective of Prob. (34) is to track the optimal C p reference determined by the dispatch planner-C p (a i * , Γ i * )-by manipulating the control variables M g (t), β c (t), and γ c (t). For simplicity of the notation and brevity, subscript i is dropped from the remaining formulations and C p (a i * , Γ i * ) is defined compactly as C p (t). The complete dispatch controller optimization problem for turbine i then can be written as:
turbine dynamics and constraints are described by Eqns. (35b-e) and (35f-i), respectively. Using the state, control, and wind disturbance definitions from Eqn. (14), Prob. (35) can be written compactly as:
The matrices (A x , A u ) and vectors (b x , b u ) provide an alternate representation of the constraints (35f-i). The system dynamics (35b-e and 36b) are already affine in u(t) (B ∈ R 7×3 ). Efficient solution of the dispatch controller problem (36) is achieved by constructing an equivalent nonlinear program (NLP). This involves temporal discretization, converting the system dynamics (differential) equations into algebraic equations via collocation, and using numerical quadrature to evaluate the objective function integral. Simultaneous methods for direct optimal control (i.e., simulation and optimization are performed together) are used to solve this problem [37] [38] [39] . While the simultaneous strategy increases the number of optimization variables, the resulting nonlinear program is sparse and well-structured, and avoids numerical instabilities inherent in other approaches.
Solution Techniques for Co-Design
The co-design problem is solved by transcribing the infinite dimensional problem into a finite dimensional nonlinear program (NLP) [36, 39, 40] . We describe only the solution technique for layout co-design for AEP (Prob. (31)), as the technique for layout co-design for regulation is identical, except the objective function. Let N be the number of discretization time segments over the horizon 0, t f .
where h k is the time step size at time t k , and the discrete time optimization vector z for the farm controller is:
The inequality (box) constraints on a(t) and Γ Γ Γ(t) are:
, and
The number of columns in matrices A a f and A g f is equal to number of turbines. After concatenating for each t k , we can write the linear inequality constraints as:
and where ⊗ defines the Kronecker product, 1 N ∈ R N is a vector with all entries as 1, and I N×N is the identity matrix of dimensions N × N. Finally, the overall nonlinear optimization problem, after combining Eqns. (37) and (39), can be written as:
where: (40e)
Problem (40) is non-convex. We solve it using a multi-start strategy with gradient-based optimization to increase confidence in (but not guarantee) finding the global optimum. Due to the inclusion of sophisticated wake models (with all three -expansion, propagation and deflection capabilities), and wind speed simulations based on complex spectral methods [41] , it not possible to derive optimality conditions analytically for this problem, necessitating the use of approximate local solution methods. In this implementation we chose more realistic models that do not support proof of global optimality, as opposed to highly-simplified models that are more convenient from an optimization perspective, but that are inaccurate due to simplifying assumptions. The models used here are more realistic than those used in previous layout problems. This co-design study, integrating turbine layout with controls consideration and a time-varying wake interaction model, is the first of its kind, a core aspect of the intellectual contribution presented here.
Case Study
Layout design case studies consisting of 8 and 12 NREL 5MW wind turbines [42] , with physical parameters listed in Table 1, wake parameters in Table 2 , and wind speed distribution given in Fig. 1 , are presented. The conventional layout design problem (without control) is also solved for comparison. Higher wind speeds are predominantly in the SW direction. Terrain is assumed to be flat, and hub heights are identical for all turbines. It is assumed that the number of turbines and land area are predetermined. The land for studies is assumed be square (hence convex) in shape, with an area of 1000m × 1000m and the time horizon, t f , for each simulation is assumed to be 100s. The multi-modal multi-directional wind speeds are simulated using NREL's TurbSim software [41] . A Risø smooth terrain spectral model [43] in TurbSim is used to simulate the realistic wind speed trajectories. The use of the sophisticated wind speed model along with a comprehensive wake model, in the context of layout co-design, is also a novel contribution of this work. Figure 7 compares optimal layouts for the 8-turbine farm using the conventional (without control) approach and co-design approach. The AEP for conventional layout optimization is 202.7 GWh, and is 214.5 GWh for co-design (5.8% improvement). Figure 8 compares optimal layouts for the 12-turbine farm. The AEP for layout optimization without control is 366.4 GWh, whereas the AEP for co-design is 431.5 GWh (a 17.7% improvement). Such a performance improvement is very significant, given the magnitude of energy generated by wind farm over the course of a year. For further comparison, optimal control for a fixed (uniform) layout was performed. The resulting AEP for was 39.0 GWh, whereas the AEP for the co-design approach is 431.5 GWh. This order-of-magnitude difference in AEP demonstrates that optimal layout design is also extremely important along with optimal farm control.
Using co-design makes a bigger difference in AEP for the 12-turbine farm (17.7%) than for the 8-turbine farm (5.8%). As turbine density increases, wake effects are more pronounced, and co-design provides greater ability to optimally control the expansion, propagation and deflection of yaw (refer to the wake model presented in Section 3) to provide a synergistic benefit that translates to higher AEP. Hence, the proposed approach is anticipated to have increased value for layouts with very stringent space limitations.
Layout Sensitivity to Design Objective
A wind farm may be used both for frequency regulation and energy production. How then can we determine optimal layout for a farm accounting for both functions. Here we investigate how optimal layout changes as we shift emphasis from regulation to AEP using a weighted objective function: Problem (42) was solved for following sets of weights: {w 1 ,w 2 } -{0, 1}, {0.25, 0.75}, {0.5, 0.5}, {0.75, 0.25}, and {1, 0}. Optimal farm layouts resulting from this problem are shown in Fig. 9 . Significant differences are observed. Effective design requires a good understanding of the expected balance between energy production and regulation. A good decision involves significant uncertainty, not only in wind distribution, but also energy sale and regulation markets. We acknowledge that this study is simplified. Nevertheless, this initial study illustrates trends in design changes based on this balance. Additional future studies should be performed to analyze these layouts, and to identify and validate patterns that could lead to general design principles for layout depending on anticipated balance between energy production and regulation. regulation AEP FIGURE 9: Layout design comparisons for different weights on AEP and regulation objectives. Moving toward the lower right results in greater emphasis on regulation performance. Increased emphasis on energy production appears to result in two distinct bands of turbines perpendicular to the prevailing wind direction (roughly southwest).
Synergy Mechanisms
Based on the above results, we have observed multiple potential synergy mechanisms, i.e., specific mechanisms that can be exercised only when integrated design methods are employed [44] . By designing layout and control simultaneously, we can use hypothesized synergy mechanisms to improve overall system performance. Here we identify two specific candidate synergy mechanisms, and test the existence of these mechanisms using additional quantitative studies.
When the control system is included with layout co-design, it allows us to maximize the energy production by:
1. Optimally placing wind turbines in a farm, 2. Optimally controlling the farm, in turn, optimally manipulating the wake to improve performance.
Optimal farm control for given a layout involves manipulating control variables to influence the deflection, expansion, and propagation of wake. Wake deflection refers to the lateral displacement of wake downstream of the turbine due to change in turbine yaw angle, as shown in Fig. 10 . Wake expansion corresponds to the conical expansion of wake, and wake propagation refers to the reduced wind speeds in the wake zone as shown in Fig. 11 . Both wake expansion and propagation can be controlled by manipulating generator torque (hence rotor acceleration) and blade pitch angle. We refer to 1) wake deflection and 2) wake expansion and propagation as two distinct synergy mechanisms through which the power output (and thus energy) of the farm can be influenced by manipulating control variables. We conjecture that these synergy mechanisms allow us to improve AEP when using co-design compared to conventional layout design (without control design). The benefits of co-design in achieving system-optimal solutions has been well documented [36, [45] [46] [47] , however the quantification of synergy mechanisms, as presented here, that allows codesign to improve system performance is a novel contribution.
To quantify the effects of these candidate synergy mechanisms, we selectively turn off each of the synergy mechanisms and observe the effect on the performance. The results of this experiment are shown in Fig. 12 . It can seen that the standalone de-flection synergy has marginal to no effect on AEP improvement, whereas the standalone effect of expansion and propagation synergy has higher impact on AEP improvement. The combination of both synergy mechanisms has the highest impact on AEP improvement (17.7%, corresponding to AEP of 431.5 GWh for the 12-turbine farm). With respect to the problem formulation and test conditions, we can confirm the existence and relative importance of these synergy mechanisms. Capitalizing on these mechanisms to improve performance requires incorporation of control system design into the solution strategy. +0.9% +6.6% +17.7% 
Conclusions and Future Work
In this article we proposed a wind farm layout co-design strategy to improve the AEP of wind farm by optimally designing the layout simultaneously with the control system. The layout co-design results with 8-and 12-turbine studies showed significant improvement in AEP (up to 17.7%) over a conventional layout design approach. It was seen that increased turbine density increases wake effects, and the resulting importance of codesign for improving performance. Synergy mechanisms may exist when design elements are coupled, and integrated design methods can capitalize on these mechanisms to improve performance over conventional non-integrated methods. Two synergy mechanisms were identified for wind farm layout co-design, and their relative importance and interaction was tested quantitatively.
Wind farms are designed typically with the consideration of overall life-cycle cost and energy production. A trade-off analysis between compensation through energy sale versus frequency regulation could be performed as future work. Results of such as study could help guide decisions regarding how to balance bidding for frequency regulation versus energy sale to improve overall farm revenue. Energy pricing, however, is very dynamic and location dependent, increasing the difficulty of uncertainty associated with such a study. This trade-off analysis, as well as strategies for managing uncertainty, is identified here as future work. Moreover, variation in model parameters due to wear and tear was not accounted for in this work, and a future study could address parameter uncertainties and evolution explicitly during optimization.
