The partitioned clustering techniques, such as k-means, have advantages in applications involving a large amount of data, but a particularity of this type of clustering is to establish a priori the number of input groups (k). So in practice, it is necessary to repeat the test by establishing different numbers of groups, choosing the solution that best suits the objective of the problem. Therefore, to validate the results obtained it is necessary to have validation mechanisms that allow evaluating the formation of the groups appropriately. An evaluation strategy is through validation indexes that help determine if the formation of the groups is adequate. These methods are based on estimates that identify how compact or separate the formed groups are. This paper presents validation indexes used as a strategy to determine the number of relevant groups. The results obtained indicate that this evaluation approach guarantees an adequate way the determination of the desired number of groups.
Introduction
A current reality of data mining is its role as a supportive technology that can solve two major challenges: a) work with data sets to extract and discover information of interest, and b) use appropriate techniques to analyze, understand and identify trends and behaviors that facilitate a better understanding of the phenomena that surround us and help us in the decision-making process (Molero, 2008; Molero, 2014) .
One of the tasks of data mining and pattern recognition to construct models of knowledge extraction is clustering, whose objective is to evaluate similarities between the data to represent them in a few groups, that is, a heterogeneous population of data is divided into a number of homogeneous subgroups according to the similarities of their records (Berry and Linoff, 2004; Sumathi and Sivanandam, 2006) .
Deciding the number of groups or partitions in which a data set should be divided is an important problem to be faced when working with clusters (Larose, 2005) . In some cases, the obtained groups, after applying some algorithm of clustering, not represent the real structure that the data source owns. For this reason, it is necessary to have quantitative measures to evaluate the formation of groups.
This article presents the clustering as one of the significant tasks of data mining, which is addressed with the aim of publicizing the importance of the evaluation of groups obtained by partitional techniques, such as k-means. Validation indexes were used as a strategic method to evaluate if the formation of groups is the most appropriate. As a case of study, we used a set of clinical data generated from oncological variables of breast cancer, such as diagnosis, area, radius, texture, perimeter, smoothness, compactness, concavity, concave points, symmetry and fractal dimension. The k-means partitional technique was used, and three types of validation indexes were applied: Silhouette (Rousseeuw, 1987) , Dunn (Dunn, 1974) and DaviesBouldin (Davies and Bouldin, 1979) .
Background

Clustering
The clustering is an effective method to extract useful knowledge, which allows dividing a heterogeneous population of data into a few homogeneous subgroups according to the similarity of their records (Berry and Linoff, 2004; Sumathi and Sivanandam, 2006) . A subgroup consists of one or more data vectors, which in turn comprise several variables (Molero, 2008) . In the clustering, two main types stand out (Hand et al., 2001; Berry and Linoff, 2004; Larose, 2005; Witten and Frank, 2005) : a) hierarchical and b) partitional. Hierarchical clustering is characterized by the recursive development of a tree-like structure. This type of clustering is divided into agglomerative or divisive (Larose, 2005) . The agglomerative method begins with each element forming an independent group. In subsequent steps, the two the nearest groups are added to a new group, each time larger. In this way, the process continues until all elements are part of a single group. The divisive method considers all elements grouped into a single set and according to each iteration are divided into smaller and smaller independent subsets. Some algorithms of hierarchical clustering are: Twostep, Cobweb, Birch (Balanced iterative reducing and clustering using hierarchical), Cure (Clustering using representatives), Rock (Robust clustering algorithm using links), Chameleon, among others.
Partitional clustering organizes the elements into k groups. That is, it determines the number of partitions by an iterative procedure that optimizes the local or global structure of the pooled data (Vazirgiannis et al., 2003) . Partitional methods have advantages in applications involving a large amount of data for which the construction of a tree is complicated (Witten and Frank, 2005) . The problem of the partitional techniques is the decision of the desired number of output groups, so in practice it is necessary to repeat the test considering a different number of groups, choosing the solution that best suits the objective of the problem (Jain et al., 1999) . Some algorithms within this type of clustering are k-means, k-medians, k-mode, Pam (Partitioning around medoids), Clara (Clustering large applications) and Clarams (Clustering large applications based on randomized search), among others.
Since clustering is an effective method for extracting useful knowledge, it uses algorithms that allow finding subgroups of data within a larger set of available data, maximizing the similarity of elements within groups, such as k-means, which is one of the best known clustering techniques used in data mining (Chouet al., 2003; Brock et al., 2011) .
K-means
K-means is a partitional technique proposed by J. B. MacQueen in 1967 (Berry and Linoff, 2004) . A characteristic of this type of clustering is to establish a priori the number of input groups (k), so in practice is necessary to repeat the test considering different groups numbers, until obtaining the solution that best suits the objective of the problem. The k-means procedure is as follows (Jain et al., 1999; Larose, 2005): 1. Randomly select k points or elements, making them represent the "centers" of groups. 2. Assign each of the remaining elements to the nearest center. This is the minimum distance between the element and the center. Usually, the distance measure used is Euclidean. 3. Once all elements have been assigned, the k centers are recalculated. 4. Repeat steps 2 and 3 until the centers are no longer modified.
In order to assign the records to the groups, whose center is the closest, we use the quadratic euclidean distance defined as (Clementine, 2006 ):
where, X i : vector of the input variables for the recordi C j :
group center for region j Q:
number of input variables
value of the q-th input variable for the i-th record c qj :
value of the q-th input variable for the j-th record To update the value of the centers in the groups, these are calculated as the average vector of the records established in that group: C j =X j , where the fields of the mean vector X j are calculated according to the following equation:
where, n j : is the number of records in the group j x qi (j): is the q-th value for recordi that is assigned to group j With k-means it is expected to obtain results that reveal patterns of the data set, this is, the groups are formed with elements having similar characteristics.
Methodology
A qualitative and quantitative approach was used to conduct this study. As a method of evaluating the desired number of groups, validation indices were used, which are quantitative indicators that allow us to evaluate whether the formation of groups or partitions, obtained by partitional techniques, as k-means, is the most appropriate; representing the actual structure that the data source has. These indexes are Silhouette, Dunn, and Davies-Bouldin, which are based on estimates that identify how compact or separate the formed groups are (Chou et al., 2003; Brock et al., 2011) .
Silhouette (Rousseeuw, 1987)
This index is used to estimate the desired number of groups, as well as to assess the assignment of records in the established groups (Brock et al., 2011) . To estimate the desired number of groups the partition (k) is taken with the highest average, while to evaluate the assignment of records is calculated s(i) for the i-threcord defined as (Bolshakova and Azuaje, 2003) :
where, a i : average distance between the i-th record and all others that are in the same group.
b i : minimum average distance between the i-th record and the records that are in other groups.
The value s(i) is located in the interval -1 and 1. If s(i) is close to 1 it can be inferred that the i-th record was assigned to an appropriate group, if s(i) approaches zero indicates that the i-th record could be assigned to another nearest group, and if s(i) is close to -1 it can be inferred that the i-th record was poorly grouped.
Dunn (Dunn, 1974)
This index indicates whether the formed groups are well compacted and separated. To estimate the desired number of groups, this indicator maximizes intergroup distance and minimizes intragroup distance (Saitta et al., 2007) . Given a cluster partition, where C i represents the i-th partition group, the Dunn index is defined as (Kovács et al., 2005 ): The optimal number of groups is one that maximizes D.
Davies-Bouldin (Davies and Bouldin, 1979)
The Davies-Bouldin index (DB) estimates the desired number of groups through a measure of dispersion and dissimilarity of the established groups (Halkidi et al., 2002) . Like the Dunn index, this index reveals whether the groups formed are compact and well separated (Bolshakova and Azuaje, 2003) . The Davies-Bouldin index is defined as (Boutin and Hascoêt, 2004 ):
where, diam(C i ): intragroup distance of the group C i diam(C j ): intragroup distance of the group C j d(C i ,C j ): distance between groups C i and C j (intergroup distance)
The configuration that minimizes DB is taken as the desired number of groups. At present, this index is considered as one of the best validation indexes by its better approximation of the desired number of groups (Saitta et al., 2007) .
Data source
The data source from which the clustering process was performed corresponds to clinical studies of Wisconsin Diagnostic Breast Cancer (WDBC), compiled and reviewed in November 1995 by W. H. Wolberg, W. N. Street and O. L. Mangasarian of the University of Wisconsin and Madison Hospital (Lichman, 2013) . The original database was compiled between January 1991 and November 1994. Clinical records are derived from digitized images. The total number of records used in this study was 50. Table 1 shows the oenological variables that are part of the available clinical cases. As an identifier of the data source, the ID number field was chosen as the reference that uniquely identifies each of the clinical cases evaluated in this study.
Results
For the validation process, k-means was used with different input configurations (k), that is, seven clustering were executed (k = 2, 3, ..., 8). Table 2 shows the results of the groups obtained, where the labels 1, 2, 3, 4, 5, 6, 7 and 8 represent the membership of the clinical case of breast cancer (ID number) at corresponding group, and II, III, IV, V, VI, VII and VIII correspond to the seven clusters defined as entry in k-means. The validation indexes, Silhouette, Dunn and Davies-Bouldin, were applied to the seven clusters obtained by the k-means. The following results were obtained (Table 3) : It was observed that the desired number of groups suggested by the validation indices is 4, Silhouette (the highest value = 0.44) and Davies-Bouldin (the smaller value = 1.04). In the case of the Dunn validation index (the highest value = 0.43), this indicates that the desired number of groups is 5, but the next cluster approaching the other two indices -Silhouette and Davies-Bouldin-is also 4.Thus, the group that meets the validation indexes is 4 -Silhouette (0.44), Dunn (0.42) and Davies-Bouldin (1.04)-. This validates the four groups of clinical studies of patients with breast cancer (Figure 1) . A significant factor reinforcing this validation is mainly based on the Davies-Bouldin index, which is one of the most recognized indexes for its best approximation. In general, based on the results (Table 2 ) and the study variables Area, Radius, Perimeter and Texture of the four groups obtained the following were observed:
 Group 1 (pink) presents 9 cases of malignant breast cancer with an average Perimeter of 98 pixels, and average Area of 650 pixels, which is the number of pixels inside the cancerous nucleus, including the edges. The tumor size in this group of patients is significantly large.  Group 2 (green) corresponds to 7 clinical cases of benign breast cancer with an average Area of 442 pixels and average Perimeter of 76 pixels. This is the only group of patients with benign breast cancer.  Group 3 (blue) comprises 15 clinical cases of malignant breast cancer with an average Area of 1129 pixels and average Perimeter of 126 pixels. In this group, we have patients with a large tumor size, compared to patients in other groups.  Group 4 (red) has 19 cases of malignant breast cancer with an average Area of 640 pixels and average Perimeter of 94 pixels. From this, it can be inferred that the tumor size in this group of patients is moderately large.
In each of the four groups, it was observed that the clinical cases of the patients share similar characteristics in size (area and perimeter) and type of disease (benign and malignant).
Conclusions
The validation indices, Silhouette, Dunn and Davies-Bouldin (this one recognized by their best approximation) were shown to be useful in determining the desired number of groups. The study was focused on the type partitional technique kmeans. The Silhouette(0.44), Dunn (0.42) and Davies-Bouldin (1.04) indexes made it possible to determine that the case of study, over breast cancer, it can be divided into four clinically similar groups. The obtained results indicate that this evaluation approach, through validation indexes, guarantees adequate and with a high degree of reliability the obtaining of the desired number of groups. This work involved the analysis of clinical data, the management of a clustering technique to identify similar clinical cases of bed cancer, and the use of validation indexes, allowing to extend the vision of the data mining and its application to problems of diverse nature, in this case, applied to Health.
