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1. INTRODUCTION 
For ordinary differential equations there is a large literature dealing with 
the relationships between delays and qualitative behavior of solutions. One 
problem consists of showing that known results regarding oscillation and 
asymptotic behavior remain valid when delays are introduced. For exam- 
ple, Kitamura and Kusano [7] have considered 
L,u+ /It, u(g(t)))=O ( 1.1) 
(where L, is a general disconjugate nth order differential operator) and 
shown that a variety of qualitative properties for L,u +f(r, u(t)) = 0 
remain valid for ( 1.1) with bounded delays. 
In a different direction Ladas and Stavroulakis [9] have shown that the 
introduction of a sufficiently large delay will transform a nonoscillatory dif- 
ferential equation such as U’ + p( t ) u = 0 into a functional equation 
u’+p(t)u(t-r)=O (1.2) 
all of whose solutions are oscillatory. Corresponding questions for second 
order equations were addressed by the same authors in [lo]. 
We propose to address analogous questions for characteristic initial 
value (CIV) problems associated with hyperbolic partial differential 
equations. In the absence of delays the CIV problem 
u,,.+p(.x,,t~)u=o, p(s, j’) > 0 
(1.3) 
4-x, 0) = d-x), 40, y)=$(J) 
has been studied in R! +- x R + by Kreith [3], Pagan [ 13, 143, Pagan and 
Stocks [ 151, Kreith and Pagan [S] and others with the aim of establishing 
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oscillation criteria for solutions. Nonlinear generalizations are due to 
Yoshida [ 173, Kusano and Yoshida [S], Hsiang and Kwong [ 1, 23, and 
Kreith [4]. Questions of asymptotic behavior have been studied by Kreith 
and Swanson [6]. 
With the exception of [S] and [lS], the above papers on oscillation 
theory establish sufficient conditions for solutions of (1.3) to have zeros for 
arbitrarily large values of x or yu.g., for the existence of a nodal curve of 
the form xy = constant. In Section 2 we establish this form of oscillatory 
behavior for a class of linear CIV problems with delays, while a class of 
nonlinear CIV problems is considered in Section 3. In Section 4 we begin 
to address the question of whether the introduction of delays can cause 
oscillation in otherwise nonoscillatory CIV problems. While not obtaining 
results as general as those of [9] and [lo] we show that delays accom- 
panied by appropriate initial data can lead to a nodal line for delay CIV 
problems when the corresponding problem ( 1.3) would not be oscillatory. 
2. DELAY CIV PROBLEMS 
In place of ( 1.1) we shall consider hyperbolic delay equations of the form 
u,,. +f(x, y, u(x - a, y - r)) = 0 (2.1)+ 
U,) -f(x, y, 24(x - a, y - t)) = 0 (2.1)- 
where f(x, y, U) is continuous and positive in [ - rr, cc ) x [ -5, cc ) x (0, a3 ) 
and satisfies f(x, y, 0) = 0. The delays cr and r are taken to be constant. In 
place of the characteristic initial data of (1.3) we shall prescribe initial data 
of the form 
4-c J-1 = cp(-% y) for -a<s<fx and -T< y<O 
u(x, y) = $(x, y) for -a<x<O and ---~<J~<LG 
(2.2) 
where rp and II/ are continuous in their respective strips of definition and 
satisfy the compatibility condition cp(+u, y) = $(x, ~9) for -a < x B 0 and 
-T<I’QO. 
A generalization of the method of steps readily yields the existence of a 
unique solution of (2.1), (2.2) in any region in which a continuation of the 
initial data (2.2) remains bounded. For example, two integrations of (2.1) + 
yield 
u(x, y)=u(x,o)+u(o, y)-u(O,O) 
(2.3) 
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so that the initial data (2.2) determine a solution u,(x, ~1) in the triangle 
l-3 -fJ, J'3 -T, -y +l< 1. 
O- T 
Given u,(.u, J) so defined. we can again use (2.3 ) to continue U, into the 
triangle 
etc. Since zero initial data yields only the zero solution, it follows that 
soiutions of (2.1)+, (2.2) are unique. Similar results hold for (2.1)-, (2.2). 
We begin our consideration of qualitative behavior for linear CIV 
problems of the form 
U,, + p(.U. j') U(.Y - cJ. J‘- 5) = 0 (?.4)+ 
where p(.u, ~1 j is continuous and positive for x >, 0, ~‘2 0. It will be useful to 
define R(& ye) = ((x, J): .Y 3 <, J 3 qj. Pagan [ 141 has studied the non 
delay CIV problem 
subject to the compatibility condition q(O)= $(O) and shown that the 
assumptions 
(i) p(?c, ~9) uniformly positive in R(0, 0) 
(ii) cp’(x)dO, $‘Cy)<O on (0, a) 
assure the existence of a nodal curve f (i.e., U(S, ~9) = 0 for (.Y, 1~) E IJ given 
by 
y = g(x) or s=h(y) (2.5) 
where g(x) and h(y j are strictly decreasing C” functions defined on (0, co) 
and satisfying 
lim g(?r)=O 
I - 7 
and lim h(y) = 0. 
v-r (2.6) 
The prototype nodal curve is of the form .~~=constant and arises when 
p(x, y) = P(x,v) >& > 0. 
Our generalization of Pagan’s results to (2.4) +, (2.2) depends on the fact 
that the underl:ring Sturmian lemma has a delay equation analogue. 
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2.1. LEMMA. Suppose there exists a constant k2 > 0 such that 
p(~, y) > k2 in R(0, 0). If the initial data in (2.2) is positive, compatible and 
satisfips 
cp,-(x,y)<O and (p-&x,y)<O for -a<x<m and -~sy<O 
$,(x,y)<O and 1+&(x,y)60 for -06x60 and -T<J’<CC 
then for arbitrary L > 0 every solution of (2.4) + G/l have a zero in 
kx 
(x, y):O<L+Lky<rr . 
Proof: Noting that the equation L’,,, + k2v = 0 has a solution u(x, J) = 
sin(kx/L + Lky), we have V(X, y) = 0 for k-x/L + Lky = 0 or rr. Also 
U,,.L- t’.vyu= W),.- (yA, 
so that by Green’s theorem and (2.4)’ 
P u, ~1 d-x + v,. u dy = JJ [p(x, y) u(x, y) 4-Y - a, y - T) %20( L, POIL) 
- k’v(x, y) u(x, y)] d.u 417. 
But from (2.4) + we have for x > 0 and y > 0 
u,k Y I= u,(x, 0) -J; P(X, rl) 4x - 0, v - 5) 4 
u,.b, Y)=u?,(o, y)-jx~(t. y)u(t-a, Y-T)&. 
0 
If U(X, y) were to remain positive in some go(L) then we would have 
u,, < 0, uL. < 0, and u(x - g, y - T) > u(x, y) for (x, y) E CSO( L), yielding 
> JJ [p(x, y) - k2] u(x, y) v(x, y) d,u dy > 0. SO(L) 
We obtain the desired contradiction by noting that the boundary integral 
above is nonpositive. This follows just as in [14] and shows that u(x, y) 
must have a zero (and in fact change sign) in go(L). 
Proceeding now with the identical argument used by Pagan in [14] we 
arrive at the following result. 
409 107.2-4 
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2.2. THEOREM. Under the hypotheses of Lemma 2.1, every solution of 
(2.4)+, (2.2) will have a nodal line given by (2.5), where g(x) and h(y) are 
strictly decreasing functions satisfying 
lim g(x) = 0 and lim h(y)=O. 
T-rX r-r 
The question of the existence of zeros “beyond the nodal line” whose 
existence is assured by Theorem 2.2 is a difficult one, even in the absence of 
delays. Some partial results in this direction have been obtained for non- 
delay equations by Pagan and Stocks [ 151 and Kreith and Pagan [S], but 
corresponding questions are not addressed here. 
3. NONLINEAR EQUATIONS 
We now turn to CIV problems for the more general equation (2.1) +, 
whose oscillation properties were studied by Yoshida [ 171 in terms of the 
averaging function 
V(t)=$(x, t-x)dx. 
By establishing criteria for V(t) to have a zero for some t > 0, Yoshida was 
able to establish conditions which assure that solutions of 
v,,. +f(x, y, v) = 0 
must have a zero in R(0, 0). 
(3.1) 
In order to obtain more precise information about zeros of solutions of 
(3.1) and (2.1) + we shall replace V(t) by the more general 
vL(t)=4 if” v(x, Lt - L’x) d,x 
t Jo 
obtained by averaging u(x, y) over the segment 
Lx++, o<x<; 
(3.2) 
where L is a constant, 0 < L < eo. By showing that V,(t) must have a zero 
in (0, ,x!) for arbitrary L > 0, one can invoke the argument of Pagan [ 143 
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to conclude that u(x, v) not only has a zero in R(0, 0) but also has a nodal 
line as given by Theorem 2.2 above. 
3.1. LEMMA. Zf u(x, y) is of class C2 in R(0, 0) and VL(t) is given 6~ 
(3.2), then 
Proof Applying Leibniz’ rule to (3.2) in its second form yields 
Making the change of variable x = (l/L) t - (l/L*) y in the integral above, 
multiplying both sides by t, and differentiating yields 
(tV>)‘= -v;+rj: u,(x, Lt - L’x) dx + Lu,(O, Lt) 
+‘c 
L c 
( ) 
t 0. L’ 
Dividing both sides by t and rearranging terms yields the desired result. 
3.2. LEMMA. rf F( t) is monotonic decreasing for t 3 0, then for any L > 0 
F(Lx+;y)>F(2&) (3.3) 
in R(0, 0). 
ProoJ: From 0 < (Lx - t/2)2 it follows that Lt - L2x < t2/4x for all 
J > 0. Therefore for any L > 0 the line Lx + (l/L) y = t is contained in the 
region 0 < 2 & < t, so that (3.3) follows from the monotonicity of F(t). 
Applying Yoshida’s method to (3.2) now yields the following. 
3.3. THEOREM. Suppose there exist functions F(t) and p(u) such that 
(i ) F( t ) is continuous, positive, and monotonic decreasing in (0, co ), 
(ii) p(u) is continuous, positiue, and conuex in (0, CD)), 
and for which f(x, y, u)> F(2 fi)p(u) in R(O,O) x [0, CD). ff every 
solution of 
( t2 I”)’ + t2F( t) p( I’) < 0, V(0) = v, > 0 
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has a zero in (0, T) for some T < ~rj, then every solution of (3.1) with positive 
initial data satisjjping 
l’,(X, 0) < 0, r!,.(O, y) < 0, P(O, 0) = v, 
has a nodal line of the form (2.5) satisfying (2.6). 
Proof Let tl( s, y) be a solution of (3.1) satisfying tl,(?c, 0) Q 0 and 
L’, (0, ~1) 6 0. Then by Lemma 3.1 
;(t’v)% -f/7(2 ’ J L.ut - Lzs2) p( u(x, Lt - L’x)) dx. 
Using Lemma 3.2, the convexity of p and Jensen’s lemma, it follows that 
Vr( t) satisfies 
(t’V)‘< -PF(t) p( V), V(0) = tl(0, 0) (3.4) 
for arbitrary L > 0. By hypothesis every solution of (3.4) has a zero in 
(0, T), so that D(.Y, y) must change sign in the triangle S,= {(x, ~2): Lx+ 
(l/L) y < T} for arbitrary L > 0. It now follows, as in [ 141, that LI(X, v) has 
a nodal line given by .r = g(x) or x = hOI) satisfying (2.6). 
Remark. Specific criteria for assuring the non-existence of positive 
solutions of (3.4) are given in [ 11, 121. 
Using Theorem 3.3 we are also able to establish the existence of nodal 
lines for solutions of delay equations of the form (2.1) +. 
3.4. THEOREM. Let u(x, y) be a solution of (2.1)+, (2.2), bvhere cp(,u, y) 
and Il/(.u, y) satisjj! the monotonicity conditions of’ Lemma 2.1. Suppose 
f(.u, j’, u) satisfies the hypotheses qf Theorem 3.3 and is nondecreasing in u. 
!f etlery solution of (3.4) changes sign in (0, Sx’), then every solution of 
(2.1)‘. (2.2) has a nodal curoe of the form (2.5) satisjjving (2.6). 
Proof Since the hypotheses of Theorem 3.3 are satisfied, the solution of 
the nondelay CIV problem corresponding to (3.1), (2.2) has the desired 
nodal line. Letting (x,, y’,) be an arbitrary fixed point on the nodal line for 
L’(x, y), it suffices to show that u(x, y) must have a zero in the rectangle 
determined by (0,O) and (x,, yO). If this were not the case then the 
equations 
u,(x, y) = cp,(s, 0) - I’,f(x, ~1, u(x - CT, Y/ - T)) dq 
0 
u,(-c y)=ll/,,(@ y)- id‘f(t, y, u(i---a, y-T))dc 
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would imply that U, 60 and uy ~0 in the rectangle under consideration 
and furthermore that u(x - cr, y - r) > U(X, JJ) in this region. Also from 
u(x, y) = d-u, 0) + W, Y)- do, 0) - j’ j-rf(t;, rl, 45 - 0, v - ~1) & 4 0 0 
we get from the monotonicity off that 
Since the solution u(.Y, y) of the corresponding nondelay CIV problem 
satisfies 
it follows from a comparison theorem of W. Walter [16, p. 1621 that 
u(x, J) < tl(x, J,) as long as u(x, ,r) 2 0. The fact that L~(,Y,, yo) = Cl yields the 
desired contradiction. 
4. OSCILLATIONS CAUSED BY DELAYS 
In the case of ordinary differential equations there are situations in which 
a nonoscillatory equation is transformed into one with oscillatory solutions 
by the introduction of a delay. For example, while .I” - p(x) y = 0 with 
p(x) > 0 is clearly nonoscillatory, the delay equation y’ - J(?S - 3x/2) = 0 
has the oscillatory solution y = sin x. Clearly it is the possibility of assign- 
ing nonpositive data in ( - 3rc/2,0) which underlies the oscillatory behavior 
in the delay case. 
By analogy we shall show that it is possible to assign initial data for 
U,,. - p(X, J') U(X - cJ, )'- T) = 0 (4.1)) 
which asure that the corresponding solution has a nodal line given by (2.5) 
and satisfying (2.6). 
4.1. THEOREM. Suppose p(x, y ) > 0 for (x, y ) E R(0, 0) and that there 
exist functions p(x) and II/(y) which are continuous and posithe jn [0, ZQ), 
satkfi q(O) = tj(O), and for which 
 ^x 
! 
p(x, y) cp(s - a) d.x = 3j 
2T 
.for O<y<- 
3 
. % 
J ,4x, ,Y) $(y - T) dy = lx; .for 20 0 < x < -. 3 
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Then there exist continuous initial data for the delay CIV problem associated 
)tYth (4.1) such that the corresponding solution has a nodal line gitlen by (2.5) 
and sati.s[+ing (2.6). 
Proof: We assign initial data as follows: 
u(x, y) = q(x) cos yg for -r<~,<y< x:’ and ~6 -i 
cr 
37r1’ 
=&COS-- 
25 
3ns 
=II/(?‘)cos- 
2a 
for -o<x<~<~x and .ud -4 
T 
37r.Y 
=ECoS2a 
for -o<.u<c<,r, and -~<.Y<O 
T 
where E is a positive constant. Then 
u(s. 0) = E, u,(x,O)=O for .u>O 
u(O, J’) = -5 2.g 0, !’ ) = 0 for .v>O 
and the solution of the corresponding nondelay equation is clearly positive 
in R(0, 0). However, 
s 
A’ 
u,(.c y) G P(-T YI) cp(-y - 0) cos 
374rl- T) 
2T dq < 0 
0 
for 0 < y < 2r/3 and any nodal line in that strip will necessarily be of the 
form y =f(.u), where f’(?c) < 0. To see that such a nodal line does in fact 
exist, we note that for 0 < J < t 
4% ,‘) = 4x0, y) + 1; !6’ p(<, tj) (~(5 -a) cos ‘“$- ‘)dq dt, 
Given x0 > 0 we have for ~9 sufficiently small that 4.x,, ~1) > 0 and that 
Thus for each x,>O we can find yoe (0, T) such that u(x,, yO)>O and 
U(X, , yo) = 0 for some I, > x0. Since y0 can be chosen arbitrarily small and 
u,(x,, y,,) < 0 it follows that the nodal line is given by y = g(x) where 
lim v--t x g(x) = 0. A similar argument applies in the strip -(T d .Y < 0 and 
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y > 0 to establish the existence of a nodal line given by x = h(y) where 
lim 1’+x Ny)=O. 
Results analogous to Theorem 4.1 can clearly be formulated for 
u,,, + p(.u, y) 24(x - 0, 1’ - T) = 0. (4.1)+ 
However, in this case there also remains the question of whether suf- 
ticiently large delays will result in oscillation for arbitrary initial data, 
thereby generalizing completely the results of [9]. That such general results 
are not to be expected can be seen from the example 
U.,,.+U(I-T, I’-T)=o 
which has the solution U(X, ~l)=e”--“. However, it may be that some 
additional assumptions concerning cp(x, y) and I&X, y) may still permit 
partial generalizations of the results of [lO]+e.g., results to the effect that 
bounded solutions must have a zero. 
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