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Rungsun Munkong, Soner Özgür, Maneli Noorkami, Hua Qian, Nazanian Rahnavard, Mina
Sartipi, Heejong Yoo, and Nicolas Gastaud, to name a few.
I am grateful to the CSIP staff, Christy Ellis, Kay Gilstrap, and Charlotte Doughty, for
relieving me from worrying about administrative issues. I especially thank Christy for her
kindness and dedication.
I want to express my appreciation and respect to our CSIP faculty that created and
continually improved this unique, nurturing environment at Georgia Tech for all of us.
Finally, I would like to express my deepest gratitude to my family: Yoonwoong Choi
and Hyunsoon Lee, my parents, for their endless supports and love; and Jungeun Choi, my
sister, for her encouragement to complete the Ph.D.
v
TABLE OF CONTENTS
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxiii
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Inverse Problems Subject to Nonnegativity . . . . . . . . . . . . . . . . . . 1
1.2 Csiszár’s I-divergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
II SYMMORPHIC-GROUP PRESERVINGMINIMUM I-DIVERGENCE
METHODS FOR X-RAY CRYSTALLOGRAPHY . . . . . . . . . . . . 6
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.1 X-ray Crystallography . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2 The Space Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Group Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.4 Patterson Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.5 Csiszár’s I-divergence . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.6 The Schulz-Snyder Algorithm . . . . . . . . . . . . . . . . . . . . . 12
2.3 The Schulz-Snyder Algorithm for X-ray Crystallography . . . . . . . . . . 13
2.4 Symmorphic-group Preservation Property of Algorithm 2 . . . . . . . . . . 14
2.4.1 Patterson Space Groups . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.2 Space-group Preservation Condition of Algorithm 2 . . . . . . . . . 17
2.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5.1 Sensitivity to Initial Estimates . . . . . . . . . . . . . . . . . . . . . 18
2.5.2 Reconstruction Examples . . . . . . . . . . . . . . . . . . . . . . . . 21
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
vi
III PRACTICAL CONCERNS ON THE APPLICATION OFMINIMUM I-
DIVERGENCEMETHODS TO X-RAY CRYSTALLOGRAPHYWITH
REAL DATA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Crystallographic Data of 6PTI . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Discussion on the R-factor and the I-divergence . . . . . . . . . . . . . . . 50
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
IV ON CONVERGENCE TO LOCALMINIMAOF THE SCHULZ-SNYDER
PHASE RETRIEVAL ALGORITHM . . . . . . . . . . . . . . . . . . . . . 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 The Schulz-Snyder Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 Sufficient Conditions for Local Minima . . . . . . . . . . . . . . . . . . . . 59
4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4.1 Preliminary Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4.2 Radically Different Results . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.3 Mild Artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.4 Straddle Loss Effects . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
V PHASE RETRIEVAL FROM NOISY DATA BASED ON MINIMIZA-
TION OF PENALIZED I-DIVERGENCE . . . . . . . . . . . . . . . . . . 91
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Unconstrained Phase Retrieval Algorithms . . . . . . . . . . . . . . . . . . 94
5.2.1 An Algorithm for Unaliased Autocorrelations: The Schulz-Snyder
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2.2 An Algorithm for Aliased Autocorrelations . . . . . . . . . . . . . . 95
5.3 Constrained Phase Retrieval Algorithms . . . . . . . . . . . . . . . . . . . 96
5.3.1 Penalties towards Smoothness . . . . . . . . . . . . . . . . . . . . . 97
5.3.2 A Relation between EM algorithms and Minimum I-divergence Al-
gorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.3 Optimization Challenge: Coupling . . . . . . . . . . . . . . . . . . 100
5.3.4 Green’s One-step-late (OSL) Algorithms . . . . . . . . . . . . . . . 101
5.3.5 Constrained Phase Retrieval Algorithms . . . . . . . . . . . . . . . 102
5.4 Numerical Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
vii
5.4.1 Experimental Settings . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4.2 Unconstrained Estimates . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4.3 Constrained Estimates . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
VI AN ITERATIVE DEAUTOCONVOLUTION ALGORITHM FORNON-
NEGATIVE FUNCTIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.1.1 Background on Csiszár’s I-divergence . . . . . . . . . . . . . . . . . 135
6.1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.1.3 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.3 Deautoconvolution Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4 Properties of Deautoconvolution Algorithm . . . . . . . . . . . . . . . . . . 139
6.5 Convergence of the Difference of Two Consecutive Estimates . . . . . . . . 143
6.6 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
VII PENALIZED MINIMUM I-DIVERGENCE METHODS FOR THE IN-
VERSE BLACKBODY RADIATION PROBLEM . . . . . . . . . . . . . 154
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.2 An Unconstrained Minimum I-divergence Method . . . . . . . . . . . . . 158
7.3 Penalized Minimum I-divergence Methods . . . . . . . . . . . . . . . . . . 160
7.3.1 Discussion on Penalties . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.3.2 A Bridge between EM Algorithms and Minimum I-divergence Algo-
rithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.3.3 Optimization Challenge . . . . . . . . . . . . . . . . . . . . . . . . 163
7.3.4 Green’s One-step-late (OSL) Algorithms . . . . . . . . . . . . . . . 164
7.3.5 Application of Green’s OSL . . . . . . . . . . . . . . . . . . . . . . 165
7.4 Numerical Investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.4.1 Experimental Settings . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.4.2 Reconstructions from Noiseless Measurements . . . . . . . . . . . . 168
7.4.3 Reconstructions from Noisy Measurements . . . . . . . . . . . . . . 175
7.5 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . 178
viii
VIIICHANNEL INPUT DISTRIBUTION ESTIMATIONUSINGMINIMUM
I-DIVERGENCE ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . . 186
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
8.1.1 Nonnegative Linear Inverse Problems . . . . . . . . . . . . . . . . . 186
8.1.2 The Channel Mapping . . . . . . . . . . . . . . . . . . . . . . . . . 187
8.1.3 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
8.2 Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
8.2.1 Minimum I-divergence Algorithm . . . . . . . . . . . . . . . . . . . 188
8.2.2 Symmetry-Preserving Minimum I-divergence Algorithm . . . . . . 190
8.2.3 Equivalence of the Algorithms . . . . . . . . . . . . . . . . . . . . . 195
8.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
8.3.1 Investigation of the Kernel . . . . . . . . . . . . . . . . . . . . . . . 199
8.3.2 Estimation Results for Arbitrary Specified Outputs . . . . . . . . . 204
8.3.3 The Edge Artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
8.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
IX CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212
APPENDIX A — SUPPLEMENTARY FOR CHAPTER II . . . . . . . 215
APPENDIX B — SUPPLEMENTARY FOR CHAPTER IV . . . . . . . 223
APPENDIX C — SUPPLEMENTARY TABLES FOR CHAPTER VII 226
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
ix
LIST OF TABLES
Table 1 Selected data from the experiment associated with Figure 1. I(P ||Pρk)
represents the I-divergence value at the k-th iteration, and k is the number
of iterations that were run to obtain the corresponding estimate. . . . . . 21
Table 2 Selected data from the experiment associated with Figure 2. . . . . . . . 23
Table 3 Selected data from the experiment associated with Figure 9. . . . . . . . 27
Table 4 Selected data from the experiment associated with Figure 16. . . . . . . . 27
Table 5 Comparison of R-factor and I-divergence. . . . . . . . . . . . . . . . . . . 53
Table 6 Choices of epsilon for the experiments in this study . . . . . . . . . . . . 62
Table 7 The range of gradient values for the initial images, and the number of the
gradient values between -0.1 and 0.1. . . . . . . . . . . . . . . . . . . . . 65
Table 8 Maximum and minimum of the gradient values for the final estimate cor-
responding to the index set S1 in each experiment. . . . . . . . . . . . . . 65
Table 9 Maximum of the values of the final estimate corresponding to the index
set S2, along with the associated gradient value in each experiment. . . . 66
Table 10 Selected data from Exp. 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Table 11 Selected data from Exp. 2. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Table 12 Selected data from Exp. 3. . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Table 13 Selected data from Exp. 4. . . . . . . . . . . . . . . . . . . . . . . . . . . 80
Table 14 Selected data from Exp. 5. . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Table 15 Selected data from Exp. 6. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Table 16 Selected data from Exp. 7. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
Table 17 Selected data from Exp. 8. . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Table 18 Iteration numbers at which the estimates converge, for unconstrained re-
constructions from noiseless measurements. . . . . . . . . . . . . . . . . . 226
Table 19 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for regularized reconstructions from
noiseless measurements when Good’s roughness penalty is applied. . . . . 226
Table 20 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for regularized reconstructions from
noiseless measurements when our entropy-like penalty is applied. . . . . . 226
Table 21 Iteration numbers at which the estimates converge, for unconstrained re-
constructions from noisy measurements. . . . . . . . . . . . . . . . . . . . 227
x
Table 22 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for regularized reconstructions from
noisy measurements when Good’s roughness penalty is applied, and the
noise level is low: kn = 10
−13. . . . . . . . . . . . . . . . . . . . . . . . . . 227
Table 23 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for regularized reconstructions from
noisy measurements when Good’s roughness penalty is applied, and the
noise level is high: kn = 10
−12. . . . . . . . . . . . . . . . . . . . . . . . . 227
Table 24 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for regularized reconstructions from
noisy measurements when our entropy-like is applied, and the noise level
is low: kn = 10
−13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
Table 25 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for regularized reconstructions from
noisy measurements when our entropy-like is applied, and the noise level
is high: kn = 10
−12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
Table 26 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for over-regularized reconstructions
from noisy measurements when Good’s roughness penalty is applied, and
the noise level is low: kn = 10
−13. . . . . . . . . . . . . . . . . . . . . . . 228
Table 27 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for under-regularized reconstructions
from noisy measurements when Good’s roughness penalty is applied, and
the noise level is high: kn = 10
−12. . . . . . . . . . . . . . . . . . . . . . . 228
Table 28 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for over-regularized reconstructions
from noisy measurements when our entropy-like is applied, and the noise
level is low: kn = 10
−13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
Table 29 Iteration numbers at which the estimates converge and the parameter func-
tion control variables cmax and cmin, for under-regularized reconstructions
from noisy measurements when our entropy-like penalty is applied, and
the noise level is high: kn = 10
−12. . . . . . . . . . . . . . . . . . . . . . . 229
xi
LIST OF FIGURES
Figure 1 This illustration shows an example of the sensitivity of Algorithm 2 to
the choice of initial estimate. The algorithm is initialized with a constant
function 10 added to a function whose only nonzero pixels are located at
the given location sets. All these nonzero pixels have the same value 10.
(a) Original true image. (b) Final estimate obtained when the location
set is {(5, 29), (5, 37), (61, 29), (61, 37)}. (c) Final estimate obtained when
the location set is {(15, 19), (15, 47), (47, 19), (47, 47)}. (d) Final estimate
obtained when the location set is {(15, 2), (15, 64), (51, 2), (51, 64)}. . . . . 30
Figure 2 (a) Original true image consisting of 200 nonzero pixels out of 65 × 65
pixels. (b) Final estimate when M1 is applied; the initial estimate is given
in Fig. 3(a). (c) Final estimate when M2 is applied; the initial estimate
is given in Fig. 3(c). (d) Final estimate when M3 is applied; the initial
estimate is given in Fig. 3(c). . . . . . . . . . . . . . . . . . . . . . . . . . 31
Figure 3 (a) Initial estimate generated as Schulz and Snyder suggested; the esti-
mate does not have the space group P2mm. (b) Patterson function of the
initial estimate given in (a). (c) Initial estimate that has the space group
P2mm; the asymmetric part in this estimate was generated as Schulz and
Snyder suggested. (d) Patterson function of the initial estimate given in
(c). (Note: To best show detail, the large peaks of the autocorrelations
in Figs. 3(b) and 3(d) were removed, and the autocorrelations are shown
with a logarithmic scale.) . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 4 (a) Patterson function of Fig. 2(a). (b) Patterson function of Fig. 2(b)
(c) Patterson function of Fig. 2(c). (d) Patterson function of Fig. 2(d).
(Note: The large peaks of the autocorrelations were removed to best show
detail.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Figure 5 Some interesting intermediate estimates of the pattern in Fig. 2(a) pro-
vided by the algorithm when M1 is applied: (a) Estimate at the 200-th
iteration. (b) Estimate at the 1300-th iteration. (c) Estimate at the 2400-th
iteration. (d) Estimate at the 14000-th iteration. . . . . . . . . . . . . . . 34
Figure 6 Some interesting intermediate estimates of the pattern in Fig. 2(a) pro-
vided by the algorithm when M2 is applied: (a) Estimate at the 500-th
iteration. (b) Estimate at the 600-th iteration. (c) Estimate at the 800-th
iteration. (d) Estimate at the 6000-th iteration. . . . . . . . . . . . . . . . 35
Figure 7 Some interesting intermediate estimates of the pattern in Fig. 2(a) pro-
vided by the algorithm when M3 is applied: (a) Estimate at the 200-th
iteration. (b) Estimate at the 500-th iteration. (c) Estimate at the 800-th
iteration. (d) Estimate at the 2800-th iteration. . . . . . . . . . . . . . . . 36
xii
Figure 8 Illustration of possible estimate paths that our methods follow. Sk rep-
resents a set of estimates that have the known space group, Ik an initial
estimate, Lk and Gk a local and global minimum, respectively, Pk an esti-
mate path, and Mk a method that produces the associated estimate path. 37
Figure 9 (a) Original true image consisting of 558 nonzero pixels out of 65 × 65
pixels. (b) Final estimate when M1 is applied; the initial estimate is given
in Fig. 10(a). (c) Final estimate when M2 is applied; the initial estimate
is given in Fig. 10(c). (d) Final estimate when M3 is applied; the initial
estimate is given in Fig. 10(c). . . . . . . . . . . . . . . . . . . . . . . . . 38
Figure 10 (a) Initial estimate generated as Schulz and Snyder suggested; the esti-
mate does not have the space group P2mm. (b) Patterson function of the
initial estimate given in (a). (c) Initial estimate that has the space group
P2mm; the asymmetric part in this estimate was generated as Schulz and
Snyder suggested.(d) Patterson function of the initial estimate given in (c).
(Note: To best show detail, the large peaks of the autocorrelations in Figs.
10(b) and 10(d) were removed, and the autocorrelations are shown with a
logarithmic scale.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figure 11 (a) Patterson function of Fig. 9(a). (b) Patterson function of Fig. 9(b) (c)
Patterson function of Fig. 9(c). (d) Patterson function of Fig. 9(d). . . . 40
Figure 12 Some interesting intermediate estimates of the pattern in Fig. 9(a) pro-
vided by the algorithm when M1 is applied: (a) Estimate at the 100-th
iteration. (b) Estimate at the 300-th iteration. (c) Estimate at the 1700-th
iteration. (d) Estimate at the 200000-th iteration. . . . . . . . . . . . . . 41
Figure 13 Some interesting intermediate estimates of the pattern in Fig. 9(a) pro-
vided by the algorithm when M2 is applied: (a) Estimate at the 1100-th
iteration. (b) Estimate at the 1500-th iteration. (c) Estimate at the 20000-
th iteration. (d) Estimate at the 100000-th iteration. . . . . . . . . . . . . 42
Figure 14 Some interesting intermediate estimates of the pattern in Fig. 9(a) pro-
vided by the algorithm when M3 is applied: (a) Estimate at the 300-th
iteration. (b) Estimate at the 1100-th iteration. (c) Estimate at the 1500-th
iteration. (d) Estimate at the 13000-th iteration. . . . . . . . . . . . . . . 43
Figure 15 (a) Initial estimate with no space group. (b) Patterson function of the
initial estimate given in (a). (c) Initial estimate with space group P2mm.
(d) Patterson function of the initial estimate given in (c). . . . . . . . . . 44
Figure 16 (a) Final estimate obtained when the initial estimate in Fig. 15(a) is
used. (b) Patterson function of the initial estimate given in (a). (c) Final
estimate when the initial estimate in Fig. 15(c) is used. (d) Patterson
function of the initial estimate given in (c). . . . . . . . . . . . . . . . . . 45
Figure 17 The data of protein 6PTI: (a) A slice of the measured Fourier magnitude
(b) A slice of the Patterson function converted from the measured Fourier
magnitude (c) A slice of the calculated Fourier magnitude by crystallog-
raphers (d) A slice of the Patterson converted from the calculated Fourier
magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
xiii
Figure 18 These figures show selected slices of ρcal of 6PTI taken along three different
axes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Figure 19 These figures show selected slices of ρsyn of 6PTI taken along three different
axes. These slices correspond to the slices in Figure 18. . . . . . . . . . . 50
Figure 20 These figures show the difference between the corresponding panels in Fig-
ures 18 and 19. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Figure 21 Comparison of the changes of the R-factor and the I-divergence when our
minimum I-divergence algorithms is initialized with the ρcal of 6PTI. . . 52
Figure 22 (a) A slice of the ρsyn of 6PTI. (b) Image of the difference between the slice
in (a) and the same slice of the ρest of 6PTI at the 50000-th iteration. (c)
Image of the difference between the slice in (a) and the same slice of the
ρcal of 6PTI. (Note: Because the slices of ρsyn, ρest, and ρcal are visually
identical, we show the slice of ρsyn and differences between the slice and
the corresponding slices of ρest and ρcal.) . . . . . . . . . . . . . . . . . . 54
Figure 23 (a) A slice of the ρsyn of 6PTI. (b) Image of the difference between the slice
in (a) and the same slice of the ρest of 6PTI at the 50000-th iteration. (c)
Image of the difference between the slice in (a) and the same slice of the
ρcal of 6PTI. (Note: Because the slices of ρsyn, ρest, and ρcal are visually
identical, we show the slice of ρsyn and differences between the slice and
the corresponding slices of ρest and ρcal.) . . . . . . . . . . . . . . . . . . 55
Figure 24 (a) A slice of the ρsyn of 6PTI. (b) Image of the difference between the slice
in (a) and the same slice of the ρest of 6PTI at the 50000-th iteration. (c)
Image of the difference between the slice in (a) and the same slice of the
ρcal of 6PTI. (Note: Because the slices of ρsyn, ρest, and ρcal are visually
identical, we show the slice of ρsyn and differences between the slice and
the corresponding slices of ρest and ρcal.) . . . . . . . . . . . . . . . . . . 56
Figure 25 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 70
Figure 26 Images associated with Fig. 25. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-1.37 1.84]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Figure 27 Images associated with Fig. 25. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 71
Figure 28 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 71
Figure 29 Images associated with Fig. 28. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-1.39 2.64]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Figure 30 Images associated with Fig. 28. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 72
xiv
Figure 31 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 73
Figure 32 Images associated with Fig. 31. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-7.56 2.19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Figure 33 Images associated with Fig. 31. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 74
Figure 34 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 75
Figure 35 Images associated with Fig. 34. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-0.58 0.91]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Figure 36 Images associated with Fig. 34. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 76
Figure 37 Line plots associated with Fig. 34 are shown. The rows and columns are
selected such that all other lines are common in the overall trend with one
of the rows or columns. (a) Line plots of some selective rows of the original
image. (b) Line plots of some selective columns of the original image. (c)
Line plots of some selective rows of the final estimate. (d) Line plots of
some selective columns of the final estimate. . . . . . . . . . . . . . . . . 76
Figure 38 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 77
Figure 39 Images associated with Fig. 38. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-0.80 1.80]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Figure 40 Images associated with Fig. 38. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 78
Figure 41 Line plots associated with Fig. 38 are shown. The rows and columns are
selected such that all other lines are common in the overall trend with one
of the rows or columns. (a) Line plots of some selected rows of the original
image. (b) Line plots of some selected columns of the original image. (c)
Line plots of some selected rows of the final estimate. (d) Line plots of
some selected columns of the final estimate. . . . . . . . . . . . . . . . . . 79
Figure 42 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 80
Figure 43 Images associated with Fig. 42. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-0.93 2.10]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Figure 44 Images associated with Fig. 42. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 82
xv
Figure 45 Line plots associated with Fig. 42 are shown. The rows and columns are
selected such that all other lines are common, in the overall trend, with one
of the rows or columns. (a) Line plots of some selected rows of the original
image. (b) Line plots of some selected columns of the original image. (c)
Line plots of some selected rows of the final estimate. (d) Line plots of
some selected columns of the final estimate. . . . . . . . . . . . . . . . . . 83
Figure 46 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 85
Figure 47 Images associated with Fig. 46. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-0.70 0.39]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Figure 48 Images associated with Fig. 46. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 87
Figure 49 Line plots associated with Fig. 46 are shown. The rows and columns are
selected such that all other lines are common in the overall trend with one
of the rows or columns. (a) Line plots of some selective rows of the original
image. (b) Line plots of some selective columns of the original image. (c)
Line plots of some selective rows of the final estimate. (d) Line plots of
some selective columns of the final estimate. . . . . . . . . . . . . . . . . 88
Figure 50 (a) Original image. (b) Initial estimate. (c) Final estimate. . . . . . . . . 88
Figure 51 Images associated with Fig. 50. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final
estimate. (d) Difference of the autocorrelations in (a) and (c). The range
of values is [-0.20 0.20]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Figure 52 Images associated with Fig. 50. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate. . . . . 89
Figure 53 Line plots associated with Fig. 50 are shown. The rows and columns are
selected such that all other lines are common, in the overall trend, with one
of the rows or columns. (a) Line plots of some selected rows of the original
image. (b) Line plots of some selected columns of the original image. (c)
Line plots of some selected rows of the final estimate. (d) Line plots of
some selected columns of the final estimate. . . . . . . . . . . . . . . . . . 90
Figure 54 Example of initial estimates: The initial estimate on the left is used for
the algorithm in Eq. (51), and that on the right is used for the algorithm
in Eq. (50). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
Figure 55 Procedure for realizing noisy autocorrelations: an unaliased noisy autocor-
relation is generated by the procedure indicated by the solid arrows; an
aliased noisy autocorrelation is generated by the procedure indicated by
the dotted arrows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
xvi
Figure 56 Alternative procedure for realizing noisy aliased autocorrelations, where
Poisson noise is added to Fourier magnitudes, and the noisy, aliased auto-
correlation is obtained by taking the inverse Fourier transform to the noisy
magnitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Figure 57 (a) Truth image. (b) Unaliased autocorrelation of the truth in Fig. 57(a).
(c) Aliased autocorrelation (or Patterson function) of the truth in Fig.
57(a). The colormaps of autocorrelations are modified to best show details;
the colormaps are given on the right of the autocorrelation images. . . . . 110
Figure 58 Selected unconstrained estimates at the 50000-th iteration produced by Eq.
(50) from unaliased autocorrelations when (a) c = 0.26, (b) c = 0.21, (c)
c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. . . . . . . . . . . . . 111
Figure 59 Mean images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (50) when (a) c = 0.26, (b)
c = 0.21, (c) c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. The
measured autocorrelations are not aliased. . . . . . . . . . . . . . . . . . . 111
Figure 60 Variance images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (50) when (a) c = 0.26, (b)
c = 0.21, (c) c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. The
measured autocorrelations are not aliased. . . . . . . . . . . . . . . . . . . 112
Figure 61 Selected unconstrained estimates at the 50000-th iteration produced by
Eq. (51) from aliased autocorrelations when (a) c = 0.26, (b) c = 0.21, (c)
c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. . . . . . . . . . . . . 113
Figure 62 Mean images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (51) when (a) c = 0.26, (b)
c = 0.21, (c) c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. The
measured autocorrelations are aliased. . . . . . . . . . . . . . . . . . . . . 114
Figure 63 Variance images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (51) when (a) c = 0.26, (b)
c = 0.21, (c) c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. The
measured autocorrelations are aliased. . . . . . . . . . . . . . . . . . . . . 115
Figure 64 Various error metrics when the autocorrelations are subject to Poisson
noise: (a) L1, (b) L2, (c) L∞, and (d) I-divergence. . . . . . . . . . . . . 116
Figure 65 Selected unconstrained estimates at the 50000-th iteration produced by
Eq. (51) from aliased autocorrelations when (a) c = 0.001535, (b) c =
0.0012875, (c) c = 0.00104, (d) c = 0.0007925, (e) c = 0.000545, and (f)
c = 0.0002975. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Figure 66 Mean images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (51) when (a) c = 0.001535,
(b) c = 0.0012875, (c) c = 0.00104, (d) c = 0.0007925, (e) c = 0.000545,
and (f) c = 0.0002975. Poisson noise is placed on Fourier magnitudes that
are undersampled, resulting in noisy, aliased autocorrelations. . . . . . . . 119
xvii
Figure 67 Variance images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (51) when (a) c = 0.001535,
(b) c = 0.0012875, (c) c = 0.00104, (d) c = 0.0007925, (e) c = 0.000545,
and (f) c = 0.0002975. Poisson noise is placed on squared Fourier magni-
tudes that are undersampled, resulting in noisy, aliased autocorrelations. 120
Figure 68 Various error metrics when Poisson noise is placed on squared Fourier
magnitudes: (a) L1, (b) L2, (c) L∞, and (d) I-divergence. The occasional
jumpiness of the curve (as near the right side of Fig. 68(b)) is due to the
limited number of Monte Carlo runs. We did not perform more runs since
the overall trends are already quite clear. . . . . . . . . . . . . . . . . . . 121
Figure 69 Interesting unconstrained estimates at the 50000-th iteration produced by
Eq. (51) from aliased autocorrelations with low SNRs when (a) c =
0.000035, (b) c = 0.00004, (c) c = 0.000045, (d) c = 0.00005. Poisson
noise is placed on squared Fourier magnitudes. The autocorrelations of
the estimates in Figs. 69(a), 69(b), 69(c), and 69(d) are shown in Figs.
69(e), 69(f), 69(g), and 69(h), respectively. . . . . . . . . . . . . . . . . . 122
Figure 70 Estimates produced by Eq. (70) incorporating Good’s roughness penalty
given unaliased autocorrelations when c = 0.06 (high SNR), and (a) un-
constrained, (b) α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f)
α = 5.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Figure 71 Estimates produced by Eq. (70) incorporating Good’s roughness penalty
given unaliased autocorrelations when c = 0.01 (low SNR), and (a) un-
constrained, (b) α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f)
α = 5.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Figure 72 Estimates produced by Eq. (70) incorporating TV penalty given unaliased
autocorrelations when c = 0.06 (high SNR), and (a) unconstrained, (b)
α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0. . . . . . . 124
Figure 73 Estimates produced by Eq. (70) incorporating TV penalty given unaliased
autocorrelations when c = 0.01 (low SNR), and (a) unconstrained, (b)
α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0. . . . . . . 124
Figure 74 Estimates produced by Eq. (71) incorporating Good’s roughness penalty
given aliased autocorrelations when c = 0.06 (high SNR), and (a) uncon-
strained, (b) α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f)
α = 5.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Figure 75 Estimates produced by Eq. (71) incorporating Good’s roughness penalty
given aliased autocorrelations when c = 0.01 (low SNR), and (a) uncon-
strained, (b) α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f)
α = 5.0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
Figure 76 Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations when c = 0.06 (high SNR), and (a) unconstrained, (b)
α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0. . . . . . . 126
xviii
Figure 77 Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations when c = 0.01 (low SNR), and (a) unconstrained, (b)
α = 0.1, (c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0. . . . . . . 127
Figure 78 Estimates produced by Eq. (71) incorporating Good’s roughness penalty
given aliased autocorrelations formed from noisy squared Fourier magni-
tudes when c = 0.000545 (high SNR), and (a) unconstrained, (b) α =
0.001, (c) α = 0.005, (d) α = 0.01, (e) α = 0.02, and (f) α = 0.05. . . . . 128
Figure 79 Estimates produced by Eq. (71) incorporating Good’s roughness penalty
given aliased autocorrelations formed from noisy squared Fourier magni-
tudes when c = 0.0002975 (low SNR), and (a) unconstrained, (b) α =
0.001, (c) α = 0.005, (d) α = 0.01, (e) α = 0.02, and (f) α = 0.05. . . . . 129
Figure 80 Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations formed from noisy squared Fourier magnitudes when c =
0.000545 (high SNR), and (a) unconstrained, (b) α = 0.001, (c) α = 0.005,
(d) α = 0.01, (e) α = 0.02, and (f) α = 0.05. . . . . . . . . . . . . . . . . 130
Figure 81 Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations formed from noisy squared Fourier magnitudes when c =
0.0002975 (low SNR), and (a) unconstrained, (b) α = 0.001, (c) α = 0.005,
(d) α = 0.01, (e) α = 0.02, and (f) α = 0.05. . . . . . . . . . . . . . . . . 131
Figure 82 (a) Original image used in numerical experiments. (b) Autocorrelation
of the original image. (c) Image estimate at the 20000-th iteration. (d)
Autocorrelation of the image estimate . . . . . . . . . . . . . . . . . . . . 149
Figure 83 Selected reconstructions of Figure 82(a) at the 1-st (a), 500-th (b), 5000-th
(c), and 15000-th (d) iteration. . . . . . . . . . . . . . . . . . . . . . . . . 150
Figure 84 (a) Original image used in numerical experiments. (b) Autocorrelation
of the original image. (c) Image estimate at the 1000-th iteration. (d)
Autocorrelation of the image estimate . . . . . . . . . . . . . . . . . . . . 151
Figure 85 Selected reconstructions of Figure 84(a) at the 1-st (a), 70-th (b), 300-th,
and 700-th iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
Figure 86 Estimates produced by the unconstrained and penalized minimum I-divergence
algorithms from noiseless measurements for the (a) Gaussian-like, (b) trian-
gle, (c) double Gaussian-like, and (d) double-triangle patterns. Each sub-
figure shows a truth pattern, an estimate when Good’s roughness penalty
is applied, and an estimate when our entropy-like penalty is applied. . . . 169
Figure 87 Example of slow convergence of the unconstrained algorithm. Some se-
lected estimates are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . 170
Figure 88 (a) Visualization of the integral equation kernel φ; a summation was taken
over all νj for a fixed Ti to best show the overall limiting behavior. (b) An
example of a measurement W . . . . . . . . . . . . . . . . . . . . . . . . . 170
xix
Figure 89 Final estimates of the rectangle pattern: (a) Rectangle estimates produced
by the unconstrained algorithm, the constrained algorithm with Good’s
roughness penalty, and the constrained algorithm with our entropy-like
penalty from noiseless measurements. The regularization parameter vec-
tor varies with temperature. (b) Rectangle estimates produced by the
unconstrained algorithm from noiseless measurements. This shows the
edge artifacts more clearly. (c) Estimates of the rectangle pattern used
in Fig. 89(a), produced by the constrained algorithm given in Eq. (156),
when the measurements are not corrupted by noise. In this case, the reg-
ularization parameters are constant with respect to temperature for both
Good’s roughness and our entropy-like penalties: 7× 10−13 and 2× 10−12,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
Figure 90 (a)-(c) Three different realizations of uniformly distributed random noise.
(d) Results of noise realizations in Figs. 90(a) through 90(c) when back-
propagated by the integral equation kernel φ. . . . . . . . . . . . . . . . . 176
Figure 91 Final estimates produced by our unconstrained minimum I-divergence al-
gorithm from noisy measurements for the (a) Gaussian-like, (b) rectangle,
(c) triangle, (d) double-Gaussian-like, (e) double-triangle patterns. . . . . 180
Figure 92 Final estimates produced by the regularized minimum I-divergence meth-
ods from noisy measurements for the Gaussian-like pattern when (a) the
noise level kn is 10
−13, and Good’s roughness penalty is applied, (b) the
noise level kn is 10
−13, and our entropy-like penalty is applied, (c) the noise
level kn is 10
−12, and Good’s roughness penalty is applied, (d) the noise
level kn is 10
−12, and our entropy-like penalty is applied. Each subfigure
shows estimates produced with low α and high α. . . . . . . . . . . . . . 181
Figure 93 Final estimates produced by the regularized minimum I-divergence meth-
ods from noisy measurements for the rectangle pattern when (a) the noise
level kn is 10
−13, and Good’s roughness penalty is applied, (b) the noise
level kn is 10
−13, and our entropy-like penalty is applied, (c) the noise level
kn is 10
−12, and Good’s roughness penalty is applied, (d) the noise level
kn is 10
−12, and our entropy-like penalty is applied. Each subfigure shows
estimates produced with low α and high α. . . . . . . . . . . . . . . . . . 182
Figure 94 Final estimates produced by the regularized minimum I-divergence meth-
ods from noisy measurements for the triangle pattern when (a) the noise
level kn is 10
−13, and Good’s roughness penalty is applied, (b) the noise
level kn is 10
−13, and our entropy-like penalty is applied, (c) the noise level
kn is 10
−12, and Good’s roughness penalty is applied, (d) the noise level
kn is 10
−12, and our entropy-like penalty is applied. Each subfigure shows
estimates produced with low α and high α. . . . . . . . . . . . . . . . . . 183
xx
Figure 95 Final estimates produced by the regularized minimum I-divergence meth-
ods from noisy measurements for the double-Gaussian-like pattern when
(a) the noise level kn is 10
−13, and Good’s roughness penalty is applied,
(b) the noise level kn is 10
−13, and our entropy-like penalty is applied, (c)
the noise level kn is 10
−12, and Good’s roughness penalty is applied, (d)
the noise level kn is 10
−12, and our entropy-like penalty is applied. Each
subfigure shows estimates produced with low α and high α. . . . . . . . . 184
Figure 96 Final estimates produced by the regularized minimum I-divergence meth-
ods from noisy measurements for the double-triangle pattern when (a)
noise level kn is 10
−13, and Good’s roughness penalty is applied, (b) the
noise level kn is 10
−13, and our entropy-like penalty is applied, (c) the noise
level kn is 10
−12, and Good’s roughness penalty is applied, (d) the noise
level kn is 10
−12, and our entropy-like penalty is applied. Each subfigure
shows estimates produced with low α and high α. . . . . . . . . . . . . . 185
Figure 97 Symmetric channel input density . . . . . . . . . . . . . . . . . . . . . . . 199
Figure 98 Contour plot of the kernel parameterized with σh = 0.5, σn = 0.6, and
h = 4. The horizontal axis is associated with y (the column of a transition
matrix), and the vertical axis is associated with x (the row of a transition
matrix) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Figure 99 Output induced by the transition kernel in Fig. 98 given the input in Fig.
97. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
Figure 100Contour plots of transition kernels for various choices of parameters: (a)
σh = 0.1, σn = 0.6, and h = 4. (b) σh = 0.9, σn = 0.6, and h = 4. (c)
σh = 0.5, σn = 0.2, and h = 4. (d) σh = 0.5, σn = 1.0, and h = 4. (e)
σh = 0.5, σn = 0.6, and h = 1. (f) σh = 0.5, σn = 0.6, and h = 8. . . . . . 202
Figure 101Channel outputs induced by the kernels given in Fig. 100 when the channel
input in Fig. 97 is used: (a) Case I: σh = 0.1, σn = 0.6, and h = 4; and
Case II: σh = 0.9, σn = 0.6, and h = 4. (b) Case I: σh = 0.5, σn = 0.2, and
h = 4; and Case II: σh = 0.5, σn = 1.0, and h = 4. (c) Case I:σh = 0.5,
σn = 0.6, and h = 1; and Case II: σh = 0.5, σn = 0.6, and h = 8. . . . . . 203
Figure 102 Input densities estimated by the symmetry-preserving minimum I-divergence
algorithm: (a) Estimates at some selected early iterations when σh = 0.5,
σn = 0.6, and h = 1. (b) Estimate at some selected late iterations when
σh = 0.5, σn = 0.6, and h = 1. (c) Estimates at some selected early itera-
tions when σh = 0.5, σn = 0.6, and h = 8. (d) Estimates at some selected
late iterations when σh = 0.5, σn = 0.6, and h = 8. . . . . . . . . . . . . . 205
Figure 103 Ideal rectangle output density. . . . . . . . . . . . . . . . . . . . . . . . . 206
Figure 104Estimates of an input density generating the estimated output shown in
Fig. 105. Early iterations are shown in (a), while later iterations are in (b). 207
Figure 105 (a) Induced output closest to the output in Fig. 103 given the kernel in
Fig. 100(f) is known. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
xxi
Figure 106Symmetric uniform input density for demonstration of the edge artifact. . 209
Figure 107 (a) Output corresponding to the input density in Fig. 106 when σh = 0.5,
σn = 0.6, and h = 1 are used. (b) Output for the input density in Fig. 106
when σh = 0.5, σn = 0.6, and h = 8 are used. . . . . . . . . . . . . . . . . 209
Figure 108Estimates for the input density given in Fig. 106 reconstructed by the
original minimum I-divergence algorithm: (a) Estimates at some selected
early iterations when σh = 0.5, σn = 0.6, and h = 1. (b) Estimates at some
selected late iterations when σh = 0.5, σn = 0.6, and h = 1. (c) Estimates
at some selected early iterations when σh = 0.5, σn = 0.6, and h = 8. (d)
Estimates at some selected late iterations when σh = 0.5, σn = 0.6, and
h = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
xxii
SUMMARY
Problems of estimating nonnegative functions from nonnegative data induced by
nonnegative mappings are ubiquitous in science and engineering. One solution method is
to find an estimate that minimizes a discrepancy measure between the collected data and a
hypothetical output induced by the associated nonnegative mapping when the estimate is
the input. There are several possible choices for discrepancy measures. We choose Csiszár’s
I-divergence, which defines an information-theoretic discrepancy between two nonnegative
functions. Csiszár found that minimizing his I-divergence is the only choice consistent
with certain postulates that may be considered desirable for inference problems subject to
nonnegativity (i.e., all the functions involved are nonnegative).
This thesis proposes iterative algorithms for minimizing the I-divergence in several in-
verse problems. Our applications can be summarized along the following three lines:
• Deautocorrelation: Deautocorrelation involves recovering a function from its auto-
correlation. Deautocorrelation can be interpreted as phase retrieval in that recovering
a function from its autocorrelation is equivalent to retrieving Fourier phases from just
the corresponding Fourier magnitudes. Schulz and Snyder invented an minimum I-
divergence algorithm for phase retrieval. We perform a numerical study concerning
the convergence of their algorithm to local minima.
X-ray crystallography is a method for finding the interatomic structure of a crystal-
lized molecule. X-ray crystallography problems can be viewed as deautocorrelation
problems from aliased autocorrelations, due to the periodicity of the crystal structure.
We derive a modified version of the Schulz-Snyder algorithm for application to crystal-
lography. Furthermore, we prove that our tweaked version can theoretically preserve
special symmorphic group symmetries that some crystals possess. Crystallographers
are accustomed to assessing an estimated interatomic structure using the so-called
R-factor. We numerically investigate whether the R-factor is improved by decreasing
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the I-divergence. In particular, we perform this study using real data associated with
protein 6PTI.
Concerning real data, noise always exists and corrupts measurements, and hence esti-
mates as well. We quantify noise impact via several error metrics as the signal-to-ratio
changes. Furthermore, we propose penalty methods using Good’s roughness and total
variation for alleviating roughness in estimates caused by noise.
• Deautoconvolution: Deautoconvolution involves finding a function from its auto-
convolution. Deautocorrelation and deautoconvolution have inspiringly similar struc-
tures in that a function is convolved with itself, except that a reflected version is
convolved with itself in deautocorrelation. We derive an iterative algorithm that at-
tempts to recover a function from its autoconvolution via minimizing I-divergence.
Various theoretical properties of our deautoconvolution algorithm are derived.
• Linear inverse problems: Various linear inverse problems can be described by
the Fredholm integral equation of the first kind. The inverse blackbody radiation
problem is in this category, with a kernel characterized by Planck’s law. This problem
is inherently ill-posed because of the kernel characteristics; the naive estimates can
be easily destroyed by introducing a slight amount of noise in the measurements. We
address this problem by proposing penalized minimum I-divergence methods.
The output for an input of a Rician communication channel can be described by the
Fredholm integral equation of the first kind with a shift-varying kernel. We propose an
iterative algorithm for estimating a channel input distribution from the corresponding




1.1 Inverse Problems Subject to Nonnegativity
Problems involving the recovery of an original object, blurred by a system, from the blurry
data are ubiquitous in engineering and science. In many circumstances, both the function
of interest and its blurred version are nonnegative. This dissertation focuses these kinds of
problems.
When the blurrinng system h is known and independent of the function of interest f ,




h(x, y)f(x)dx, y ∈ D(g), (1)
where D(f) and D(g) denote the domains of f and g, respectively. When the system can
be expressed by this linear mapping, the problem is often called a positive linear inverse
problem [23,114]. The goal is to reconstruct f from a (possibly noisy) version of g.
When the system h is a function of the input, the data generating mechanism is no longer
linear, and hence the problem becomes more complicated and difficult. In this thesis, we








u(y + x)u(x)dx, y ∈ D(s). (3)
Eqs. (2) and (3) are called the autoconvolution of f and the autocorrelation of u, respec-
tively. The problem of recovering f from g is called deautoconvolution (see Chapter 6); that
of recovering u from s is called deautocorrelation (see Chapter 4). The former setting has
applications in physics, and the latter in astronomy and chemistry.
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1.2 Csiszár’s I-divergence











where X is the set over which a and b are defined. When a and b are both zero, the
I-divergence is defined as zero.
The I-divergence is a generalization of the Kullback-Leibler distance. The use of the
Kullback-Leibler distance has appeared in various fields such as statistics [38, 62], pattern
recognition [53,54,58], and spectral analysis [97]. Until Shore and Johnson [52,98] justified,
based on their four consistency axioms, the employment of the Kullback-Leibler distance
in reconstruction problems, previous justifications had counted on intuitive arguments in-
volving information-theoretic properties [47]. A limitation of the Kullback-Leibler distance
is that it only defines a discrepancy measure between two functions that have the same
integral. To compensate for this limitation, Csiszár [23] proposed his I-divergence measure
and extended the work of Shore and Johnson to axiomatically justify using his I-divergence
in reconstruction problems. Unlike the Kullback-Leibler distance, Csiszár’s I-divergence
measure can accommodate cases involving two functions that have different integrals. A
noticeable result of Csiszár’s work is that, if the functions involved are nonnegative, min-
imizing Csiszár’s I-divergence measure is the only choice consistent with a set of intuitive
postulates such as regularity, locality, and composition-consistency.
Csiszár similarly found that if the data are real or complex valued, then the typical
squared-error criterion is the only choice consistent with his postulates. In this sense, I-
divergence may be thought of as playing the role that squared-error usually plays in many
classic inverse problem formulations.
1.3 Motivation
Much work has been inspired by Csiszár’s results. Snyder et al. [107] apply the idea of
minimizing Csiszár’s I-divergence measure to image deblurring subject to nonnegativity
constraints. They proposed an iterative algorithm that gives a sequence of estimates with a
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nice set of properties such as guaranteed convergence to the global minimum, nonnegativity
of every estimate in the sequence, and monotonically decreasing I-divergence. Additionally,
they argued that deterministic deblurring problems with nonnegativity constraints can be
thought of as statistical estimation problems from “incomplete data” based on an infinite
number of observed samples, using the weak law of large numbers.
An important finding in [107] may be summarized as follows. Suppose some data can
be modeled as a Poisson point process, and we want to estimate the parameter function
of the process under an assumption that the parameter function is an output of a linear
system with a known kernel. Assume that infinitely many data samples are available.
Then, maximizing the expected value of the loglikelihood of the Poisson data is equivalent
to minimizing I-divergence between the measured mean value of the data and the estimated
mean of the data, which is an output of a linear system as stated above. A similar idea was
investigated in [105].
This notion is studied from a more general perspective and rigorously formalized by
Vardi and Lee [114]. Vardi and Lee concluded that the problem of finding a maximum-
likelihood estimator from a specific type of incomplete data is equivalent to a particular
solution of a linear inverse problem subject to a nonnegativity constraint. The algorithm
has been used for deblurring problems in computerized tomography [106].
Expectation-Maximization (EM) algorithms [24] are iterative techniques that attempt
to maximize the loglikelihood of incomplete (or indirect [99]) data. In [92,105], the authors
found EM algorithms for the Poisson point process data model. Furthermore, they discov-
ered that the asymptotic forms of their EM algorithms, where they assume an infinite num-
ber of data points, become iterative algorithms that may minimize Csiszár’s I-divergence for
the deterministic version of the same data model. While other optimization techniques can
also be applied [10], their findings motivate us to focus on developing EM-like iterative al-
gorithms (e.g., [84]) that seek to minimize the I-divergence. The advantage of this approach
is that we can take advantage of the various developments for EM algorithms [31,41,42,99].
3
1.4 Thesis Organization
The remainder of this thesis consists of three main parts. Chapters 2-5 discuss deautocor-
relation, Chapter 6 is about deautoconvolution, and Chapters 7-8 consider linear inverse
problems. Although Chapters 2-5 probably flow best when read in order, the thesis is
constructed so that each chapter may be read and understood independently of the others,
allowing readers in specifically interested in a specific topic to jump straight to that chapter.
Chapters 7 and 8 may be readily interchanged.
One application that can be addressed by minimum I-divergence methods is phase re-
trieval. Phase retrieval is equivalent to deautocorrelation, which attempts to estimate a
function from its autocorrelation. Schulz and Snyder noted this fact and derived an algo-
rithm for phase retrieval that tries to minimize the I-divergence.
In Chapter 2, we derive a tweaked version of the Schulz-Snyder algorithm for application
to x-ray crystallography (or other applications with periodic structures). In particular, a
symmorphic-group preservation property of our tweaked algorithm is discussed. Its practical
roles are illustrated via various numerical experiments.
Chapter 3 discusses some practical concerns that arise when applying the minimum
I-divergence algorithm to crystallography.
Unfortunately, both the original Schulz-Snyder algorithm and our tweaked version are
not guaranteed to end up with “correct” answers for every possible starting point. Chapter
4 discusses issues concerning the algorithm converging to local minima from a numerical
viewpoint.
In practice, measurements are always corrupted by noise. Hence, it is important to
investigate what impact noise may have on estimates in phase retrieval. Chapter 5 discusses
noise artifacts in phase retrieval using minimum I-divergence methods; we also propose
penalty methods to alleviate these artifacts.
We observed that deautocorrelation and deautoconvolution have inspiringly similar un-
derlying structures; hence, Chapter 6 addresses the deautoconvolution problem using the
minimization of I-divergence.
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The inverse blackbody radiation problem can be described by a Fredholm integral equa-
tion of the first kind. Chapter 7 addresses this problem based on minimizing the I-divergence
between the measurements and hypothetical measurements induced by the integral equation
when the estimates are input to the equation.
In a communication research, we are interested in finding an input distribution to a
channel that yields a desired output distribution. The channel mappings are often not
shift-invariant. The channel mapping can be viewed as a Fredholm equation of the first
kind. We apply a minimum I-divergence method and derive an iterative algorithm to solve
this inverse problem in Chapter 8.




I-DIVERGENCE METHODS FOR X-RAY
CRYSTALLOGRAPHY
2.1 Introduction
Determining molecular structures is a common, but essential, task in many fields ranging
from Chemistry to Pharmaceutics. X-ray crystallography is a frequently employed tool.
The diffraction data in x-ray crystallography consists of Fourier magnitudes. These
diffraction data can be manipulated to produce another informative function, the so-called
Patterson function. The Patterson function contains many useful pieces of information on
the molecular structure [111].
A Patterson function can be thought of as an “aliased” autocorrelation, which is the
correlation of a function with itself. The function is aliased because crystallized molecular
structures, represented as electron density maps, form periodic functions. Schulz and Snyder
created an algorithm that attempts to recover a function from its autocorrelation, although
the autocorrelation is not aliased in their application [93]. Luckily, despite the introduction
of aliasing, we can readily modify their algorithm so that it can be applied to x-ray crystal-
lography. This chapter discusses this new application of the Schulz-Snyder algorithm. To
the best of our knowledge, we are the first to apply the Schulz-Snyder algorithm to x-ray
crystallography.
Note that recovering a function from its autocorrelation is equivalent to retrieving
Fourier phases from only Fourier magnitudes, since the autocorrelation is the inverse Fourier
transform of the squared Fourier-magnitude diffraction data. Therefore, the Schulz-Snyder
algorithm is a phase retrieval algorithm. To solve x-crystallography problems, many re-
searchers have tried to apply existing phase retrieval algorithms such as Fienup’s algorithms,
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which seem to be the most popular in the phase retrieval community. Our approach differs
from these the variations of Fienup’s algorithms [33] in that the Schulz-Snyder algorithm
performs all its operations only in the spatial domain, in contrast with the alternating
spatial-Fourier projections employed by Fienup’s algorithms.
A useful piece of information that can be easily extracted from diffraction data is the
space group of the electron density map. Space groups are special types of symmetries.
We prove that our modification of the Schulz-Snyder algorithm for x-ray crystallography
theoretically preserves space groups under some simple conditions. Furthermore, we discuss
how this property can be used in practice to naturally incorporate extracted space group
information in our estimates.
This chapter is structured as follows. Section 2.2 discusses some background on rele-
vant subjects. In Section 2.3, a simple modification of the Schulz-Snyder phase retrieval
algorithm is derived to apply to periodic functions, as in x-ray crystallography. Section
2.4 discusses the symmorphic-group preservation property of our modified algorithm; we
also discuss how to use this property to incorporate known symmorphic-group information.
Proofs are given in the appendices. Experimental results are presented and analyzed in
Section 2.5. Our discussion concludes in Section 2.6.
2.2 Background
2.2.1 X-ray Crystallography
There is currently no device that can directly see the interatomic structure of a molecule.
X-ray crystallography is one technique used to find the interatomic structures of molecules.
X-ray diffraction data give the magnitudes of the Fourier transform of the crystal structure.
We can experimentally measure the magnitudes, but not the phases. The main challenge
of x-ray crystallography is to infer the Fourier phases from only the Fourier magnitudes,
which is why it is called a phase retrieval problem.
A crystallized molecular structure may be represented by a 3-D periodic function, the
so-called electron density map ρ(r), where r = xa + yb + zc. The fractional coordinates
x, y, and z take on values between 0 and 1. The unit cell vectors a, b, and c are neither
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necessarily orthogonal nor necessarily of equal length. Let F (hT) be the Fourier transform
of ρ(r), where h = ha∗+ kb∗+ lc∗. The reciprocal lattice vectors a∗, b∗, and c∗ are defined
such that hTr = hx + ky + lz [116]. For simplicity, we confine the vectors a, b, and c to
be three orthogonal vectors throughout this chapter. Thus, we think of r as simply a 3-D
Cartesian coordinate (x, y, z); we write r = (x, y, z). Likewise, we think of h as a vector
associated with three orthogonal vectors a∗, b∗, and c∗, and simply write h = (h, k, l).
Since an electron density map is periodic, its associated Fourier transform consists of
Dirac delta functions. These Dirac delta functions are regularly spaced along the reciprocal
lattice vectors a∗, b∗, and c∗. Therefore, we may think of h, k, and l as integers, and treat
the Fourier transform as a discrete function indexed by h. In x-ray crystallography, each
value associated with a specific h is called a structure factor. Note that a structure factor
consists of both Fourier magnitude and phase.
Since an electron density map and its associated structure factors form a Fourier trans-











where V represents the volume of the unit cell, F represents the Fourier transform opera-
tion, the integral in Eq. (5) is three dimensional, and R represents the set of all the vectors
in the unit cell. If the electron density map consists of atoms that may be approximated
as “points” in space, we can think of F as the sum of each atom’s scattering contribution.






where fn represents the scattering factor of the n-th atom [116]. Note that the retrieval of
the Fourier phases from the Fourier magnitudes |F | is equivalent to the reconstruction of ρ
from |F |, since once we know the Fourier phases, we can take the inverse Fourier transform
to obtain ρ.
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2.2.2 The Space Groups
A space group is a combination of crystallographic symmetry operations with a Bravais
lattice system. There are 14 Bravais lattices, such as primitive and body-centered, and five
isometric [115] symmetry operations, which are the rotation axes, inversion axes, mirror
planes, screw axes, and glide planes [9]. A Bravais lattice is discrete periodic array with
an arrangement and orientation that appears exactly the same no matter which point of
the array we view the array from. All “feasible” combinations of these lattice systems and
symmetry operations, meaning those combinations that preserve periodicity and the lattice
systems, lead to the 230 space groups.
A unit cell may have multiple molecules that are equivalent to each other under a space
group. A single molecule among these multiple molecules is called an asymmetric unit.
We can build up a complete unit cell by replicating an asymmetric unit according to the
associated space group: ρ(r) =
∑J
j=1 ρ(Gjr), where r belongs to an asymmetric unit (see
Section 2.2.3 for relevant notation).
A plane group is similar in concept to a space group, except it is defined only in two
dimensions. Some 2-D symmetry operations combined with 2-D plane lattice systems lead
to the 17 plane groups [110]. The plane groups also often called the 2-D space groups. We
will use some 2-D space group examples for our simulation study, but the general theory of
our methods will be developed using the 3-D space groups.
2.2.3 Group Theory
An important property of a space group is that, as indicated by its name, it forms a “group”
in a mathematical sense [115]. Let SG denote the set of all the 230 space groups. An element
of this set is denoted by Gi, where i = 1, 2, . . . , 230. Each element of a space group Gi is
denoted by Gj , where j = 1, 2, ..., J , and J depends on which space group Gj belongs to.
Each element of the space group can be represented by a matrix-vector pairGj = (Wj ,wj),
where Wj is a 3×3 matrix, and wj is a 3-D column vector.
Now, we define Gj ’s operation on a coordinate to see how a space group actually forms
a group.
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Definition 1. (Operation of Group Element)
For a given coordinate r, Gjr is defined by
Gjr = (Wj ,wj)r = Wjr+wj . (7)
Cascaded applications of two space group elements result in:
r′ = Gkr = (Wk,wk)r = Wkr+wk,
Gjr
′ = (Wj ,wj)r
′ = Wjr
′ +wj = WjWkr+Wjwk +wj . (8)
Hence, the composition of two space group elements can be reasonably defined as follows:
Definition 2. (Composition of Group Elements)
The group element composition Gl = GjGk is defined by
Gl = GjGk = (Wj ,wj)(Wk,wk) = (WjWk,Wjwk +wj) = (Wl,wl). (9)
A space group with this group element composition forms a group in a mathematical sense
if the conditions of an abstract group are satisfied [43, p. 6]. Wondratschek checks these
conditions and shows that a space group is indeed a mathematical group [115]. A helpful
property of a group is that the group composition Gl = GjGk in a group Gi is also in the
group: Gl ∈ Gi. This property will be of theoretical importance in our methods.
2.2.4 Patterson Synthesis




ρ((r+ u) mod d)ρ(r)dr, (10)
where u = (u, v, w) and d = (d1, d2, d3). The vector elements d1, d2, and d3 are the lengths
of unit cell vectors a, b, and c, respectively. For notational convenience, we confine r and
u to those satisfying (r mod d) = r, and (u mod d) = u. Recall that u is associated with
three orthogonal vectors, which actually coincide with the unit cell vectors, and hence, we
write simply u = (u, v, w). Note that since ρ is periodic, the definition in Eq. (10) contains
the modulo operation.
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Since ρ is periodic, P is also periodic. In addition, P is an “aliased” autocorrelation.
In some phase retrieval applications such as astronomical imaging [92], the function to be
estimated has finite support, and its autocorrelation can be directly obtained in an “una-
liased” form from photon differencing data. Comparing these two types of autocorrelation,
we may better understand why phase retrieval problems in x-ray crystallography are more
challenging than those in astronomical imaging.
P , the patterson function of ρ, can be directly obtained from the diffraction data |F |2.
From the convolution property of the Fourier transform, we obtain the following relation:
F




|F (hT)|2 exp(−2πihTu). (11)
This concept was first introduced in x-ray crystallography by Patterson [85, 86]. The Pat-
terson function has been shown to be particularly useful when a molecular structure has a
small number of heavy atoms [45] or the stereochemistry of a partial structure is known [30].
Using the Patterson function to find a molecular structure is called Patterson synthesis. Our
methods fall into this category.
The symmetries of the Patterson functions are of special interest in our work. The
symmetry of a Patterson function also forms a space group, namely one of the so-called
symmorphic groups. A space group is called a symmorphic group when all the symmetry
operations in the space group have one common point fixed [110]. Let SSG denote the set
of all the symmorphic groups. SSG is a subset of SG: SSG ⊂ SG. In 3-D, there are the 73
symmorphic groups among all the 230 space groups; in 2-D, there are the 13 symmorphic
groups among all the 17 2-D space (or plane) groups. However, not all of them are the
Patterson space groups. Let PSG be the set of all the possible Patterson space groups.
Then, PSG has only 24 elements in 3-D and 7 elements in 2-D. Clearly, PSG ⊂ SSG. To
distinguish these Patterson space groups from the other space groups, let Hm denote an
element of PSG, where m = 1, 2, . . . , 24 (or 7).
Given an electron density map ρ, the Patterson space group associated with the space
group of ρ can be deduced by two simple steps [110]. This property of the Patterson function
will be given theoretical consideration in Section 2.4.1.
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2.2.5 Csiszár’s I-divergence
Csiszár’s I-divergence is an information-theoretic discrepancy measure between two nonneg-
ative functions [23]. This measure may be thought of as a generalization of the Kullback-
Leibler distance [62]. However, unlike the Kullback-Leibler distance, Csiszár’s I-divergence
can accommodate cases involving two functions that have different integrals. For two non-







− f(x) + g(x)
}
dx. (12)
Minimizing Csiszár’s I-divergence is the only estimation method that satisfies a cer-
tain set of postulates that is desirable for nonnegative linear inverse problems [23]. More
practically, minimizing the I-divergence is asymptotically equivalent to maximum-likelihood
estimation for a certain type of incomplete data problem [114]. Special cases include the
Poisson intensity estimation problems from emission tomography [94,105] and astronomical
imaging [92]. Snyder et al. discussed this important equivalence in their work on image
deblurring subject to nonnegativity constraints [107].
2.2.6 The Schulz-Snyder Algorithm
The Schulz-Snyder algorithm is an iterative method for recovering nonnegative functions
from their n-th order correlations [93]. Here, we focus specifically on the n = 2 case of
recovery from autocorrelations, which is equivalent to phase retrieval. For execution on
a computer, we discretize all functions of interest and make a slight abuse of notation by
reusing symbols such as x to represent discretized coordinates. The algorithm estimates











where S = Rg is the autocorrelation of some true but unknown g that we want to estimate












f ≥ 0, (15)
where [C(f)]2 =
∑
y S(y) (see Property 3.4 in [93, p. 1269]). Note that C(g) can be
obtained even if g is not known.
The Schulz-Snyder algorithm for recovering a nonnegative function from its autocorre-










Note that if f0(x) = 0 for some particular x, then fk(x) = 0 for that x for all k. This
provides a convenient way of incorporating support constraints when they are available.
This algorithm possesses some other nice properties such as monotonically decreasing I-
divergence and conservation of total intensity of estimates, and its fixed points are mini-
mizers of Eq. (13) [93].
2.3 The Schulz-Snyder Algorithm for X-ray Crystallogra-
phy
The Schulz-Snyder algorithm (Algorithm 1) was originally designed for astronomical imag-
ing, where we can obtain “unaliased” autocorrelations directly from the measurements [92].
Fortunately, if we replace the “unaliased” autocorrelation with the Patterson function, all
the nice properties of Algorithm 1 remain, and hence, the algorithm can be also applied to
x-ray crystallography with trivial modifications as shown in the derivation of Algorithm 2
in Appendix A.1. Since it is not difficult to show that the properties are still valid, we omit
the proofs for conciseness. The arguments for the proofs are similar to those in Schulz and
Snyder [93].












where P denotes the Patterson function (obtained directly from the diffraction measure-
ments) of some true electron density map ρ, Pρk denotes the Patterson function of ρk (the




ρk(r) = C(ρ), ∀k,




u P (u). For computational purposes, all the functions involved are




ρ((r+ u) mod d)ρ(r). (19)
The Patterson functions of estimates are similarly defined. Note that Algorithm 2 still
enjoys monotonically decreasing I-divergence.
Even though Algorithm 2 still preserves all the nice properties of Algorithm 1, there still
may be some troublesome issues such as nonunique solutions, where there may exist two
different electron density maps that produce the same Patterson function, and convergence
to local minima that are not global minima, where the iterations can become trapped in
“wrong” answers. Algorithm 1 also suffers from similar problems in Chapter 4, but these
problems may be more serious in Algorithm 2.
2.4 Symmorphic-group Preservation Property of Algorithm
2
2.4.1 Patterson Space Groups
Since convolution in the spatial domain becomes multiplication in the Fourier domain, it
may be easier to analyze the Patterson function in the Fourier domain. We start with a
definition of the set of coordinates for an asymmetric unit.
Definition 3. (Coordinate Set of an Asymmetric Unit)
Let I(Gi) denote the set of all the coordinates belonging to an asymmetric unit in an electron
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density map ρ associated with the space group Gi:
I(Gi) = {x : x is in the asymmetric unit of ρ}. (20)
Also, define the operation of a space group element on this set as follows:
Gj (I(Gi)) = {Gj(x) : x ∈ I(Gi)}, (21)
where j = 1, 2, . . . , J , Gj ∈ Gi, and G1 is defined as (I,0), which exists in any space group.








Gj (I(Gi)) = ∅, (22)
whereU is the set of all the coordinates in the unit cell. Similar notation can be also defined
on the structure factors F when they possess symmetry.




























= F (hTWj) exp(2πih
Twj), for all Gj ∈ Gi, (23)
where the second equality holds since Gjrn is simply a rearrangement of all the rn. Then,
it follows from Eq. (23) that
|F (hT)| = |F (hTWj)|, for all Gj ∈ Gi. (24)
Using Eq. (24), we can prove the following theorem:
Theorem 1. (Patterson Space Group in 3-D)
The Patterson space group Hm of P can be deduced from the space group Gi of ρ associated
with P by applying the following two steps to Gi:
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(S1) If Gi has glide planes or screw axes, then they are replaced with the corresponding
mirror planes and rotation axes, respectively. By doing so, we obtain a symmorphic
group, say Gt, which is not necessarily a Patterson space group yet.
(S2) If the symmorphic group Gt obtained in (S1) does not result in a centrosymmetric
Patterson function P , then the inversions of all the elements of Gt are added to form
the Patterson space group Hm if they are not already in Gt.
Proof. See Appendix A.2. Part of the proof has been inspired by Shmueli [96].
The inversion of an element of a symmorphic group is defined by (WjJ,0) where J is the
3×3 diagonal matrix whose elements are all -1. When the J operates on a point u in space,
it results in another point u′ that is symmetric to the point u about the origin. A function
is called centrosymmetric if every point of the function has a corresponding symmetric point
about the origin, namely f(x) = f(Jx). The Patterson space groups corresponding to each
space group can be found in Hahn [110].
We obtain a corollary in 2-D:
Corollary 1. (Patterson Plane Group in 2-D)
The Patterson plane group Hm of P can be deduced from the plane group Gi of a 2-D ρ
associated with P by applying the following two steps to Gi:
(S1) If Gi has glide axes, then they are replaced with the corresponding reflection axes. By
doing so, we obtain a 2-D symmorphic group Gt, which is not necessarily a Patterson
plane group yet.
(S2) If the symmorphic group Gt obtained in (S1) does not result in a centrosymmetric
Patterson function P , then the inversions of all the elements of Gt are added to form
the Patterson space group Hm if they are not already in Gt.
Proof. The proof is similar to that of Appendix A.2. We omit this proof for conciseness.
Planar centrosymmetry and inversions can be defined in the same way as in Theorem 1.
However, the matrix J needs to be replaced with the 2× 2 diagonal matrix whose elements
are all -1.
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2.4.2 Space-group Preservation Condition of Algorithm 2
Solutions to phase retrieval problems may be improved by incorporating more information
into the solutions. If some symmetry properties of the function of interest are known, such
as space group symmetries, these may give powerful information. [77]
We have seen that the correlation of two identical functions in Eq. (19) results in
a special Patterson symmetry, which is another space group. Note that the summation
in Algorithm 2 has a similar structure, in that it is a correlation between two functions in
Algorithm 2 that have space groups. The difference between Algorithm 2 and the Patterson
function is that the two functions have different space groups. This motivates a deeper
investigation about the symmetry of the summation term at each iteration of Algorithm 2.
If the summation term in Algorithm 2 preserves the space group of ρ, then all the
estimates produced by the algorithm will theoretically have the same space group if we
initialize the algorithm with a starting point with that space group. When this is the case,
it provides a convenient way for incorporating the known space group.





The constant term 1/C(f) is of no relevance to the space group of ρk+1. Let Λ(h
T) be the
Fourier transform of Qk(r). Suppose that both the unknown ρ and the current estimate ρk
have the same space group Gi. The following properties hold from Eq. (23):
F (hT) = F (hTWj) exp(2πih




Twj), for all Gj ∈ Gi, (26)
so we obtain

















= Λ(hTWj) exp(−2πihTwj), for all Gj ∈ Gi, (27)
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where ρ̃k(r) = ρk(−r), the operator ∗ denotes convolution, F ∗ρk denotes the complex conju-
gate of Fρk , and Gj = (Wj ,wj).
Using Eq. (27), we can prove the following theorem:
Theorem 2. (Symmorphic-group Preservation of Algorithm 2)
Let ρ have the space group Gi. Also, let Gj ∈ Gi. Suppose Algorithm 2 is initialized with
an image that has the space group Gi, i.e., the space group of ρ0 is Gi. Then, the estimate
ρk has the same space group for all k = 0, 1, 2, . . ., if and only if the following condition is
satisfied:
wj = 0, for all Gj ∈ Gi. (28)
Proof. See Appendix A.3.
Note that the only space groups that can satisfy this condition are the symmorphic
groups. (Recall that symmorphic groups are a superset of the Patterson space groups.)
An interesting corollary follows from this theorem:
Corollary 2. Given an electron density map ρ with a space group Gi:
(i) Regardless of the kind of the space group Gi of ρ, ρ ∗ Pρ and ρ have the same space
group Gi.
(ii) ρ and ρ̃ ∗ Pρ have the same space group Gi if and only if the space group Gi is a
symmorphic group.
Proof. See Appendix A.4.
2.5 Experiments
2.5.1 Sensitivity to Initial Estimates
In non-convex optimization problems, whether or not we will suffer from local minima
depends on the choice of initial estimates. Global optimization techniques may partially
avoid this problem; however, even with these techniques, there is still no guarantee that a
global optimum will be attained in general.
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It is often considerably difficult to characterize “good” initial estimates or visualize the
objective-function surface in practice, especially in cases where the parameter space is large,
such as in x-ray crystallography. For this reason, the best way to choose initial estimates
remains elusive, unless some “helpful” prior information is available.
In Chapter 4, we present and discuss some numerical evidence that Csiszár’s I-divergence
surface in phase retrieval problems may have several local minima, meaning that the ob-
jective function is nonconvex even in cases where the image (and hence its autocorrelation)
has finite support. We can reasonably argue that there may often be more local min-
ima in x-ray crystallography due to the periodicity of image, which results in aliasing of
the autocorrelation. Therefore, the choice of initial estimate has a significant impact on
Algorithm 2.
Schulz and Snyder suggested initializing their iteration (Algorithm 1) with a constant
plus a small amount of uniformly distributed random noise covering the known image sup-
port [93]. In the absence of support information, one can always try a constant-plus-noise
rectangle at least half the length of the measured autocorrelation in each dimension, sur-
rounded by zero padding. They add such noise to avoid having the algorithm enforce an
unexpected symmetry on the estimates when the algorithm is initialized with a rectangular
constant function or another function that is centrosymmetric about a point. This contrasts
with some other applications of iterative algorithms, such as tomographic image reconstruc-
tion, where it is traditional to use a constant function as an initial estimate. However, a
purely constant initial estimate should be completely avoided in Algorithm 2. Note that the
Patterson function of a constant function is just a constant function; the shifted function
of a constant is a constant function as well. Hence, in view of (17), we can easily see that if
we initialize the algorithm with a constant function, then the algorithm simply multiplies
the estimate by a constant at every iteration. It is easy to show that a constant function
is a saddle point of Eq. (13) in the aliased case, and hence an undesirable fixed point of
Algorithm 2.
The initial estimates suggested by Schulz and Snyder seemed to work reasonably well
in their application, namely astronomical imaging [92, 93]. However, they did not provide
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a means for assessing performance of their initial estimates, nor is their choice guaran-
teed to work well in other applications. The general quantification of how well a specific
initialization procedure may perform may not even be practically possible.
In fact, in many crystallographic reconstruction problems, the success of the algorithm
is highly sensitive to the choice of initial estimate. Figure 1 illustrates an example of such
sensitivity in crystallographic reconstruction, where the autocorrelation is aliased. Fig-
ure 1(a) shows the true image that we desire to estimate. The image consists of 65 by
65 pixels and has the space group P2mm, whose equivalent coordinates are (x, y), (x, y),
(x, y), and (x, y), where x is defined as d1 − x, and d1 is the dimension of the unit cell x
axis. Figures 1(b), 1(c), and 1(d) show the final estimates obtained by applying the stop-
ping criterion described below when the algorithm is initialized with a constant function
added to images whose only nonzero pixels are located at {(5, 29), (5, 37), (61, 29), (61, 37)},
{(15, 19), (15, 47), (47, 19), (47, 47)}, and {(15, 2), (15, 64), (51, 2), (51, 64)}, respectively. The
elements in each of these coordinate sets are four equivalent coordinates of the space group
P2mm; each element has the row number and the column number of the corresponding
greater-than-background pixel in the image. The constant function has the value 10, and
the nonzero pixels were set to the same value 10 (yielding a total value of 20) for all three
sets. As we can observe, the mere re-locations of the set of the four pixels produce different
solutions, including a global minimum in Fig. 1(c); the convergence speeds are remarkably
different as well. Since images shifted by an integer number of pixels (with wraparound in
the periodic image case) and/or rotation by 180 degrees will produce the same Patterson (or
autocorrelation) function, a global minimum may be shifted by an integer number of pixels
and/or rotated by 180 degrees. Comparing Figs. 1(a) and 1(c) illustrates the wraparound
shift effect. Some relevant data for this experiment are given in Table 1. The method M2,
listed in this table, is described in Section 2.5.2.1.
In our experiments, we stopped running the algorithm at the first iteration when the
maximum of the pixel differences between the current estimate and the previous estimate
became less than 10−4. We empirically settled on this stopping criterion for the purpose
of this study. One reason we use this stopping criterion, instead of one based on the
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Table 1: Selected data from the experiment associated with Figure 1. I(P ||Pρk)
represents the I-divergence value at the k-th iteration, and k is the number of
iterations that were run to obtain the corresponding estimate.
Figure I(P ||Pρ0) I(P ||Pρk) k Method
1(b) 6.2987 ×108 4.9987 ×104 306007 M2
1(c) 2.7977 ×108 157.2460 167062 M2
1(d) 5.3674 ×108 2.7092 ×104 194836 M2
I-divergence values, is that we have found that estimates may fluctuate even when the
I-divergence is barely changing. Other researchers may prefer different stopping criteria
for their application. In particular, the extreme number of iterations seen in Fig. 1 are
intended to study the detailed behavior of the algorithm, and are probably overkill for




This section discusses some issues that arise in using Algorithm 2. While an extension to
3-D is readily available, we adhere to 2-D cases for simplicity and clarity of the illustrations
and descriptions.
For simulation, we generated two different “truth” patterns. One is simple relative to
the other in that it contains a smaller number of nonzero pixels. Note that, in general, just
counting the number of nonzero pixels may not be the most instructive way to measure
how simple patterns are. For this reason, we exaggerate the difference in simplicity of
the two patterns by allocating a much larger number of nonzero pixels to the “relatively”
complicated pattern. The size of all the patterns is 65 × 65; this implies that the size of
the associated Patterson functions is also 65 × 65. We used P2mm for the space group.
Algorithm 2 was applied to the patterns in three different ways, using the stopping
criterion described above:
(M1) The algorithm was initialized with a random initial estimate, as suggested by Schulz
and Snyder; no space group information is incorporated.
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(M2) The algorithm is initialized with a random initial estimate that bears the known space
group P2mm; however, the space group is not intentionally enforced on the estimates
at each iteration. The space group center of the initial estimate is the origin. The
asymmetric part of the initial estimate is generated as suggested by Schulz and Snyder.
(M3) The algorithm is initialized as in M2. Furthermore, the known space group is delib-
erately enforced on the estimates at every iteration by picking one of the asymmetric
units and copying it according to the space group.
In spite of Theorem 2, the space group may not necessarily be perfectly preserved in practice
due to the build up of numerical errors. This motivates M3. (As we will see later, it turns
out that M3 performs unexpectedly poorly. We will spend a considerable amount of time
addressing this dramatic “plot twist.”)
One purpose of this study is to show that M2 can show improved performance over M1.
However, since we initialize the algorithm randomly, and the algorithm is highly sensitive to
the choice of initial estimates, it is not feasible to compare these two methods in a “perfectly
fair” way. Therefore, we statistically assess the performance of the methods using numerous
random initial estimates. Note that in x-ray crystallography, there are an enormous number
of molecular structures, and these structures differ in complexity. Therefore, our conclusions
in this simulation study may not be consistently true over all crystallographic structures.
The performance of our methods will vary from structure to structure.
2.5.2.2 Relatively Simple Pattern
For some simple patterns, our algorithms are fairly successful whether or not the space group
information is incorporated and regardless of how cleverly initial estimates are chosen. The
three methods M1-M3 were run 100 times with random initializations.
Figure 2(a) shows a simple pattern. The pattern contains about 200 nonzero pixels out
of 65 × 65 pixels. Figures 3(a) and 3(b) show example random initial estimates with and
without the known space group, respectively. Figures 3(c) and 3(d) show the Patterson
functions of the initial estimates in Figs. 3(a) and 3(b), respectively. Figures 2(b), 2(c),
and 2(d) show the final estimates produced by M1, M2 and M3, respectively, where M1 was
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initialized with the image in Fig. 3(a), and M2 and M3 were initialized with the image in
Fig. 3(b). Figures 4(a), 4(b), 4(c), and 4(d) show the Patterson functions of the images in
Figs. 2(a), 2(b), 2(c), and 2(d), respectively. To best show details on paper, the colormaps
of the figures in this chapter are chosen such that the brightest pixel represents the lowest
value, and the darkest pixel represents the highest value. The associated I-divergence values
and the numbers of iterations are given in Table 2.
Table 2: Selected data from the experiment associated with Figure 2.
Figure I(P ||Pρ0) I(P ||Pρk) k Method
2(b) 4.3619 ×108 8.6223 14761 M1
2(c) 8.2654 ×108 12.8607 8784 M2
2(d) 8.2654 ×108 4.3619 ×108 3586 M3
Statistically speaking, both M1 and M2 successfully reconstruct the simple pattern in
Fig. 2(a). Both the methods succeeded in reconstructing “correct” solutions more than
90 times out of 100. Note that the correct solutions, global minima, are sometimes shifted
and/or rotated versions of the original pattern in Fig. 2(a). M2 was slightly more successful,
but the difference was trivial: 93 successes with M1, compared with 97 successes with M2.
However, M3 hardly succeeded in reconstructing correct solutions; it was successful only
four times in our 100 experiments. In those few times that M3 was successful, the estimates
had the correct space group with the space group center at the origin (as in the initial
estimate). Hence, we conjecture that the initial estimates were luckily “good” enough
to converge to correct answers. When we initialize M1 and M2 with these good initial
estimates, we obtained estimates that were visually the same as those obtained by M3.
In comparing the results produced by M2 and M3, an interesting argument can be
formulated. In general, if the space group is forcibly constrained at each iteration, the
algorithm is highly likely to converge to symmorphic local minima. By symmorphic local
minima, we mean that if we add an arbitrarily small perturbation image that has the chosen
space group and symmetry center to a symmorphic local minimum, the algorithm will pull
the perturbed estimate back to the symmorphic local minimum. On the contrary, if the
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space group is merely encouraged by the choice of initial estiamte as in M2, instead of
enforced as in M3, the algorithm tries to keep the space group (according to Theorem 2)
until the point at which numerical errors accumulate to the point that the iteration leaves
the space group. An intriguing aspect of this numerical aberration is that this temporary
breaking of the space group may allow the algorithm to explore a new solution path, which
may lead to one of the global minima, as shown in our experiment above. In these cases,
the algorithm typically rediscovers and locks onto the correct space group again, except it
picks a different point to center around than the center of the initial estimate. Note thatM3
converges to symmorphic local minima but M2 converges to a global minimum even though
the two methods were initialized with the same initial estimate; strangely, the numerical
aberration helped the algorithm find a global minimum.
Figures 5, 6, and 7 show some interesting intermediate estimates obtained when M1,
M2, and M3 are applied, respectively. Note that Figs. 6(a) and 7(b) are visually the same.
In fact, M3 enforces the known space group, and hence, there are trivially small differences
between the two images. Apart from this difference, the two images imply that for around
500 iterations, M2 and M3 produce almost the same estimates, provided that the methods
are initialized with the same initial estimate with the known correct space group. However,
M2 starts breaking the space group after the 500-th iteration, as shown in Fig. 6(b). This
departure leads the algorithm to a global minimum by allowing the algorithm to explore
a new path. On the contrary, M3 becomes trapped in a symmorphic local minimum as
shown in Fig. 7.
Such phenomena appear to happen only when the estimates contain a large number
of zeros. When we try to reconstruct images with the space group P2mm, but with no
zeros, if the algorithm becomes trapped in symmorphic local minima, it does not seem to
escape the symmorphic local minima via numerical quirks. Obviously, there exists some
numerical errors over all the pixels. We conjecture that since the errors are relatively smaller
than the estimate values, the errors are insufficient to break the space group. Meanwhile,
when there are many values near zero in the estimates, the near-zero values become small
enough that their relative differences due to the errors become more significant. These
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errors start breaking the equivalence of a few symmetric-set pixels in the beginning of the
breaking stage, and such breaking causes some other breakings and so forth, i.e., the errors
accumulate faster and faster. Then, at some point, the disparity in the estimates becomes
serious, and the algorithm reinterprets the space group center and tries to explore another
estimate path. A similar numerical phenomenon was observed by Schulz and Snyder [93] in
their unaliased case:“As can be seen from Eq. (3.15), if λk is symmetric about any point in
X , then λk+1 will also be symmetric. Therefore, a uniform initial estimate will constrain the
estimates to the set of symmetric images on X . Although in many simulation experiments
finite precision has permitted the images to leave this set, it is important not to rely on this
uncertainty by selecting an asymmetric initial image.”
Figure 8 depicts possible estimate paths that methods M1, M2, and M3 might follow.
Sk, for k = 1, 2, . . . , n, are sets of estimates that have space group P2mm. The estimates
in S1 have the space group center at the origin; the other sets have the space group center
at other points. All estimates in a particular set Sk have a common space group center.
P1 and P2 are estimate paths that method M1 may follow. I1 and I2 represent different
initializations. One initialization may lead the algorithm to a global minimum (see G1) or
a local minimum (see L1). A global minimum will be located close to or in a Sk since the
estimate will have the known space group, perhaps slightly degraded by numerical errors.
P3 and P4 are estimate paths that M2 and M3 (respectively) may follow when the common
initial estimate I4 is used. For these two paths, if numerical errors permit the algorithm to
explore another path by breaking the initial space group/center, then the algorithm may find
a global minimum (see G2), which is close to Sn; however, if the space group is constrained,
the algorithm may only produce a symmorphic local mimimum (see L3). P5 and P6 are
additional estimate paths that M2 and M3 may follow, respectively. Note that the initial
estimate (I3) is also common to M2 and M3. However, in this case, the algorithm leads to
only local minima (see L4 and L2), no matter which method is applied. P7 represents an
estimate path that M3 may follow when an initial estimate (I5) is “good” enough to lead
the algorithm to a global minimum (see G3). Recall that this good estimate will also lead
M2 and M3 to the same global minimum, within expected numerical tolerances.
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2.5.2.3 More Complicated Patterns
As the pattern that we want to estimate becomes more complicated, it typically becomes
more difficult for the algorithm to find a correct solution. Figure 9 shows a pattern that is
more complicated than the pattern discussed in Section 2.5.2.2, in the sense that it contains
more nonzero pixels. Again, in general, the number of nonzero pixels is not necessarily
a good measure of complexity of a pattern; we are using a simplified example. Figure
9(a) shows the original pattern that we desire to estimate. Figures 9(b), 9(c), and 9(d)
are estimates produced by M1, M2, and M3, respectively. Figures 10(a) and 10(b) show
the initial estimates used in M1, and M2 and M3, respectively. Figures 10(c) and 10(d)
show the Patterson functions of Figs. 10(a) and 10(b), respectively. Figures 11(a), 11(b),
11(c), and 11(d) are the Patterson functions corresponding to Fig. 9(a), 9(b), 9(c), and
9(d), respectively. In contrast with the case in Section 2.5.2.2, M1, which starts with a
nonsymmetric estimate, could reconstruct correct images only 6 times out of 100. However,
M2, which starts with an estimate with the correct symmetry, reconstructed correct images
24 times out of 100, which may be regarded as an improvement. Recall that we initialize
the methods with randomly generated images; hence, we can only compare these methods
statistically. Like in Section 2.5.2.2, M3 hardly ever succeeded in reconstructing a correct
solution. In fact, in this experiment, M3 never converged to a global minimum in 100 tries.
This experiment illustrates all the various estimate paths discussed in Section 2.5.2.2.
Figures 12, 13, and 14 show some interesting intermediate estimates. Figure 13(b) shows
the numerically-induced departure from the initial space group/center combination; this
path eventually leads to a global minimum. Again note that the estimates in Figs. 13(a)
and 14(b) are almost the same, which means M2 and M3 follow the same path until the
iteration. In this case as well, breaking off from the initial space group allows the algorithm
to follow an alternative path, leading to a global minimum as seen in Fig. 13. However,
with M3, the algorithm becomes trapped in a symmorphic local minimum because of the
enforced space group. The I-divergence values and the number of iterations associated with
one of the 100 runs of this experiment are given in Table 3.
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Table 3: Selected data from the experiment associated with Figure 9.
Figure I(P ||Pρ0) I(P ||Pρk) k Method
9(b) 2.9497 ×108 2.6541 ×104 204274 M1
9(c) 2.3292 ×109 34.9219 109289 M2
9(d) 2.3292 ×109 1.3557 ×105 13792 M3
2.5.2.4 Effects of M2
We have hinted that M2 statistically outperforms M1 with respect to what percentage of
our runs converged to the desired result. The following example further explores this idea.
In this experiment, we initialize Algorithm 2 with two simple initial estimates made by
adding a constant (5 in each initial estimate) and an image whose only nonzero pixels are
located at {(16,18), (16,48),(50,18),(50,48)}. In one initial estimate, all four nonzero pixels
are set to different values, namely 6, 11, 15, and 30. In the other, all these pixels are set
to the same value of 10. Hence, the latter has the known space group, but the former does
not; these initializations correspond to M2 and M1, respectively.
Figures 15(a) and 15(c) show the two initial estimates, and Figs. 15(b) and 15(d) show
their Patterson functions, respectively. Figures 16(a) and 16(c) show the final estimates
produced by Algorithm 2 when the algorithm is initialized with the images in Figs. 15(a)
and 15(b), respectively. The associated I-divergence values and the numbers of iterations
are given in Table 4. The simple difference between the two initial estimates leads the
algorithm to totally different results. One converges to a global minimum, but the other
does not. This experiment suggests that the incorporation of a known space group may
help the algorithm find a better solution in some cases.
Table 4: Selected data from the experiment associated with Figure 16.
Figure I(P ||Pρ0) I(P ||Pρk) k Method
16(a) 2.9576 ×108 2.6521 ×104 307332 M1
16(c) 2.9492 ×108 134.1945 179594 M2
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2.6 Conclusions
Intrigued by the prospect of using minimum I-divergence techniques in x-ray crystallogra-
phy, we have created a slight modification of the Schulz-Snyder algorithm as a first step in
that direction. Furthermore, we proved that our modified Schulz-Snyder algorithm theoret-
ically preserves known symmorphic space group structures. This is useful since a crystal’s
space group can be easily extracted directly from x-ray diffraction data. Exploiting this
property provides a way to incorporate this space group information in the symmorphic
case.
Since the algorithm is so sensitive to the choice of initial estimate, it is hard to study the
effect of incorporating space group information in the initial estimate. For this reason, our
comparison was conducted based on a statistical assessment. In some “simple” cases, both
methods often converge to global minima. Statistically speaking, incorporating the correct
space group in the initial estimate yields advantages over not doing so, both in terms of
converging to a global minima and the number of iterations needed to get there.
One astonishing observation is that in practice, unless the known space group is delib-
erately enforced at each iteration, numerical errors may eventually cause the algorithm to
slip off of the space group; but such a departure sometimes serendipitously leads to a global
minimum. Examples of the gap between theory and practice being to our advantage are
rare, but this seems to be one of them!
The most meaningful avenue for future research would be to characterize a good initial
estimate for the algorithms.
This study is entirely devoted to the case of symmorphic space groups. Nonsymmorphic
space groups also may be incorporated into Algorithm 2. Unlike the symmorphic space
groups, nonsymmorphic space groups need to be deliberately enforced at every iteration.
However, such enforcement would probably lock up the algorithm on local minima, as our
experiments with method M3 may imply. One alternative to the strict “copy and paste”
symmetry enforcement might be “soft” enforcement via a penalty added to the objective
function. One could form a penalty based on the I-divergence between the corresponding
points of the different asymmetric units. By tweaking a constant multiplying the penalty,
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the symmetry could be enforced with varying degrees of strictness as the iterations progress.
This approach could be employed for both symmorphic and nonsymmorphic space groups.
This study assumed that the data are not corrupted by noise, which is never the case
in practice. In Chapter 5, we study the effect of noise in minimum I-divergence phase
retrieval for both the aliased and unaliased cases for non-symmetric images. The study of
the interaction of noise and symmetry remains a topic for future research.
This chapter focused on the case where the lattice vectors a, b, and c are orthogonal.
Our algorithms would require some modifications to work for the nonorthogonal cases. It
is not clear at present how easy or difficult such modifications will be, or what theoretical
symmetry-preserving properties, if any, they might possess.
For computational convenience and ease of exposition, we conducted our experiments in
2-D. Of course, real crystallographic structures are 3-D, yielding additional computational
complexity in two ways: 1) each individual iteration takes more time, and 2) as the num-
ber of parameters increases, we have found that our algorithms sometimes take longer to




Figure 1: This illustration shows an example of the sensitivity of Algorithm 2 to the
choice of initial estimate. The algorithm is initialized with a constant function 10 added
to a function whose only nonzero pixels are located at the given location sets. All these
nonzero pixels have the same value 10. (a) Original true image. (b) Final estimate obtained
when the location set is {(5, 29), (5, 37), (61, 29), (61, 37)}. (c) Final estimate obtained when
the location set is {(15, 19), (15, 47), (47, 19), (47, 47)}. (d) Final estimate obtained when




Figure 2: (a) Original true image consisting of 200 nonzero pixels out of 65 × 65 pixels.
(b) Final estimate when M1 is applied; the initial estimate is given in Fig. 3(a). (c) Final
estimate when M2 is applied; the initial estimate is given in Fig. 3(c). (d) Final estimate




Figure 3: (a) Initial estimate generated as Schulz and Snyder suggested; the estimate does
not have the space group P2mm. (b) Patterson function of the initial estimate given in (a).
(c) Initial estimate that has the space group P2mm; the asymmetric part in this estimate
was generated as Schulz and Snyder suggested. (d) Patterson function of the initial estimate
given in (c). (Note: To best show detail, the large peaks of the autocorrelations in Figs.




Figure 4: (a) Patterson function of Fig. 2(a). (b) Patterson function of Fig. 2(b) (c)
Patterson function of Fig. 2(c). (d) Patterson function of Fig. 2(d). (Note: The large




Figure 5: Some interesting intermediate estimates of the pattern in Fig. 2(a) provided by
the algorithm when M1 is applied: (a) Estimate at the 200-th iteration. (b) Estimate at





Figure 6: Some interesting intermediate estimates of the pattern in Fig. 2(a) provided
by the algorithm when M2 is applied: (a) Estimate at the 500-th iteration. (b) Estimate





Figure 7: Some interesting intermediate estimates of the pattern in Fig. 2(a) provided
by the algorithm when M3 is applied: (a) Estimate at the 200-th iteration. (b) Estimate
at the 500-th iteration. (c) Estimate at the 800-th iteration. (d) Estimate at the 2800-th
iteration.
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Figure 8: Illustration of possible estimate paths that our methods follow. Sk represents a
set of estimates that have the known space group, Ik an initial estimate, Lk and Gk a local
and global minimum, respectively, Pk an estimate path, and Mk a method that produces




Figure 9: (a) Original true image consisting of 558 nonzero pixels out of 65 × 65 pixels.
(b) Final estimate when M1 is applied; the initial estimate is given in Fig. 10(a). (c) Final
estimate when M2 is applied; the initial estimate is given in Fig. 10(c). (d) Final estimate




Figure 10: (a) Initial estimate generated as Schulz and Snyder suggested; the estimate
does not have the space group P2mm. (b) Patterson function of the initial estimate given
in (a). (c) Initial estimate that has the space group P2mm; the asymmetric part in this
estimate was generated as Schulz and Snyder suggested.(d) Patterson function of the initial
estimate given in (c). (Note: To best show detail, the large peaks of the autocorrelations in





Figure 11: (a) Patterson function of Fig. 9(a). (b) Patterson function of Fig. 9(b) (c)




Figure 12: Some interesting intermediate estimates of the pattern in Fig. 9(a) provided
by the algorithm when M1 is applied: (a) Estimate at the 100-th iteration. (b) Estimate at





Figure 13: Some interesting intermediate estimates of the pattern in Fig. 9(a) provided by
the algorithm when M2 is applied: (a) Estimate at the 1100-th iteration. (b) Estimate at





Figure 14: Some interesting intermediate estimates of the pattern in Fig. 9(a) provided
by the algorithm when M3 is applied: (a) Estimate at the 300-th iteration. (b) Estimate at





Figure 15: (a) Initial estimate with no space group. (b) Patterson function of the initial
estimate given in (a). (c) Initial estimate with space group P2mm. (d) Patterson function




Figure 16: (a) Final estimate obtained when the initial estimate in Fig. 15(a) is used. (b)
Patterson function of the initial estimate given in (a). (c) Final estimate when the initial
estimate in Fig. 15(c) is used. (d) Patterson function of the initial estimate given in (c).
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CHAPTER III
PRACTICAL CONCERNS ON THE APPLICATION OF
MINIMUM I-DIVERGENCE METHODS TO X-RAY
CRYSTALLOGRAPHY WITH REAL DATA
3.1 Introduction
We have proposed the application of minimum I-divergence methods to x-ray crystallogra-
phy. As history tells us, x-ray crystallography is full of challenges, and finding a general,
easy method for solving molecular structures remains a mystery.
The minimum I-divergence algorithms discussed in Chapter 2 suffer from two main
challenges in their current forms. The most challenging problem is that the algorithms
may converge to local minima that seem to have many different manifestations. The other
main problem is the slow convergence speed of the algorithms. Both the original Schulz-
Snyder iteration and our tweaked version for x-ray crystallography have multiplicative forms,
which are notorious for their slow convergence. In x-ray crystallography, the problem is
more serious because of the large amount of data in 3-D (compared with the 2-D case in
astronomy.) Other concerns may also arise from these problems. For instance, finding good
initial estimates is a difficult problem (although this is the case with all known practical
phase retrieval algorithms.) Smarter choices for initial estimates would help alleviate the
issue of local minima.
Despite all these current challenges, minimizing I-divergence seems to provide a good
guiding principle for future research in x-ray crystallography. This chapter considers this
aspect of minimum I-divergence methods from a practical point of view.
The Fourier magnitudes that crystallographers estimate never perfectly matches the
measured Fourier magnitudes. This provokes curiosity about what electron density map the
combination of the Fourier phases estimated by crystallographers and the measured Fourier
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magnitudes produce. We consider this question by manipulating the known information
about protein 6PTI.
Crystallographers often appraise the quality of estimated molecular structures in terms
of the so-called R-factor [108]. The R-factor is defined on the measured Fourier magnitudes
and the estimated Fourier magnitudes, but the I-divergence is defined on their corresponding
Patterson functions, which are related to the squared Fourier magnitudes. This complicated,
indirect relation makes drawing an analytical conclusion difficult. For a particular numerical
example involving the 6PTI protein, we will show that decreasing I-divergence corresponds
with decreasing R-factor. For the best currently known estimated structure of the 6PTI
protein, the R-factor is 0.1610.
Section 3.2 illustrates interesting crystallographic-data combinations of 6PTI and their
associated electron density maps. The relationship between the R-factor and the I-divergence
is presented in Section 3.3 from a practical perspective. We make some concluding remarks
in Section 3.4.
3.2 Crystallographic Data of 6PTI
The 6PTI protein has space group P21212 and contains about 450 non-hydrogen atoms.
The protein was measured at a resolution of 1.7 angstroms. We use this protein for the study
in this chapter. The measured data and parameters estimated by crystallographers for this
protein were obtained from the Protein Data Bank, managed by the Research Collaboratory
for Structural Bioinformatics. [http://www.rcsb.org]
Figure 17 shows some selected slices from the measured Fourier magnitudes and the
calculated Fourier magnitudes (computed by crystallographers) and their corresponding
Patterson functions. The two Patterson functions look quite close to each other.
For the calculated Fourier magnitudes, the associated Fourier phases are known. Figure
18 shows some slices of ρcal, a 64 × 64 × 64 electron density map of 6PTI. It is obtained
by taking the inverse Fourier transform of the combination of the Fourier magnitudes and
phases calculated by crystallographers:
ρcal = F




Figure 17: The data of protein 6PTI: (a) A slice of the measured Fourier magnitude (b)
A slice of the Patterson function converted from the measured Fourier magnitude (c) A
slice of the calculated Fourier magnitude by crystallographers (d) A slice of the Patterson
converted from the calculated Fourier magnitude
where |Fcal| and ∠Fcal denote the calculated Fourier magnitudes and phases, respectively.
Here, we should note that the calculated Fourier data are missing their DC components.
Hence, the resulting electron density map sums to zero. For the reason, we add DC values
that are large enough to raise all the components in an electron density map to nonnegative
values.
There is some disparity between the calculated Fourier magnitudes and the measured
Fourier magnitudes. It would be interesting to see how reasonable an image the calculated
Fourier phases can produce when they are combined with the measured Fourier magnitudes,




Figure 18: These figures show selected slices of ρcal of 6PTI taken along three different
axes.
Let ρsyn denote the electron density map created from the combination of the measured
Fourier magnitudes and the calculated Fourier phases:
ρsyn = F
−1 {|Fobs| exp∠Fcal} , (30)
where |Fobs| denotes the measured Fourier magnitude. Figure 19 shows some slices of ρsyn,
which is a 64× 64× 64 image. We can observe slight differences between the corresponding
figures resulting from the disparity in the Fourier magnitudes.
Figure 20 presents images of the difference between the corresponding slices shown in
Figs. 18 and 19. The maximum difference value between these two electron density maps is
0.0209, which is relatively large compared with the maximum values of ρcal (0.3283) and ρsyn




Figure 19: These figures show selected slices of ρsyn of 6PTI taken along three different
axes. These slices correspond to the slices in Figure 18.
3.3 Discussion on the R-factor and the I-divergence
When crystallographers come up with a candidate molecular structure, they often assess
the quality of the associated electron density map by the R-factor. The R-factor measures
agreement between the measured Fourier magnitudes and the calculated Fourier magni-
tudes. When this R-factor is less than 0.5, the estimated molecular structure is considered
to be reasonably close to the true structure. This reasonable structure is further refined
















Figure 20: These figures show the difference between the corresponding panels in Figures
18 and 19.
by the data profile provided on the Protein Data Bank. We show that our minimum I-
divergence algorithm can further improve this R-factor value.
We initialized the algorithm with the ρcal of 6PTI, shown in Fig. 18. Here, we are
investigating the algorithm as a way of refining an existing guess of the electron density
map. This also lets us focus on R-factor issues independent of questions about local minima.
Figure 21 shows graphs that illustrate changes in the R-factor and the I-divergence values
as iteration proceeds. As shown in the graphs, both of the functions are monotonically
decreasing. Table 5 shows the R-factor and the I-divergence of some selected iterations.
Let ρest denote the estimate of electron density map produced by our minimum I-
divergence algorithm. For comparison, Figs. 22, 23, and 24 show some slices of ρsyn and
images of differences between the slices of ρsyn and the corresponding slices of ρest and ρcal
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Figure 21: Comparison of the changes of the R-factor and the I-divergence when our
minimum I-divergence algorithms is initialized with the ρcal of 6PTI.
taken along three different axes, respectively. The 50000-th iteration estimate was chosen
for the ρest. Recall that ρsyn is obtained by using the measured Fourier magnitude. While
they all look very close to each other visually, it is intriguing that ρest is closer to ρcal than
ρsyn: The sum of the squared difference between ρest and ρcal is 1.0849 compared with
3.2347 between ρest and ρsyn, and the sum of the absolute value of the difference between
ρest and ρcal is 405.9355 compared with 731.6872 between ρest and ρsyn.
3.4 Conclusions
Typically, there is some mismatch between the crystallographer’s calculated Fourier data
and the measured Fourier data. We have explored what kind of mismatch may exist between
these data by combining the measured Fourier magnitudes with the calculated Fourier
phases using an example involving protein 6PTI.
In crystallographic literature, such mismatch is described and measured by the R-factor.
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For a particular example, we showed that when the I-divergence decreased, the R-factor
consistently decreased as well. This is a promising result in the sense that the minimizing
I-divergence, which is not well-known in the crystallographic literature, corresponded with
minimizing a measure crystallographers are used to dealing with. We emphasize that in our
numerical example, we further refined the known electron density map with an R-factor of
0.1610 to a map with an R-factor of 0.1205.1
If a minimum I-divergence algorithm that can consistently converge to a global minimum
can be found, then minimizing I-divergence would ultimately lead to the correct electron
density map. Therefore, useful agenda for future research would be to find methods to
avoid local minima.
1The R-factor is not the only criterion by which crystallographers evaluate a candidate structure.
Molecules are subject to various forces that constrain the relations betweens atoms. Crystallographers
often follow a multi-stage procedure wherein they: 1) develop a rough electron density map, 2) manually
fit molecular models to that map, and 3) refine their molecular models further using the original diffraction
data combined with detailed models of atomic interactions derived from physics. In this broader context,
our algorithms may be thought of as part of step (1), namely obtaining an initial electron density map. The




Figure 22: (a) A slice of the ρsyn of 6PTI. (b) Image of the difference between the slice
in (a) and the same slice of the ρest of 6PTI at the 50000-th iteration. (c) Image of the
difference between the slice in (a) and the same slice of the ρcal of 6PTI. (Note: Because the
slices of ρsyn, ρest, and ρcal are visually identical, we show the slice of ρsyn and differences
between the slice and the corresponding slices of ρest and ρcal.)
Another issue is the slow convergence of our algorithms in their current forms, as shown
in our numerical example. This makes it hard to interact and experiment with the algo-
rithms. Hence, another useful avenue for future work would be to find algorithms with faster
convergence. The minimum I-divergence algorithms originated from the corresponding EM
algorithms involving a specific type of incomplete data. That is, the minimum I-divergence
algorithms are deterministic forms of their corresponding EM algorithms. Based on this
aspect, we may be able to employ some acceleration techniques used for EM algorithms





Figure 23: (a) A slice of the ρsyn of 6PTI. (b) Image of the difference between the slice
in (a) and the same slice of the ρest of 6PTI at the 50000-th iteration. (c) Image of the
difference between the slice in (a) and the same slice of the ρcal of 6PTI. (Note: Because the
slices of ρsyn, ρest, and ρcal are visually identical, we show the slice of ρsyn and differences




Figure 24: (a) A slice of the ρsyn of 6PTI. (b) Image of the difference between the slice
in (a) and the same slice of the ρest of 6PTI at the 50000-th iteration. (c) Image of the
difference between the slice in (a) and the same slice of the ρcal of 6PTI. (Note: Because the
slices of ρsyn, ρest, and ρcal are visually identical, we show the slice of ρsyn and differences
between the slice and the corresponding slices of ρest and ρcal.)
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CHAPTER IV
ON CONVERGENCE TO LOCAL MINIMA OF THE
SCHULZ-SNYDER PHASE RETRIEVAL ALGORITHM
4.1 Introduction
The goal of phase retrieval is to infer Fourier phase information given only Fourier magnitude
data [32, 93]. Phase retrieval is quite challenging. Phase retrieval is equivalent to the
problem of recovering a function from its autocorrelation. One fundamental problem is
that there may be multiple signals whose autocorrelations are the same. Moreover, for
iterative algorithms intended to minimize an objective function, the algorithm may converge
to local minima that do not correspond with a global minimum. In addition to these
problems, some iterative phase retrieval algorithms may suffer from stagnation, where the
algorithm gets stuck on an estimate that does not correspond to a local minimum of the
objective function [34]. The stagnation problems in Fienup’s algorithm, which seems to be
the most widely known of the phase retrieval methods, have been discussed by Fienup and
Wackerman [34]. This chapter investigates the problem of convergence to local minima for
a particular technique, which we call the Schulz-Snyder algorithm.
Schulz and Snyder [93] developed an iterative method for phase retrieval that works
entirely in the spatial domain, instead of alternating between the frequency and spatial
domains as in Fienup’s algorithm. Although Schulz and Snyder did not claim that their
algorithm would never be subject to convergence to local minima (as opposed to a global
minimum), they were encouraged by the fact that no such problems were observed in any of
their experiments. Unfortunately, we have found that for certain cases, the Schulz-Snyder
algorithm can converge to an incorrect solution. The Schulz-Snyder algorithm is based
on minimizing an information-theoretic distance. We illustrate that incorrect solutions
correspond to local minima on the surface of this objective function. This offers the hope of
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improving the algorithm by providing ways for it to escape local minima. To our knowledge,
this chapter is the first to report on and characterize the problem of convergence to local
minima for this algorithm.
Since an analytic proof ensuring convergence of the iteration to a local minimum (as
opposed to a saddle point) does not guarantee that a practical solution, obtained by the
algorithm in a finite number of iterations, is a local minimum for sure, we take a numerical
approach to confirming convergence to local minima. Our approach checks a set of sufficient
conditions for a local minimum that involve the first and second derivatives of the objective
function being minimized. All of our experiments use simulated data, so we can plug in the
“truth” as the initial estimate to find a true global minimum, and then explore additional
local minima.
This chapter is organized as follows. Section 4.2 reviews the Schulz-Snyder algorithm
and defines notation that will be used throughout this chapter. Sufficient conditions for
local minima of the objective function surface are presented in Section 4.3, while numerical
experiments illustrating local minima are given in Section 4.4. Our discussion is then
concluded in Section 4.5.
4.2 The Schulz-Snyder Algorithm
The Schulz-Snyder algorithm [93] is an iterative method for recovering nonnegative functions
from their n-th order correlations. Here, we focus specifically on the n = 2 case of recovery
from autocorrelations, which is equivalent to phase retrieval. The algorithm estimates
images from their autocorrelations by minimizing an information-theoretic distance between
measured autocorrelation data and the autocorrelation of the estimated image. The distance
used is Csiszar’s I-divergence [23], which is a generalization of the Kullback-Leibler distance












where S = Rg is the autocorrelation of some true but unknown g that we want to reconstruct





The purpose of the algorithm is to minimize the following objective function:
















f ≥ 0, (35)
where I(f)2 =
∑
y Rf (y), which results from Property 3.4 in Schulz and Snyder [93]. Note
that I(g) can be obtained even if g is not known.
The Schulz-Snyder algorithm for recovering a nonnegative function from its autocorre-
















Note that if f0(x) = 0 for some particular x, then fk(x) = 0 for that x for all k. This
provides a convenient way of incorporating support constraints if they are available.
4.3 Sufficient Conditions for Local Minima
This section develops criteria for determining whether or not the algorithm has indeed
converged to a local minimum. In practice, it is not automatically guaranteed that the
final estimate is a local minimum, even when the convergence of the algorithm, given a
theoretically unlimited number of iterations, is assured by an analytic proof. This may be
because the final estimate is a saddle point, or the algorithm may improve the estimates too
slowly due to finite-precision numerical issues or the small curvature at the local minimum
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toward which the algorithm is headed. For these reasons, we suggest a set of sufficient
conditions that can establish local minimality of a given estimate.
Generally speaking, it would be extremely difficult to tell whether or not a local mini-
mum is a global minimum. For this reason, we conduct experiments where the true images
are known, so that we may know for sure that plugging the “right answer” into the algorithm
corresponds to a global minimum.
Before presenting the sufficient conditions, we define two sets that will be useful in later
discussions.














> 0, xi ∈ χ
}
, (38)
where χ represents the two-dimensional set {1, 2, . . . , N} × {1, 2, . . . ,M}.
The I-divergence in the Schulz-Snyder algorithm is guaranteed to be non-increasing as
iterations proceed [93]. Hence, if the algorithm has converged to a critical point, it cannot
be a maximum; it must be either a minimum or a saddle point. Therefore, at convergence,
S1
⋃S2 = S, where S is the set of all the parameter indices.
The sufficient conditions for local minimality of a given estimate are given in the follow-
ing theorem.
Theorem 3. (Sufficient conditions for a local minimum) If an estimate f ∗ satisfies
the following conditions:














= 0 f∗(x) > 0
≥ 0 f∗(x) = 0.
(39)










, i ∈ S1, j ∈ S1 (40)
is positive definite,
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then f∗ is a local minimum. In other words, for any f that satisfies the given constraints
(i.e., nonnegativity) and is in the neighborhood of f ∗, the following inequality is satisfied:
D[S,Rf∗+∆f ]−D[S,Rf∗ ] = J(f∗ +∆f)− J(f∗) > 0, (41)
where ∆f = f − f∗.
Proof. See Appendix B.1.
Although the conditions just mentioned are clear theoretically, they may involve vari-
ous numerical issues in practice, such as determining when quantities are numerically zero
(which influences construction of the two index sets) and the precision of the algorithm.
Because such issues are quite problem-dependent and cannot be resolved by a single general
rule, we address the issues based on problems under consideration in a reasonable way that
takes experiments into consideration.
The first derivative of the I-divergence, which is implicitly embedded in the algorithm,










In this equation, the xi can be in either S1 or S2. The second partial derivative, derived in


















Due to the buildup of numerical errors, an iterative algorithm implemented on a computer
with finite-precision arithmetic may not exactly settle on a fixed-point solution. The al-
gorithm may wander slightly about a point at which it is supposed to stabilize, or take
excruciatingly tiny steps towards the point. For these reasons, it is important to establish
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a meaningful stopping criterion before discussing other matters. Various choices appear in
literature. We are tempted to choose I-divergence values in our stopping criterion. How-
ever, we have observed that the algorithm may make further improvements in solutions
even while the numerically computed I-divergence wanders up and down slightly about a
value. Hence, we choose a stopping criterion based on the pixel values themselves:
Stoppping Criterion 1. The algorithm is halted when the following condition is satisfied:
max
i
|fk(xi)− fk−1(xi)| < ε, (44)
where ε is a positive constant.
The choice of epsilon depends on the experiments to be performed. It may be related to
precisions of the operations involved in the algorithm. Although the epsilon may be selected
by analyzing the possible errors (or precisions), it would be quite difficult to estimate all
the errors in advance. Since we know the “truth” in our experiments, we had the benefit of
choosing appropriate epsilons by plugging the truth into the algorithm and seeing how far
the estimate slides off of the truth due to numerical issues. This chapter focuses on probing
the limits of the algorithm, and hence we select our epsilons rather strictly. In practice, we
would recommend epsilons that are are larger, i.e. looser, than those used in this study.
Table 6 shows the epsilon values used for the experiments in this study. In the following
tables, the results of one experiment include the original image and estimates, autocorre-
lations, gradient images, and line plots (if contained). For instance, the results of Exp. 1,
abbreviating Experiment 1, are shown in the set of images in Fig. 1 through Fig. 3, and
the results of Exp. 7 are shown in the set of images in Fig. 22 through Fig. 25.
Table 6: Choices of epsilon for the experiments in this study
Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 6 Exp. 7 Exp. 8
ε 10−13 10−13 10−7 10−7 10−7 10−8 10−7 10−8
Note that the chosen epsilons are not the same for all the experiments. For instance, in
Exps. 1 and 2, the algorithm sometimes require far more iterations (compare Tables 10 and
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11 with Tables 12 to 16) than the others, and we need a rather precise epsilon to convince
ourselves that the algorithm has surely converged. Note that it is not necessarily true that
we need smaller epsilons for larger parameter spaces; compare Exps. 1 and 2 with Exp. 3
(see Table 6). It is also not true that smaller epsilons always require the algorithm to take
more iterations, as seen by comparing Exp. 3 with Exp. 6 (see Tables 12 and 15). The choice
seems to depend on where a local minimum is located on the surface of the I-divergence
function, which we cannot know until the algorithm converges. As just mentioned, it would
be extremely difficult to predict what choices of the epsilon are appropriate ahead of time,
since the choices may depend on different aspects of the algorithm in unfathomable ways.
Therefore, we determine them by trial and error.
Numerical concerns may be sensitive to implementation issues. All our experiments
were performed with MATLAB 6.5 from The MathWorks on a machine with a 2.0 GHz
Intel Pentium IV. The precision of the machine is 10−16. This number is determined by
selecting the maximum δ such that 1+ δ = 1 in a given machine. Any δ smaller than 10−16
added to 1 produces 1, and any δ larger than 10−16 added to 1 produces a larger number
than 1.
4.4.1.2 Initial Estimates
Throughout the chapter, unless stated otherwise, the algorithm is initialized with a rectangle
with constant intensity plus a small amount of uniform random noise (we use “constant
+ 0.1×random noise”), which is scaled according to the constraint in Eq. (35). In our
experiments, the selected constant is 1, and the uniform random noise takes values on
between 0 and 1. This small amount of noise is helpful to prevent the algorithm from
getting stuck on artificially symmetric images, as discussed in the right column of [93, p.
1269]. One might wonder if different realizations of this small additive noise would result
in the algorithm converging to radically different answers. In all our experiments, we never
found this to be the case. We found that significantly different initial estimates were needed
to obtain different results.
The sizes of the initial estimates are chosen to be as small as possible to minimize
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accumulated computational errors resulting from a large number of parameters. The size
of the initial images for all experiments except for Exp. 3 is chosen to be 16 × 16 pixels
because images of the size manifest the effects that we want to show (i.e., local minima).
On the other hand, the size for Exp. 3 is chosen to be 32 × 32 pixels because initial images
smaller than that did not produce the effects that we want to illustrate.
When the initial estimates are put into the algorithm, they are zero-padded for ease of
implementation; we implement the correlation operations in the Schulz-Snyder algorithm
with fast Fourier transforms. The sizes of all the original true images are the same as those
of the corresponding initial images. In the images shown throughout the chapter, we show
only a subset of the full image to illustrate detail; surrounding pixels may be considered to
be zero. Brighter pixels represent smaller values, and darker pixels represent larger values.
Also, all the images in this chapter are scaled to fit the full dynamic range when they are
displayed.
We show the gradient image of the initial estimate for each experiment in Figs. 3(b),
6(b), 9(b), 12(b), 16(b), 20(b), 24(b) and 28(b). The gradient images are also scaled to
use the full dynamic range, hence it may be difficult to compare pixel values from image
to image. Hence, Table 7 shows the range of the gradient values. Furthermore, we add a
column containing the number of gradient values between -0.1 and 0.1. The ranges and
numbers may vary slightly with the choice of initial images, but not significantly. In Table
7, f0 denotes an initial estimate, and ∇ denotes gradient. The elements of the set A are
the gradient values between -0.1 and 0.1, and the symbol |A| denotes the cardinality of A.
Functions shifted and/or rotated by 180 degrees have exactly the same autocorrelations
as the original function. Therefore, the final estimates of some experiments are shifted
and/or rotated by 180 degrees from their original versions (e.g., see Figs. 7 and 10).
4.4.1.3 Numerical Zero
Another issue we need to be careful about is the construction of the index sets S1 and S2.
It may be controversial to say whether a gradient should be considered numerically zero or
not. Hence, we take into account not only the gradient values but also the values of the
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Table 7: The range of gradient values for the initial images, and the number of
the gradient values between -0.1 and 0.1.
max∇f0 min∇f0 |A|
Exp. 1 58.66 -39.81 1
Exp. 2 86.33 -17.62 2
Exp. 3 305.99 254.64 0
Exp. 4 27.76 -27.14 1
Exp. 5 35.51 -32.58 2
Exp. 6 36.55 -28.74 1
Exp. 7 31.52 -20.75 2
Exp. 8 34.08 -20.79 2
final estimates. Recall that if the algorithm has converged, then nonzero-valued pixels of
an estimate are supposed to have zero-gradient values. Therefore, we construct S1 with
the “nonzero” pixels. Determination of the nonzeroness of pixels may also be controversial.
We conservatively consider pixels whose values are greater than 10−4 to be the “nonzero”
pixels. Now, the gradient values corresponding to the nonzero pixels should be zero in
theory. However, numerical limitations keep the values from becoming exactly zero. Table
8 shows the maximum and minimum of the gradient values computed on the index set S1
in each experiment. As seen on the table, the gradient values are close to zero; if we run
the algorithm further, then the values become smaller.
Table 8: Maximum and minimum of the gradient values for the final estimate
corresponding to the index set S1 in each experiment.
max∇f(S1) min∇f(S1)
Exp. 1 1.2037 × 10−12 5.1563 × 10−12
Exp. 2 4.0412 × 10−13 9.3425 × 10−13
Exp. 3 9.3342 × 10−8 9.7413 × 10−8
Exp. 4 1.6614 × 10−7 8.0929 × 10−7
Exp. 5 2.0553 × 10−7 3.4158 × 10−7
Exp. 6 3.8334 × 10−8 2.8034 × 10−6
Exp. 7 8.8482 × 10−8 1.0549 × 10−7
Exp. 8 3.2379 × 10−6 3.5768 × 10−9
To convince ourselves that the construction of the index set S1 is correct, we investigate
the gradient values computed on the zero-value index set S2 to see if there are any values
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with gradient values in the ranges given in Table 8. Table 9 shows the maximums of the
estimated values corresponding to the index set S2, along with the associated gradient
values. The estimated values corresponding to the index set S2 are sufficiently small to
claim their zeroness, and the associated gradient values are large enough to claim their
nonzeroness. With low probability, there might be some pixels whose values are close to
zero with gradient values close to zero, according to the theory of calculus. However, we
have not met such pixels in any of our experiments. None of the gradient values associated
with the index set S2 fell in the ranges given in Table 8.
Table 9: Maximum of the values of the final estimate corresponding to the index
set S2, along with the associated gradient value in each experiment.
max f(S2) ∇{max f(S2)}
Exp. 1 1.7509 × 10−9 5.2072 × 10−5
Exp. 2 6.3692 × 10−12 1.8345 × 10−4
Exp. 3 4.5767 × 10−149 8.8046 × 10−3
Exp. 4 4.7416 × 10−166 6.5779 × 10−3
Exp. 5 6.0390 × 10−167 2.5424 × 10−2
Exp. 6 9.0652 × 10−9 1.2225 × 10−4
Exp. 7 4.4466 × 10−323 5.2912 × 10−2
Exp. 8 1.1884 × 10−7 3.3057 × 10−3
4.4.1.4 Positive Definiteness
Positive definiteness of the Hessian matrices is tested by checking the eigenvalues of the
matrices. The eigenvalues are computed with the MATLAB command “eig.” Even though
we computed all the eigenvalues associated with each matrix, we only show the minimum
and maximum eigenvalues for brevity.
4.4.2 Radically Different Results
4.4.2.1 Experiment 1
Figure 25(a) shows an original image, which is quite simple, and Fig. 25(c) shows the final
estimate of the original image reconstructed by the Schulz-Snyder algorithm. As mentioned,
the final estimate is obtained by halting the algorithm when the given stopping criterion
is met. The estimate looks fairly different from the original image. Because the estimate
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stayed visually changeless even after many more iterations, we suspected that the estimate
was one of the local minima. To confirm this conjecture, we test the sufficient conditions
discussed in the preceding section. Table 10 shows I-divergence values for the original
true image, the initial estimate, and the final estimate, denoted by D[S, S], D[S,Rf0 ], and
D[S,Rfk ], respectively, where fk denotes the final estimate, and k is the number of iterations
when the final estimate is obtained. The I-divergence value for the original true function
is supposed to be zero. However, due to numerical errors, it moved about the I-divergence
value given in Table 6 as iterations proceeded; the value is recorded after one iteration.
Note that the I-divergence value for the final estimate is relatively large in comparison with
the I-divergence value for the truth, even though the image size is small. The value of the
norm used in the stopping criterion, maxi |fk(xi)− fk−1(xi)|, is given. The information on
the Hessian matrix described in the sufficient conditions is also contained. Based on the
minimum eigenvalue of the matrix, the Hessian matrix formed from the set S1 is positive
definite. The size of the Hessian matrix is also given with other information.










Figures 26(a) and 26(c) show the autocorrelations corresponding to Fig. 25(a) and 25(c)
respectively. Note that the autocorrelations in Fig. 26(a) and 26(c) look almost the same.
There might be more than one signal that has the exact same autocorrelation. To convince
the reader that this experiment does not fall into such a case of non-uniqueness, we show the
difference of the two autocorrelations. The two images possess clear differences. Because
the image is scaled for display, we also include the range of the values of the difference image
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in the caption. For the same purposes, we hereafter show difference images along with all
autocorrelations.
Figures 27(a), 27(b), and 27(c) show the gradient images of the I-divergence computed
at the true image, the initial estimate, and the final estimate, respectively. The gradient
images are given to provide information on what the gradient looks like initially and how
it has changed. However, since the images are scaled, they may be hard to compare if one
is concerned with exact values. In such cases, one can refer to Tables 7, 8, and 9.
4.4.2.2 Experiment 2
Another interesting experiment was performed on this local minimum. We tried initializing
the algorithm by a convex combination of the original image and the local minimum shown
in Fig. 25(c):
finitial = (1− α)flocal + αforiginal, (45)
where 0 ≤ α ≤ 1. A small number 10−15 was added to the local minimum and the original
image to make sure that all pixels would be allowed to take nonzero values and not be
forced to always be zero.
Figure 28(c) shows the final estimate when α = 0.4, and Fig. 28(b) shows what the
initial image looks like. Even though this new estimate looks somewhat similar to the
original image in Fig. 28(a), it shows distinctively different features on the edges. For
example, some pixels near the center of the sector in the final estimate are erased out. Also,
the two ends of the arc of the fan have lost their features. Figs. 29(a) and 29(c) show the
autocorrelations of the images. Note that, although the original image and final estimate are
quite different, the autocorrelations of these images are very similar. As before, to confirm
that the new estimate is another local minimum, we tested the sufficient conditions and
show some selected data from Exp. 2 in Table 7. Again, the I-divergence value computed
at the final estimate is relatively large. The Hessian matrix is positive definite in terms of
its eigenvalues. The associated gradient images are shown in Fig. 30.
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Figure 31 shows another example of a local minimum. Figure 31(a) show the original true
image consisting of a set of vertical lines to the right of a set of horizontal lines. Figure 31(c)
shows the corresponding final estimate. Figure 32 shows the associated autocorrelations.
Note that the autocorrelations are quite similar, but the original image and final estimate
have interesting differences. There does not seem to be a definite space between the two
sets of lines in the reconstruction; in addition, the lines near the border of the two line sets
become “dotted.” We do not have an intuitive explanation for this intriguing behavior.
To confirm that the final estimate is a local minimum, we again perform the tests on the
sufficient conditions. Table 8 contains information about Exp. 3. The related gradient
images are shown in Fig. 33.












Figure 25: (a) Original image. (b) Initial estimate. (c) Final estimate.
(a) (b)
(c) (d)
Figure 26: Images associated with Fig. 25. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-1.37 1.84].
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(a) (b) (c)
Figure 27: Images associated with Fig. 25. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.
(a) (b) (c)




Figure 29: Images associated with Fig. 28. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-1.39 2.64].
(a) (b) (c)
Figure 30: Images associated with Fig. 28. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.
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(a) (b) (c)
Figure 31: (a) Original image. (b) Initial estimate. (c) Final estimate.
(a) (b)
(c) (d)
Figure 32: Images associated with Fig. 31. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-7.56 2.19].
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(a) (b) (c)
Figure 33: Images associated with Fig. 31. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.
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Figure 34: (a) Original image. (b) Initial estimate. (c) Final estimate.
(a) (b)
(c) (d)
Figure 35: Images associated with Fig. 34. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-0.58 0.91].
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(a) (b) (c)
Figure 36: Images associated with Fig. 34. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.




































Line plots of the selected columns
Column 32
(b)










































Figure 37: Line plots associated with Fig. 34 are shown. The rows and columns are
selected such that all other lines are common in the overall trend with one of the rows or
columns. (a) Line plots of some selective rows of the original image. (b) Line plots of some
selective columns of the original image. (c) Line plots of some selective rows of the final
estimate. (d) Line plots of some selective columns of the final estimate.
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Figure 38: (a) Original image. (b) Initial estimate. (c) Final estimate.
(a) (b)
(c) (d)
Figure 39: Images associated with Fig. 38. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-0.80 1.80].
4.4.3 Mild Artifacts
The experiments described in the rest of this section were originally performed to try to
analyze the resolution of the Schulz-Snyder algorithm. As our research progressed, it became
apparent that resolution in the usual sense was not necessarily an issue (at least in the
noiseless cases considered in this chapter); points and lines are often reconstructed without
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(a) (b) (c)
Figure 40: Images associated with Fig. 38. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.
any apparent blurring. However, two adjacent lines may sometimes appear blurred together.
Sometimes, artifacts in such cases may have apparent tendencies as in the experiments to
be discussed in Section 4.4.4. Nonetheless, these mild artifacts, in most cases, are quite
unpredictable.
4.4.3.1 Experiment 4
Figure 34(a) shows a vertical line superimposed on seven alternating horizontal lines. Fig-
ure 34(c) shows the corresponding final estimate. The estimate shows a somewhat weird
reconstruction; the vertical line is spread to the left, except for the protruding part. Figure
37 shows line plots of some selected rows and columns. As we may see in Figs. 37(c) and
37(d), the ways that the vertical lines are reconstructed are quite different for the two differ-
ent columns, and Row 31 is also reconstructed strangely. On the other hand, the gradients
and autocorrelations of the original image and final estimate look very similar as shown in
Figs. 35 and 36. As before, the sufficient conditions were tested on the final estimate to see
if it has converged. Related data are given in Table 9.
4.4.3.2 Experiment 5
The unpredictability of such phenomena becomes more obvious with three vertical lines
spaced by one pixel superimposed on five horizontal lines. Figure 38(a) shows the original
true image, and Fig. 38(c) shows the final estimate of the original image. The reason that
we remove a few horizontal lines is to emphasize the effects of the vertical line reconstruction
more than the horizontal line reconstruction. Note that, in the final estimate, we obtain a 6
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Figure 41: Line plots associated with Fig. 38 are shown. The rows and columns are
selected such that all other lines are common in the overall trend with one of the rows or
columns. (a) Line plots of some selected rows of the original image. (b) Line plots of some
selected columns of the original image. (c) Line plots of some selected rows of the final
estimate. (d) Line plots of some selected columns of the final estimate.
× 6 block that looks like a checkerboard. However, pixel values in the block are somewhat
randomly distributed. Figure 41 supports this observation. In this case, the corresponding
autocorrelations still look very similar, but the gradients show a small difference; compare
the top and bottom rows of Figs 40(a) and 40(c). The autocorrelations for this experiment
are shown in Fig. 39. Table 14 shows the related data illustrating that the final estimate
satisfies the sufficient conditions and hence is a local minimum.
4.4.3.3 Experiment 6
Experiment 6 illustrates a local minima that bears an overall resemblance to the correct
answer, but with some unusual minor artifacts. Figure 42(a) shows the original true image
consisting of three vertical lines spaced by three pixels superimposed on five alternating
lines. Figure 42(c) is the final estimate of the original pattern. By carefully observing Row
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Figure 42: (a) Original image. (b) Initial estimate. (c) Final estimate.










35, we are able to see the vertical lines are spread among more than two bins. Figures
45(c) and 45(d) show line plots of some interesting rows and columns in addition to Row
35. The line plots shown in the figures are fairly different than the line plots in Figs. 41(c)
and 41(d). Besides, the columns in Fig. 45(d) have a less predictable pattern than seen in,
for instance, Fig. 49(d).
Interestingly, the corresponding gradients look quite similar, unlike in Exp. 5. Also, the
corresponding autocorrelations look quite similar, as expected, and are shown in Fig. 43.
As before, Table 15 shows related data from Exp. 6 concerning the testing of the sufficient
conditions.
4.4.4 Straddle Loss Effects
Unlike the experiments in the latter part of Section 4.4.3, the experiments discussed in this




Figure 43: Images associated with Fig. 42. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-0.93 2.10].
4.4.4.1 Experiment 7
Figure 46(a) shows the original image of a vertical line superimposed on seven horizontal
lines, but without any protruding parts as in Fig. 34(a). Figure 46(c) shows the final
estimate of the original image. As can be seen, all the alternating rows (e.g., Rows 26 and
28, or Rows 27 and 29) show similar tendencies, even though the values are fluctuating
about 1 in the reconstructed horizontal lines. The two reconstructed columns also show
a similar tendency. In contrast to the reconstructions of the columns in Exps. 4, 5, and
6, the columns reconstructed in this experiment have a somewhat clear pattern (compare
Column 33 in Figs. 37(d) and 49(d)). Note that the reconstructions of the vertical lines are
spread between only two bins. In this experiment, both the autocorrelations and gradients
of the original image and final estimate look extremely close (see Figs 47 and 48). The data
showing that the final estimate is a local minimum are given in Table 16.
We believe the spreading is due to a straddle loss effect such as that seen when one
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(a) (b) (c)
Figure 44: Images associated with Fig. 42. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.










applies an FFT to a sinusoid whose frequency does not fall exactly on one of the FFT bins,
and the energy from that sinusoid is split between two adjacent bins (see, for instance,
Ref. [81, p. 165]).
4.4.4.2 Experiment 8
We performed another experiment with a pattern of two vertical lines superimposed on
seven horizontal lines. The original image is shown in Fig. 50(a), and the final estimate is
shown in Fig. 50(c). Table 17 supports the fact that the final estimate is a local minimum
based on the given data. The reconstructions of the vertical lines are spread between only
two bins as in Exp. 7, which is a clear straddle loss effect. This is obviously different
than the effects in Exp. 6, whose original image is also composed of two vertical lines
with some alternating horizontal lines. The line plots shown in Fig. 53 show consistent
patterns and manifest the straddle loss effects along Row 30 (see Figs. 53(c) and 53(d)).
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Figure 45: Line plots associated with Fig. 42 are shown. The rows and columns are
selected such that all other lines are common, in the overall trend, with one of the rows or
columns. (a) Line plots of some selected rows of the original image. (b) Line plots of some
selected columns of the original image. (c) Line plots of some selected rows of the final
estimate. (d) Line plots of some selected columns of the final estimate.
The autocorrelations and gradients are shown in Figs. 51 and 52, respectively.
Recall that translating and/or mirroring an image does not change its autocorrelation
function; hence, an algorithm trying to reconstruct an image from its autocorrelation may
reconstruct a shifted version of the original image. In fact, the I-divergence surface has many
global minima, some of which correspond to versions of the image shifted by an integer
number of pixels. We suspect that in the above experiments, where a small amount of
directional blurring is observed, the algorithm is trying to reconstruct the image translated
a half-pixel to the right of its original location, resulting in the straddle loss effect as the
algorithm tries to put the vertical line in between pixel values. The most surprising aspect
of these experiments is that no straddle loss effects were observed for the repeated horizontal
lines (and similarly for the cases with repeated vertical lines, which are not shown); we do
not have an explanation for this intriguing behavior at present.
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In a final experiment, we initialized the algorithm with the true image with a constant ε
added to every pixel in a rectangle surrounding the true image, where the true image is
taken to be the pattern in Fig. 50(a) from Experiment 8. The support of the constant
rectangle is the same as the support for the initial uniform estimate used in the experiment
that resulted in Fig. 50(c). Using a small value of ε = 10−6, the algorithm converges to
the true answer without any blurring, in the sense that the vertical lines have value 1 and
the valleys are practically zero. When ε is boosted to 0.5, the straddle loss effect is again
observed; however, this time, the two vertical lines are quite distinguishable. The value
of two peaks in the estimated image is 0.8, and the value of two valleys is 0.2; this can
be thought of as an answer lying between the correct result and the block result in Fig.
50(c). To save space, we do not show the plots for this experiment since they provide little
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information beyond the textual description and are largely redundant with the preceding
plots.




































Figure 46: (a) Original image. (b) Initial estimate. (c) Final estimate.
4.5 Conclusions
We have derived the second derivatives of the I-divergence between a measured autocorre-
lation and an estimated autocorrelation in terms of the image estimate, and used that to
illustrate that the Schulz-Snyder algorithm may converge to local minima of the I-divergence
surface. In some cases, the local minima correspond to shifts of the true image. Sometimes
this shift may consist of a fraction of a pixel width. Such local minima may be thought of
as “close” to a true global minimum, and are not that objectionable. In other cases, the
local minima may bear little resemblance to the true object.




Figure 47: Images associated with Fig. 46. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-0.70 0.39].
algorithm for reconstructing an image from a blurred version of that image. The Richardson-
Lucy algorithm can be shown to minimize the I-divergence between the measured blurred
image and a blurred version of the estimated image [107]. In the Richardson-Lucy case,
one can show that the objective function has a unique global minimum [107]. We have
shown that the Schulz-Snyder scenario is far more complex. Not only are the distinct global
minima due to the invariance of the autocorrelation function to shift, but there may also
be numerous local minima in which the algorithm may become trapped. To our knowledge,
this work is the first to report these effects concerning the Schulz-Snyder algorithm.
Modifications to the Schulz-Snyder algorithm must be found which will allow it to break
out of local minima. In our experiments, we had the advantage of knowing what the true
images were; in practice, it may be difficult to tell if a found minimum is a local minimum
or one of the true global minima. The Schulz-Snyder algorithm is promising, since even
without these modifications, it has still been shown to converge in many situations. Given
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(a) (b) (c)
Figure 48: Images associated with Fig. 46. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.
this promise, we hope this work will inspire the phase retrieval community to explore this
path.
We were drawn to the Schulz-Snyder iteration due to its analogy with multiplicative
deblurring iterations that are popular within the optics community, such as the Richardson-
Lucy iteration. A useful avenue for future work would be to compare the Schulz-Snyder
iteration with some other traditional optimization techniques such as Newton’s methods,
trust region methods, and conjugate gradient methods.
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Line plots of the selected columns
Column 32
(b)








































Figure 49: Line plots associated with Fig. 46 are shown. The rows and columns are
selected such that all other lines are common in the overall trend with one of the rows or
columns. (a) Line plots of some selective rows of the original image. (b) Line plots of some
selective columns of the original image. (c) Line plots of some selective rows of the final
estimate. (d) Line plots of some selective columns of the final estimate.








































Figure 51: Images associated with Fig. 50. (a) Autocorrelation of the original image.
(b) Autocorrelation of the initial estimate. (c) Autocorrelation of the final estimate. (d)
Difference of the autocorrelations in (a) and (c). The range of values is [-0.20 0.20].
(a) (b) (c)
Figure 52: Images associated with Fig. 50. (a) Gradient of the original image. (b)
Gradient of the initial estimate. (c) Gradient of the final estimate.
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Figure 53: Line plots associated with Fig. 50 are shown. The rows and columns are
selected such that all other lines are common, in the overall trend, with one of the rows or
columns. (a) Line plots of some selected rows of the original image. (b) Line plots of some
selected columns of the original image. (c) Line plots of some selected rows of the final
estimate. (d) Line plots of some selected columns of the final estimate.
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CHAPTER V
PHASE RETRIEVAL FROM NOISY DATA BASED ON
MINIMIZATION OF PENALIZED I-DIVERGENCE
5.1 Introduction
In various scientific applications such as astronomical imaging through extreme atmospheric
turbulence and x-ray crystallography, it is impossible to directly observe the objects of in-
terest with current technology. In some problems, Fourier magnitudes – but not Fourier
phases – are obtained. For example, in crystallography, we want to find the interatomic
structure of a molecule, but the structure cannot be directly observed with any practical de-
vices because of physical limitations [77,91,116]. Instead, we can obtain Fourier magnitudes
by shooting x-rays through a crystal, but Fourier phase information is entirely lost. In as-
tronomical imaging, we can directly obtain the autocorrelation of an object through photon
differencing [92, 93]. However, the autocorrelation is the inverse Fourier transform of the
squared Fourier magnitudes of the object, meaning that the Fourier phases are completely
lost.
As in these two applications, phase retrieval can be approached from two viewpoints.
Of course, the first approach is to retrieve Fourier phases from the corresponding Fourier
magnitudes, as in x-ray crystallography. The other approach is to estimate a function from
its autocorrelation, as in astronomical imaging. Note that the knowledge of a function is
equivalent to the knowledge of its Fourier magnitudes and phases.
Based on the latter idea, Schulz and Snyder found an Expectation-Maximization (EM)
algorithm that attempts to recover a function from its autocorrelation for their astronomical
imaging application [92]. In their underlying stochastic model, the data are assumed to
follow a Poisson point process; the EM algorithm maximizes the corresponding Poisson
likelihood. Furthermore, they noted that their EM algorithm, in its asymptotic form, which
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we call the Schulz-Snyder algorithm (see Chapter 4), produces a sequence of estimates that
can minimize an information-theoretic discrepancy measure called Csiszár’s I-divergence
(also called cross entropy in the related literature [10–12, 74]). The asymptotic form is
obtained by assuming an infinite number of data samples and by using the weak law of large
numbers [92]. (Similar arguments were made earlier by Snyder et al. [105] in the context
of emission tomography, which also assumes a Poisson data model.) Later, they formally
derived the Schulz-Snyder algorithm [93] by minimizing the I-divergence via the Kuhn-
Tucker conditions [73]. Although the papers by Schulz and Snyder gave a few numerical
examples, none of their experiments involved noise. To our knowledge, this work is the first
to explore the effect of noise on the Schulz-Snyder iteration.
Csiszár’s I-divergence [23] is an information-theoretic discrepancy measure defined on
two nonnegative functions. It may be thought of as a generalization of the Kullback-Leibler
distance [62,64]. An important result of Csiszár’s work [23] is that if the functions involved
in an inverse problem are nonnegative, minimizing the I-divergence measure is the only
method consistent with a set of intuitive postulates such as regularity and locality, which
are desirable for estimation problems. Methods of minimizing the I-divergence have been
popular in various estimation applications [10–12,107,114].
In general, maximum-likelihood estimates (MLE) are highly inclined to become rough
when data are noisy. Estimates for phase retrieval problems, obtained by minimizing the I-
divergence between the measured autocorrelation and the autocorrelation of an estimate, are
equivalent to MLE under a Poisson autocorrelation data model. Therefore, it is interesting
to investigate what impact noise can have on minimum I-divergence estimates in phase
retrieval. In both astronomical imaging and x-ray crystallography, noise may be modeled
by Poisson random processes [92, 95]. In particular, x-ray crystallography data are usually
measured with charge-coupled-device (CCD) cameras, whose detectors’ readout noise can
be modeled by a Poisson random process [100,101].
Good’s roughness penalty [39] has been known to be helpful for reducing the noise
artifacts in maximum-likelihood estimation for several applications including emission to-
mography [78, 102, 103] and optical sectioning microscopy [56]. The penalty encourages
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smooth estimates by penalizing the differences between an estimate and shifted versions
of the estimate. Since minimum I-divergence estimates for phase retrieval from noisy data
are also rough, we study effects of Good’s roughness on the estimates. A particularly nice
aspect about Good’s roughness penalty is that it can interpreted in terms of I-divergences.
This supplies insights on how Good’s roughness operates on estimates.
Although Good’s roughness can reasonably suppress noise artifacts, it tends to smear
edges, which is often disturbing. The total variation (TV) penalty has been known to
provide estimates that smooth noise while preserving the edges. [13, 14, 19, 20, 69, 90]. This
motivates us to study effects of the TV penalty on minimum I-divergence estimates for
phase retrieval. The TV penalty has also been used in emission tomography [55].
In a sense, phase retrieval can be viewed as a blind deconvolution problem, where the
unknown kernel is a reflection of the object being imaged. The TV penalty has found some
success in regularizing estimates (as well as unknown kernels) in blind deconvolution [15–17].
This serves as another motivation for considering the TV penalty in our study.
When regularizing minimum I-divergence estimates by Good’s roughness, or TV penal-
ties, the pertinent optimization problem that needs to be solved at each iteration becomes
complicated because the components of estimates are “coupled” by the penalties. Green’s
one-step-late (OSL) algorithms [41,42] are techniques proposed to easily resolve such issues
in EM algorithms. Based on the important theoretical fact that minimum I-divergence
algorithms are asymptotically equivalent to certain types of EM algorithms under Poisson
data models, we adapt Green’s OSL for use in our phase retrieval algorithms.
This chapter is organized as follows. Section 5.2 discusses unconstrained phase retrieval
algorithms based on minimizing Csiszár’s I-divergence. We discuss penalties in detail and
derive our constrained algorithms for phase retrieval using I-divergence in Sec. 5.3. Section
5.4 illustrates and discusses interesting experiments. Finally, we conclude our study in Sec.
5.5.
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5.2 Unconstrained Phase Retrieval Algorithms
5.2.1 An Algorithm for Unaliased Autocorrelations: The Schulz-Snyder Algo-
rithm
In astronomical imaging, the autocorrelation of an object, rather than its Fourier magni-
tudes, is directly obtained via manipulation of measured data [92]. This autocorrelation is
“continuous” in that the associated Fourier magnitudes, which yield an “unaliased” auto-
correlation, are not undersampled as in x-ray crystallography [77].
Schulz and Snyder found an iterative algorithm for recovering nonnegative functions
from n-th order correlations [93]. Here, we are interested specifically in the n = 2 case of
recovery from “unaliased” autocorrelations, which is equivalent to phase retrieval. For im-
plementation on a computer, we discretize all functions of interest. The algorithm estimates











where S = Rf is the autocorrelation of some true but unknown f that we desire to estimate





where x ∈ X and y ∈ Y; X = {1, 2, . . . , N} × {1, 2, . . . ,M}, and
Y def= {y : y = x1 − x2, (x1,x2) ∈ X 2}. (48)
The algorithm attempts to minimize the following objective function J(λ) = I(S||Rλ)





λ ≥ 0, (49)
where {C(λ)}2 = ∑yRλ(y) (see Property 3.4 in [93, p. 1269]). Note that C(f) can be
obtained even if f is unknown.
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The Schulz-Snyder algorithm for recovering a nonnegative function from its autocorre-










Note that if λ0(x) = 0 for some particular x, then λk(x) = 0 for that x for all k. This
provides a convenient way of incorporating support constraints when they are available.
This algorithm possesses some other useful properties such as monotonically decreasing I-
divergence and conservation of total intensity of estimates, and its fixed points are (global or
local) minimizers of Eq. (46) [93]. Another noteworthy property is that the Schulz-Snyder
algorithm operates completely in the spatial domain, instead of alternating between the
Fourier and spatial domains as in Fienup’s algorithm [33].
5.2.2 An Algorithm for Aliased Autocorrelations
In x-ray crystallography, we can only measure an “aliased” autocorrelation, unlike in astro-
nomical imaging. This is because the measured Fourier magnitudes in x-ray crystallography
are undersampled because of the periodicity of molecular structures [77, 116]. The aliased
autocorrelations are called Patterson functions [45,85,86].
Fortunately, if we replace the “unaliased” autocorrelation with Patterson functions, all
the nice properties of Eq. (50) remain, and hence, the Schulz-Snyder algorithm can also
be applied to x-ray crystallography (and other applications with periodic structures) with
some tweaks (see Chapter 2). Since it is not difficult to prove that the algorithm’s properties
remain valid, we omit the proofs for conciseness. The arguments for the proofs are similar
to those in Schulz and Snyder [93].
The functions of interest in x-ray crystallography are three-dimensional; this chapter
presents theory and simulations in two-dimensions for conciseness and ease of visual pre-
sentation. All concepts are readily extended to three dimensions. We use different no-
tations for the aliased and unaliased cases to avoid confusing the two cases. Consider a
two-dimensional periodic function g(r). Again, we consider a discretization of all functions
involved for computational purposes. Since g is periodic, r extends from negative infinity
to positive infinity. For simplicity, however, we assume r = (r1, r2) ranges over a single
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period: 1 ≤ r1 ≤ d1 and 1 ≤ r2 ≤ d2, where r1 and r2 take on real values, and d1 and d2
are real constants, and d = (d1, d2) represents the period of g. Eq. (50) can be adapted to










where P denotes the measured Patterson function, obtained directly from the diffraction
measurements via an inverse Fourier transform of the squared magnitudes of the diffraction
data, Pρk denotes the Patterson function of the k-th estimate ρk, u = (u, v) denotes coor-
dinates in the Patterson space (which are also assumed to take on values over one period




ρk(r) = C(g), ∀k,








g((r+ u) mod d)g(r), (53)
which has the same period as g. Note that Eq. (51) still enjoys monotonically decreasing
I-divergence.
Even though Eq. (51) preserves all the nice properties of Eq. (50), there still may be
some troublesome issues such as nonunique solutions, where there may exist two different
electron density maps that produce the same Patterson function, and convergence to local
minima that are not global minima, where the iterations may become trapped in “wrong”
answers. Eq. (50) also suffers from similar problems as studied in Chapter 4, but these
problems may be more serious in Eq. (51).
5.3 Constrained Phase Retrieval Algorithms
When the data are noisy, the algorithms’ estimates tend to be rough, as we illustrate in our
experiments. To alleviate this roughness, we incorporate additional constraints via penalty
methods, particularly Good’s roughness [39] and total variation [90] penalties.
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When a penalty is incorporated into the objective functions J , our goal becomes finding
λ0 or ρ0 such that
λ0 = argmin
λ≥0
I(S||Rλ) + αΦ(λ), (54)
ρ0 = argmin
ρ≥0
I(P ||Pρ) + βΦ(ρ), (55)
where S and P are the measured unaliased autocorrelation and the measured Patterson
function, respectively, α and β are regularization parameters, and the Φs are functions that
depend on the penalty type.
For brevity, we describe and discuss our methods in terms of Eq. (54), which involves
unaliased autocorrelations. Nonetheless, the methods can be easily applied to the case of
aliased autocorrelations as well.
5.3.1 Penalties towards Smoothness
5.3.1.1 Good’s Roughness Penalty
Good’s roughness was originally proposed for non-parametric probability density estimation
[39].











log λ(x1, x2)dx1dx2, (56)
where (x1, x2) represents a continuous spatial coordinate (making a slight abuse of notation).






λ(x1, x2){log λ(x1 + 1, x2) + log λ(x1 − 1, x2),
+ log λ(x1, x2 + 1) + log λ(x1, x2 − 1)− 4 log λ(x1, x2)}. (57)
O’Sullivan provided an inspiring alternative interpretation of this discretized penalty
[83]. He noted that this discretization of Good’s roughness can be equivalently expressed
in terms of the I-divergences between neighboring pixels:
ΦO(λ) = I(λ||SV λ) + I(λ||S−1V λ) + I(λ||SHλ) + I(λ||S−1H λ), (58)
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where




(x1, x2) = λ((x1 + 1) mod N,x2),




(x1, x2) = λ(x1, (x2 + 1) modM), (x1, x2) ∈ X . (59)
From Eq. (58), it can be inferred that if there are large differences between neighboring
pixels, then the roughness penalty encourages smoothness by suppressing the differences in
the sense of the I-divergence, which makes Good’s roughness particularly attractive in our
overall framework.
5.3.1.2 Total Variation Penalty
Although Good’s roughness penalty nicely smoothes contiguous regions in the estimates, it
often undesirably smears out edges. Total variation penalties can often provide smoothness
while preserving edges [90,113], since it only weakly penalizes large discontinuities.




where | · |2 denotes the Euclidean norm in R2, and ∇λ denotes the gradient of λ [46,
59]. Following the suggestions by Combettes and Luo [19, 20], we employ the following


















|λ(N,x2 + 1)− λ(N,x2)|, (61)
where the second and third terms on the right-hand side take into account boundary effects
[19, p. 1299].
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5.3.2 A Relation between EM algorithms and Minimum I-divergence Algo-
rithms
Recall that we aim to find the λ0 that attains
λ0 = argmin
λ≥0
I(S||Rλ) + αΦ(λ). (62)



























{S(y) logRλ(y)−Rλ(y)} − αΦ(λ), (63)
where the last equality is satisfied since
∑
y [S(y) logS(y)− S(y)] does not depend on
λ. Note that the last line in Eq. (63) corresponds with maximum penalized-likelihood
estimation using a Poisson data model [105, 107]. These important relations suggest that
a sequence of λ that can achieve maximum penalized-likelihood can also achieve minimum
penalized-I-divergence.
Expectation-Maximization (EM) algorithms are strategic tools for producing a sequence
of estimates λ(k) that try to maximize the penalized likelihood by maximizingQ(λ(new);λ(old))−







Under typical regularity conditions, this can be done by solving
D10Q(λ(new);λ(old))− αDΦ(λ(new)) = 0. (65)
In the formulas above, D denotes the derivative operator with respect to the parame-
ters involved (e.g., D10Q(λ(new);λ(old)) denotes the first-order partial derivative of Q with
respect to λ(new)), Q is the expectation of the loglikelihood Lcd(λ
(new)) of hypothetical
“complete data” given the current estimate of the parameter λ(old) and the measured “in-
complete data” z. For the complete description of this setting and notation, readers may
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refer to the work by Green [41] and the work by Dempster et al. [24]. The specific complete
data formulation appropriate for the Schulz-Snyder algorithm is given in [92].
Therefore, exactly the same sequence λ(k) produced by the EM algorithms can be used
to minimize the penalized I-divergence, provided that the EM algorithms are designed by
assuming the Poisson data model in [92]. Section 5.3.4 exploits this theoretical connection
to adapt Green’s OSL methods to the penalized I-divergence optimization problem given
in Eq. (54).
5.3.3 Optimization Challenge: Coupling
When α = 0, Eq. (65) has a closed-form solution; when α > 0, for most penalties, Eq. (65)
cannot be solved in closed form. In the case of our spatial penalties, Eq. (65) represents a
coupled set of linear equations. The derivative of O’Sullivan’s version of Good’s roughness
penalty in Eq. (57) is given by
∂ΦG(λ)
∂λ(x)
= 4{1 + log λ(x1, x2)}
−
{
log λ(x1 − 1, x2) +





log λ(x1 + 1, x2) +





log λ(x1, x2 − 1) +





log λ(x1, x2 + 1) +




Note that the derivative of Good’s roughness penalty involves all the neighboring pixels
of λ(x1, x2). Hence, a closed-form solution of Eq. (65) is intractable.






























A(λ), 1 ≤ x1 ≤ N − 1, 1 ≤ x2 ≤M − 1
B(λ), x1 = N,x2 6=M
C(λ), x1 6= N,x2 =M
2, {λ(N,M)− λ(N − 1,M)}{λ(N,M)− λ(N,M − 1)} ≥ 0





λ(x1, x2)− λ(x1 − 1, x2)
√
|λ(x1, x2)− λ(x1 − 1, x2)|2 + |λ(x1 − 1, x2 + 1)− λ(x1 − 1, x2)|2
+
2λ(x1, x2)− λ(x1 + 1, x2)− λ(x1, x2 + 1)
√
|λ(x1 + 1, x2)− λ(x1, x2)|2 + |λ(x1, x2 + 1)− λ(x1, x2)|2
+
λ(x1, x2)− λ(x1, x2 − 1)
√
|λ(x1 + 1, x2 − 1)− λ(x1, x2 − 1)|2 + |λ(x1, x2)− λ(x1, x2 − 1)|2
,
B(λ) =
λ(N,x2)− λ(N − 1, x2)
√
|λ(N,x2)− λ(N − 1, x2)|2 + |λ(N − 1, x2 + 1)− λ(N − 1, x2)|2
,
C(λ) =
λ(x1,M)− λ(x1,M − 1)
√
|λ(x1 + 1,M − 1)− λ(x1,M − 1)|2 + |λ(x1,M)− λ(x1,M − 1)|2
. (68)
The coupling problem becomes even more complicated, and no closed-form solution of Eq.
(65) is available.
Various methods such as gradient based methods [56, 75, 104] can be used to maximize
the penalized complete-data loglikelihood, hence solving Eq. (65). O’Sullivan suggested a
generalized EM algorithm for solving the coupling problems caused by Good’s-roughness-
type neighborhood structures based on coloring ideas [5,6,83]. Green’s one-step-late (OSL)
algorithm is another method, which is straightforward to apply and implement. The con-
nection between minimum penalized-I-divergence algorithms and penalized EM algorithms.
This justifies application of the OSL algorithms to our framework.
5.3.4 Green’s One-step-late (OSL) Algorithms
Green’s OSL algorithms were originally tweaks of EM algorithms designed for maximum
penalized-likelihood estimation. Green [41] noted that the relevant objective function in an
EM algorithm may be linearized at the current estimate as in gradient methods, and the
derivatives of the penalty term at the two consecutive iterations bear small differences if the
algorithm converges slowly, as is the case with EM algorithms [24] and other multiplicative
algorithms [66]. In an EM formulation, these observations suggest finding a parameter λ
that satisfies
D10Q(λ(new)|λ(old))− αDΦ(λ(old)) = 0. (69)
Notice the only difference between Eqs. (65) and (69) is that λ(old) is used in Eq. (69)
instead of λ(new). An appealing property of the OSL algorithm is that Eqs. (69) and (65)
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have the same fixed points.
Green’s OSL algorithms have empirically shown monotonically increasing penalized-
likelihood functions of incomplete data and show faster convergence rate per iteration com-
pared with the associated unconstrained EM algorithms. However, we emphasize that the
faster convergence speed is due to the penalty, rather than the attributes of OSL algorithm.
Since the sequence of estimates generated by OSL algorithms can attain maximum
penalized-likelihood, they can also achieve minimum penalized-I-divergence as we discussed
earlier. Thus, the next section derives the algorithms for minimizing the penalized I-
divergence objective function given in Eq. (54) by exploiting the OSL idea.
5.3.5 Constrained Phase Retrieval Algorithms
The unconstrained minimum I-divergence algorithms can be interpreted as deterministic
versions [84] of the EM algorithm associated with the Poisson data model. Consequently,
the unconstrained minimum I-divergence algorithms inherit the corresponding slow con-
vergence rates of EM algorithms. This encourages us to adapt Green’s OSL algorithm to
our minimum I-divergence methods to perform the Constrained I-divergence minimization
given in Eq. (54).
































We omit the details for brevity; they are a straightforward adaptation of the ideas in [41]




The Schulz-Snyder phase retrieval algorithm in Eq. (50) and our modification in Eq. (51)
of the algorithm for x-ray crystallography are both subject to a serious challange, namely
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convergence to local minima (see Chapters 2 and 4). In addition, it is generally difficult
to know whether an estimate is a local or a global minimum. Hence, in our experiments,
we initialize the algorithms with a known truth added to a small constant ε. This allows
us to focus on the effects of noise and regularization without becoming confused by issues
involving local minima (which haunt all practical phase retrieval algorithms). Finding
methods for avoiding local minima is very challenging; it is an active research problem.
Note that we do not assume that the exact image support is known. For example,
suppose a circle contained in a 32 × 32 rectangle is the true image, and the region other
than the circle in the rectangle is filled with zeros. Then, we may initialize the algorithms
with a 32 × 32 constant rectangle plus the true image, which is assumed to be known for
purposes of our study. By doing this, we can isolate the effects of noise propagation through
the algorithms from the problem of convergence to local minima, since we start from a place
that is probably near a global minimum.
The size of the initial estimate should be carefully chosen. Note that the summation term
on the right-hand side of Eq. (50) contains not only the autocorrelations but also the cross-
correlation of an estimate with an autocorrelation. When we compute the autocorrelation
of an image using FFT-based convolutions, the size of the resulting image should be set to
at least twice that of the original image to avoid having some part of the autocorrelation
“wrap around” undesirably. The same logic can be used for the cross-correlation. Since
the estimate is cross-correlated with the autocorrelation (whose size is twice that of the
estimate) of itself, the resulting image size should be set to at least 3 times that of the
estimate. Therefore, we should begin with an initial image whose size is 3N × 3N , where
2N × 2N is the size of the measured autocorrelation. Note there is a lot of zero padding
in the initial estimate. The nonzero part of the initial estimate that we explained how to
construct in the last paragraph is placed at the center of the whole initial estimate.
When Patterson functions are involved, both autocorrelations and cross-correlations are
computed using circular convolutions, therefore initial estimates for the algorithm in Eq.
(51) have the same size as that of the known truth.
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Figure 54: Example of initial estimates: The initial estimate on the left is used for the
algorithm in Eq. (51), and that on the right is used for the algorithm in Eq. (50).
Figure 54 shows an example of initial estimates for both aliased and unaliased auto-
correlations. Again note that the exact true support is not known for both cases. Also
note that zeros are padded to avoid the “wraparound” problem of autocorrelations or cross-
correlations in the “unaliased” case.
5.4.1.2 Noisy Data Realization
When measurements are recorded as photon counts, as in astronomical imaging or x-ray
crystallography, relevant noise may be modeled by Poisson statistics. However, we may
observe diverse noise artifacts since noise corrupts measurements in different ways dependent
upon the application.
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Poisson Noise on Autocorrelations: Fig. 55 shows the procedure through which we
generate noisy autocorrelations. A series of 2 × 2 arrays connected by solid arrow lines
represents the procedure for generating an aliased, noisy autocorrelation; the combination
of two 2× 2 arrays and three 3× 3 arrays connected by dotted, arrow lines represents the
procedure for generating an unaliased, noisy autocorrelation.
From probability theory, the SNR for a Poisson random variable is related to the mean
µ of the random variable provided that the mean is large: SNR ∝ √µ [29]. Therefore, we
may control noise levels by changing the image intensities, which act as means for Poisson
random variables. Since we are interested in the change of noise artifacts with respect to
the change of noise levels, we first change the image intensity level by scaling the known
truth f by a constant c: fc = cf . (Here, we use a generic f instead of λ or ρ, since the
exposition may apply to both cases.)
Noiseless autocorrelations Pfc and Rfc are produced for both aliased and unaliased cases
using fc according to Eqs. (47) and (53). Note that the sizes for two autocorrelations are
different. Then, noisy autocorrelations are generated by
Pnoisyfc (u) ∼ Poisson(Pfc(u)),
Rnoisyfc (y) ∼ Poisson(Rfc(y)). (72)




Rnoisyfc , respectively. Note that the algorithms assume autocorrelations are symmetric. How-




symmetric. Therefore, we enforce symmetries for the autocorrelations as follows:



















Data in astronomical imaging through extreme turbulence may be generated as Rnoisyfc . We
do not know of any physical mechanism that generates data as in P noisyfc ; we include it to
facilitate an “apples-to-apples” comparison between the unaliased and aliased cases. Data
in the aliased case is typically physically generated as described next.
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Figure 55: Procedure for realizing noisy autocorrelations: an unaliased noisy autocorre-
lation is generated by the procedure indicated by the solid arrows; an aliased noisy auto-
correlation is generated by the procedure indicated by the dotted arrows.
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Poisson Noise on Squared Fourier Magnitudes: Figure 56 shows the procedure
for generating an aliased, noisy autocorrelation. However, in this case, Poisson noise is
added to squared Fourier magnitudes. Let Ifc denote the Fourier magnitudes squared:
Ifc = |F{fc}|2, where F{·} denotes the Fourier transform operator and fc = cf as before.
Then, noisy Fourier magnitudes are produced by
Inoisyfc (ω) ∼ Poisson(Ifc(ω)), (74)




where F−1{·} denotes the inverse Fourier transform operator. Note that the autocorrelation
Pnoisyfc in this case obeys the correct symmetry P
noisy
fc
(u) = P noisyfc (−u).
5.4.1.3 Error Metrics




















− f(x) + λ(x)
}
, (76)
where f denotes the truth, and λ denotes an estimate. The same error metrics are used
for g and ρ, where g denotes the truth and ρ denotes an estimate in the Patterson case.
Note that here we use the I-divergence as a discrepancy between the truth and an estimate
rather than their autocorrelations.
When the truth is scaled to control the noise level in the autocorrelations, the error
metric is also scaled. Hence, we use tweaks of the error metrics for fair comparisons.
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Figure 56: Alternative procedure for realizing noisy aliased autocorrelations, where Pois-
son noise is added to Fourier magnitudes, and the noisy, aliased autocorrelation is obtained





















− cf(x) + cλ(x)
}
, (77)
where fc denotes a scaled truth, and λc denotes an estimate of fc. Therefore, we can argue
that
L1(fc, λc) = cL1(f, λ),
L2(fc, λc) = c
2L2(f, λ),
L∞(fc, λc) = cL∞(f, λ),
I(fc||λc) = cI(f ||λ). (78)
Thus, when we compare L1(f, λ) and L1(fc, λc), we divide L1(fc, λc) by c. For the other
metrics, the same reasoning and method is used.
5.4.2 Unconstrained Estimates
5.4.2.1 Poisson Noise on Autocorrelations
Unconstrained Reconstructions from Unaliased Autocorrelations: Figure 57 shows
the truth (a hand image) and its aliased and unaliased autocorrelations. The colormaps for
the autocorrelations are modified to best show details and are provided on the right-hand
sides of the autocorrelations. Figure 58 shows selected estimates produced by Eq. (50)
from unaliased autocorrelations for various c values. Recall that the SNR becomes lower as
c becomes smaller. Among the estimates in Fig. 58, the estimate for c = 0.01 is associated
with the lowest SNR. Observe that estimate become rougher as the SNR becomes lower.
For c = 0.01, it is difficult to recognize the hand in the estimate.
Different noise realizations would result in different estimates. To obtain the “average”
behavior of the algorithm in noise, we perform 10 Monte Carlo experiments. Even though





















Figure 57: (a) Truth image. (b) Unaliased autocorrelation of the truth in Fig. 57(a). (c)
Aliased autocorrelation (or Patterson function) of the truth in Fig. 57(a). The colormaps
of autocorrelations are modified to best show details; the colormaps are given on the right
of the autocorrelation images.
same c have similar quality. Figure 59 shows the mean images of the estimates from the 10
Monte Carlo experiments for the c values in Fig. 58. As expected, estimate quality is better
in the mean images. Compare the estimates in Figs. 58(f) and 59(f): The hand in the mean
image for c = 0.01 is quite distinguishable. Figure 60 shows the pixelwise variance images
of the estimates from the 10 Monte Carlo experiments. Overall, variances of estimates are
higher on the background than on the hand, but as the SNR becomes lower, the variances
on the background and on the hand become similar.
Unconstrained Reconstructions from Aliased Autocorrelations: Figure 61 shows




Figure 58: Selected unconstrained estimates at the 50000-th iteration produced by Eq.
(50) from unaliased autocorrelations when (a) c = 0.26, (b) c = 0.21, (c) c = 0.16, (d)
c = 0.11, (e) c = 0.06, and (f) c = 0.01.
(a) (b) (c)
(d) (e) (f)
Figure 59: Mean images of unconstrained estimates at the 50000-th iteration of 10 Monte
Carlo experiments performed with Eq. (50) when (a) c = 0.26, (b) c = 0.21, (c) c = 0.16,




Figure 60: Variance images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (50) when (a) c = 0.26, (b) c = 0.21, (c)





Figure 61: Selected unconstrained estimates at the 50000-th iteration produced by Eq.
(51) from aliased autocorrelations when (a) c = 0.26, (b) c = 0.21, (c) c = 0.16, (d) c = 0.11,
(e) c = 0.06, and (f) c = 0.01.
in Fig. 58. Noticeably, the estimates from aliased autocorrelations suffer less from Poisson
noise than those from unaliased autocorrelations. Compare the estimates in Figs. 58 and
61 and observe that the hand in Fig. 61(f) is more distinguishable than that in Fig. 58(f).
Also, the background in Fig. 61(e) is less rough than the background in Fig. 58(e). Figures
62 and 63 show the mean and variance images of 10 Monte Carlo runs associated with
Fig. 61 for the c values in Fig. 61. Again, as expected, the mean images look better than
the estimates in Fig. 61. Note that the mean image for c = 0.01 shows much improved
smoothness on the background. The variance images show behavior similar to the variances
for the case of unaliased autocorrelations.
Error Metric Comparison: Because of the randomness of noise, it is not so obvious
that estimates from aliased autocorrelations suffer less from noise than those from unaliased
autocorrelations. This may be seen via comparison of error metrics. Figure 64 shows various




Figure 62: Mean images of unconstrained estimates at the 50000-th iteration of 10 Monte
Carlo experiments performed with Eq. (51) when (a) c = 0.26, (b) c = 0.21, (c) c = 0.16,
(d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. The measured autocorrelations are aliased.
metric as c changes. Since Monte Carlo runs are involved, the error metric’s behavior is
represented by two lines: The upper line represents the mean of the 10 Monte Carlo runs
plus the standard deviation of the 10 runs, and the lower line represents the mean minus
the standard deviation. Now, it is clear that the estimates from aliased autocorrelations
are less degraded by noise than the estimates from unaliased autocorrelations in the sense
of the four error metrics.
It is important to note that noise “suddenly” destroys estimate quality, as opposed to
having a “gradual” impact. Note that the error-metric values suddenly shoot up for c
between 0.21 and 0.01.
5.4.2.2 Poisson Noise on Squared Fourier Magnitudes
Figure 65 shows selected estimates produced by the unconstrained algorithm in Eq. (51)
from aliased autocorrelations. Here, Poisson noise is generated with means given by the




Figure 63: Variance images of unconstrained estimates at the 50000-th iteration of 10
Monte Carlo experiments performed with Eq. (51) when (a) c = 0.26, (b) c = 0.21, (c)
c = 0.16, (d) c = 0.11, (e) c = 0.06, and (f) c = 0.01. The measured autocorrelations are
aliased.
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Figure 64: Various error metrics when the autocorrelations are subject to Poisson noise:
(a) L1, (b) L2, (c) L∞, and (d) I-divergence.
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taking the inverse Fourier transform of the noisy squared Fourier magnitudes. The Fourier
magnitudes are assumed to be “undersampled” [77], which results in aliased autocorrela-
tions. Because the values of Fourier magnitudes are large, the c values for the estimates
in Fig. 65 are much smaller than those used in Figs. 58 and 61. We can clearly observe
roughness in the estimates, especially when c is low, which corresponds to a low SNR.
Comparing c values in this section and the previous section reveals important informa-
tion: For obtaining a similar SNR level, much lower photon counts would be necessary when
noise is placed on the Fourier magnitudes squared compared with when noise is placed on
the autocorrelations directly (compare the estimates in Figs. 61(f) and 65(f)).
Figures 66 and 67 show the mean and variance images of 10 Monte Carlo experiments
associated with Fig. 65. The mean images again show improved image quality, as expected.
The variance images also show similar behavior to those in Figs. 60 and 63.
The error metrics are illustrated in Fig. 68. As in the cases when noise is added to
autocorrelations directly, noise suddenly and rapidly degrades estimate quality in the sense
of the four error metrics once the noise reaches a critical level.
Unconstrained Reconstructions from Highly Noisy Fourier Data: When SNRs
become severely low, interesting noise artifacts that look like sinusoidal patterns occur.
Figure 69 shows some selected estimates from low SNR autocorrelations. Since the noise
corrupts the Fourier information, noise dominating certain measurements may destroy some
frequency components. Dependent upon the particular noise realization, there may be
several frequency components destroyed by noise; this results in various artifacts in the
autocorrelations as in the second row of Fig. 69. Note the noise artifacts in Fig. 69 look
like several types of sinusoidal patterns.
5.4.3 Constrained Estimates
5.4.3.1 Poisson Noise on Autocorrelations
Constrained Estimates from Unaliased Autocorrelations: Figure 70 shows esti-
mates produced by Eq. (70) when Good’s roughness is incorporated for a relatively high




Figure 65: Selected unconstrained estimates at the 50000-th iteration produced by Eq.
(51) from aliased autocorrelations when (a) c = 0.001535, (b) c = 0.0012875, (c) c =
0.00104, (d) c = 0.0007925, (e) c = 0.000545, and (f) c = 0.0002975.
unconstrained is much alleviated, while the background in the estimate still remains a little
rough. Higher α values provide more smoothness to the background, but the hand becomes
blurred as α becomes higher. When α = 5.0, the border of the hand is too smeared out.
When the SNR is low (c = 0.01), noise leads to estimates that are too messy to be
distinguishable; Good’s roughness cannot help much. Figure 71 shows estimates produced
by Eq. (70), incorporating Good’s roughness. The estimate produced for α = 0.5 starts to
show a smooth enough hand, which is more recognizable than the unconstrained estimate
in Fig. 58(f). The estimate with α = 1.0 achieves nice smoothness both on the hand region
and the background. Higher α values overly smooth the estimate; the estimate produced
with α = 5.0 is not even recognizable as a hand.
Noticeably, the TV penalty induces considerably different smooth textures compared
with Good’s roughness. Figures 72 and 73 show estimates produced by Eq. (70) when
the TV penalty is applied. Observe how flat the estimates are in both the hand and the




Figure 66: Mean images of unconstrained estimates at the 50000-th iteration of 10 Monte
Carlo experiments performed with Eq. (51) when (a) c = 0.001535, (b) c = 0.0012875,
(c) c = 0.00104, (d) c = 0.0007925, (e) c = 0.000545, and (f) c = 0.0002975. Poisson





Figure 67: Variance images of unconstrained estimates at the 50000-th iteration of
10 Monte Carlo experiments performed with Eq. (51) when (a) c = 0.001535, (b)
c = 0.0012875, (c) c = 0.00104, (d) c = 0.0007925, (e) c = 0.000545, and (f) c = 0.0002975.
Poisson noise is placed on squared Fourier magnitudes that are undersampled, resulting in
noisy, aliased autocorrelations.
120




















c (scale factor) (× 103)
(a)




















c (scale factor) (× 103)
(b)





















c (scale factor) (× 103)
(c)





















c (scale factor) (× 103)
(d)
Figure 68: Various error metrics when Poisson noise is placed on squared Fourier magni-
tudes: (a) L1, (b) L2, (c) L∞, and (d) I-divergence. The occasional jumpiness of the curve
(as near the right side of Fig. 68(b)) is due to the limited number of Monte Carlo runs. We
did not perform more runs since the overall trends are already quite clear.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 69: Interesting unconstrained estimates at the 50000-th iteration produced by Eq.
(51) from aliased autocorrelations with low SNRs when (a) c = 0.000035, (b) c = 0.00004,
(c) c = 0.000045, (d) c = 0.00005. Poisson noise is placed on squared Fourier magnitudes.
The autocorrelations of the estimates in Figs. 69(a), 69(b), 69(c), and 69(d) are shown in
Figs. 69(e), 69(f), 69(g), and 69(h), respectively.
is that it preserves edges of estimates. Note the edges are quite clear even for α = 5.0
(compare Fig. 72(f) with Fig. 70(f)). However, if the noise level is high (c = 0.01), then the
TV penalty cannot seem to locate the correct edges for α higher than 2.0. As with Good’s
roughness, the estimates with the TV penalty for α = 0.5 and 1.0 are much improved over
the unconstrained estimates and become recognizable.
Constrained Estimates from Aliased Autocorrelations: Figures 74 and 75 show
estimates produced by Eq. (71) with Good’s roughness penalty for c = 0.06 and 0.01,
respectively, when Poisson noise is placed on aliased autocorrelations. Similarly to the
estimates from the unaliased autocorrelations, the penalty leads to smooth estimates for
some α. On the other hand, the algorithm in Eq. (71) is more sensitive to the operation of
the penalty. Note that the estimate in Fig. 74(f) is a lot more blurred than the estimate in
Fig. 70(f), although the noise levels are similar, and the same regularization parameters are
applied. Since the estimates produced by Eq. (71) are so sensitively driven by the penalty
effects, it could be difficult to find an appropriate α that can provide enough smoothing




Figure 70: Estimates produced by Eq. (70) incorporating Good’s roughness penalty given
unaliased autocorrelations when c = 0.06 (high SNR), and (a) unconstrained, (b) α = 0.1,
(c) α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0.
(a) (b) (c)
(d) (e) (f)
Figure 71: Estimates produced by Eq. (70) incorporating Good’s roughness penalty given
unaliased autocorrelations when c = 0.01 (low SNR), and (a) unconstrained, (b) α = 0.1,




Figure 72: Estimates produced by Eq. (70) incorporating TV penalty given unaliased
autocorrelations when c = 0.06 (high SNR), and (a) unconstrained, (b) α = 0.1, (c) α = 0.5,
(d) α = 1.0, (e) α = 2.0, and (f) α = 5.0.
(a) (b) (c)
(d) (e) (f)
Figure 73: Estimates produced by Eq. (70) incorporating TV penalty given unaliased
autocorrelations when c = 0.01 (low SNR), and (a) unconstrained, (b) α = 0.1, (c) α = 0.5,




Figure 74: Estimates produced by Eq. (71) incorporating Good’s roughness penalty given
aliased autocorrelations when c = 0.06 (high SNR), and (a) unconstrained, (b) α = 0.1, (c)
α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0.
though α is low (see the α = 0.5 case), the hand becomes quite blurred and starts to lose
much of the information about the hand’s shape. Obviously, higher α than 0.5 smashes
most of the features in the estimates.
Figures 76 and 77 show estimates produced with the TV penalty from aliased autocor-
relations. When the SNR is high, the TV penalty suppresses the background roughness due
to noise better than Good’s roughness; the background becomes almost entirely smooth,
and most of the features are well reconstructed (see Fig. 76(c)). A similar sensitivity of
the algorithm to the Good’s roughness is observed with the TV penalty. When the SNR
is low, the algorithm has difficulty in suppressing noise while preserving the features of
estimates such as edges, since a slight increase in the regularization parameter could turn




Figure 75: Estimates produced by Eq. (71) incorporating Good’s roughness penalty given
aliased autocorrelations when c = 0.01 (low SNR), and (a) unconstrained, (b) α = 0.1, (c)
α = 0.5, (d) α = 1.0, (e) α = 2.0, and (f) α = 5.0.
(a) (b) (c)
(d) (e) (f)
Figure 76: Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations when c = 0.06 (high SNR), and (a) unconstrained, (b) α = 0.1, (c) α = 0.5,




Figure 77: Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations when c = 0.01 (low SNR), and (a) unconstrained, (b) α = 0.1, (c) α = 0.5,
(d) α = 1.0, (e) α = 2.0, and (f) α = 5.0.
5.4.3.2 Poisson Noise on Squared Fourier Magnitudes:
Figures 78 through 81 show estimates produced by Eq. (71), incorporating Good’s rough-
ness and the TV penalties, in the case where Poisson noise is placed on the squared Fourier
magnitudes. The estimates show behavior that is quite similar to the case of aliased auto-
correlations in which noise is manifest directly in the spatial domain.
When the SNR is “destructively” low as in Fig. 69, the penalty is helpless no matter
what type is used. The unconstrained estimates in Fig. 69 only preserve the edges with
large values. A slight amount of smoothing from a penalty entirely blurs out all information
in the estimates, and no useful features are observable in the constrained estimates. For
brevity, we omit the results of these experiments.
5.5 Conclusions
We studied the effect of noise on phase retrieval via minimization of Csiszár’s I-divergence




Figure 78: Estimates produced by Eq. (71) incorporating Good’s roughness penalty given
aliased autocorrelations formed from noisy squared Fourier magnitudes when c = 0.000545
(high SNR), and (a) unconstrained, (b) α = 0.001, (c) α = 0.005, (d) α = 0.01, (e) α = 0.02,




Figure 79: Estimates produced by Eq. (71) incorporating Good’s roughness penalty given
aliased autocorrelations formed from noisy squared Fourier magnitudes when c = 0.0002975
(low SNR), and (a) unconstrained, (b) α = 0.001, (c) α = 0.005, (d) α = 0.01, (e) α = 0.02,




Figure 80: Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations formed from noisy squared Fourier magnitudes when c = 0.000545 (high
SNR), and (a) unconstrained, (b) α = 0.001, (c) α = 0.005, (d) α = 0.01, (e) α = 0.02, and




Figure 81: Estimates produced by Eq. (71) incorporating TV penalty given aliased
autocorrelations formed from noisy squared Fourier magnitudes when c = 0.0002975 (low
SNR), and (a) unconstrained, (b) α = 0.001, (c) α = 0.005, (d) α = 0.01, (e) α = 0.02, and
(f) α = 0.05.
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scenarios is the roughness of the estimates. Additionally, when noise is placed on the squared
Fourier magnitudes and the SNR is “destructively” low, noise is manifest as sinusoidal
patterns.
Estimate degradation from Poisson noise was quantified via various error metrics. We
observed thresholds, below which noise had only trivial effects, and over which noise “sud-
denly” made the estimates extremely poor.
We employed the Schulz-Snyder algorithm [93] to minimize the I-divergence, which
was originally inspired by a certain EM algorithm [92]. To suppress noise artifacts, we
incorporated certain types of constraints via penalties. Our implementation adapted Green’s
OSL algorithms, based on the theoretical fact that the Schulz-Snyder algorithm is equivalent
to an EM algorithm assuming a particular Poisson data model.
In Chapter 2, we tweaked the Schulz-Snyder algorithm to make the algorithm usable for
aliased autocorrelations as in x-ray crystallography. In this chapter, we also incorporated
penalties in our tweaked version of the Schulz-Snyder algorithm.
Good’s roughness and total variation penalties were chosen for restraining the observed
noise artifacts, such as roughness. Both penalties provided nice smoothing properties.
However, the textures resulting from the two penalties were quite different, especially in
the background. Another important difference between the two penalties is that the total
variation may preserve edges, while Good’s roughness encourages smoothing of edges as
well as other regions.
Interestingly, it turned out that the penalties have more sensitive effects on the estimates
from aliased autocorrelations than from unaliased autocorrelations, no matter whether noise
is placed on the squared Fourier magnitudes or the autocorrelations directly.
When the SNR is “destructively” low, none of the penalties could improve the esti-
mates; the penalties always led to entirely blurred estimates that do not show any useful
information.
Even though incorporating penalties helpfully improved estimate quality, there still
remains a serious challenge, namely, convergence of the algorithms to local minima. We
started the algorithm from the “truth” so that we could study the effect of noise on the
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global minima independent of local minima issues. It would also be interesting to study
whether noise increases the probability of converging to an unpleasant local minimum when
starting from a more generic initial estimate.
We may be able to avoid difficulties with local minima by applying some global opti-
mization methods, such as simulated annealing or genetic algorithms, to the minimization
of the I-divergence. This is an important avenue for future work.
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CHAPTER VI
AN ITERATIVE DEAUTOCONVOLUTION ALGORITHM
FOR NONNEGATIVE FUNCTIONS
6.1 Introduction
This chapter considers the inverse problem of estimating a function from its autoconvolution,
i.e., the convolution of that function with itself. We refer to this as the deautoconvolution
problem. Such problems sometimes arise in physics [27]. Due to its ill-posedness, most
existing solutions to the deautoconvolution problem are based on various regularization
methods such as Tikhonov’s regularization method or the method of Lavrent’ev. Some
analytical solutions to the deautoconvolution problem have been formulated based on such
regularization methods [40, 51]. Also, by noting that an autoconvolution function is an
example of a linear Volterra equation of the first kind, other approaches have been proposed
[1, 2, 57, 87]. Gorenflo and Hofmann [40] studied theoretical aspects of the autoconvolution
operator.
Most work on the subject has focused on analytical solutions. We instead present an it-
erative algorithm that tries to minimize an objective function. This work focuses specifically
on the case where both the underlying function and its autoconvolution are nonnegative.
We formulate an information-theoretic discrepancy measure between the observed autocon-
volution data and the autoconvolution of the estimate of the desired function at the current
iteration. Csiszár’s I-divergence is used for defining such a discrepancy.
This discrepancy is minimized using the Kuhn-Tucker conditions. Because no closed-
form solution is available, we find an iterative algorithm. This algorithm has a helpful set of
properties. It naturally preserves support constraints, nonnegativity, and the total intensity
of estimates. Such properties contribute to a proof of convergence of the difference of the
two consecutive estimates of our algorithm.
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6.1.1 Background on Csiszár’s I-divergence
Csiszár’s I-divergence is a generalization of the Kullback-Leibler distance. The Kullback-
Leibler distance has appeared in various fields: statistics [38, 62], pattern recognition [53,
54,58], and spectral analysis [97]. Until Shore and Johnson [52,98] justified, based on their
four consistency axioms, the employment of the Kullback-Leibler distance in reconstruction
problems, previous justifications had counted on intuitive arguments or the information-
theoretic properties of the distance measure [47]. A limitation of the Kullback-Leibler
distance is that it only defines a discrepancy measure between two functions that have the
same integral. To compensate for this limitation, Csiszár [23] proposed his I-divergence
measure and extended the work of Shore and Johnson to axiomatically justify using his
I-divergence in reconstruction problems. Unlike the Kullback-Leibler distance, Csiszár’s
I-divergence measure can accommodate cases involving two functions that have different
integrals. A notable result of Csiszár’s work is that, if the functions involved are nonnegative,
minimizing Csiszár’s I-divergence measure is the only choice consistent with a set of intuitive
postulates such as regularity, locality, and composition-consistency.
Csiszár’s results inspired much work. Snyder et al. [107] apply the idea of minimizing
Csiszár’s I-divergence measure to image deblurring subject to nonnegativity constraints.
They proposed an iterative algorithm that gives a sequence of estimates with a nice set
of properties such as guaranteed convergence to the global minimum, the nonnegativity of
every estimate in the sequence, and monotonically decreasing I-divergence. Additionally,
they argued that deterministic deblurring problems with nonnegativity constraints can be
thought of as statistical estimation problems from incomplete data based on an infinite
number of observed samples, using the weak law of large numbers.
An important finding in [107] may be summarized as follows. Suppose some data can
be modelled as a Poisson point process, and the intensity of that process is a linear trans-
formation of an underlying point process whose intensity we wish to estimate. Assume that
infinitely many data samples are available. Then, maximizing the expected value of the
loglikelihood of the Poisson data is equivalent to minimizing the I-divergence between the
measured mean value of the data and the estimated mean of the data, which is an output
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of a linear system as stated above. This finding may be interpreted in another way. If
infinitely many data samples are available, finding a maximum-likelihood solution to the
problem of estimating the mean of a Poisson point process is equivalent to estimating an
input from an output from a linear system with a known kernel subject to nonnegativity
constraints. Such an idea is generalized and rigorously formalized by Vardi and Lee [114].
Vardi and Lee concluded that a particular problem of maximum-likelihood estimation from
incomplete Poisson data is equivalent to solving a linear inverse problem subject to nonneg-
ativity constraints. This approach has been applied to deblurring problems in computerized
tomography [106].
6.1.2 Motivation
In some applications, the magnitude of the Fourier transform of an image can be measured,
but not the phase. Recovering the Fourier phases from the Fourier magnitudes is equivalent
to reconstructing a function from its autocorrelation, i.e. the correlation of that function
with itself. Schulz and Snyder [93] used the idea of minimizing Csiszár’s I-divergence mea-
sure to recover an image from its autocorrelation, and proposed the Schulz-Snyder phase
retrieval algorithm. The success of their algorithm motivates applying the minimization of
Csiszár’s I-divergence measure to the deautoconvolution problem subject to nonnegativity
constraints. As a consequence, the structure of this chapter is strongly analogous to that
of [93].
6.1.3 Organization
This chapter is organized as follows. Section 6.2 gives a mathematical framework for the
problem of interest by means of the I-divergence measure. The algorithm is derived and
discussed briefly in Section 6.3. Sections 6.4 and 6.5 describe and prove some properties
of the algorithm. Numerical examples of reconstruction of two-dimensional images are
demonstrated in Section 6.6. Section 6.7 concludes our work with brief remarks.
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6.2 Problem Statement
The algorithm described in this chapter can be applied to any finite-dimensional function.
We develop our theory in a two-dimensional space to retain reasonable generality while
remaining concise.
We first introduce definitions to be used throughout this chapter. Let {x(t) : t ∈ R2}




x(s− t)x(t)dt = y(s), (79)
where T represents the domain of t. We are interested in the case that x is real-valued
and nonnegative, which ensures that y is so as well. We further assume that x has a
finite support, and hence so does y. The function y is often called the autoconvolution of
x [35, 36, 40, 51]. For numerical implementation, the functions x and y are discretized as
{x(n) : n ∈ N} and {y(m) : m ∈M}, respectively, where N represents the two-dimensional
set {1, 2, . . . , N} × {1, 2, . . . ,M}, and M represents a set defined as
M def= {m : m = n1 − n2, (n1, n2) ∈ N 2}. (80)











x(n)x(m− n), m ∈M
0, m /∈M
. (81)
Our goal is to reconstruct the input {x(n) : n ∈ N} from the measurements {y(m) :












x̂(n)x̂(m− n), m ∈M
0, m /∈M
, (82)
where {x̂(n) : n ∈ N} denotes an estimate of the input x. Using this definition of ŷ,
the problem of reconstructing x can be stated as follows: provided that y is measured,
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find an estimate of the input x̂ such that ŷ is as close as possible to y in some sense. To
define their closeness, we need to measure the discrepancy between ŷ and y. Once the
discrepancy measure, denoted by I(y||ŷ), is determined, our goal is to find an estimate x̂
that minimizes the measure. Several feasible choices are available for I(y||ŷ), such as the
cumulative absolute error. We are drawn to Csiszár’s I-divergence measure [23], which is a

























where α is an arbitrary positive constant. We assume that the measurement y satisfies
nonnegativity (i.e., y(m) ≥ 0 for all m ∈M).




where x̂ ≥ 0 means that x̂(n) ≥ 0 for all n ∈ N .
6.3 Deautoconvolution Algorithm
Using fundamental calculus and the Kuhn-Tucker conditions, we obtain the necessary (but








= 0 x̂0(n) > 0
≥ 0 x̂0(n) = 0
, (86)































































The relation given in (89) is proven in Property 4 below. When the algorithm is initialized,





The algorithm in (88) is very similar in form to the Schulz-Snyder phase retrieval algorithm
[93].
6.4 Properties of Deautoconvolution Algorithm
It is desirable for estimation algorithms to incorporate known constraints, such as support
or nonnegativity, on the possible solutions. Also, an iterative algorithm is hoped to produce
a stable solution in the sense of [21]. Property 1–Property 3 explains how our deautocon-
volution algorithm preserves nonnegativity and fixed support constraints and produces a
stable solution. The proofs of the properties shown below are adapted from [93] and [21].
Property 1. (Nonnegativity)
For k = 1, 2, . . . , it holds that x̂(k) ≥ 0.
Proof. Since x̂(0)(n) ≥ 0, ∀n ∈ N , y(m) ≥ 0, ∀m ∈ M, and ŷ(0)(m) ≥ 0, ∀m ∈ M, it holds
that x̂(1)(n) ≥ 0, ∀n ∈ N by the definition in (88). By applying the same arguments for
k = 1, 2, . . ., it can be easily shown that x̂(k) ≥ 0, ∀n ∈ N .
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Property 2. (Fixed Support)
If x̂(0)(n) = 0 for n ∈ N1 ⊂ N , then x̂(k)(n) = 0 for n ∈ N1 and k = 1, 2, . . ..
Proof. This property follows from (88).
Property 3. (Fixed Minima)
Any estimate that satisfies the Kuhn-Tucker conditions in (86) for a minimizer is a fixed
point of the deautoconvolution algorithm in (88).
Proof. First, suppose that an estimate x̂(k) satisfies the Kuhn-Tucker conditions for a mini-
mizer given in (86) for a minimizer. Then, by the definition of the Kuhn-Tucker conditions,








and hence x̂(k+1)(n) = x̂(k)(n). If x̂(k)(n) = 0 for some n ∈ N , then x̂(k+1)(n) = 0 for the
n. Therefore, it holds that x̂(k+1)(n) = x̂(k)(n), ∀n ∈ N .
Property 4. (Conservation of Total Intensity)
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Hence, when the algorithm in (88) is initialized with an initial estimate x̂(0) whose total
intensity is y
1/2
0 , then the conditions in (93) are satisfied by mathematical induction.
Property 5. (Monotonicity of I-divergence)
A sequence of estimates provided by (88) yields a sequence of I-divergence measure that is
monotonically decreasing: I(y||ŷ(k+1)) ≤ I(y||ŷ(k)), for k = 1, 2, . . ..






























































































































































































































(k+1)||x̂(k)) ≥ 0, (103)
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where n′ = m− n, and I(x̂(k+1)||x̂(k)) denotes the I-divergence discrepancy between x̂(k+1)
and x̂(k), which is nonnegative as a consequence of the strict concavity of the logarithm.
Note that the rest of the terms in Csiszár’s I-divergence cancel out because the integrals of
x̂(k+1) and x̂(k) are the same. On the right-hand side in (103), the fifth and sixth equalities
directly follow from the definition of the deautoconvolution algorithm. Therefore, it is
proven that Csiszár’s I-divergence measure is monotonically decreasing.
Corollary 3. It holds that
I(y||ŷ(k+1)) = I(y||ŷ(k)) (104)
if and only if x̂(k)(n) = x̂(k+1)(n) for all n ∈ N . This implies that r(k)(n) = 1 for all n ∈ N ,
satisfying x̂(k)(n) > 0 if and only if (104) is satisfied.
Property 2 warns us that we should not initialize a pixel value with zero unless we
have a priori knowledge that the pixel should be zero. This provides a convenient way
of incorporating support constraints. In the absense of other information, it is desirable
to initialize the algorithm with a uniform, nonzero estimate, which seems to be the most
general. (We note that with the Schulz-Snyder deautocorrelation algorithm, it is important
not to initialize the algorithm a mirror symmetric initial estimate, and hence it is customary
to add a small amount of randomness to the initial uniform estimate. We do not need to
worry about that in our deautoconvolution case.) As a result of Property 5, it is guaranteed
that ŷ(k)(m) is always positive for those m such that y(m) is positive, since if ŷ(k)(m) is
zero for some m, then the algorithm will produce I(y||ŷ(k)) = ∞ for those m. Hence,
nonnegativity is naturally preserved.
6.5 Convergence of the Difference of Two Consecutive Es-
timates
This section establishes convergence of the difference of two consecutive estimates of the
deautoconvolution algorithm to zero. However, this does not guarantee the convergence
of the estimates to a limit point. We can show that the set of limit points is not empty,
and these limit points satisfy the Kuhn-Tucker conditions, which means they are critical
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points. One of these critical points may be a local minimum or a saddle point. In all of our
simulations, we have never observed convergence to a saddle point, but we have not proven
that would always be the case in general; such explorations would involve looking at second
derivatives of the I-divergence function, which we leave for future work.
Lemma 1 verifies that limit points of the sequence of estimates produced by our algo-
rithm exist. Using this lemma, we show that a limit point of estimates must be a critical
point using the preceding properties and a corollary along with the Kuhn-Tucker conditions.
When the algorithm is initialized as indicated in Property 4, the property imposes a
constraint on the solution. In fact, using the property, we can reduce the feasible solution








0 , x̂ ≥ 0
}
. (105)
In addition, let Λ∗ denote the set of limit points of the sequence {x̂(k)}∞k=0 that are elements
of Λ. The following lemmas and theorem will establish convergence of the difference of two
consecutive estimates, x̂(k) and x̂(k+1). The proofs of the following lemmas and theorem are
adapted from [21].
Theorem 4. (Convergence of the difference of two consecutive estimates to zero
in L1 norm)
The sequence of the difference of two consecutive estimates ||x̂(k+1)−x̂(k)||1 of the algorithm
converges to zero in L1 norm.
Proof. Because the I-divergence sequence generated by a sequence of estimates is monoton-
ically decreasing (Property 5) and is bounded below by zero, there exists a limit I∗ ≥ 0
from the monotone convergence theorem such that [4, p. 104]:
lim
k→∞









Combining (107) and (103), we obtain
lim
k→∞
I(x̂(k+1)||x̂(k)) = 0. (108)
We note that the Kullback-Leibler distance is stronger than the norm L1 (see [63]








||x̂(k+1) − x̂(k)||21, (109)
where || · ||1 denotes the L1 norm (see [21, p. 299] for the definition of L1 norm). Since
(108) is reached, the left-hand side of (109) goes to zero asymptotically. Therefore, we





|x̂(k+1)(n)− x̂(k)(n)| = 0. (110)
This proves the theorem.
Lemma 1. (Properties of Set of Limit Points)
Let N be a finite discrete set. The set of limit points Λ∗ is nonempty, compact, and
connected.
Proof. Our proof employs ideas from p. 371 of [21]. We first show that Λ is closed and
bounded, which means that Λ is compact. Note that, by the equality and nonnegativity






. Hence, Λ is bounded. To show closedness of Λ,
suppose it is not closed. Then, there exist x ∈ Λ and x̃ ∈ Λ such that x ∈ B(x̃, ε) for an
arbitrarily small ε > 0. The open ball B(x̃, ε) is defined by (using notation in Moon [80])
B(x̃, ε) = {x ∈ Λ : ||x̃− x|| < ε} . (111)
Now, we can select x such that





, ∀n ∈ N , (112)
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where 1N (n) denotes a uniform function whose values are 1 for all n ∈ N . Consequently,





































n∈N x(n) + ε 6= y
1/2
0 . (113)
This contradicts the assumption that x ∈ Λ. Therefore, Λ is closed. Since Λ is closed
and bounded, Λ is compact by the Heine-Borel theorem [89]. Moreover, by the Bolzano-
Weierstrass theorem [4], there exist a limit point because x̂(k)(n) ∈ Λ. Thus, Λ∗ is nonempty.
The set of limit points is always closed. Since Λ∗ is a subset of a bounded set Λ, Λ∗ is also
bounded. Therefore, Λ∗ is compact, by the Heine-Borel theorem.
We want to show that Λ∗ is connected. To do so, suppose it is disconnected. Then, there
are at least two nonempty sets whose union is Λ∗ that are separated by the complement
of the two sets. Since Λ∗ is closed, the complement is open. So, this can play a role of
a disconnection. In addition, it is possible to choose a compact set C that is a subset of
the complement set since the complement is nonempty and open. However, elements of the
sequence {x̂(k)}∞k=0 alternate between the two disconnections, consisting of Λ∗, infinitely
many times in Λ. This implies that the compact set C is traversed by the elements of Λ
infinitely many times. However, we have from Theorem 4
lim
k→∞
I(x̂(k+1)||x̂(k)) = 0, (114)
and hence
||x̂(k+1) − x̂(k)||1 → 0. (115)
Therefore, C must be visited by elements of {x̂(k)}∞k=0 infinitely many times. However, C
is compact, and thus it contains at least one limit point of {x̂(k)}∞k=0. This contradicts the
statement that C ∩ Λ∗ ⊂ (Λ∗)c ∩ Λ∗ = ∅. Consequently, Λ∗ is connected.
Theorem 5. (Limit Points Satisfy the Kuhn-Tucker Conditions)
The limit point of x̂(k) is a critical point i.e.,
lim
k→∞
x̂(k) = x̂∗, (116)
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where x̂∗ denotes a critical point. Since the I-divergence sequence is nonincreasing, this
critical point cannot be a local maximum; it must be either a local minimum or a saddle
point.
Proof. Since the solution function space is defined on a finite domain, (110) also implies
pointwise convergence. By Lemma 1, existence of limit points of {x̂(k)}∞k=0 is guaranteed.
Denote a limit point of {x̂(k)}∞k=0 as x̂∗:
lim
k→∞
x̂(k) = x̂∗. (117)
Next, we show that x̂∗ is a critical point. Recall that the iteration is given by x̂(k+1) =
x̂(k)r(k). If we take limits of the both sides of this equation, then we obtain
x̂∗ = x̂∗r∗, (118)
where r∗ denotes a limit point of r(k). Existence of x̂∗ implies existence of r∗, since if r∗
diverges, then x̂∗ diverges as well. Note that, if x̂∗ is nonzero, r∗ must be one to guarantee
consistency of (118). If x̂∗ is zero, then we should have infinitely many r(k) ≤ 1 as k goes





r(i)(n), ∀n ∈ N . (119)
The right-hand side of (119) would diverge when k goes to infinity, unless we have infinitely







= 1 x̂∗ > 0
≤ 1 x̂∗ = 0
(120)
Therefore, the Kuhn-Tucker conditions given in (86) are satisfied, and hence x̂∗ is a critical
point.
We emphasize that the convergence of the difference between estimates does not guar-
antee the convergence of the estimates of the algorithm. The proof of convergence of the
estimates remains as an important future research. Another question would involve the
uniqueness (or lack thereof) of the limit point. Such a proof might follow along the lines
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of [21]. However, [21] involves a linear system with a fixed kernel; in our autoconvolution
case, the equivalent kernel changes with each iteration. As a result, Cover’s “alternating
minimization” arguments would need to be extended. This will cause some complications
in asserting the uniqueness of the limit point of the sequence produced by the deautocon-
volution algorithm. So, a proof of uniqueness of the limit (if one is available) remains for
future work.
6.6 Numerical Examples
The preceding sections set up the mathematical foundation of our deautoconvolution algo-
rithm. This section shows examples of some images reconstructed from their autoconvolu-
tion data. As mentioned before, we adhere to examples of two-dimensional images. The
algorithm is implemented by the following sequence of steps:
1. Begin with an input estimate x̂(0) that is a valid image estimate (nonnegative and
normalized according to Eq. (93)).
2. Convolve x̂(k) with itself to obtain ŷ(k).
3. Divide the measurement y by the estimated output ŷ(k). Call this function u(k).







5. Update the estimate of x̂(k) by
x̂(k+1)(n) = x̂(k)(n)r(k)(n), ∀n ∈ N . (121)
6. Repeat steps 2 through 4 until a convergence criterion is met.
Figure 82 demonstrates the reconstruction of a two-dimensional image. The size of the
two-dimensional image is 50 × 50 pixels. Figures 82(a) and 82(c) show a two-dimensional
original image and an estimate of the image provided by the algorithm at the 20000-th
iteration. The original image possesses various interesting details such as the feelers and
wings. Figures 82(b) and 82(d) show the autoconvolutions of 82(a) and 82(c), respectively.




Figure 82: (a) Original image used in numerical experiments. (b) Autocorrelation of the
original image. (c) Image estimate at the 20000-th iteration. (d) Autocorrelation of the
image estimate
of the authors’ institution) and the autoconvolutions are different, to best display features.
For the images, black represents low values, and white represents high values; for the auto-
correlations, black represents high values, and white represents low values. The estimate is
remarkable in that the autoconvolution image does not show any resemblance to the origi-
nal image. However, the estimate looks quite similar to the original image and shows most
of details that the original image shows. The autoconvolution images look quite similar to
each other as well.
Figure 83 shows some interesting, intermediate reconstructions. Our algorithm is initial-
ized with a constant estimate, where all the values are the same and appropriately scaled.




Figure 83: Selected reconstructions of Figure 82(a) at the 1-st (a), 500-th (b), 5000-th
(c), and 15000-th (d) iteration.
At the 5000-th iteration, the yellow jacket is already somewhat identifiable. Although the
solution at the 5000-th iteration is usable, we run the algorithm to the 20000-th iteration
until changes in the estimate are hardly observable.
Figures 84(a) and 84(c) show a second test image, created by extracting edges from the
yellow jacket, and an estimate of this image after 1000 iterations of the deautoconvolution
algorithm. Notice that the estimate looks almost the same as the edge-extracted image. The
autoconvolutions of them are almost the same as well. Here, in Figure 84, the colormaps for
the original images and the autoconvolutions are the same (unlike in the previous example).
Black represents high values, and white represents low values. Figures 84(b) and 84(d) show
the autoconvolution images of Figures 84(a) and 84(c), respectively. It is interesting that




Figure 84: (a) Original image used in numerical experiments. (b) Autocorrelation of the
original image. (c) Image estimate at the 1000-th iteration. (d) Autocorrelation of the
image estimate
Figure 82(c). Noting that we started with the same initial estimate, we might conjecture
that the dimension of the space of nonzero-valued parameters in the image affects the speed
of convergence. Figure 85 shows some selected iterations. As in Figure 83, the estimates
in the earlier stage look like blurred versions of the estimates in the later stage. As before,
the algorithm is run to the 1000-th iteration to obtain a “visibly best” image.
6.7 Conclusions
We have proposed a deautoconvolution algorithm that estimates a nonnegative function




Figure 85: Selected reconstructions of Figure 84(a) at the 1-st (a), 70-th (b), 300-th, and
700-th iteration.
mathematical foundation as the Schulz-Snyder phase retrieval algorithm and Cover’s algo-
rithm for maximizing log-investment return of a portfolio, most of our mathematical proofs
are based on their work [21,93].
The algorithm naturally incorporates constraints on the solution such as nonnegativity
and known image support. The algorithm also possesses other nice properties such as
guaranteed monotonically decreasing I-divergence and conservation of total intensity, which
implies a reduced space of solutions. Furthermore, convergence of the difference of two
consecutive estimates of the algorithm to zero has been shown. Also, we have analytically
shown that a limit point of the estimates of the algorithm is a critical point (either a
local minimum or a saddle point). Although we might conjecture that the algorithm will
not suffer from convergence to saddle points based on our experiments, a proof of such a
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conjecture (if it exists) remains for future discovery. Additional questions remain about
the possibility of the algorithm becoming trapped in local, but not global, minima, as in
the case of the Schulz-Snyder phase retrieval algorithm (see Chapter 4). We do not know
if such local minima of the I-divergence surface exist. We have not encountered any in
our experiments, but that does not prove that they will never be there. This also requires
further analysis.
Results from the numerical experiments are promising. The solutions provided by the
deautoconvolution images are inspiringly close to the original images. Even though we do
not show experiments where the measured data are corrupted by noise, our experience is
that the algorithm is still robust to such cases. Studies with different levels of noise remain
an avenue for future work.
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CHAPTER VII
PENALIZED MINIMUM I-DIVERGENCE METHODS
FOR THE INVERSE BLACKBODY RADIATION
PROBLEM
7.1 Introduction
A blackbody is a theoretical object that completely absorbs all wavelengths of thermal
radiation incident on it. Consequently, it does not reflect light and appears black, unless
the object itself radiates because of its high temperature. When a blackbody is heated to
a particular temperature, it emits thermal radiation with the maximum amount of energy
possible for that temperature. This phenomenon is known as blackbody radiation. Even
though a blackbody is an ideal object, some materials, such as carbon in its graphite form,
act like a blackbody. For instance, carbon absorbs about 97 percent of incident radiation
and also acts as a perfect emitter of radiation [60].
The inverse blackbody radiation problem is to find the area temperature distribution
a(T ) of a blackbody from the total radiated power spectrum W (ν) radiated from the black-














where ν is frequency, T absolute temperature, h Planck’s constant, k Boltzmann’s constant,
and c the speed of light. The integral kernel, called spectral brightness, is given by











Since Bojarski [7] first brought up this problem, various solutions have been proposed
[8,18,28,44,48,61,76,109,112,117]. The earliest methods [8,44,48,61] are practically unstable
because they exploit the inverse Laplace transform, which is known to be ill-posed. Hence,
as noted by Dou and Hodgson [28], such solutions often fail to produce reasonable solutions
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with real data, which always involve noise. Some recently proposed methods [28,76,109,112]
alleviate this instability and have shown success in producing “reasonably good” estimates.
Even when the inverse Laplace transform is not explicitly used, the inherent ill-posedness
remains due to the characteristics of the kernel P (T, ν). This ill-posedness has been thor-
oughly analyzed by Sun and Jaggard [109]. They noted that the kernel of the integral
equation in Eq. (122), P (T, ν), shows the following limiting behavior:
lim
T→0




for a fixed ν. This implies that the high-temperature contributions of a(T ) in W (ν) domi-
nate; hence, much of the low-temperature distribution information is lost.
Addressing this ill-posedness, some experiments showed the methods proposed by Sun
and Jaggard [109] and Dou and Hodgson [28] produced stable solutions. Dou and Hodgson
remarked on the practical implementation burden of the method by Sun and Jaggard and
proposed a maximum-entropy method. However, their maximum-entropy method is also
complicated.
When the total radiated power spectrum measurements are corrupted by noise, simple
solutions may greatly suffer. The regularization method proposed by Sun and Jaggard
combats this problem and attains somewhat reasonable solutions. Tan et al. [112] used a
hybrid input-output projection algorithm to find noise-robust solutions.
Due to the problem’s inherent ill-posedness, there are limitations on algorithm perfor-
mance, especially when noisy measurements are involved. In extreme cases, the problem
cannot be “satisfactorily” solved no matter how smart the algorithm is designed. There
does not yet appear to be any work that discusses such fundamental limits in detail.
Our work is highly inspired by the regularization method by Sun and Jaggard [109]
and the maximum entropy method by Dou and Hodgson [28]. However, our methods are
fundamentally different from theirs in that our methods define data consistency based on
an information-theoretic discrepancy measure called Csiszár’s I-divergence, instead of the
squared-error measure. We incorporate regularization via various penalties, including an
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entropy-based term. We discuss the fundamental limitations of our estimation methods
based on an analysis of the ill-posedness of the inverse blackbody radiation problem.
Csiszár’s I-divergence [23] (also called cross entropy in the related literature [10,11,74])
is a discrepancy measure defined on two nonnegative functions. It can be thought of as a
generalization of the Kullback-Leibler distance [64]. A notable result of Csiszár’s work [23]
is that, if the functions involved are nonnegative, minimizing Csiszár’s I-divergence measure
is the only choice consistent with a set of intuitive postulates such as regularity, locality,
and composition-consistency, which are desirable for estimation problems. Our work was
prompted by the observation that all the functions involved in the inverse blackbody radi-
ation problem are nonnegative.
Snyder et al. [105, 107] found that maximizing the expected value of the loglikelihood
of Poisson data is equivalent to minimizing I-divergence between the measured mean value
of the data and a hypothetical data mean derived from a function of interest through a
linear mapping. Noting this relationship, Snyder, Schulz, and O’Sullivan [107] proposed
an iterative method based on minimizing the I-divergence to address deblurring problems
subject to nonnegativity constraints. The inverse blackbody radiation problem can be
viewed as a “shift-variant” deblurring problem where the area temperature distribution is
blurred by P (T, ν). Vardi and Lee [114] offer an alternative interpretation to that of Snyder
et al. In their interpretation, they imagine the measured data are independent identically
distributed (i.i.d.) samples Yj , j = 1, 2, . . . , J , of a random variable Y , with probability mass
function p(Y = Yj) = yj , derived from hypothetical i.i.d. data samples Xi, i = 1, 2, . . . , I,
of a random variable X with probability mass function p(X = Xi) = xi, and the transition
probability mass function is p(Y = Yj |X = Xi) = hij . Hence, the measured “incomplete





An important result of their work is that the algorithms that seek to minimize the I-
divergence can be interpreted as expectation-maximization (EM) algorithms corresponding
1The terminology, complete data and incomplete data, often confuses people outside the field of statistics.
The choice of the terminology originally comes from statistics problems pertaining to missing data.
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to the data model given in Eq. (124).
When measurements do not contain noise, and the ill-posedness is not too strong, our
unconstrained methods compare favorably with the other methods cited earlier. However,
once the measurements are corrupted by noise and/or the ill-posedness becomes severe,
unconstrained methods do not perform well. Hence, we regularize our estimates using
penalties. Similar formulations and related solution methods can be found in [84].
Since we have observed certain types of undesirable artifacts in unconstrained (i.e.,
unregularized) estimates, we choose penalties that restrain such artifacts. We explore
Shannon’s entropy, the L1 norm, and Good’s roughness. Penalizing estimates by maxi-
mizing entropy subject to data fidelity constraints has been popular [3,26,65,79] for inverse
problems described by the Fredholm equation of the first kind. An important property of
maximum-entropy regularization is the shrinkage of estimates on a component basis [26].
Since the L1-norm penalty also shows shrinkage behavior [26], we consider the L1-norm
penalty as well.
Good’s roughness penalty [39] has found success in regularizing estimates in emission
tomography [67]. Our unconstrained algorithm has the same form as the EM algorithm for
the Poisson data model used in emission tomography. Hence, we investigate the effects of
Good’s roughness penalty in our algorithms.
Another reason for considering L1-norm and Good’s roughness penalties is that they
may be thought of as analogous to the energy-based regularization terms used in [109].
Once a penalty is involved, the pertinent optimization performed at each iteration is, in
general, no longer simple. Green proposed the so-called one-step-late (OSL) algorithms [41]
to resolve this complication in EM algorithms. Using the relationship between the minimum
I-divergence algorithms and the corresponding EM algorithms mentioned earlier, we adapt
Green’s OSL algorithms to solve the implementation problems we encountered.
In addition to suppressing undesirable artifacts, regularizing estimates by a penalty
provides faster convergence. This behavior of penalized estimates has been investigated in
emission tomography [31]. Green also provides a brief theoretical discussion on this behavior
of penalized estimates in view of his OSL algorithms [41].
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This chapter is organized as follows. Section 7.2 formulates an unconstrained minimum
I-divergence algorithm. Section 7.3 discusses penalized minimum I-divergence algorithms
along with specific penalties and relevant optimization methods. The effectiveness of these
methods is illustrated via various numerical experiments in Section 7.4. We finally conclude
our discussion and suggest possibilities for future work in Section 7.5.
7.2 An Unconstrained Minimum I-divergence Method
We formulate the inverse blackbody problem in an optimization framework. Our goal is
to find an area-temperature distribution â such that the total radiated power spectrum Ŵ
that would result from â, via the integral equation described by Planck’s law, is “closest” to
the measured total radiated power spectrum W in the sense of some discrepancy measure.
Our choice for such a discrepancy measure is Csiszár’s I-divergence. Restating the problem











−W (ν) + Ŵ (ν)
}
dν, (125)
where â ≥ 0 means that all components of â are nonnegative, and the total radiated power














Using the Kuhn-Tucker conditions [73], we obtain the following necessary (but not sufficient)








= 0, â0(T ) > 0
≥ 0, â0(T ) = 0
. (127)
Let P (T, ν) be the kernel of the integral equation that produces Ŵ , namely Eq. (123).
Now, we consider discretizations of ν and T to allow for implementation on a digital
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computer such that the integral kernel, the power spectrumW , and the I-divergence become






















−W (νj) + Ŵ (νj)
}
. (129)







































P (Tn, νj)â(Tn) = P (Ti, νj). (131)









P (Ti, νj) + P (Ti, νj)
}
. (132)












where φ(Ti) and Ŵ










Of course, one could imagine other potential â(k) and â(k+1) arrangements. The choice in
Eq. (133) is given more justification in Section 7.3.2.
The algorithm in Eq. (133) can be viewed as the deblurring algorithm proposed by
Snyder et al. [107] when the blurring kernel is P , which is characterized by Planck’s law
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in this particular problem. As discussed in [107], this algorithm possesses various desirable
properties such as guaranteed convergence to the global minimum (under mild conditions)
and monotonically decreasing I-divergence.
7.3 Penalized Minimum I-divergence Methods
The unconstrained minimum I-divergence algorithm given in Eq. (133) provides reasonable
estimates (compared with other existing methods) when the total radiated power spectrum
measurements are not corrupted by noise. However, real measurements are always corrupted
by noise in practice. With noisy measurements, the unconstrained algorithm often severely
suffers from the ill-posedness of the kernel [109] of the integral equation. Many ill-posed
estimation problems have been successfully addressed by regularization methods. For the
inverse blackbody radiation problem, we consider three different penalties for suppressing
undesirable artifacts in unconstrained reconstructions from noisy measurements: L1-norm
[25], entropy [26], and Good’s roughness [39], or equivalently, O’Sullivan’s roughness penalty
[83].




I(W ||Ŵ ) + λΦ(â), (136)
where λ is a regularization parameter that determines how influential the penalty term Φ(â)
will be on the estimates. We may alternatively consider the following formulation:
â0 = argmin
â≥0
I(W ||Ŵ ) + Φ(â;α), (137)





where fi is a function that depends on the penalty type. For our study, we consider the
second formulation because it helps address the characteristics of the kernel of the integral
equation by letting us control the influence of the penalty individually for each component
as well as avoid numerical difficulties.
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7.3.1 Discussion on Penalties
When noisy measurements enter the unconstrained minimum I-divergence algorithm, the
algorithm is highly inclined to produce estimates with excessively large peaks that seem
to dominate all other components in the estimate. This motivates us to choose certain
penalties to suppress such undesirable artifacts.
As well studied in [26], L1-norm and maximum-entropy penalties have inherent shrink-
age properties. In particular, maximum-entropy encourages the estimate to shrink towards
a nominal value of 1/e componentwise. Donoho et al. [26] provide an excellent discus-
sion on the practical behavior of entropy regularization. Lanterman [68] discusses entropy
regularization in the context of radio astronomy. Another nice discussion about L1-norm
regularization can be found in [25].




αiâ(Ti) log â(Ti). (139)
Note that since we want to encourage maximization of entropy, which is −Φ(â;α), we
equivalently encourage the minimization of the negated entropy.





Another choice is Good’s roughness penalty [39]. This penalty characterizes the rough-
ness of an estimate by minimizing a quantity related to the energy in the first derivative of



















where α(T ) represents our regularization parameter function, which in previous applica-
tions has been set to a constant. We describe it as a function to stay consistent with our




αiâ(Ti){2 log â(Ti)− log â(Ti−1)− log â(Ti+1)}. (143)
161
O’Sullivan [83] noted that this discretized version of the penalty is equivalent to his rough-





αi {I(â||Slâ) + I(â||Srâ)} , (144)
where Slâ and Srâ are defined by
[Slâ] (Ti) = â(T((i+1) mod n)),
[Srâ] (Ti) = â(T((i−1) mod n)), (145)
where n represents the length of â. Note that the components are circularly shifted.
We expected that O’Sullivan’s roughness penalty, as indicated by its definition, would
suppress the undesirable, large peaks by reducing the difference between the peaks and their
neighboring components, which would be relatively much smaller.
7.3.2 A Bridge between EM Algorithms and Minimum I-divergence Algo-
rithms
Recall that our goal is to find the â0 that achieves
â0 = argmin
â≥0
I(W ||Ŵ ) + Φ(â;α). (146)
Note the following relations:
argmin
â≥0




























W (νj) log Ŵ (νj)− Ŵ (νj)
}
− Φ(â;α), (147)
where the last equality holds since the term
∑
j [W (νj) logW (νj)−W (νj)] does not depend
on â. It is remarkable that the last line in Eq. (147) can be interpreted as maximum
penalized-likelihood estimation assuming a Poisson data model [105,107], or more generally,
the linearly related incomplete-complete data model [114]. This interpretation informs
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us that a sequence of â that can achieve maximum penalized-likelihood can also achieve
minimum penalized-I-divergence.
Expectation-Maximization (EM) algorithms are strategic methods for producing a se-
quence of estimates â(k) that attempt to maximize the penalized likelihood by solving for
â(new)







In the formulas above, D denotes the derivative operator with respect to the parameters
involved (e.g., D10Q(â(new)|â(old)) denotes the first-order partial derivative of Q with respect
to â(new)), Q is the expectation of the loglikelihood log p(X|â(new)) of hypothetical “complete
data” X given the current estimate of the parameter â(old), and the measured “incomplete
data”W . Here, the hypothetical complete data are assumed to follow a Poisson distribution:
X(Ti, νj) ∼ Poisson(a(Ti)P (Ti, νj)), (150)





For the complete description of this setting and notation, readers may refer to Green’s
original work [41] and the work by Dempster et al. [24].
Therefore, exactly the same sequence â(k) generated by EM algorithms may be used
to minimize the penalized I-divergence, provided that the EM algorithms are designed by
assuming the incomplete-complete data model under a linear relation. Section 7.3.4 uses
this theoretical connection to adapt Green’s OSL methods to the penalized I-divergence
optimization problem given in Eq. (137).
7.3.3 Optimization Challenge
Recall that the penalized EM algorithms, assuming the linearly-related incomplete-complete
data model [114], can maximize the penalized-likelihood described earlier and equivalently
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minimize the penalized-I-divergence. The appropriate penalized EM algorithm for the data








−â(Ti)P (Ti, νj) + â(uc)(Ti) log {â(Ti)P (Ti, νj)}
]
− Φ(â;α), (152)
at each iteration. In Eq. (152), â(old) represents the estimate at the previous iteration,
and â(uc) represents the estimates produced by the unconstrained (or unregularized) EM
iteration, which is the same as the unconstrained minimum I-divergence algorithm given in
Eq. (133). Note that if no penalty is present, setting the derivative of Eq. (152) with respect
to â to zero yields a closed-form solution for â, yielding Eq. (132). When a penalty is intro-
duced, the optimization problems involving a penalty are no longer trivial. In particular,














αiâ(Ti){2 log â(Ti)− log â(Ti−1)− log â(Ti+1)}. (153)
Several methods, such as gradient-based methods [56,75,104], can be used to solve this
non-trivial optimization problems. One alternative that is easy to apply and implement is
Green’s one-step-late (OSL) algorithm. We discussed an important relationship between
minimum penalized-I-divergence algorithms and penalized EM algorithms earlier. This
serves as a foundation of how the OSL algorithms can be adapted to our framework.
7.3.4 Green’s One-step-late (OSL) Algorithms
Green’s OSL algorithms were originally tweaks of EM algorithms intended for maximum
penalized-likelihood estimation. Green [41] noted that the pertinent objective function in
an EM algorithm can be linearized at the current estimate as in gradient methods, and
the derivatives of the penalty term at two consecutive iterations have a small difference
if the algorithm has slow convergence, as is the case with EM algorithms [24] and other
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multiplicative algorithms [66]. In an EM formulation, these observations motivate finding
a parameter θ that solves
D10Q(â(new)|â(old))−DΦ(â(old);α) = 0. (154)
Note that Eqs. (154) and (148) differ only in that Eq. (154) uses â(old) in the penalty term,
while (148) uses â(new). An appealing property of this algorithm is that Eqs. (154) and
(148) have the same fixed points.
Green’s OSL algorithms have empirically shown monotonically increasing penalized-
likelihood (of incomplete data) and show faster convergence behavior compared to the cor-
responding unconstrained EM algorithms. However, we emphasize that the faster conver-
gence behavior is due to the penalty, rather than properties of the OSL-algorithm. Another
advantage of using the OSL idea is its easy implementation.
Since the sequence of estimates produced by the OSL algorithms would achieve max-
imum penalized-likelihood, they also achieve minimum penalized-I-divergence as we dis-
cussed earlier. Thus, the next section derives algorithms to minimize the penalized I-
divergence formulation given in Eq. (137) by adapting this OSL idea.
7.3.5 Application of Green’s OSL

































The same iteration was also found by Green for the Poisson data model [41, p.450]. Actually,
our algorithm in Eq. (156) may be interpreted as an asymptotic version of the penalized
EM algorithm for the Poisson data model [107].
7.3.5.1 Discussion on the Algorithms
One advantage of our algorithm in Eq. (156) is that it gives preliminary insights on how
the penalties will effect the estimates. Consider the L1-norm penalty. Then the derivative
of this penalty is simply
DΦL1(â
(old);α) = αi, (158)
where αi is the i-th component of α, namely the regularization parameter associated with
the i-th component in the estimate â(Ti). Eq. (156) suggests that the algorithm simply
encourages each component of the estimate to shrink at each iteration by a certain amount
related to the regularization parameter.
Similar, but slightly more complicated, behavior can be inferred for the entropy-like
penalty. Consider the derivative of the entropy-like penalty:
DΦE(â
(old);α) = αi(1 + log â
(old)(Ti)). (159)
When this is embedded into the algorithm, the form in Eq. (156) suggests that if a specific
component â(Ti) is excessively large, then a large number is added to the denominator in
Eq. (156), resulting in a relatively big shrinkage of the component, compared with smaller
components that will experience less shrinkage.
Desirable effects from the entropy-like penalty are best manifest when the regularization
parameter vector α is chosen appropriately. If α is chosen too large compared to the
normalization term φ, then the estimate will be overly shrunk. Therefore, the regularization
should be customized carefully. Devising effective, general approaches for finding good
regularization parameters is an active research field.
166











Although it is difficult to interpret the effects of the roughness penalty based on this formula,
similar issues concerning the choice of αi arise.
7.4 Numerical Investigation
7.4.1 Experimental Settings
We focus on five different patterns to study the performance of our algorithms: a Gaussian-
like function, a triangle, a double Gaussian-like function, a double triangle, and a rectangle.






















0, 100 ≤ Ti < 300
1− 1100 |Ti − 400|, 300 ≤ Ti ≤ 500











































0, 100 ≤ Ti < 250
1− 150 |Ti − 300|, 250 ≤ Ti ≤ 350
0, 350 < Ti < 450
1− 150 |Ti − 500|, 450 ≤ Ti ≤ 550
















0, 100 ≤ Ti < 300
1, 300 ≤ Ti ≤ 500
0, 500 < Ti ≤ 700
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7.4.2 Reconstructions from Noiseless Measurements
7.4.2.1 Easy Patterns: Gaussian-like and Triangle Patterns
Figures 86(a) and 86(b) (via asterices) show the final estimates of the Gaussian-like and
triangle patterns produced by our unconstrained algorithm when the measurements contain
no noise.
For the Gaussian-like pattern, the estimate produced by our unconstrained algorithm
given in Eq. (133) conforms nicely to the truth pattern. The estimate sequence â(k) for
this simple pattern converges much faster than the other patterns’ estimate sequences (see
Table 18 in Appendix C.1).
The unconstrained algorithm also produces an estimate that is reasonably close to the
truth in the case of the triangle pattern. However, the algorithm converges extremely slowly
in this case; the estimate is still evolving even at the 100-million-th iteration. (This excessive
number of iterations was just performed for a thorough analysis; it would be unnecessary
overkill for everyday use.)
7.4.2.2 Challenging Patterns: Double Gaussian-like and Double Triangle Patterns
Figures 86(c) and 86(d) show the final unconstrained estimates of the double-Gaussian-like
and double-triangle patterns produced from noiseless measurements. The estimates for both
cases are reasonably close to the truth patterns. Convergence is slow, as in the case of the
triangle pattern (see Table 18 in Appendix C.1). An example of slow convergence of the
unconstrained algorithm is shown in Fig. 87.
Note that in both cases, the estimates conform nicely with the corresponding truth
patterns for temperatures above 400 K, but the estimates for temperatures below 400 K
show a bit of disagreement. This is because the measurements contain more information
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Figure 86: Estimates produced by the unconstrained and penalized minimum I-divergence
algorithms from noiseless measurements for the (a) Gaussian-like, (b) triangle, (c) double
Gaussian-like, and (d) double-triangle patterns. Each subfigure shows a truth pattern, an
estimate when Good’s roughness penalty is applied, and an estimate when our entropy-like
penalty is applied.
about high-temperature portions than low-temperature portions. More precisely, the inte-
gral equation kernel illustrated in Fig. 88(a) puts much more weight on high-temperature
portions than low-temperature portions. This unbalance in the amount of information re-
sults from properties of the integral equation kernel as discussed in the introduction. Note
that there is about a 190 dB difference between two ends of the kernel in Fig. 88(a): its
maximum is 4.3 × 10−9 and its minimum is 1.8 × 10−12. Note that the kernel is a function
of Ti and νj , but we take the summation of the kernel φ(Ti, νj) over all νj for a fixed Ti to
illustrate the limiting behavior discussed in the introduction. An example measurement is
shown in Fig. 88(b).
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Figure 87: Example of slow convergence of the unconstrained algorithm. Some selected
estimates are shown.























Figure 88: (a) Visualization of the integral equation kernel φ; a summation was taken
over all νj for a fixed Ti to best show the overall limiting behavior. (b) An example of a
measurement W .
7.4.2.3 Edge Artifacts
Figure 89(a) shows a rectangle pattern and an estimate produced by our unconstrained
algorithm from noiseless measurements. Since the pattern has discontinuities at 300 K and
500 K that cannot be perfectly approximated with bandlimited data, the algorithm tries to
find an estimate closest to the true pattern in the sense of the I-divergence. This results in
an edge-artifact phenomenon. It results from the ill-posedness of the problem, particularly
the incompleteness of the kernel that must be truncated in practical implementation. Edge
artifacts are well analyzed and discussed in [105] and [104].
Edge artifacts are usually manifest as overshoots near the locations where discontinuities
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exist and as ringing between discontinuities. Since the rectangle pattern in Fig. 89(a)
does not have wide support, ringing does not show clearly, but the overshoots near the
two discontinuities are quite clear. To better illustrate edge artifacts, we explore another
rectangle pattern with wider support. Figure 89(b) shows this wider rectangle and the
estimate produced by the unconstrained algorithm from noiseless measurements; here we
observe both overshoot and ringing.













































Figure 89: Final estimates of the rectangle pattern: (a) Rectangle estimates produced
by the unconstrained algorithm, the constrained algorithm with Good’s roughness penalty,
and the constrained algorithm with our entropy-like penalty from noiseless measurements.
The regularization parameter vector varies with temperature. (b) Rectangle estimates pro-
duced by the unconstrained algorithm from noiseless measurements. This shows the edge
artifacts more clearly. (c) Estimates of the rectangle pattern used in Fig. 89(a), produced
by the constrained algorithm given in Eq. (156), when the measurements are not corrupted
by noise. In this case, the regularization parameters are constant with respect to temper-
ature for both Good’s roughness and our entropy-like penalties: 7 × 10−13 and 2 × 10−12,
respectively.
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7.4.2.4 Regularization and Regularization Parameter Vectors
The clear manifestation of ill-posedness as edge artifacts motivated us to apply regulariza-
tion methods to our minimum I-divergence framework. Figure 89(c) shows the regularized
(or constrained) estimates produced by our regularized minimum I-divergence algorithms,
given in Eq. (156), from noiseless measurements. Good’s roughness and entropy-like func-
tions are used to regularize the estimates, and constant regularization parameter vectors
are applied as in Eq. (136).
An interesting situation occurs when a constant regularization parameter vector is used.
Through trial and error, we found that the estimates shown in Fig. 89(c) are approximately
“best” in the sense that bigger parameters would result in numerical errors, and smaller
parameters would not provide enough smoothing to suppress the edge artifacts. However,
these “best” estimates appear to be “over-regularized” for temperatures below 400 K. The
estimate produced via entropy-like regularization has a left-side tail that drags on unde-
sirably long and seems enchained toward a certain value. Recall that pure entropy-like
penalties shrink estimates toward 1/e (0.3679) unless the algorithm leads the estimates to-
ward some other value dependent upon the observed data. Note which value the estimate
produced with the entropy-like penalty in Fig. 89(c) seems inclined towards. This suggests
that a constant parameter vector would be too large for temperatures below 400 K if the
constant is chosen such that it is large enough to provide the estimate in the temperature
range above 400 K with an appropriate amount of smoothing. Consequently, the effect of the
entropy-like penalty becomes dominant over the effect of the data through the I-divergence
term for low temperatures, and thus the estimate values in the temperature below 400 K
have a tendency toward 1/e. Similar arguments may be drawn from the estimates produced
with Good’s roughness penalty.
Numerical errors occurring when a constant parameter vector is used may be understood
best in view of the iteration in Eq. (156). Recall that the minimum of φ is much smaller than
the maximum of φ; there is about 190 dB difference between the two values. Note that the
derivative of the penalty could become negative. Therefore, if the (constant) regularization
parameter is relatively too large with respect to φ for some temperatures Ti, then the
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denominator in Eq. (156) could go negative, violating the nonnegativity constraints on the
estimate and spoiling the entire estimate at the next iteration.
To avoid such numerical catastrophes and the issue of over-regularization for low tem-
peratures, we design a regularization parameter vector that varies with Ti. Concerning the
numerical errors, a useful choice would be a regularization parameter function that depends
on φ: cφ(Ti), where c is a customizable constant. This helps us avoid numerical troubles.
However, with this choice of parameter, we still often have the problem of over-regularization
(or under-regularization).
Since one end of the parameter function always determines the other end when using
the regularization parameter function cφ(Ti), we often observe the over-regularization or
under-regularization around the two ends of the estimates. To compensate for this, we
allow further flexibility in the parameter function by setting the two ends of the parameter
function as customizable variables, while still incorporating the shape of the kernel into





(cmax − cmin) + cmin1, (166)
where 1 denotes a vector whose components are all 1 and whose length is the same as that
of φ. The two constants cmax and cmin are customizable and determine the two ends of the
parameter function, whose shape is similar to the kernel.
Figure 89(a) shows final estimates produced by our constrained algorithms with Good’s
roughness and the entropy-like penalties when we apply the parameter function specified in
Eq. (166). The iteration shown and the exact values of cmax and cmin are given in Tables
19 and 20 in Appendix C.1. The algorithm successfully avoids the problem of negative
estimates and over-regularization and produces reasonably good estimates.
Another merit of applying regularization via a penalty is that the iterations converge
much faster than with the unconstrained algorithm. Interestingly, this is consistent with
what has been observed in emission tomography (see [31] and its references).
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7.4.2.5 Short Note on the L1-norm Penalty
We also applied the L1-norm penalty for regularization. However, unlike the maximum
entropy-like penalty, the L1-norm only had a trivial effect on the estimates: the estimate
is simply shrunken toward zero while shapes of estimates are not noticeably changed. On
one hand, this is consistent with our interpretation of the algorithm given in Eq. (156)
involving the L1-norm-penalty derivative given in Eq. (158). On the other hand, it is
surprising and counterintuitive that the L1-norm and entropy-like penalties result in totally
different effects on the estimates even though they operate on a similar principle in the
sense that both encourage shrinkage of estimates.
Pertaining to this discussion, it is also interesting and surprising that Good’s roughness
and the entropy-like penalties have very similar impact on the estimates even though they
operate on entirely different principles. Recall that Good’s roughness provides smoothing
of estimates based on the spatial relationship between neighboring components, while the
entropy-like function works on each component of an estimate independently of the other
components of the estimate. Some discussion of this unusual behavior is provided in [26].
7.4.2.6 Characteristics of Ill-posedness
Note that the overshoots in the two unconstrained estimates shown in Figs. 89(a) and
89(b) have different heights. We have discussed how the high-temperature portions of a(T )
contribute to the measurements more than the low-temperature portions. We may readily
infer that such an unbalanced contribution would become more serious when the support of
the truth pattern becomes larger. Furthermore, this argument indicates that the support of
an estimate may change the degree of ill-posedness. The two different sets of two overshoots
in Figs. 89(a) and 89(b) support this observation.
7.4.2.7 Regularized Reconstructions from Noiseless Measurements
Figure 86 shows final estimates produced by our regularized minimum I-divergence algo-
rithms when Good’s roughness and entropy-like penalties are incorporated. The parameter
function is designed by Eq. (166); the control variables cmax and cmin were determined
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by trial and error. (It is generally not a trivial issue to determine appropriate parameter
values for regularization.) The convergence speeds and parameter control values are given
in Appendix C.1.
Both of the penalties with the proposed parameter function produce very nice estimates
for all four patterns. All the estimates quite precisely agree with the corresponding truth
patterns. Particularly, the penalties successfully regularize the low temperature portions
of the estimates and produce estimates that match the associated truth patterns well; the
little overshoots produced by the unconstrained algorithm in both Figs. 86(c) and 86(d)
are properly suppressed.
As in the reconstruction of the rectangle pattern, both Good’s roughness penalty and our
entropy-like penalty improve the convergence speed significantly. In general, the estimates
produced with Good’s roughness penalty converge a little faster than those produced with
the entropy-like penalty. For details, compare the convergence iterations in Appendix C.1.
7.4.3 Reconstructions from Noisy Measurements
To realize noisy measurements, we add uniformly distributed random noise as follows:
W (νj) = max (Wun(νj) + knN(νj), 0) , (167)
where kn represents a noise level control variable, which is either 10
−12 or 10−13, and N
denotes a random noise vector that is uniformly distributed over [-0.5 0.5] and has the same
length as that of the measurements Wun, which denotes noiseless measurements generated
purely by the integral equation system given in Eq. (122) for a truth pattern. Note that
since the I-divergence is defined only on nonnegative functions, the noisy measurements
that become negative are forced to zero.
7.4.3.1 Noise Back Propagation
To investigate how noise may affect the estimates through the algorithms, consider three
different random noise vectors, with components independently uniformly distributed over
[0 1], whose lengths are the same as the length of the measurements. Figures 90(a) through
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90(c) show three different uniform random noise realizations. Note that noise that is super-
imposed upon the measurements W is back-propagated by the kernel as indicated by the
term Ŵ (k) in Eq. (156). Figure 90(d) illustrates how noise can have an impact on estimates
when they are back-propagated by the kernel φ. Noticeably, three completely different noise
realizations back-propagate to similar shapes. The figure shows that more noise is back-
propagated to the high temperature portion than the low temperature portion. The shape
of the back-propagated noise is similar to the kernel. This heuristically justifies our use of
the parameter function specified in Eq. (166).



















































Figure 90: (a)-(c) Three different realizations of uniformly distributed random noise. (d)
Results of noise realizations in Figs. 90(a) through 90(c) when back-propagated by the
integral equation kernel φ.
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7.4.3.2 Noise Artifacts: Unconstrained Reconstructions
Figure 91 shows estimates produced by the unconstrained minimum I-divergence algorithm.
Noise entirely confuses the algorithm and spoils the estimates. For some truth patterns
such as the rectangle pattern, the algorithm even tries to reconstruct some radiances at
temperatures where it should not be (see the signals indicated via x-marks between 100 K
and 200K in the estimates of the rectangle in Fig. 91(b)). Similar effects are observed in
the estimates of the Gaussian and the triangle in Figs. 91(a) and 91(c), respectively.
Another common effect is that the estimates become very narrow and large compared
with the true area temperature distribution. This effect motivated regularization by the
entropy-like penalty.
Also note that noise confuses the algorithm such that it cannot accurately locate bumps
in the area temperature distribution. Even though the degree of confusion varies from
pattern to pattern, we can clearly observe this effect in the reconstructions of the double-
Gaussian-like and the double-triangle patterns. Note how much shifted to the left the two
bumps that are located below 400 K are.
7.4.3.3 Regularized Reconstructions from Noisy Measurements
Figures 92 through 96 show estimates produced by our regularized minimum I-divergence
algorithms with Good’s roughness and entropy-like penalties. The regularization parameter
functions are set as in Eq. (166).
For comparison, we show two estimates for a fixed noise level kn and a penalty. More
specifically, when the noise level is low (kn = 10
−13), the estimates when α is low (circles)
represent appropriately regularized solutions, and the estimates when α is high (x-marks or
diamonds) represent overly regularized solutions. When the noise level is high (kn = 10
−12),
the estimates with a high α represent appropriately regularized solutions, and the estimates
with a low α represent under-regularized solutions, meaning the parameter function is set
such that the penalty does not provide enough smoothing to the estimates.
The algorithms succeed in reconstructing reasonably good shapes for all the patterns,
especially when the noise level is low. In particular, the estimates for the Gaussian-like, the
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rectangle, and the triangle patterns conform to their corresponding truth patterns quite well.
Even when the measurement noise level is high, the algorithms successfully reconstruct nice,
smooth estimates of the rectangle pattern without edge artifacts, even though the signal
maximum becomes higher than the estimates from noiseless measurements.
An interesting effect of over-regularization may be observed in Figs. 92(a) and 92(b).
When the estimates are overly regularized, the estimates are pulled down and spread. How-
ever, the spread occurs mainly toward the left of the estimates, with both penalties. Simi-
larly, when the estimates are under-regularized, the estimates become higher and shrinkage
behavior occurs mainly at lower temperatures.
It would be inevitable that sufficiently large noise in the minimum I-divergence frame-
work destroys information on bump location. Recall that the unconstrained algorithm is
confused by noise and produces estimates shifted toward the left, especially when noise level
is high (as seen in Fig. 91). Regularization cannot help the algorithms avoid these intrigu-
ing artifacts. Observe the estimates of the double-Gaussian-like and the double-triangle
patterns shown in Figs. 95 and 96, which show such artifacts most clearly. Even though
the shapes and magnitudes are successfully reconstructed, the two bumps in the double-
Gaussian-like pattern and the two triangles in the double-triangle pattern are apparently
shifted to the left, even with the regularization. Note that the locations of the bumps
and triangles are consistent with the locations of the spikes reconstructed by the uncon-
strained algorithm from noisy measurements. The other three patterns, the Gaussian-like,
the triangle, and the rectangle, show similar artifacts as well, but less severely.
7.5 Conclusions and Future Work
We developed an iterative algorithm that attempts to find the area temperature distri-
bution for the inverse blackbody radiation problem based upon an information-theoretic
discrepancy measure called Csiszár’s I-divergence.
When measurements are not corrupted by noise, our unconstrained algorithm produces
reasonably good estimates. However, in practice, measurements always contain noise. Once
noise is involved, the unconstrained algorithm can no longer produce reasonable estimates.
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We proposed methods of regularization to overcome this problem. Good’s roughness and
entropy-like penalties were suggested to suppress the observed edge and noise artifacts and
succeeded in producing “reasonable” estimates.
Even though regularization can lead to reasonable solutions, there will always be some
information that cannot be recovered. In particular, when the noise level is high, algorithms
may become confused and misinterpret the locations of bumps; this information cannot be
restored by typical regularization techniques.
To solve the penalized-I-divergence optimization problem, we used the theoretical aspect
that minimizing a penalized-I-divergence is equivalent to maximizing the corresponding
penalized-likelihood. Since a certain type of EM algorithm can achieve maximization of the
penalized-likelihood, it can also minimize the penalized-I-divergence. This motivated us to
apply Green’s OSL algorithms, originally designed for penalized EM algorithms, to achieve
minimization of the penalized-I-divergence.
Penalized EM algorithms are methods for finding maximum penalized-likelihood esti-
mates, but they often converge slowly. Space Alternating Generalized EM (SAGE) algo-
rithms are techniques invented by Fessler and Hero [31] for accelerating penalized EM algo-
rithms. Therefore, in the future, we may be able to apply the SAGE idea to our I-divergence
framework to improve the convergence speed of our minimum penalized-I-divergence algo-
rithms.
This section has focused entirely on regularization via penalty methods. Another option
might be to use Grenander’s method of sieves, or resolution kernels, or a combination of
the sieves and kernels, as described on pp. 147–165 of [104]. This could be slightly tricky
due to the spatially-varying nature of the integral kernel in Planck’s law.
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Figure 91: Final estimates produced by our unconstrained minimum I-divergence algo-
rithm from noisy measurements for the (a) Gaussian-like, (b) rectangle, (c) triangle, (d)
double-Gaussian-like, (e) double-triangle patterns.
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Figure 92: Final estimates produced by the regularized minimum I-divergence methods
from noisy measurements for the Gaussian-like pattern when (a) the noise level kn is 10
−13,
and Good’s roughness penalty is applied, (b) the noise level kn is 10
−13, and our entropy-like
penalty is applied, (c) the noise level kn is 10
−12, and Good’s roughness penalty is applied,
(d) the noise level kn is 10
−12, and our entropy-like penalty is applied. Each subfigure shows
estimates produced with low α and high α.
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Figure 93: Final estimates produced by the regularized minimum I-divergence methods
from noisy measurements for the rectangle pattern when (a) the noise level kn is 10
−13, and
Good’s roughness penalty is applied, (b) the noise level kn is 10
−13, and our entropy-like
penalty is applied, (c) the noise level kn is 10
−12, and Good’s roughness penalty is applied,
(d) the noise level kn is 10
−12, and our entropy-like penalty is applied. Each subfigure shows
estimates produced with low α and high α.
182





















































Figure 94: Final estimates produced by the regularized minimum I-divergence methods
from noisy measurements for the triangle pattern when (a) the noise level kn is 10
−13, and
Good’s roughness penalty is applied, (b) the noise level kn is 10
−13, and our entropy-like
penalty is applied, (c) the noise level kn is 10
−12, and Good’s roughness penalty is applied,
(d) the noise level kn is 10
−12, and our entropy-like penalty is applied. Each subfigure shows
estimates produced with low α and high α.
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Figure 95: Final estimates produced by the regularized minimum I-divergence methods
from noisy measurements for the double-Gaussian-like pattern when (a) the noise level kn
is 10−13, and Good’s roughness penalty is applied, (b) the noise level kn is 10
−13, and our
entropy-like penalty is applied, (c) the noise level kn is 10
−12, and Good’s roughness penalty
is applied, (d) the noise level kn is 10
−12, and our entropy-like penalty is applied. Each
subfigure shows estimates produced with low α and high α.
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Figure 96: Final estimates produced by the regularized minimum I-divergence methods
from noisy measurements for the double-triangle pattern when (a) noise level kn is 10
−13,
and Good’s roughness penalty is applied, (b) the noise level kn is 10
−13, and our entropy-like
penalty is applied, (c) the noise level kn is 10
−12, and Good’s roughness penalty is applied,
(d) the noise level kn is 10
−12, and our entropy-like penalty is applied. Each subfigure shows
estimates produced with low α and high α.
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CHAPTER VIII
CHANNEL INPUT DISTRIBUTION ESTIMATION
USING MINIMUM I-DIVERGENCE ALGORITHM
8.1 Introduction
Fozunbal, McLaughlin, and Schafer [37] have recently presented results concerning the ca-
pacity of Rician channels. In their exposition, an integral equation is presented relating the
input and the output distributions of Rician channels. Researchers exploring the Rician
channel may propose input distributions and find the resulting output distribution. The
inverse problem of finding the input distribution that yields, as closely as possible, a desired
output distribution is much more difficult. To provide an analytic tool for researchers, we
formulate an iterative algorithm for solving this inverse problem. Although this work was
motivated by recent results on Rician channels, our algorithm could be applied to other
channels as well.
8.1.1 Nonnegative Linear Inverse Problems
Problems involving the reconstruction of an input from a blurred output under a linear
blurring function are omnipresent in engineering and science. In particular, inverse problems
of linear systems with nonnegative parameters, subject to nonnegativity constraints on
the solution, are often of interest. Vardi and Lee [114] showed that deterministic linear
inverse problems with nonnegativity constraints can be thought of as statistical estimation
problems from incomplete data based on an infinite number of observed samples, which
allows us to use the weak law of large numbers. Hence, they showed that maximum-
likelihood estimation and the EM algorithm provide a direct method of addressing such
problems. Snyder et al. [107] address the same issue, and conclude that solutions obtained by
minimizing Csiszár’s I-divergence measure asymptotically correspond to certain maximum-
likelihood estimators. They also showed that the sequence of estimators from their method
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has a nice set of properties such as guaranteed convergence to the global minimum, preserved
nonnegativity of solutions, and monotonically decreasing I-divergence. Csiszár justified the
use of his I-divergence measure by proving that, if all the functions involved are required
to be nonnegative, minimizing his measure is the only choice consistent with the axioms
he proposed. The algorithm proposed by Snyder et al. has been employed in various fields
such as medical imaging, astronomical imaging, and image restoration [72], [88], [105].
Because all involved functions (the input, the output, and the kernel) in the problem
of interest in this chapter are nonnegative, we apply the minimum I-divergence method.
For Rician channels, Fozunbal et al. [37] have shown that the input distribution should be
symmetric; hence, we derive a new algorithm that preserves the symmetry of the solutions.
We also show that if the transition kernel is symmetric with respect to the origin (as
is the case with Rician channels), then the new symmetry-preserving algorithm and the
original algorithm produce the same estimate at each iteration, assuming the algorithms
are initialized with the same symmetric initial estimate. Hence, although the proposed
algorithms do not improve the rate of convergence per iteration or the quality of the solutions
in the Rician case, they noticeably improve computation time.
We illustrate the algorithm with two kinds of scenarios. In the first scenario, we test the
algorithm with a known input distribution to verify the accuracy of the algorithms. The
second scenario matches how we expect researchers to use the algorithm, in that we give an
output distribution to the algorithm and ask it to find the input distribution that gets as
close as possible to the desired output, with the understanding that an input distribution
that gives the exact desired output may not exist.
The estimated inputs may show some artifacts in some situations. These artifacts are
also discussed.
8.1.2 The Channel Mapping
Let X and Y be random variables that represent the input and the output of a channel,
respectively, defined over the entire real line. Consider a discrete-time channel specified by
Y = HX +N, (168)
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where H is a normal random variable with mean h and variance σ2h, and N is zero-mean
additive white Gaussian noise with variance σ2n.
Let FX(x) and FY (y) denote the distribution functions of X and Y , respectively. They


















This chapter considers the case where the kernel p(v|x) and the output density pY (y) are
known. We are concerned with estimating the input density pX(x). To estimate pX(x), we
suggest using the minimum I-divergence algorithm proposed in [107].
8.1.3 Organization
This chapter is structured as follows. In Section 8.2, our application of the minimum
I-divergence method is described, and the symmetry-preserving algorithms are proposed.
Additionally, the equivalence of the estimates from the original algorithm and the proposed
symmetry-preserving algorithms is proved. Simulation results are presented and analyzed
in Section 8.3. Our discussion concludes in Section 8.4.
8.2 Algorithms
8.2.1 Minimum I-divergence Algorithm
Csiszár’s I-divergence is an information-theoretic discrepancy measure between two nonneg-
ative functions. This measure is a generalization of the Kullback-Leibler distance designed
to consider functions whose integrals may not be equal. In [23], Csiszár concludes that if
both functions being compared are required to be nonnegative, his I-divergence measure is
the only discrepancy measure consistent with the axioms he proposes.
The authors of [107] proposed an algorithm for nonnegative linear inverse problems
that minimizes this discrepancy measure. The algorithm produces a sequence of estimates
188
with nice properties, such as guaranteed nonnegativity of every estimate in the sequence,
monotone convergence to a global minimum, and so on.
The relation between the input and the output distributions in (169) is equivalent to a





Note that in (171), all functions involved are nonnegative. This motivates applying the
minimum I-divergence algorithm. For computer implementation, we assume the random






where pX(x) and pY (y) are the probability mass functions of X and Y , respectively, and
p(y|x) has been similarly discretized. Since the discretization of densities of probability mass
functions is just an artifice of computer implementation, and the underlying continuous
densities are what we are really interested in, the remainder of this chapter will use the
shorter term “density” instead of “probability mass function.”1













[pY (y)− p̂Y (y)], (173)
where pY (y) is the given channel output, and the output p̂Y (y) is generated by a particular





Using the Kuhn-Tucker conditions, we can obtain an iterative algorithm [107] that minimizes
1Mathematically inclined readers that might be bothered by this abuse of termonology may think of these
densities as Radon-Nikodym derivatives with respect to a discrete counting measure instead of the usual
Lebegue measure.
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In the particular case of interest here, the summation of p(y|x) in the denominator over all
y given a fixed x is 1 because p(y|x) is a probability mass function. However, the term is
left in the expression because modifications to it will be made in a subsequent algorithm.
As mentioned before, a sequence produced by this algorithm has a nice set of properties
(Section III of [107]). This kind of algorithm has found application in diverse areas. For
example, Lucy [72] and Richardson [88] first derived it for image restoration problems in
the 1970’s using heuristic arguments.
The steps of the algorithm are described as follows:
1. Begin with an input estimate p̂
(0)
X (x) that is a valid probability mass function (non-
negative).
2. Divide the known output density by the output density p̂
(k)
Y (y) derived by plugging
p̂
(k)
X (x) into (174). Call this function U
(k)(y).
3. Compute the summation over y in the numerator.
Call this W (k)(x) =
∑
y p(y|x)U (k)(y).
4. Update the estimate of p̂X(x) by
p̂
(k+1)




5. Repeat steps 2 through 4 until a convergence criterion is met.
8.2.2 Symmetry-Preserving Minimum I-divergence Algorithm
8.2.2.1 Symmetry of the Input
Theorem 1 of [37] shows that the channels described in Section 8.1 have a bijection property:
for a given symmetric output distribution, there exists a unique, symmetric input distri-
bution that induces the given output distribution. Considering this property, we propose
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a modification of the algorithm given in Section 8.2.1 that preserves the symmetry of the
estimated input density. The modified algorithm also exploits symmetry for computational
efficiency.
Assume that the input density is known to be symmetric with respect to the origin.
Given this assumption, we note the following relations:







































































{p(y|x) + p(y| − x)} p̂X(x)
]
, (177)
where X+ and X− are defined as
X+ = {x ∈ X : x > 0} ,
X− = {x ∈ X : x < 0} . (178)
The second to last equality holds by the assumption of the symmetry of the input density.













p(y|x) + p(y| − x), x > 0
p(y|0), x = 0
0, x < 0
. (179)
Note that this kernel is still nonnegative, since q(y|x) is defined by adding two elements
in p(y|x), which are nonnegative. Hence, we can still apply the (original) minimum I-
divergence algorithm. With this new kernel, however, we only need to work on the estimate
2Here we deal with the case where the number of input samples is odd. Nevertheless, other researchers
should be able to apply our method easily to the case of an even number of samples by following the
procedure described in this section.
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values for x ∈ X+⋃{0}. Following the same procedure by which the original algorithm in













































p(y|x) + p(y| − x), x > 0
∑
y∈Y







2, x > 0
1, x = 0
. (181)
Specifically, this algorithm minimizes Csiszár’s I-divergence between the known output







where the estimate for x ∈ X− is tentatively assumed to be zero. Once the whole estimate
for x ∈ X+⋃{0} is obtained, the estimate for x ∈ X− is defined as
p̂
(k+1)
X (x) = p̂
(k+1)
X (−x) ∀x ∈ X−. (183)
All the properties and relative theorems [107] still hold for the proposed algorithm associated
with the newly defined system.
8.2.2.2 Symmetry of the Output































∀x ∈ X+⋃{0}. (186)
Recall that since the input pX(x) is symmetric, so are pY (y) and p̂Y (y), and in turn so is












{q(y|x) + q(−y|x)}r(k)(y) + q(0|x)r(k)(0)

 ,
∀x ∈ X+⋃{0}, (187)













q(y|x) + q(−y|x), y > 0
q(0|x), y = 0
0, y < 0
. (188)




































s(y|x) + s(0|x), x > 0
∑
y∈Y+















{q(y|x) + q(−y|x)}+ q(0|x), x > 0
∑
y∈Y+















{p(y|x) + p(y| − x) + p(−y|x) + p(−y| − x)}+ p(0|x) + p(0| − x), x > 0
∑
y∈Y+







2− p(0|x)− p(0| − x) + p(0|x) + p(0| − x), x > 0







2, x > 0
1, x = 0
. (190)
In (189), the number of multiplications in the summation in the numerator decreases to
about half the number in (187). Again, the remaining part of the estimate can be obtained
by (183).
This new algorithm can be implemented as follows:
1. Begin with a feasible nonnegative, symmetric input estimate p̂
(0)
X (x), ∀x ∈ X+
⋃{0}.
2. Divide the known output density by the estimated output p̃
(k)




3. Compute the term in (189) where the summation over y is calculated.


















5. Repeat steps 2 through 4 until a convergence criterion is met.
6. Complete the estimate using (183).
8.2.3 Equivalence of the Algorithms
8.2.3.1 Symmetry of the Estimates
This section shows that if the transition kernel is centrosymmetric (as in the Rician case),
then the the original minimum I-divergence algorithm and our symmetry-preserving min-
imum I-divergence algorithm are essentially the same, provided that both the algorithms
are initialized with the same symmetric density. In other words, if the initial estimate is
symmetric and the kernel has the desired symmetry, the original minimum I-divergence
algorithm preserves the symmetry of the input density estimates, and the estimates from
the two algorithms at each iteration are the same.
We first show that when p̂
(k)
X (x) is symmetric and the kernel has the desired properties,
then the original minimum I-divergence algorithm induces the same symmetry on p̂
(k+1)
X (x).
If the algorithm is initialized with a symmetric density p̂
(0)
X (x) (such as a uniform density),
then mathematical induction implies that the original minimum I-divergence algorithm
preserves the symmetry for all k. First, suppose that p̂
(k)
X (x) is symmetric, and suppose
the kernel is p(y|x) is symmetric with respect to the origin. This is clearly the case for the
Rician kernel:





















Then, the estimate of the output p̂
(k)
















p(y|x′)p̂(k)X (x′) = p̂
(k)
Y (y), (193)
where x′ = −x. The second equality holds by the symmetry of the kernel in (192), and the





































where y′ = −y. The second equality holds by the symmetry of the kernel in (192), and
the fourth equality holds by the symmetry of the true output and the output derived from
p̂X(x), as proven in (193). Consequently, by the assumption that p̂
(k)
X (x) is symmetric, the
(k + 1)st estimate of the input given by (176) is symmetric:
p̂
(k+1)
X (−x) = p̂
(k)






8.2.3.2 Equivalence of the Iterations
Next, we show that the estimates from the two algorithms at each iteration are the same.
Note that the algorithms in (186) and (189) are the same since the algorithm in (186)
has been modified while maintaining the mathematical equivalence of each step. Hence,
it is sufficient to show the equivalence of the algorithms in (175) and (186). Since the
kernel p(y|x) is centrosymmetric (as seen in Fig. 100), the new kernel q(y|x) possesses
one-dimensional symmetry with respect to the x-axis:
q(y|x) = p(y|x) + p(y| − x) = p(−y| − x) + p(−y|x) = q(−y|x). (196)























































In (197), when x = 0, it is clear that if the algorithms (175) and (186) are initialized with
































p(y|x)p̂(k)X (x) = p̂
(k)
Y (y), (198)














The second equality holds by the definition of q(y|x), and the third equality holds by the




























































where y′ = −y. The second equality holds by the symmetries of q(y|x) and r(k)(y), the
fourth equality holds because p(0|x) = p(0| − x), and the second to last equality holds by
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the symmetry of r(k)(y). Note that, using the relation in (199), the last term in (200) is the
exactly same as the algorithm in (175). Combining this finding with the preservation of the
symmetry of the estimates from the original minimum I-divergence algorithm, we conclude
that the original algorithm and the modified algorithms produce the same estimate at each
iteration if they are initialized with the same symmetric function.
It should be noted that the equivalence of the original algorithm to the modified algo-
rithms holds only under certain conditions and the special structure of the current appli-
cation such as the symmetry of the kernel. Our new algorithms (186) and (189), however,
can preserve the symmetry of the input even if the conditions for the equivalence (i.e. such
as the symmetry of the kernel) do not hold. The estimates from the original algorithm and
the proposed symmetry-preserving algorithms are not necessarily the same in general.
8.3 Simulations
This section presents numerical results. In our simulation study, we adhere to the estimation
of symmetric input densities because the authors of [37] have concluded that the input
density for a Rician channel should be symmetric. To help develop a feel for the nature of
the Rician kernel, we plot it for various sets of parameters. Among the parameter sets, two
interesting cases are selected to compare the behaviors of the sequence of the estimates.
Since we have proven that the original minimum I-divergence algorithm and the symmetry-
preserving minimum I-divergence algorithm for these kernels are equivalent on the initial
conditions, we only show the results from the symmetry-preserving minimum I-divergence
algorithm. For the comparison of the computational efficiency, statistics of the execution
times of the two algorithms are given.
In the first set of studies presented in this section, a known input distribution is recon-
structed to test the algorithm. Of course, in practice, a researcher will posit some output
distribution and seek an associated input distribution. It would be interesting to see what
input distribution estimate our algorithm reports when there is no input distribution that
exactly gives the posited output distribution. An interesting rectangular output is suggested,
and an input density that generates a closest output is estimated and discussed.
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Figure 97: Symmetric channel input density .
Iterative reconstruction algorithms often suffer from various artifacts. As discussed in
[104], these include noise artifacts and edge artifacts, which have been observed in emission
tomography [105]. We are assuming that the “data” for the algorithm, namely the output
distribution, are being proposed by a researcher, and hence noise is not a problem in the
usual sense. “Edge artifacts” may arise when the kernel attenuates high frequency contents
to the point that they cannot be reconstructed due to finite machine precision. Our Rician
kernel certainly has this property; hence, we report how edge artifacts may be manifested
by our algorithms.
8.3.1 Investigation of the Kernel
Figure 97 shows a symmetric input density. In this symmetric density, the x ≥ 0 part is
made by summing two differently weighted and shifted Weibull pdfs whose characteristic
life and shape parameters are 2 and 5, respectively. Then, the x < 0 part is determined by
symmetry. In implementation, the intermediate vector variables such as W (k)(x) in (176)
and V (k)(x) in (191) are set to be longer than the input to avoid loss of information due
to the support spreading of the data by the convolution-like operations in the algorithm.
We must use the term “like,” since the blurring is not technically a convolution since it is
not space-invariant. In Fig. 97, only part of the x-axis is shown to best show details of the
function.
Figure 98 shows a contour plot of the transition kernel parameterized with σh = 0.5,
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Figure 98: Contour plot of the kernel parameterized with σh = 0.5, σn = 0.6, and h = 4.
The horizontal axis is associated with y (the column of a transition matrix), and the vertical
axis is associated with x (the row of a transition matrix)










Figure 99: Output induced by the transition kernel in Fig. 98 given the input in Fig. 97.
σn = 0.6, and h = 4. Because the shape of the transition area of the kernel can be grasped
better with the contour plot than with a three-dimensional mesh plot, just the contour plot
is displayed. Figure 99 shows an output induced by the transition kernel in Fig. 98 given
the input in Fig. 97. Note that the output is symmetric as mentioned in [37]. The output
is somewhat blurred; it loses some important features of the input. To best show details,
only a portion of the x-axis is shown (as in Fig. 99).
A broader transition kernel induces a blurrier output density. A blurrier output may
cause “slower” convergence of the estimates than a less blurry output. Therefore, the
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convergence behavior of the estimates is highly dependent on the shape of the kernel. The
shape of the kernel is configured by the parameters, σh, σn, and h. Hence, we show the effects
of the parameters on the shape of the kernel by showing changes of the shape induced by
changes of the parameters. In our description, we regard the kernel in Fig. 98 as a standard.
The effects of each parameter on the shape of the kernel are illustrated by setting the value
of the parameter larger or smaller than the value of the same parameter used in Fig. 98
while leaving the other two parameters fixed. Figures 100(a) and 100(b), 100(c) and 100(d),
and 100(e) and 100(f) show the kernels resulting from larger and smaller values of σh, σn,
and h, respectively. For instance, Figs. 100(a) and 100(b) show kernels parameterized with
σh = 0.1 and σh = 0.9, respectively, while the other parameters σn = 0.6 and h = 4 remain
the same for both.
Compare Fig. 98 with Fig. 100, and Fig. 99 with Fig. 101. It may be reasonable to
conclude that the effects of σh and σn on the shape of the kernel, hence the outputs, are not
significant. More specifically, the outputs in Figs. 101(a) and 101(b) do not show significant
differences to the output in Fig. 99, although the kernels in 100(a), and 100(b) look some-
what different. Note that the transition areas near the center have similar sharpness. On
the other hand, the kernels in Figs. 100(e) and 100(f) and their associated outputs shown
in 101(c) are considerably different. The output associated with the broadest kernel (the
kernel in Fig. 100(e)) is distinctively blurred, and the features of the input is completely
destroyed. On the contrary, the output associated with the sharpest kernel (the kernel in
Fig. 100(f)) is much less blurred and retain most of the features of the input, although it
seems to lose the finest details, such as the two small side lobes (See Case II in Fig. 101(c)).
Since the behavior of the estimates associated with the kernels in 100(a) through 100(d)
are similar to the behavior of the estimates associated with the kernel in 100(f), we only
show the estimates associated with the kernels used to get the outputs in 101(c).
8.3.1.1 Estimation Results for Known Channel Inputs
Figure 102 shows some estimates of the input density provided by the symmetry-preserving
minimum I-divergence algorithm in (186). Recall that the estimates from the original
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Figure 100: Contour plots of transition kernels for various choices of parameters: (a)
σh = 0.1, σn = 0.6, and h = 4. (b) σh = 0.9, σn = 0.6, and h = 4. (c) σh = 0.5, σn = 0.2,
and h = 4. (d) σh = 0.5, σn = 1.0, and h = 4. (e) σh = 0.5, σn = 0.6, and h = 1. (f)
σh = 0.5, σn = 0.6, and h = 8.
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Figure 101: Channel outputs induced by the kernels given in Fig. 100 when the channel
input in Fig. 97 is used: (a) Case I: σh = 0.1, σn = 0.6, and h = 4; and Case II: σh = 0.9,
σn = 0.6, and h = 4. (b) Case I: σh = 0.5, σn = 0.2, and h = 4; and Case II: σh = 0.5,
σn = 1.0, and h = 4. (c) Case I:σh = 0.5, σn = 0.6, and h = 1; and Case II: σh = 0.5,
σn = 0.6, and h = 8.
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minimum I-divergence algorithm and the symmetry-preserving minimum I-divergence algo-
rithms are essentially the same, and hence we only show the estimates from the symmetry-
preserving minimum I-divergence algorithm. The algorithms are initialized with the same
uniform density. To show the behavior of the estimates, the figures of the estimates are
shown for some selected iterations at which big transitions in the forms of the estimates
appear. For example, the estimate at the 5th iteration starts showing the two main lobes,
and the estimate at the 20000th starts showing the two small side lobes. Convergence of the
estimates associated with the sharpest kernel and convergence of the estimates associated
with the broadest kernel are in striking contrast with each other, as shown in Figs. 102(a)
and 102(b), and 102(c) and 102(d). The estimates resulting from the least blurry output
converge after 100 iterations, but the estimates from the blurriest output have not con-
verged even after 20000 iterations. An important property of our algorithms is guaranteed
convergence to the global optimum [107]. Based on this property and the observation that
the algorithms take about 1800 iterations until the estimates show signs of the two small
side lobes, it can be inferred that the estimates associated with the broadest kernel will
converge after an enormous number of iterations.
All the experiments were performed with Matlab 6.5 by The Mathworks. The symmetry-
preserving algorithm remarkably improves computation time. With the broadest kernel, the
original minimum I-divergence algorithm takes 2808 seconds to reach the 20000th iteration,
but the symmetry-preserving minimum I-divergence algorithm given by (189) takes only
814 seconds.
8.3.2 Estimation Results for Arbitrary Specified Outputs
The previous section tested the algorithm by assuming a particular input, generating the
outputs using the given kernel, and then watching the algorithm reconstruct the input. In
practice, of course, a researcher will suggest an output, and an input that generates the
exact output may not exist. In such cases, we aim at estimating an input that generates the
closest output to the desired output in Csiszár’s I-divergence sense. To demonstrate such


























































Figure 102: Input densities estimated by the symmetry-preserving minimum I-divergence
algorithm: (a) Estimates at some selected early iterations when σh = 0.5, σn = 0.6, and
h = 1. (b) Estimate at some selected late iterations when σh = 0.5, σn = 0.6, and h = 1.
(c) Estimates at some selected early iterations when σh = 0.5, σn = 0.6, and h = 8. (d)
Estimates at some selected late iterations when σh = 0.5, σn = 0.6, and h = 8.
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Figure 103: Ideal rectangle output density.
input estimates are shown and discussed.
Figure 103 shows a desired rectangular output. Note that there is no channel input
density that could induce this channel output because of the sharpness of the edges. Figure
104 shows the input estimate resulting from 20000 iterations of the algorithm. The input
estimate is extremely spiky; interestingly, this is consistent with the guess made in [37].
Figure 105 shows the output density induced by the estimated input density. This estimate
is the closest achievable output, in the sense that the I-divergence measure between the
resulting output and the desired output is the smallest possible given the nonnegativity
constraint on the input. As expected, the desired sharp edges cannot be obtained. Inter-
estingly, the overshoot and ringing observed in the resulting output density are reminicent
of the edge artifacts seen in the input estimates discussed in the following section.
8.3.3 The Edge Artifacts
8.3.3.1 Background on the Edge Artifacts
The problem of input distribution estimation may be thought of as a classic linear inverse
problem. For discussion, let {p̂(x) : x ∈ X} denote the function to be estimated, and
{µ(y) : y ∈ Y} denote the function observed or measured. Then the linear inverse problem





























Figure 104: Estimates of an input density generating the estimated output shown in Fig.
105. Early iterations are shown in (a), while later iterations are in (b).








Figure 105: (a) Induced output closest to the output in Fig. 103 given the kernel in Fig.
100(f) is known.
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where p(y|x) is the transition kernel. These types of problems are notoriously unstable;
small variations in µ(x) may cause relatively large variations in estimates of p̂(x). Such
behavior may particularly affect the high frequency components in the estimates, and cause
sharp transitions in the function being estimated to exhibit overshoot and ringing. These
artifacts are called the edge artifacts [104] since high frequency components are usually
distributed along edges. The edge artifacts are manifestations of Gibbs’ phenomenon.
We will demonstrate how such artifacts appear in estimates by reconstructing a uniform
function, which is often used for demonstrating these artifacts.
8.3.3.2 Demonstration of Edge Artifacts
Figure 106 shows an image of a uniform channel input density, and Figs. 107(a) and 107(b)
show the outputs induced by the transition kernels in Figs. 100(e) and 100(f), respectively.
Note that the outputs are symmetric. The edge artifacts are demonstrated in Fig. 108.
The algorithm is initialized with a uniform density.
Figures 108(a) and 108(b), and 108(c) and 108(d) show the estimates of the uniform in-
puts given the outputs induced by the broadest kernel and the sharpest kernel, respectively.
Recall that the estimates for the broadest kernel converge much slower than the estimates
for the sharpest kernel. The estimates in Figs. 108(a) and 108(b) show the ringing artifacts
first, and then the overshoots, which are gradually increasing. In contrast, the estimates
in Fig. 108(c) and 108(d) show the relatively large overshoots first, and then start showing
the ringings at later iterations.
8.4 Conclusion
We proposed a minimum I-divergence algorithm, along with new symmetry-preserving mod-
ifications, for estimating an input density given a kernel of a channel of interest and a target
output density induced by the kernel. The rates of convergence depend on the shape of the
kernel. The original algorithm and our proposed modifications are essentially equivalent at
each iteration if the kernel and the initial estimate possess certain symmetries. The pro-















Figure 106: Symmetric uniform input density for demonstration of the edge artifact.















Figure 107: (a) Output corresponding to the input density in Fig. 106 when σh = 0.5,
σn = 0.6, and h = 1 are used. (b) Output for the input density in Fig. 106 when σh = 0.5,
σn = 0.6, and h = 8 are used.
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Figure 108: Estimates for the input density given in Fig. 106 reconstructed by the
original minimum I-divergence algorithm: (a) Estimates at some selected early iterations
when σh = 0.5, σn = 0.6, and h = 1. (b) Estimates at some selected late iterations
when σh = 0.5, σn = 0.6, and h = 1. (c) Estimates at some selected early iterations when
σh = 0.5, σn = 0.6, and h = 8. (d) Estimates at some selected late iterations when σh = 0.5,
σn = 0.6, and h = 8.
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Our simulation study has shown that the algorithms, both the original and its modifi-
cations, produce desirable results. The appearance of edge artifacts in our experiments was
discussed, and regularization methods were breifly mentioned; their exploration remains
an avenue for future work. An experiment of practical interest was performed in which
an ideal output was proposed for which there exists no corresponding input. As expected,
the algorithms found the input that results in an output as close as possible to the desired
output.
The minimum I-divergence method has found use in a large number of applications.
We have introduced another application of the method. We hope this research will stim-





Numerous inverse problems in engineering and scientific applications have nonnegativity
constraints. Csiszár’s I-divergence defines an information-theoretic discrepancy measure
between two nonnegative functions. When applied to inverse problems, I-divergences play
the same role for nonnegative data as the squared error metrics play for real and complex
data.
In the introduction, we reviewed an important conclusion by Csiszár [23]: minimizing the
I-divergence is the only choice consistent with a set of intuitive postulates that are desirable
in estimation. We also discuss how the I-divergence can be used for estimation subject
to nonnegativity along with underlying structures to which the methods of minimizing I-
divergence can be applied; the structures may be described by linear integral equations or
convolution-like operations that may or may not be linear.
Our major application of minimum I-divergence methods was x-ray crystallography.
Crystallography can be interpreted as a special case of phase retrieval. In Chapter 2,
we proposed an iterative algorithm that tries to minimize I-divergence. This algorithm
is a tweaked version of a phase retrieval algorithm invented by Schulz and Snyder [93]
for their astronomical imaging application. The major difference between crystallography
and astronomical imaging is that the autocorrelation is aliased in crystallography, which
makes the problem much more difficult than in applications where the autocorrelations
are not aliased. However, in crystallography, there are several potentially useful pieces of
information such as space groups, which are special types of symmetries. We found that our
tweaked algorithm can theoretically preserve a symmorphic group, which is a subcategory
of the space groups, if the algorithm is initialized with an estimate with that symmorphic
group. In practice, the space groups in the estimates produced by the algorithm are usually
broken by numerical errors. Intriguingly, when the space groups are deliberately enforced
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at every iteration, such enforcement often leads the estimates to local minima.
In Chapter 3, we numerically studied an example of how the R-factor changes as the
I-divergence monotonically decreases. Although we do not have any theoretical proofs on
this matter, our numerical experiments with real data of 6PTI showed that an estimate
sequence that monotonically decreased the I-divergence also decreased the R-factor.
The most challenging issue on the original Schulz-Snyder algorithm and our tweaked
version is their potential convergence to local minima. In Chapter 4, we investigated the
Schulz-Snyder algorithm’s convergence to local minima via various pieces of numerical evi-
dence. The algorithm turns out to sometimes converge to local minima even when measured
autocorrelations are not aliased. We can easily infer that our tweaked version not only in-
herits this problem, but it also seems to be more vulnerable to this issue because of aliasing
in the autocorrelations, as evidenced by some examples in Chapter 2.
Chapter 5 dealt with artifacts that arise when noise corrupts measurements. Like
maximum-likelihood estimates in statistical contexts, our phase-retrieval estimates based
on minimizing I-divergence are inclined to be rough. Noticeably, noise badly deteriorates
our estimates suddenly when the noise level reaches a certain level, rather than gradually
degrading as the signal-to-noise ratio becomes lower. By introducing Good’s roughness and
total variation penalties, we obtained reasonably smooth estimates. However, when the
signal-to-noise ratio is significantly low, the penalties cannot help.
We noted that the deautoconvolution problem has a structure inspiringly similar to
that of the deautocorrelation problem. We adapted the Schulz-Snyder idea for addressing
deautocorrelation to deautoconvolution. The algorithms for both problems bear striking
resemblances and similar theoretical properties. However, deautoconvolution is practically
easier than deautocorrelation since there is much less ambiguity in the associated Fourier
phases. Although numerical examples are promising, we could not provide proof of the
iterative deautoconvolution algorithm’s convergence to local minima (the same is true in
Schulz and Snyder’s original work [93]). This remains as an agenda for future work.
In Chapter 7, we addressed the inverse blackbody radiation problem using minimum
I-divergence methods. The problem is ill-posed because of the characteristics of the kernel.
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The ill-posedness becomes more serious when measurements are corrupted by noise. We
formulated a penalized minimum I-divergence framework to handle this ill-posedness. When
estimates are regularized, they show reasonable quality, but nevertheless, sufficient noise
may render some information unrecoverable.
Moving to a communication problem, when an input distribution is blurred by a Rician
channel to induce an output distribution, the channel input-output system can be charac-
terized by the Fredholm equation of the first kind with a shift-varying kernel. Based on
this, we derived an iterative algorithm for estimating a channel input from a desired corre-
sponding channel output by minimizing I-divergence. Even though the convergence speed
is slow, the estimates are good. When the suggested output is not actually achievable, we
showed that our algorithm tries to find an estimate that produces an output closest to the
suggested output in the sense of I-divergence.
Minimum (penalized-) I-divergence methods have been shown to be useful for both lin-
ear and nonlinear estimation problems subject to nonnegativity. Nonetheless, there remains
some aspects to improve. In both linear and nonlinear problems, our iterative algorithms
show slow convergence. We may be able to apply techniques for accelerating EM algo-
rithms, such as the space-alternating EM algorithms proposed by Fessler and Hero [31].
When the I-divergence methods are applied to deautocorrelation, the iterative algorithms,
in their current form, seriously suffer from the issue of convergence to local minima. This
issue arises in other phase-retrieval problems, and is not unique to our methods. Global
optimization techniques such as genetic algorithms or simulated annealing may be able to




SUPPLEMENTARY FOR CHAPTER II
A.1 Derivation of Algorithm 2




where P and Pρ are the measured Patterson function and the Patterson function of the
estimate given in Eq. (19), and the notation ρ ≥ 0 means that all components of ρ are








+ Pρ(u)− P (u)
}
. (203)
Using the Kuhn-Tucker conditions [73], we obtain the necessary (but not sufficient)








= 0 ρ̂(r) > 0
≥ 0 ρ̂(r) = 0
, (204)






































ρ((r′ + u) mod d)ρ(r′)
= ρ̂((r+ u) mod d) + ρ̂(r− u+ nd)
= ρ̂((r+ u) mod d) + ρ̂((r− u) mod d), (206)
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where the n in the second line is 0 if r + u < d and 1 otherwise. Plugging Eq. (206) into









































where the second equality holds since Patterson functions are centrosymmetric. The last
equality is satisfied by the following relation between
∑














































A.2 Proof of Theorem 1
We first justify Step (S1) in Theorem 1. Let Gt = {(Wk,0) : k = 1, 2, . . . , J} and Gi =
{(Wk,wk) : k = 1, 2, . . . , J}, where the Wk’s are common. Gi is the space group of ρ
associated with the given P , and J is the number of elements of Gi. As indicated by Eq.
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where the second equality holds by Eq. (22), and the third equality holds by Eq. (24).
Now, we want to show that
P (u) = P (Wlu), for l = 1, 2, . . . , J, (211)











Since Gj = (Wj ,0) ∈ Gt and Gl = (Wl,0) ∈ Gt, their composition also belongs to Gt:
GjGl = (WjWl,0) ∈ Gt, for all j. Furthermore, all such compositions will form Gt, when
l is fixed and each k is involved. Therefore, the right-hand side of Eq. (212) equals P (u),
and hence, Eq. (211) is satisfied. This space group Gt is a symmorphic group. However,
a function with the space group Gt is not guaranteed to be centrosymmetric. Hence, at
this stage, Gt is not necessarily complete for representing the symmetry of the Patterson
function P .
Note that all translation components wj have been removed. Equivalently, glide planes
and/or screw axes have been replaced with the corresponding rotation axes and mirror
planes.




ρ((r− u) mod d)ρ(r). (213)
Let ((r−u) mod d) = s, where s is a 3-D column vector. Then, r = s+nTd+u, where n
is a 3-D column vector whose elements are integers depending on (r−u). Rearranging this
relation, we obtain r−nTd = s+u. Taking the ( mod d) operation on both sides, we obtain
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ρ(s)ρ((s+ u) mod d) = P (u). (214)
Using this centrosymmetry, Eq. (210) can be rewritten as





















where J is the 3×3 diagonal matrix whose elements are all -1. Thus, the group {(WjJ,0) :
k = 1, 2, . . . , J} can produce the same P . Hence, all the (WjJ,0) should be added to the Gt
obtained in Step (S1), to form the Patterson space group (if these elements are not already
in Gt). These new group members (WjJ,0) are simply the inversions (to avoid confusion,
note these are not the matrix “inverses” of the matrices Wj) of all the group members of
Gt obtained in Step (S1). Therefore, Step (S2) is appropriately justified.
The final result is also a space group since it is also a “feasible” combination of the
crystallographic symmetries, and the associated lattice system has not been destroyed. We
call this resulting space group the Patterson space group and denote it by Hm ∈ PSG ⊂
SSG ⊂ SG.
A.3 Proof of Theorem 2
Recall that ρ has the space group Gi, and Gj , j = 1, 2, . . . , J denote the elements of Gi.
Let Gt denote the space group whose elements are (Wj ,0), where (Wj ,wj) ∈ Gi for all
j = 1, 2, . . . , J .
We first show that if Algorithm 2 is initialized with a function with Gi, and all the
estimates produced by Algorithm 2 have the same space group Gi, then all the translation
components wj for all Gj ∈ Gi are zero: wj = 0 for all j = 1, 2, . . . , J .
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Assume that the algorithm is initialized with a function with Gi. Also, assume that
ρk for k = 0, 1, . . . have Gi. Then, by Eq. (25), Qk for k = 0, 1, . . . have Gi as well (i.e.,
Qk(Gjr) = Qk(r) for all j = 1, 2, . . . , J).
Noting that Qk consists of correlation operations, we look into Qk through the Fourier



































where the second equality holds since hTWj is just a rearrangement of h
T, and the third
equality holds by Eq. (27). In the second line, note that Λ does not have the space group
Gt because of the exponential term adhering to Λ(hTWj) in Eq. (27). Nonetheless, we can
classify hT and group Λ(hTWj) according to Gt since hT is only transformed by Wj , and
wj in the exponential term has no effects on indices h
T. This justifies our use of I(Gt) for
Λ in the development of Eq. (216).
Recall that Qk has space group Gi by the assumption that ρk has space group Gi:
Qk(Glr) = Qk(r), or
Qk(Wlr+wl) = Qk(r), for all Gl ∈ Gi. (217)





















Therefore, we need to find some condition(s) such that
{(WjWl,Wjwl −wj)}Jj=1 = {(Wo,−wo)}
J
o=1 , (220)
where l is fixed as an integer from 1 to J , Gl ∈ Gi, Go = (Wo,wo) ∈ Gi, and {}Jj=1 denotes
a set of J elements that are indexed by j. We first observe that since l is fixed, and all
j = 1, 2, . . . , J are involved, the set of all Wo resulting from WjWl is the same as the set
of all Wj for j = 1, 2, . . . , J . Also, the set of wo is the same as the set of wj for all j.
Recall that a composition of two elements of a space group is also an element of the space
group: Wjwl +wj = wo when WjWl = Wo. Hence, we obtain (WjWl,Wjwl −wj) =
(WjWl,Wjwl +wj − 2wj) = (Wo,wo − 2wj). Combining these relations and Eq. (220),
we obtain wo − 2wj = −wo, and hence wo = wj . Going back to the definition of wo, we
observe wo = Wjwl +wj = wj . Therefore, we eventually end up with
Wjwl = 0, for all Gj ∈ Gi, (221)
where l is fixed. Recall that the Wj ’s are all isometries, meaning they preserve the length
of vectors on which they operate. Therefore, the only possible choice for wl that can satisfy
Eq. (221) is wl = 0. The same arguments can be applied to prove that this condition
wl = 0 is true for all l = 1, 2, . . . , J . Hence, all the translation components of all the
elements of Gi should be 0.
Next, conversely, we show that if all the translation components wj of all Gj ∈ Gi are
zero, then all the estimates ρk produced by Algorithm 2 have the same space group Gi when
the algorithm is initialized with a function with space group Gi.
Assume that wj = 0 for all Gj ∈ Gi. Then, Λ(hT) = Λ(hTWj) from Eq. (27). Using






































and the group element composition WjWl forms Gi back, just as in the Patterson space
group analysis in the proof of Theorem 1. Thus, at every iteration, ρk and Qk have the
same space group for all k if all the translation components wj of all Gj ∈ Gi are zero, and
the algorithm is initialized with an image with space group Gi. This completes the proof of
Theorem 2 in Section 2.
A.4 Proof of Corollary 2
We first prove Corollary 2(i). Let R = ρ ∗Pρ. Let Ω denote the Fourier transform of R. By
the convolution theorem of the Fourier transform [82], we obtain
Ω(hT) = F {R} = F {ρ ∗ Pρ} = |F (hT)|2F (hT)
= |F (hTWj)|2F (hTWj) exp(2πihTwj), for all Gj ∈ Gi
= Ω(hTWj) exp(2πih
Twj), for all Gj ∈ Gi, (224)
where Gj = (Wj ,wj). The second to the last equality holds by Eq. (23). By taking the














































= R(r), for all Gk ∈ Gi. (226)
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The last equality is satisfied since the (WjWk,Wjwk + wj) is simply a group element
composition and belongs to Gi for a fixed k. Moreover, for a fixed k, if the j’s are distinct,
the corresponding compositions are also distinct; if k is fixed and all j’s are involved, all
the compositions form the space group Gi. This is true for all k = 1, 2, . . . , J . Therefore, R
has the same space group Gi as ρ.
Next, we prove Corollary 2(ii). Let the Fourier transforms of ρ̃ ∗ Pρ be Ψ. Note that
this Ψ satisfies Eq. (27): Ψ(hT) = Ψ(hTWj) exp(−2πihTwj). Hence, arguments similar
to those used in the proof of Theorem 2 prove this corollary.
222
APPENDIX B
SUPPLEMENTARY FOR CHAPTER IV
B.1 Proof of Theorem 1
Let f∗ denote an estimate satisfying the Kuhn-Tucker conditions given in Eq. (8). For an
arbitrary f that satisfies the nonnegativity constraint and is in the neighborhood of f ∗, we
want to show that
J(f∗ +∆f)− J(f∗) > 0. (227)
To do so, define ∆f = f − f ∗ and start with a Taylor expansion formula:















∆f(xi)∆f(xj) + o(‖∆f(xi)‖2), (228)
where o(·) is defined as in [80, p. 861]. We now move D[S,Rf∗ ] to the left-hand side, and
regroup the parameters on the right-hand side according to the sets S1 and S2. Then, we
obtain




















































The index set S2 may be empty. However, we assume S2 is non-empty for generality. The
proof can be easily modified for the case of empty S2, though. Now, by the definition of
223
the index sets, the first term on the right-hand side is zero, and the second term is positive
because all the parameters in the set S2 are on the boundary, and hence the ∆f(xi) are
always positive. We now inspect the fourth through the sixth terms on the right-hand side.
Since we have only two ∆f(xi) terms, we can always relate the two terms in a trivially
linear way. In other words, for any ∆f(xi) and ∆f(xj) such that i ∈ S1 and j ∈ S2 , there






















Therefore, the fourth term is dominated by the second term on the right-hand side of Eq.
(229) for sufficiently small ||∆f(xi)||. Hence, we can neglect the fourth term. The same
reasoning easily proves that the fifth and sixth terms are also negligible. As we have seen
so far, all the terms on the right-hand side except for the third term are either positive
or negligible. In the meantime, the second condition in Eq. (40) guarantees positivity of
the third term. Therefore, we finally obtain the inequality in Eq. (227). This proves the
theorem.
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B.2 Derivation of The Second Partial Derivative






























f ′(xi + y)Rf (y)− f(xi + y)R′f (y)
R2f (y)
+








δ(xi + y − xj)
Rf (y)
− f(xi + y){f(xj + y) + f(xj − y)}
R2f (y)
+
δ(xi − y − xj)
Rf (y)


















Rf (xj − xi)
+
S(xi − xj)











Rf (xj − xi)
)
. (231)
The last equality holds because an autocorrelation is symmetric.
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APPENDIX C
SUPPLEMENTARY TABLES FOR CHAPTER VII
C.1 Convergence and Regularization Parameter Function
Control Variables
Table 18: Iteration numbers at which the estimates converge, for unconstrained recon-







Table 19: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for regularized reconstructions from noiseless measurements
when Good’s roughness penalty is applied.
Pattern Convergence cmin cmax
Gaussian-like 3000 1× 10−30 2× 10−13
Rectangle 5000 1× 10−50 2× 10−11
Triangle 4000 1× 10−50 3× 10−12
Double Gaussian-like 1200000 2× 10−16 2× 10−15
Double triangle 1000000 2× 10−16 2× 10−15
Table 20: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for regularized reconstructions from noiseless measurements
when our entropy-like penalty is applied.
Pattern Convergence cmin cmax
Gaussian-like 2000 2× 10−16 2× 10−15
Rectangle 5000 1× 10−60 3× 10−12
Triangle 25000 1× 10−60 1× 10−13
Double Gaussian-like 2000000 7× 10−17 9× 10−16
Double triangle 2000000 7× 10−17 9× 10−16
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Table 21: Iteration numbers at which the estimates converge, for unconstrained recon-
structions from noisy measurements.




Double Gaussian-like 2400000 1700000
Double triangle 3500000 1100000
Table 22: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for regularized reconstructions from noisy measurements
when Good’s roughness penalty is applied, and the noise level is low: kn = 10
−13.
Pattern Convergence cmin cmax
Gaussian-like 5000 1× 10−60 5× 10−11
Rectangle 4000 1× 10−15 1× 10−10
Triangle 3000 1× 10−14 3× 10−11
Double Gaussian-like 100000 1× 10−60 5× 10−13
Double triangle 100000 1× 10−60 4× 10−13
Table 23: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for regularized reconstructions from noisy measurements
when Good’s roughness penalty is applied, and the noise level is high: kn = 10
−12.
Pattern Convergence cmin cmax
Gaussian-like 2000 1× 10−60 2.5× 10−10
Rectangle 2000 1× 10−14 1× 10−10
Triangle 1000 1× 10−14 1.5× 10−10
Double Gaussian-like 50000 1× 10−60 8× 10−12
Double triangle 30000 1× 10−60 6× 10−12
Table 24: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for regularized reconstructions from noisy measurements
when our entropy-like is applied, and the noise level is low: kn = 10
−13.
Pattern Convergence cmin cmax
Gaussian-like 10000 1× 10−60 3× 10−12
Rectangle 6000 1× 10−15 5× 10−12
Triangle 6000 1× 10−15 3× 10−12
Double Gaussian-like 140000 1× 10−40 2× 10−13
Double triangle 200000 1× 10−30 2× 10−13
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Table 25: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for regularized reconstructions from noisy measurements
when our entropy-like is applied, and the noise level is high: kn = 10
−12.
Pattern Convergence cmin cmax
Gaussian-like 2000 1× 10−60 1.4× 10−11
Rectangle 2000 1× 10−14 9× 10−12
Triangle 1000 1× 10−14 1.2× 10−11
Double Gaussian-like 50000 1× 10−40 1.5× 10−12
Double triangle 40000 1× 10−60 1.4× 10−12
Table 26: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for over-regularized reconstructions from noisy measure-
ments when Good’s roughness penalty is applied, and the noise level is low: kn = 10
−13.
Pattern Convergence cmin cmax
Gaussian-like 1000 1× 10−60 2.5× 10−10
Rectangle 2000 1× 10−14 1× 10−10
Triangle 1000 1× 10−14 1.5× 10−10
Double Gaussian-like 20000 1× 10−60 8× 10−12
Double triangle 20000 1× 10−60 6× 10−12
Table 27: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for under-regularized reconstructions from noisy measure-
ments when Good’s roughness penalty is applied, and the noise level is high: kn = 10
−12.
Pattern Convergence cmin cmax
Gaussian-like 3000 1× 10−60 5× 10−11
Rectangle 2000 1× 10−15 1× 10−10
Triangle 2000 1× 10−14 3× 10−11
Double Gaussian-like 50000 1× 10−60 5× 10−13
Double triangle 50000 1× 10−60 4× 10−13
Table 28: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for over-regularized reconstructions from noisy measure-
ments when our entropy-like is applied, and the noise level is low: kn = 10
−13.
Pattern Convergence cmin cmax
Gaussian-like 2000 1× 10−60 1.4× 10−11
Rectangle 2000 1× 10−14 9× 10−12
Triangle 1000 1× 10−14 1.2× 10−11
Double Gaussian-like 20000 1× 10−40 1.5× 10−12
Double triangle 20000 1× 10−60 1.4× 10−12
228
Table 29: Iteration numbers at which the estimates converge and the parameter function
control variables cmax and cmin, for under-regularized reconstructions from noisy measure-
ments when our entropy-like penalty is applied, and the noise level is high: kn = 10
−12.
Pattern Convergence cmin cmax
Gaussian-like 7000 1× 10−60 3× 10−12
Rectangle 5000 1× 10−15 5× 10−12
Triangle 7000 1× 10−15 3× 10−12
Double Gaussian-like 120000 1× 10−40 2× 10−13
Double triangle 120000 1× 10−30 2× 10−13
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