that an unbiased estimate (with a minimum known variance) can be made at any location of the study area (Burgess and Webster, 1980) . All interpolation techniques, geostatistical or otherwise, require a fairly dense network of sampling sites from which data are collected. However the high cost of collecting soil attribute data at many locations across landscape has created a need for interpolation methods that are using readily available secondary information such as topography attributes in order to improve the estimation of soil properties. Topography is a dominant control on earth surface processes and influence soil chemical and physical properties. Co-kriging closely linked to kriging (Matheron, 1973) allows the use of a second variable in predicting values of the variable of interest. Co-kriging can be applied in situations where the examined soil variable is under-sampled and is more costly or difficult to sample than a topographic attribute which is closely related to it. Using cokriging the spatial information of the topographic attribute is transferred to the soil property thus improving the quality of its estimates. Co-kriging could conceivably in considerable reduction of costs in achieving a comparable degree of accuracy by using fewer expensive variables and more inexpensive co-variables. The interpolation of an undersampled variable can be improved by using an auxiliary variable. Models of prediction involving kriging combined with regression, were first proposed by Delhomme (1978; 1979) in hydrosciences domain. Ahmed and DeMarsily (1987) applied kriging combined with linear regression methodology to improve the mapping of transmitivity using specific capacity data. Recent studies involving kriging combined with regression models have revealed the validity of predicting a soil property from easy-to-measure morphological properties (McKenzie et al., 1991; Moore et al., 1993; McKenzie and Ryan, 1999) . According to Odeh et al. (1994; and Knotters et al. (1995) kriging combined with regression methods may improve prediction performance in comparison to regression or kriging done separately. Soil properties such as pH, texture and drainage are closely related to landscape position (Kreznor et al., 1989) and these relationships have very often been used for their prediction at unsampled locations. Odeh et al., (1994; have compared several geostatistical methods for the spatial prediction of soil properties from landform attributes. River formed landscapes are reasonably similar the world over in terms of both landforms and processes. There is an interaction between geomorphological processes operative in river landscapes, the materials involved and ultimately pedological processes. Near present or former river beds, natural levees occur consisting of sandy sediments. Behind the levees lower lying areas occur formed of heavier-textured and impermeable silts and clays. A relationship exists between texture patterns and factors such as elevation relief and distance-to-river (Gerrard, 1981) . Leenaers et al. (1990) have employed elevation data for efficient mapping of zinc concentration in the soil of the Geul floodplains in the Southern Netherlands. The objectives of this study are to investigate the benefits from the use of distance-to-river easily available data when estimating by geostatistical methods topsoil clay and sand soil properties on the floodplains of Acheloos river in Agrinio area of Western Greece. Also to assess whether heterotopic co-kriging or kriging combined with regression could make better use of the auxiliary variable.
MATERIALS AND METHODS
The soil data An area of about 5700 ha (shown in Figure 1 ) which is located in the centre of Aitoloakarnania province in Western Greece was selected for this study. The average air temperature is 17.9°C, while the total annual precipitation is 1010 mm. One data set with topsoil clay and sand content values and distance-to-river values was used for the purposes of this study. The data consisted from 153 observation points and was used for the mapping of soil properties. For co-kriging the sample points were supplemented with 350 additional points for which the distance-to-river value was estimated using a GIS system developed for the purposes of this study under the commercial GIS packages ARC/INFO, ARC VIEW. Together with the original sample points they formed a set of 503 points of which the distanceto-river values are known. The descriptive statistics of the data set is given in Table 1 and include minimum, maximum, mean and standard deviation.
Because the distance-to-river data are very positively skewed they were normalized by computing logarithms to base e. The correlation coefficients of topsoil clay and sand against ln(distance-toriver) are 0.82 and 0.71 respectively.
Prediction methods
Since in-depth discussions about interpolation techniques are given by Journel and Huijbregts (1978) , Isaaks and Srivastava (1989) and Burrough and McDonnell (1998) only an outline of the interpolation methods used will be given here. The values of each soil variable at the observation points were used for the prediction of values at unknown points using the interpolation methods: (a) ordinary kriging, (b) kriging combined with linear regression, (c) heterotopic co-kriging.
(i) Ordinary kriging (model ORD-KRG)
The spatial prediction of the values of a soil variable Z at an unsampled point x 0 is given by (1) where x denotes the set of spatial coordinates {x1, x2}, ë i are the weights associated with the sampling points x i and the ith observation point.
In kriging the weights are chosen so that the estimate ẑ(x 0 ) of the true value z(x 0 ) is unbiased and the prediction variance ó 2 (x 0 ) is minimized. That is:
and (3) To ensure that the prediction is unbiased the weights placed on each neighbouring point must satisfy:
(ii) Co-kriging (model CO-KRG) Co-kriging is a geostatistical technique developed to improve the estimation of a variable using the information on other spatially correlated variables which are generally more densely sampled. The variables are called co-regionalized and are spatially dependent (McBratney and Webster, 1983) . We consider that U is an expensive to measure and therefore undersampled variable and V is a cheap to measure variable with more observations. If U and V are spatially and mutually correlated then it may be possible to use the spatial variation of V to help map of U (Burrough and MacDonnell, 1998) . A co-kriged prediction is a weighted average in which the value of U at location x 0 is estimated as a linear weighted sum of covariables V k .
for all V k
To avoid bias the weights ë ik must sum as follows for U=V k and for U≠V k
The first condition implies that there must be at least one observation of U for co-kriging to be possible
Co-kriging is the method having the best theoretical foundation, meaning that no assumptions are made on the nature of the correlation between the two variables. It exploits more fully the auxiliary information by directly incorporating the values of the auxiliary variable and measuring the degree of spatial association with the primary variable through the cross-semivariogram. The technique of co-kriging improves the estimation and reduces the variance of the estimation error, but at the same time is much more demanding than kriging in that n(n+1)/2 (n is the number of variables) direct and cross-semivariograms must be inferred and jointly modelled and a large co-kriging system must be solved. The calculation of the cross-semivariogram and the fitting of a theoretical model become very difficult, particularly when the two variables are not strongly correlated.
(iii) Kriging combined with regression Linear regression analysis was used to predict topsoil clay and sand contents from the values of distance-to-river variable. The S-PLUS statistical package was used for the analysis. Linear regression models were generated to relate the soil variables to distance-to-river variable. The regression models are then used to predict the sand and clay percentages to 153 sample locations where the values of sand, clay and the distance-to-river variables have been determined. If Z m (x) is a measured value at location x and Z p (x) the predicted value of the variable at the same location resulted from the regression then the residuals are obtained by the equation R(x)= Z m (x) -Z p (x).
Ordinary kriging was applied: (a) on the regressed values Z p (x) (model RG-KRG) and (b) on the regression residuals R(x) (model RES-KRG). In the RES-KRG model the predicted values were calculated as the sum of the regressed values with the regression residuals at the same locations.
Semivariograms
The spatial variation of the soil properties within the examined area was quantified by semivariogram. The type of the theoretical model, which fitted best to the experimental variogram of each variable, was selected for further geostatistical analysis. The semivariograms of sand and clay variables (measured and regressed values) and of regression residuals for the two soil properties were computed using their values at the 153 sample points. The semivariogram of the distance-toriver variable was computed using the distance values at 503 points. The semivariograms of the clay and sand content values and the cross-semivariograms of these variables with the distance-to-river variable were better described by a spherical model. This model shows a progressive decrease of spatial dependence of the variable when the distance decreases, which fades away altogether when the model reaches a sill. A Gaussian model provided a good fit to the distance-to-river variable. The main feature of the Gaussian model is the parabolic shape at the origin. It expresses a smooth spatial variation of the variables. In this model the spatial dependence vanishes only at an infinite distance. The semivariogram is a function having always positive or null values since it is a form of variance. The cross-semivariogram can take positive, negative or null values since it is a form of covariance. A cross-semivariogram will be positive when the values of the two variables (clay and distance-to-river) have the tendency to vary jointly. It will be negative when the values of the two variables (sand and distance-to-river) have tendency to vary in opposite directions. It will be null when the two variables tend to vary independently.
Validation procedure
The performance of the four methods was evaluated using the cross-validation method, which involves comparison of predictions of clay and sand content at each data point with their corresponding observed values. Each of the 153 data points was removed in turn and estimates of the soil parameter for the removed point were made from the rest data points. The effectiveness of each method was assessed by computing two indices from the measured and predicted values. The two indices used are: the mean error, ME and the mean square error, MSE and they are defined as:
The ME measures the bias of the prediction and should be close to zero for unbiased methods. It indicates whether the model is, on average, producing estimates that are overestimating or underestimating the observed values. The MSE measures the average precision of the prediction and should be as small as possible. The model that performs the best will be the one with the smallest MSE.
RESULTS AND DISCUSSION
Directional semivariograms were computed for the direction perpendicular to the river channel since short-range variation is observed at this direction due to the various types of deposits. In Table 2 , the parameters of the fitted semivariograms for the two soil and the ln(distance-toriver) variables are listed. The parameters of the two cross-semivariograms clay -ln (distance-toriver) and sand -ln (distance-to-river) and the parameters of the fitted semivariograms for the regressed values of the two soil variables and for the regression residuals are also given in Table 2 . The directional semivariograms, fitted with spherical and Gaussian models, indicated evidence of anisotropy, therefore anisotropy was assumed for all the kriging and co-kriging calculations. All the semivariograms and cross-semivari-ograms were computed and modelled using the geostatistical package VARIOWIN (Pannatier, 1996) . The selection of the theoretical fitted models was based on the IGF index, and the visual inspection of the experimental semivariograms. The IGF index which was computed by the VAR-IOWIN is a standardized weighted average squared difference between the observed values and the fitted ones. For the mapping of the two soil properties regular grids with cell size 50m x 50m were used. The estimated values of the two soil variables resulted from the four geostatistical methods are shown in Figure 2 . The results of comparing the methods: kriging, heterotopic co-kriging and kriging combined with regression (models RG-KRG and RES-KRG) are presented in Tables 3 and 4 . In Table 3 the mean errors of the two soil properties for the four methods are given. The mean errors of the two variables are close to zero for all the interpolation methods. This indicates the unbiaseness of the methods. The differences between the methods are very small. However there are more important differences among mean square errors (Table 4) . The mean square errors given in Table 4 present the prediction performance of the four methods. The prediction performance is much wider than the differences in mean errors. This is because in calculating the mean errors the negative and positive bias of prediction tends to cancel each other. From Table 4 the following remarks can be made. Kriging gives the worst results. This is not surpris-46 KALIVAS et al. Moreover, according to Laslett and McBratney (1990) kriging methods are characterised by overfitting or under-smoothing of the data. Heterotopic co-kriging gives good results for both soil variables because fully incorporates the nature and the spatial variability of the soil variables with the auxiliary variable. The co-kriging of clay performs better than the co-kriging of sand due, probably, to the stronger correlation of the clay with the distance-to-river variable. Kriging combined with linear regression, RG-KRG model, which take uncertainties due to regression and measurements errors into consideration gives the best results for the two soil variables. On the contrary, the summation of the kriged regression values and the kriged residuals, RES-KRG model, does not reduce the mean square errors and performs worst than heterotopic co-kriging and the RG-KRG model for both soil variables. Ahmed and De Marsily (1987) demonstrated that it is important for choosing between interpolation methods using auxiliary variables to know the strength of the relation between the target variable and the auxiliary variable and the absence or presence of a spatial structure of the residuals of this relation. They also stated that if the residuals are spatially correlated and the correlation coefficients between the variables are high then cokriging performs better than kriging combined with regression. We get better results from kriging combined with linear regression for both soil variables than from co-kriging in spite that we calculated correlation coefficients 0.82 and -0.71 between the two soil variables and the auxiliary variable and we have found that the residuals are spatially correlated (Table 2) .
CONCLUSIONS
The use of co-regionalisation of the auxiliary variable distance-to-river definitely improved the mapping of the two soil variables topsoil clay and sand. The performance of geostatistical methods: heterotopic co-kriging and two models of kriging combined with regression was evaluated and compared with that of ordinary kriging. In our study better use of the auxiliary variable in the interpolations of the two soil variables was made using kriging combined with linear regression while the summation of the kriged residuals with the kriged regression values does not give better estimates than co-kriging. Moreover, kriging combined with linear regression has the advantages over the co-kriging method that it uses simpler algorithms, it involves less variogram modelling and the system to be solved is less cumbersome than that of co-kriging. Finally, these result apply strictly only to the particular region. Nevertheless, the methodology should improve predictions in many other regions where soil variables are related to topography.
