In this paper, we introduce a novel surveillance system based on thermal catadioptric omnidirectional (TCO) vision. The conventional contour-based methods are difficult to be applied to the TCO sensor for detection or tracking purposes due to the distortion of TCO vision. To solve this problem, we propose a contour coding based rotating adaptive model (RAM) that can extract the contour feature from the TCO vision directly as it takes advantage of the relative angle based on the characteristics of TCO vision to change the sequence of sampling automatically. A series of experiments and quantitative analyses verify that the performance of the proposed RAM-based contour coding feature for human detection and tracking are satisfactory in TCO vision.
Introduction
In the past few decades, automatic surveillance systems have become more and more popular in a large variety of applications. However, most surveillance systems [1] [2] [3] [4] rely on the conventional imaging system that requires proper illumination and has a limited field of view. In this paper, we propose a novel surveillance system for human detection and tracking with thermal catadioptric omnidirectional (TCO) vision, which consists of a thermal camera and a catadioptric omnidirectional sensor. A thermal imaging system is employed as it is a technology that enables detection of people and objects in darkness and in diverse weather conditions. Although its performance may be affected by some extreme weather conditions [5] , such as dense fog, heavy rainfall and snow, thermal imaging cameras still allow us to see targets better than is possible with visible-light imaging systems. Therefore, a thermal camera is suitable for surveillance under diverse weather conditions. As the price of thermal cameras has reduced dramatically, they have become popular in civilian applications in recent years. To achieve an extended field of view, the catadioptric omnidirectional sensor is a good choice to capture the global information with a single image.
Compared with the conventional systems, detection and tracking in TCO vision are challenging as only limited information can be used in thermal imagery and the imaging distortion is severe in catadioptric omnidirectional vision (COV). Therefore, it is hard to apply the conventional concepts and algorithms to the TCO vision directly. To the best of our knowledge, there are very limited works that can be referenced by our system. Based on the characteristics of thermal vision, the contour can be considered as an informative and stable feature, while the other features, such as grayscale information and texture, are limited in thermal vision. Although detection and tracking in thermal imaging are difficult, more and more researchers pay increased attention to the thermal imagery vision driven by its merit. Recently, there has been extensive literature in human detection and tracking with thermal vision systems.
In [6] , the authors employ the support vector machine (SVM) for classification and Kalman filter to integrate with mean shift for tracking pedestrian in thermal imagery. Wang et al. extract the gray and edge cues, and then use the motion information to guide the fused cues for human tracking in infrared vision [7] . In [8] , a two-stage template-based method combined with the Adaboosted classifier for pedestrian detection is presented. In [9] , the SVM is integrated with histogram of oriented gradient (HOG) [10] to detect the pedestrian in thermal imagery. In [11] , the authors adopt a generalized expectation-maximization (EM) algorithm to separate infrared images into background and foreground layers first, and incorporate with SVM for pedestrian classification. Then, they present a graph matchingbased method for tracking purpose.
The omnidirectional vision has drawn lots of concerns in the computer vision community since last century because of its wide field of view, which is a unique advantage for the surveillance system. In [12] , a fisheye omnidirectional tracking system is introduced, and the authors use optical flow to detect the target and employ color feature based kernel particle filter (KPF) to realize the single target tracking in omnidirectional vision. In [13] , a catadioptric omnidirectional surveillance system that uses multibackground modeling and dynamic thresholding to spot the sniper in the battlefield is presented. The particle filter is proposed to incorporate with the color feature to realize tracking in COV [14, 15] . Schulz et al. introduce a catadioptric omnidirectional pedestrian recognition system for vehicle automation, where a method of boosted cascade of wavelet-based classifiers is proposed to combine with a subsequent texture-based neural network [16] . In the human detection community, most state-of-the-art methods are based on the contour information, which is developed under the hypothesis of up-right in the conventional imaging system. Considering the inherent distortion of COV, the contour distribution of target varies as its azimuth angle changes in omnidirectional image. Therefore, the conventional contourbased methods are difficult to be applied to the omnidirectional vision for detection and tracking purposes. A common solution is to unwarp the distorted catadioptric omnidirectional image to a panoramic image or transform the coordinate of local area of omnidirectional image into a rectified image followed by using the conventional algorithms for detection and tracking purposes [17, 18] . However, the computational load of this method is extensive as the interpolation is involved in unwarping and coordinate transformation (CT). Furthermore, unwarping has a risk to split the target located at the border of the panoramic image into two pieces, which likely leads to failure during the detection and tracking process. More importantly, unwarping and CT processes could cause raw information loss and generation of noises, which will degrade the performance of algorithm in TCO vision.
According to the characteristics of the proposed system, it seems that the contour information can be considered as stable in thermal vision but it is distorted in a catadioptric imaging system. A representative image is shown in Fig. 1 . To solve this problem, we propose a contour coding based RAM that can take advantage of the characteristics of TCO vision to realize the rotating adaptivity of contour in TCO vision. The proposed RAM could work on the omnidirectional image directly but neither involves unwarping nor CT process. For tracking purposes, we propose to make use of the probability confidence of the classifier to calculate the observation likelihood of particle filter. Since no existing TCO database is available in public, we also collect a series of TCO datasets with diverse environment temperatures. For the merits of the proposed system, it should have a wide range of applications, such as surveillance in public, security in military bases, conservation of wild animals, and automatic drive assistance [19] .
The paper is organized as follows. Section 2 presents a contour coding based RAM, which is able to integrate with the state-of-the-art contour features to form a series of contour coding based rotating adaptive features. Section 3 introduces the proposed human detection and tracking algorithm in a TCO system. Section 4 presents a TCO database first, then a series of experiments and quantitative analyses is given to verify the effectiveness of the proposed algorithm for human detection and tracking in TCO vision. Finally, we conclude the paper in Section 5.
Contour Coding Based Rotating Adaptive Model
Contour is an important cue that we can rely on in object detection and tracking. We can distinguish a human from other objects on the basis of its contour information. In conventional vision, the contour distribution of a human is generally following the hypothesis of up-right. With the effect of distortion in catadioptric vision, the distribution of contour is varied as the azimuthal angle of target is changed in TCO vision. Therefore, the conventional contour based methods cannot be applied to a TCO system directly for detection and tracking purposes. To solve this problem, we propose a contour coding based RAM which requires neither unwarping the distorted catadioptric omnidirectional image onto a conventional panoramic image nor making the CT for rectification, but is rotation invariant as the sampling sequence of the contour feature can change automatically based on its relative angle. According to the imaging characteristics of a TCO system, the effective imaging area is a circular image on the catadioptric mirror. Naturally, the polar coordinate is employed to fit the characteristics of TCO vision, and the center of the omnidirectional image is aligned with the origin of the polar coordinate. As shown in Fig. 2 , the origin O0; 0 of the image XY coordinates is located at the top left corner. Then, the center O l 0; 0 of the polar coordinate X l Y l can be obtained. As shown in Fig. 2 , each point corresponds to an angle θ relative to the reference line in an omnidirectional image. With the relative angle θ, each sample model can adaptively change the initial sample point automatically. According to this principle, the proposed RAM can accommodate the rotation of a target in COV effectively. Then, the varied contour distribution can be recovered back to the reference plane through RAM. It should be noted that the proposed RAM can be integrated with the state-of-the-art contour coding features to form contour coding based rotating invariance features in TCO vision. Based on the complexity of coding mode, we combine the proposed model with the gradient information, Haar wavelet, and HOG to form three different levels of rotating adaptive contour features, respectively. With the different encoding levels, the performance of the proposed contour coding based rotating adaptive features is different.
The template of the proposed contour coding based rotating adaptive feature is shown in Fig. 3 , which consists of multiple sector units to implement the contour coding. In order to extract the contour information uniformly, we employ the multiangle sectors as the coding unit since the single angle interval could cause oversampling at the inner ring and under sampling at the outer ring. Each ring corresponds to an angle interval φ that decreases with the radius r increases. In the following, we introduce three different types of contour coding based rotating adaptive features on the basis of the complexity of coding mode.
A. Gradient Coding Based Rotating Adaptive Feature
Gradient is an intuitive information cue we can utilize as the contour coding feature. With the sequential sampling, we could form a simple gradient coding based rotating adaptive feature. In the TCO vision, the contour distribution varies as the azimuthal angle of a target changes. To keep the contour information invariant, the sample sequence of a model should be varied accordingly. Based on the characteristics of TCO vision, the proposed RAM could take advantage of a relative angle to adaptively adjust the sampling sequence to form a rotating adaptive contour feature. The extracted gradient information gr; θ also contains geometric information r; θ, combined into a single model through RAM. To effectively encode the contour information, we adopt two different configurations of radius intervals ri 1 3 with 50% overlap sampling and ri 2 6 with 25% overlap sampling to make the contour coding on the gradient map, respectively (the dimension of the template is 48 × 48). The small radius interval ri 1 could detect the minor change of the contour and ri 2 has a good response to larger variations. In order to reduce the effect of the area difference of multisectors in the model, we take the average of the coding unit for unit normalization. Then, the resulting feature vectors are divided by their average for normalization. Finally, the normalized feature vectors F i (i 1, 2) are concatenated to form the final rotating adaptive contour feature F. The performance of the proposed feature will be presented in the experiment section.
B. Haar Wavelet Based Rotating Adaptive Feature
Haar wavelet transform [20] is a very important contour coding based feature which has been well used for object detection and tracking in computer vision. It was developed based on the Haar wavelet theory, which is a sequence of rescaled "squareshaped" function [ Fig. 4(a) ].
The Haar wavelet's mother wavelet function ψt can be described as
Its scaling function ϕt can be described as
Technically, the Haar wavelet is not continuous but jumping. Therefore, it is well used for analysis of the signal with sudden transition. Papageorgiou and Poggio [20] present the two-dimensional (2D) Haar wavelet transform for object detection in a conventional imaging system. In this paper, we propose to develop a Haar wavelet transform based rotating adaptive feature for omnidirectional vision by means of RAM. Conventionally, the rectangle Haar wavelet feature is adopted to meet the requirement of a traditional imaging system. To realize the rotating adaptivity of contour in TCO vision, we propose to employ the sector unit to extract the Haar wavelet transform based on the characteristics of omnidirectional vision. The proposed RAM-based Haar wavelets are shown in Fig. 4 (b). It is obvious that the RAM-based Haar wavelet is different from the conventional as the area of the sector units is varied as the radial length is changed, such as radial and diagonal components [ Fig. 4(b) ]. To reduce the effect of difference of coding unit, we average the coding units to the same level for unit normalization. We adopt two sector configurations of radius interval ri 1 4 with 50% overlap sampling and ri 2 8 with 25% overlap sampling to encode the RAM-based Haar wavelet transform in TCO vision, respectively. Each Haar wavelet is divided into three components: angle, radial, and diagonal. For component normalization, the obtained component vectors are divided by their average. After normalization, the elements of vector much larger than 1 indicate strong intensity difference, the elements much less than 1 indicate consistent uniform region, and elements close to 1 are random pattern. Finally, the normalized component vectors are concatenated to form the final RAMbased Haar wavelet transform. Its performance will be presented in the experiment.
C. HOG-Based Rotating Adaptive Feature
Contour is a very useful feature that contains a lot of information, such as gradient and orientation. Previously, we introduced a simple RAM-based gradient coding feature that only encodes the gradient information but ignores the orientation of contour. Then, we presented the RAM-based Haar wavelet, which effectively encodes the grayscale intensity to reflect the local intensity variance of omnidirectional image. In this part, we present a RAM-based HOG [10] to adaptively represent the distorted contour information, which makes good use of the gradient intensity gx; y and the orientation θx; y [Eqs. (3) and (4)]. Due to the good performance of HOG, it has been widely used in conventional vision community. However, it is hard to simply integrate RAM with HOG to realize adaptive representation of contour in TCO vision since the distribution of contour and the orientation of gradient vary as the azimuthal angle of target changes. According to the characteristics of TCO vision, we develop an orientation transformation algorithm to effectively handle the varied orientation of gradient, which is able to effectively transform the varied orientation of gradient into the reference plane (Fig. 5) . Then, we can make use of RAM to extract the recovered histogram of orientated gradient feature sequentially to obtain the HOG-based rotating adaptive feature:
θx;y tan −1 Ix;y − Ix;y − 1=Ix;y − Ix − 1;y:
The working principle of orientation transformation algorithm can refer to Fig. 5 , and the right part of the figure details the transform items of the algorithm based on its azimuthal angle in omnidirectional image. As the effect of distortion in catadioptric vision, the gradient orientation of target varies with its azimuthal angle changes. In order to adapt the view habit of a human, we set A as the reference plane that lets the image of human stand vertically (Fig. 5) . We set three key variables: the practical measuring angle β, the rotation angle of target θ, and the transformed angle α. The rotation angle is relative to the reference line and the measuring angle refers to the positive direction of the horizontal axis. Through the orientation transform algorithm, we can realize the transformation of gradient orientation from the practical plane to the reference plane. To better explain the principle of transform algorithm, we set the orientation π=2 as an example. When the target locates at the bottom left of the coordinate system, both rotation angle θ and practical angle β are less than π=2 but greater than 0. Therefore, it follows the item 1 of transform algorithm, and the transformed orientation α equals the sum of θ and β. Since the sum of the interior angle of triangle equals π, the transformed angle α is always equal to π=2. If the target falls on the upper left of the coordinate system, the rotation angle θ is greater than π=2 but less than π, the measuring angle β is negative but greater than −π=2. Therefore, the sum of rotation angle and measuring angle follows the item 1 of transform algorithm. In the same way, we can normalize the distorted orientation based on the transformation algorithm when the target locates at the top right and bottom right of the coordinate system. According to the proposed orientation transform algorithm, the varied orientation of gradient can be transformed into the reference plane to form the unified HOG descriptor in TCO vision. To normalize the coding unit, Dalal et al. [10] applied a Gaussian spatial window to weight the pixel based on its distance to the center of unit. Due to the varied area of coding units in RAM, we take the average of the orientation bins of the coding unit for unit normalization. Then, we adopt L2-norm to normalize the transformed feature vector for block normalization [10] . Finally, the transformed RAM-HOG is formed, which is robust to the rotation of contour. Experiment shows that the model configuration of ri 3.5 with the 50% overlap sampling has the best performance in the TCO vision.
According to above, the RAM-based rotating adaptive features have been proposed, which should be able to well handle the distorted contour in TCO vision. Finally, their performance will be verified in the experiment section.
Detection and Tracking Algorithm
We introduced the contour coding based rotating adaptive features previously. For detection and tracking purposes, we adopt the well-know SVM as classifier and integrate the probability confidence of the classifier with the particle filter for tracking in TCO vision. , where y i values in the set f−1; 1g, and m is the number of the training samples. The SVM works by maximizing the margin between two classes in feature space for minimization of the following objective function [22] : Subject to the constraints:
where ξ i is the slack variable, C is the penalty factor, φ· is the mapping from input space to feature space. By taking the Lagrangian of Eq. (5), the original problem can be derived as
where kx i ; x φx i · φx is a kernel function. The function (6) follows the constraints of P l i1 α i y i 0, where α i ≥ 0 are the Lagrange coefficients which can be used to calculate the hyperplane of the SVM. Based on the formed hyperplane, the SVM could realize the sample classification for detection in computer vision.
B. Particle Filter
The particle filter [25] [26] [27] has been widely used for its advantage of nonlinear/non-Gaussian. It can approximately fit the continuous posterior distribution through a series of weighted particles fx i k ; w i k g i1;2;;N . In Bayesian framework, the particle filter recursively obtains the state x k at time k, given the available observations z 1∶k z 1 ; z 2 ; ; z k up to time k. Suppose posterior px k−1 jz 1∶k−1 at time k − 1 is available, the posterior px k jz 1∶k can be obtained recursively by prediction and update. The prediction stage makes use of the probabilistic system transition model px k jx k−1 to predict the posterior probability of state at time instant k. When the observation z k is available, state posterior can be updated through the observation model pz k jx k .
The observation model characterizes the observation likelihood of particle filter. It is an important component to measure the probability confidence of the observed data for state updating. In this paper, we utilize the probability confidence q of the detector to calculate the observation likelihood of the particle filter for effective tracking in TCO vision. We define a parameter d to express the distance between candidate sample and standard positive sample [Eq. (7)]. Then, the observation likelihood pz k jx k and the probability confidence of classifier are connected successfully as Eq. (8), where λ is variance:
The obtained observation likelihood pz k jx k is used to affect the weight w i of particles in Eq. (9). With the above relationship, it can be concluded that the distance d is inversely proportional to the weight of particles. Therefore, we can realize human tracking in TCO vision based on the integration of the probability confidence of the classifier and the particle filter.
Experiment
In this section, we present a series of experiments and quantitative analysis to verify the effectiveness of the proposed algorithm in TCO vision. For testing purposes, we establish a TCO database that covers a variety of environmental temperatures. In the following, we give a description of the TCO data collection and the experiments on the proposed algorithm.
A. TCO Database
Due to the lack of publicly available TCO databases, we have to manually collect the positive (foreground) samples and TCO image sequences. The negative samples are obtained automatically from a set of TCO images not containing human. For data collection, we build a TCO sensor that consists of an FLIR Therma CAM PM 695 camera and a hyperboloid catadioptric omnidirectional mirror, as shown in Fig. 6 . Some extracted representative samples are shown in Fig. 7 . All TCO image sequences are of 320 × 240 grayscale images, and the extracted foreground/background samples are scaled to 48 × 48 in dimensions. The established TCO database contains several image sequences with different ambient conditions. Each set of image sequences contains hundreds of TCO frames that are sampled with 20 Hz by an FLIR thermal camera. In the following, we test the proposed rotating adaptive features on the established TCO database to verify their performance in TCO vision.
B. Detection
To verify the performance of RAM-based contour coding features for human detection in TCO vision, we present a comparison experiment with the CT-based contour coding features. First of all, it should be noted that the performance of features is highly dependent on the complexity of the coding mode. Since HOG makes good use of the gradient intensity and the gradient orientation, it should be able to robustly represent the contour of object. As shown in Fig. 8 , HOG achieves the best performance among all the features. In addition, Haar wavelet outperforms the gradient due to its advanced coding mode on grayscale intensity level. Second, the sample extraction method (RAM or CT) affects the performance of features as well. For simplicity, the RAM-based and CT-based contour coding feature is abbreviated as RAM-feature and CT-feature, respectively. As Fig. 8 shows, RAM-features perform better than that of their corresponding CT-features because the transformed coordinate is hard to fall on the integer pixel precisely through the CT process. Therefore, it is necessary to calculate the intensity of the transformed point approximately through interpolation. However, this process is time consuming. Additionally, it is very easy to cause the information loss and generation of noises during the CT process even though interpolation is involved. Hence, the CT process may lead to the performance degradation of the algorithm. On the contrary, RAM works directly on the original TCO image, which could maximally maintain the integrity of information. Therefore, the performance of RAM-features is superior to their corresponding CT-features in the TCO vision. It is worth mentioning that the CT-HOG adopted the conventional HOG descriptor, which applied a Gaussian spatial window to weight the pixel in the coding unit. Due to the varied area of coding units of RAM-HOG, we take the average of the orientation votes of the coding unit for unit normalization. As a matter of fact, the Gaussian weighting only improves the performance of HOG by 1% [10] , so it is not enough to make up the information loss caused by CT. As shown in Fig. 8 , it is proved that the proposed RAM-HOG has a better performance than that of CT-HOG in the TCO vision. Some representative detection examples of RAM-feature are given in Fig. 9 . To test the robustness of the RAM-feature, we set some interferences in the experiment. In the dark circumstance, some small animals appear in the test scene. As expected, the RAM-features are still able to accurately distinguish the human from the interferences. Therefore, it can be concluded that the RAM-features perform robustly in TCO vision.
To further analyze the performance of RAMfeature, we make a comparison with the method proposed in [11] , which presented a simple but effective algorithm for human detection in the conventional thermal vision. As shown in Table. 1, we select eight sets of representative image sequences from the TCO database for comparison. In this experiment, RAM-HOG and RAM-HW outperform the method [11] totally, and RAM-G performs better than the method [11] in average. The method in [11] has a good sensitivity in some particular image sets (set 2, 3, 4, and 8) that are collected in the night time with a high contrast ratio. In contrast, the RAM-features are robust through all the experiments. In addition, the RAM-features have low false positives (FPs) as they contain a wealth of information to represent the characteristics of the target. It is notable that RAM-HOG achieves the best performance with the highest sensitivity 0.99 and the lowest FP among all the features. Through the above quantitative analysis and comparative experiments, the effectiveness of the proposed RAM-feature is verified for human detection in TCO vision.
C. Polarity Switch
Polarity switch is a particular phenomenon in thermal vision, when it occurs, hot and cold ranges of thermal sensors get reversed. Although this phenomenon is different from conventional thermal imaging obviously, the outline of the target is still visible in the thermal image. Therefore, the contour information is still stable in polarity switch. The experiment verifies that the proposed RAM-feature is robust to the phenomenon of polarity switch, as shown in Fig. 10 . 
D. Tracking
As discussed above, the performance of RAMfeatures for human detection in TCO sensors has been verified. In this section, we intend to further discuss the effectiveness of the proposed RAMfeatures on human tracking in TCO vision. According to the characteristics of a thermal imaging system, a thermal image reflects the distribution of environment temperature field. With the difference of temperature field, the image of a human is salient against the background in thermal vision. Also, grayscale intensity of pixel corresponds to the value of temperature directly. Therefore, grayscale intensity is an intuitive feature that can be adopted in thermal vision. In this section, we compare the performance of the proposed RAM-feature with CTfeature and grayscale feature for tracking in TCO vision. Through tests on a number of datasets, the effectiveness of the RAM-feature for tracking in TCO vision is verified. For simplicity, we abbreviate the compared trackers as follows:
(1) "RAM-Gradient-PF, RAM-Haar-wavelet-PF, and RAM-HOG-PF" are RAM-Gradient, RAM-Haar wavelet, and RAM-Hog based particle filters, respectively.
(2) "CT-Gradient-PF, CT-Haar-wavelet-PF, and CT-HOG-PF" are CT-Gradient, CT-Haar wavelet, and CT-HOG based particle filters, respectively.
(3) "G-PF" is the grayscale feature based particle filter.
Both (1) and (2) are contour coding feature based particle filters, which utilize the probability confidence of the classifier to calculate the observation likelihood of particle filter. The observation likelihood of G-PF is determined by the Bhattacharyya distance. For a fair comparison, the above trackers are implemented with some identical parameter settings, such as particles number N and particle distribution variance λ. The dynamic models of trackers are random walking model as x k x k−1 v k , where v k is a zero-mean Gaussian random variable. For the tracking experiments, we test the trackers on the established TCO database with diverse environment temperatures. Since the environment parameters vary in practice, the contrast ratio of thermal image becomes different. For example, thermal imaging system may achieve a higher contrast ratio in the night as the relatively low temperature during night. On the contrary, the contrast ratio may be relatively lower at the daytime as the environment temperature increases, which results in a blurry contour of human target. This is because the difference of temperature between background and foreground is reduced in the day. Therefore, the trackers may easily capture the target in the night but meet more challenges due to the vague outline in the day.
As described previously, it is difficult to apply the conventional contour based method on TCO vision unless the distorted omnidirectional image is rectified through the CT process. However, it is possibly hard to achieve a satisfactory tracking accuracy in TCO vision. The reason is that the original image is difficult to be approximated by the transformed image closely even though interpolation is employed. Therefore, working on the original omnidirectional image is able to achieve more important information and avoid noises generation during the CT process. To verify the tracking performance of the RAMfeature based trackers, we conduct a series of quantitative analyses in the following. The average root mean square errors (RMSE) with different particle numbers are presented to measure the stability of proposed RAM-features. As shown in Fig. 11(a) , the RAM-Gradient-PF performs better than the CTGradient-PF in general, but their difference is small on account of the original encoding method of gradient feature. As Figs. 11(b) and 11(c) show, the RAMHaar-wavelet-PF and RAM-HOG-PF achieve much higher tracking accuracy comparing to their corresponding CT-Haar-wavelet-PF, and CT-HOG-PF. The RMSE of RAM-Haar-wavelet-PF is around 3 and its accuracy is higher than that of the corresponding CT-Haar-wavelet-PF by 1.3 times. The RMSE of RAM-HOG-PF is around 2 and its tracking accuracy is almost 2 times higher than that of CT-HOG-PF. Furthermore, it is obvious that the RAM-features perform better than the grayscale feature, as shown in Fig. 11(d) . Among them, the G-PF has the worst performance (RMSE is around 6.3). It can be concluded that the contour feature is more stable than grayscale feature in TCO vision. In addition, it should be noted that the RAM-HOG-PF has the most stable performance among all of the trackers, and it achieves the best accuracy (RMSE 1.66) using 300 particles. Therefore, it can be concluded that the RAM-feature based trackers have a satisfied stability in focusing on the center of human, while the grayscale based tracker is not stable to apply in TCO vision. To further discuss the effectiveness of RAM-feature based trackers, we present the following experiments and analyze the results in detail.
To verify the performance of the proposed RAMfeature, we test the algorithms on the designed experiments with different environment temperatures. In experiment I, two persons walk in the vicinity of TCO sensor at the forenoon. Due to the moderate environment temperature in the forenoon, we obtain a TCO image sequence with medium contrast ratio. At the beginning of the experiment, all the trackers track the human target successfully. Several frames later, G-PF tends to drift away from the target on account of it suffers from the interference of background, and its performance degrades seriously under the interference of a heat source point. Finally, the G-PF loses one target at the Frame 199 (Fig. 12,  experiment I ). In contrast, the RAM-feature based trackers track both targets successfully until the end of experiment even they also are affected by some interferences occasionally. The reason is that the RAM-feature based trackers adopt the contour feature, which is robust to the discrete interference of grayscale intensity compared to the grayscale feature, and it only responds to the correct contour distribution. Therefore, the contour coding based tracker has a great immunity from the numerous background interferences in the TCO vision. In experiment II, three persons appear in the scene at noon. As shown in Fig. 12 (experiment II) , an image sequence with a low contrast ratio is obtained since the environment temperature reaches the peak at noon. It is obvious that the G-PF loses one of three targets very quickly due to the small intensity difference between foreground and background. Although there is a weak contour response of target in experiment II, the RAM-feature based trackers still can track the target stably and successfully survive until the end of the experiment. In experiments III and IV, the image sequences are collected at the different time period of night (experiment IV is collected later than experiment III). Since the environment temperature of night is lower than that in the day, both experiments III and IV have the optimal contrast ratio among all of the experiments. Therefore, the performance of the trackers should be improved obviously. However, the G-PF fails again as previously at the heat source points in experiments III and IV. From experiments III and IV we can conclude that there is very limited single channel grayscale information can be utilized in thermal vision, which directly results in a poor immunity from interference of G-PF even in the nighttime with the high contrast ratio. Therefore, grayscale information is unstable compared to the contour feature in TCO vision, especially under the settings with low number of particles. On the contrary, RAM-feature based trackers are able to track the target successfully through all the experiments. Furthermore, it should be noted that the RAM-HOG-PF achieves the best performance among all of the RAM-feature-PFs in the experiments. According to the above analysis, we can conclude that the RAM-feature-PFs have a stable performance compared to G-PF in the TCO vision.
Through the above experiments, we have analyzed the performance of RAM-features on human detection and tracking in the TCO system. Compared with the CT-feature, the proposed RAM-feature achieves much better performance in TCO vision. In addition, it is proved that contour feature is more stable than the grayscale feature for tracking in TCO vision. Through a variety of experiments, we can conclude that the effectiveness of the proposed RAM-feature has been verified for human detection and tracking in TCO vision.
As stated previously, CT-feature is time consuming as interpolation is involved. In contrast, the proposed RAM works on the original TCO image directly, which greatly improves the efficiency of the algorithm. With HOG descriptor as an example (because HOG achieves the best performance and its coding method is most complex), RAM-HOG achieves 70.36 s=frames for exhaustive detection (1650 times= frames) at a scale of 48 × 48 without optimization, and it is implemented in MATLAB on a PC of an Intel Pentium 2.7 GHz with 2 G memory. In contrast, CT-HOG consumes 148.98 s=frames and 101.17 s= frames at the scale of 48 × 48 and 48 × 24, respectively. Therefore, RAM-feature is efficient and it should have a great potential for real-time application in surveillance if it is implemented in C/C++ and takes advantage of GPU processing.
Conclusion
In this paper, we introduced a novel TCO surveillance system that is able to work in darkness and has a wide field of view. Due to the inherent distortion of omnidirectional vision, most of the conventional contour features are difficult to be applied to the omnidirectional image directly unless the distorted omnidirectional image is rectified in advance. However, the rectified image may involve information loss and noise generation even when interpolation is implemented. To maximally maintain the integrity of information in TCO vision, a RAM is developed which could realize contour coding on the original TCO image directly. The effectiveness of the proposed RAM-feature is verified through a large number of experiments on human detection and tracking in TCO vision.
Since the proposed RAM-feature is developed based on the entire human model, its performance could be degraded when occlusion occurs. In our future work, we propose to develop a part based RAM-feature to handle occlusion. Then, the proposed algorithm should be robust to more challenging situations for human detection and tracking in TCO vision.
