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本論文では,グレブナー基底とブッフバーガーアルゴリズムについて述べる。
グレブナー基底の概念は,ブッフバーガー (B.Buchberger)により,多項式環のイデア
ルによる乗1余類環を計算する問題を研究する過程で発見され,その計算方法であるブッフ
バーガーアルゴリズムと共に,彼のインスブルック大学 (オー ス トリア)での学位論文(1965
年)の中核をなしてぃる.
グレブナー基底とは,多項式環のイデアルの基底で,“よい条件"をみたすものであり,
多項式がイデアルに属するかどうかの判定問題や連立代数方程式の解法など多方面に応用
されている.例えば,複素数係数連立代数方程式            ヽ
A("1,・・メn)=0
ル(″1,…,χπ)=0
の解を求める問題は,■,…"んで生成されたCh,…"″』のイデアル 」=(A,…っル)の零′点
を求める問題と一致し,イデアル 」の “よい"生成系であるグレブナー基底 ク1,¨"クmを求
め,その共通零点を求める問題に帰着する.
筆者は学部の卒業研究の過程で,グレブナー基底を利用して対称式の計算を行つた。し
かし,グレブナー基底の諸性質について十分に理解していたわけではなく,計算機を用いて
計算するための道具としていたにすぎないことに気付いた。このような理由から,本大学院
において,グレブナー基底の概念とブッフバーガーアルゴリズムについてのより深い理解
と知識を得るための研究を行うことにした.
なお,グレブナー基底という名称はブッフバーガーの指導教授 W,Grёbnerにちなん
で名付けられたようである。また,ほぼ同時期に 広中平祐が代数幾何学の研究からグレブ
ナー基底と同一の概念を発見している.
以下,論文の構成について述べる.
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1章では,順序と整列順序,環,多項式環など,後章で用いる基本事項について述べる。
2章では,項順序とモノイデアルを定義し,モノイデアルが有限生成であるというデイ
クソンの補題を示す。また,ディクソンの補題を用いて,項順序が整列順序であることを導
く.これらの結果は3章で有限回の単項簡約で正規化できることの証明やグL/ブナー基底
の存在証明などで用いられる。
§2,1では,項のなす集合 T=T(″1,…""れ)上の項順序と,指数のなす集合 Z。
れ上の項
順序を定義し,2つの補題を示す `
§2.2では,Z。つのモノイデアルを定義し,ディクソンの補題を示す。さらに,項順序が
整列順序であることを導く.
3章では,与えられた項順序のもとに,先頭項,先頭単項式,先頭指数,単項簡約,正規
形,正規化などの概念を定義し,すべての多項式が有限回の単項簡約で正規化できることを
示す.次にグレブナー基底を定義し,モノイデアルが有限生成であることを基にグレブナー
基底の存在を示す。また,グレブナー基底による正規化が二意に定まることを導く。最後に,
グレブナー基底から極小グレブナー基底が得られること,極小グレブナー基底から簡約グ
レブナー基底が得られることを示した後,簡約グレブナー基底の一意性を証明する.
§3.1では,項順序から単項式の大小を定め,多項式の単項式の中で最大であるものとし
て先頭単項式を定義する。さらに先頭単項式の倍数を消去する操作である単項簡約を定義
し,項順序が整列順序であることを用いて,すべての多項式が有限回の単項簡約で正規化で
きることを示す .
§3,2では,イデアルのグレブナー基底を定義し,イデアルに含まれる多項式の先頭指数
からなるモノイデアルが有限生成であることを基にグレブナー基底の存在を示す.これよ
り,多項式環Ch,"¨″』の任意のイデアルが有限生成であること(ヒルベルトの基底定理)
が導かれる.また,グレブナー基底による正規化が一意に定まることを示す。
§3.3では,極小グレブナー基底,簡約グレブナー基底を定義し,グレブナー基底から余
分な多項式を取り除いて極小グレブナー基底が得られること,極小グレブナー基底から正
規化により簡約グレブナー基底が得られることを示す.最後に,簡約グレブナー基底の一意
性を証明する。
4章では,0でない2つの多項式に対してS多項式を定義し,イデアルの有限生成系が
グレブナー基底であるかどうか判定するブッフバーガーの判定条件を導く.これより,グレ
ブナー基底を求めるブッフバーガーアルゴリズムが得られる。
§4.1では,S多項式を定義し,イデアル Iの有限生成系 θがグレブナー基底であるこ
0.序
とと「θの任意の2元のS多項式の正規化が 0となる」こととが同値であるというブッ
フバーガーの判定条件を導く.
§4.2では,イデアルの有限生成系にブッフバーガーアルゴリズムを適用することによ
り,グレブナー基底が得られることを示し,その計算を例示した。
1章 準
この論文では,参考文献p]にあるような群・環・体についての基本事項は既
知とするが,後章で必要となる順序,環,多項式環等についての用語や定理をこ
こに挙げておく。なお,この論文を通して次の記号を用いる。、
Z    =
Z。     =
Z3    =
C    =
{0,±1,=2,■3,…}            (整数全体)
{0,1,2,3,…}               (非負整黎全体)
中 ={し…
α励lαL"αれ∈ZO}
れ個
{α十づblα,bは実数}, ただし'2=_1   (複素数全体)C上のη変数κl,…"χπの多項式環
η変数χl, っ¨“
ηの項
"争
…・χ静全体のなす集合
多項式θl, り¨gmで生成されたCI"1,¨""』のイデアル
多項式ノが多項式クを割り切る
集合4の任意の元αに対して
AならばBである
■とBは同値である
Aを条件で定義する
多項式ノ≠0の先頭単項式
多項式ノ≠0の先頭項
多項式ノ≠0の先頭係数
多項式ノ≠0の先頭項の指数
ノにθによる単項簡約を行ってんを得ること
ノにGの元による単項簡約を行つてんを得ること
ノにθの元による単項簡約を有限回行ってんを得ること
グレブナー基底θによるノの正規化
tl,t2∈T("1,¨
"“為)の最小公倍数であるT("1,¨""れ)の元
CI"1,¨・ "れ]
T(ωl,…・,″れ)
01,"¨%)
ノlθ
∀α∈五
ス → B
ス ⇔ B
4撃彗 条件
LM(ノ)
LT(/1
LC(ノ)
LE(ノ)
ノー →んg
ノ瓦言ん
ノ÷ん
NFさ(∫)
[ιl,ι2]
1.準備
1。1 整列集合
集合スの任意の2元α,bに対して,α～bであるか,そうでないか(α≠b),のいずれ
かが成 り立つとき,～を ス上の関係 という,
定義 1。1集合 ス上の関係 ≦が次の3条件をみたすとき順序 (関係)であるという.た
だし,α,b,cは■ の任意の元である。
(1)α≦α
(2)a≦b,b≦α → α=b
(3)α≦b,b≦C→α≦C
・ α≦bをb≧αと表すこともある。
・ α≦わかつα≠らのときα<b,またはα≦bと表す。
定義 1。2集合 五上の順序 ≦が条件「∀α,b∈■に対して α≦b,または α≧らのいず
れかが成り立つ」をみたすとき全順序 (関係)であるという.
・ ≦が集合ス上の順序であるとき,に,≦)を順序集合という。単にスを順序集合と
いうこともある。特に≦が集合五上の全順序であるとき,/1を全順序集合という.
・ に,≦)を順庁集合,Sをその部分集合とする。次の2条件が成り立つとき,αをSの
最ノ|ヽ元という:
(1)αCS
(2)α≦″ (∀グ∈S)
定義 1。3全順序集合 スが条件 「空でない任意の部分集合に最小元が存在する」をみ
たすとき整列順序 (関係)であるという。
・ 整列順序の定義された集合を整列集合という.
1.準備 6
1。2 環
集合 スに加法 十,と乗法・が定義されていて,次の条件 (1)～(8)をみたすとき,スを
の任意の元であり,0,1はスの特別な元で 0≠1である。環という。ただし,α,b,cはИ
また,積α・らは αbと略記する.
(5)αb=bα(1)α+b=b+α
(2)(α+b)十C=α+(b+C)  (6)(αb)C=α(bC)
(7)αl=lα=α(3)α+0=0+α=α
(4)α十(―α)=(―α)十α=0  (8)α(b+C)=αb+C,(α+b)C=αC tt bC
をみたす ―αが存在する.
上の条件を満たすAは,一般に可換環と呼ばれるが,この論文では単に環ということにす
る 以下,環についての基本事項を述べる。
=0ならば α=0または b=0」が成り立つとき,スを整域●環 スにおいて条件 「αb
という。
●環 スにおいて条件「α≠0のときαα~1=α~lα=1をみたす α~1∈Aが存在する」
が成り立つとき,スを体という.αlをαの逆元といつ.
●環 スの空でない部分集合Iで次の条件をみたすものをスのイデアルという.
oα,bcr→α+b∈f
oα∈■,b∈r=→αb∈∬
●環 スの部分集合 Sに対して,Sを含む /1のイデアルすべての共通部分は スのイデ
(S)と表す.Sを(S)の生成アルとなる。これをSで生成されたイデアルといい,
S≠0のときは系,または基底という.
(S)={αlSl+…・+αrSr l αバス,S′CS}
が成り立つ。また,(0)=0である。ここで0は{0}と記すべきであるが,以下,慣用
的に 0と表すことにする。
・ 有限集合S={sl,…"Sm)に対して
と表す .
(S)=(Sl,…,Sm)
1.準備
・ ∬=(Sl,…っSm)と表されるイデアルを有限生成イデアルという.また「」は有限生成
である」ともいう。
●すべてのイデアルが有限生成である環 スをネーター環という。
・ 環 スがネーター環であることと,相異なる.イデアルからなる無限昇鎖列が存在しな
いこ、ととは同値である。ただし,相異なるイデアルからなる無限昇鎖列とは,イデア
ルの列
ム⊆ち⊆ム⊆………⊆島⊆ム+1⊆………
のことである.
oスが体であるとき,スのイデアルは ■ と0のみである。従つて体はネーター環で
ある,
1。3 多項式環
スが環であるとき,次の形の式 ∫(χ)を″を変数とするA係数多項式という.
∫(″)=απ″π+αれ1″れ1+…・+αl■+αO(αれ:…,α。∈ス)
αれ≠0のとき∫(″)の次数はηであるといい,deg∫(π)=ηと表す."を変数とするス係
数多項式の全体を4″]と表し,4[π]を■上の多項式環という。然下,多項式環について
の基本事項を述べる.
04回は通常の多項式の加法と乗法により環をなす.特に,Aが整域ならば Aレ]も肇
域である.
o変数″1,″2に対して,■上の多項式環4"11上の多項式環 (■[″ll)レ列が定まる.こ
れを
A[″1,″2]=(■[″11)[π2]
とおき,ス上の2変数 πl,"2の多項式環という.同様に,■上のη変数多項式環|
五[″1,…・,″れ]=(■["1,。¨,″π_11)[″π]
が定義される.
1.準備
・ 体F上の多項式環F[″]は単項イデアル整域である。すなわち,すべてのイデアルは
1元で生.成される.特にF回はネニター 環である.
定理 1.4(Hilbertの基底定理,12,定理29.11)ネータ∵環上の多項式環はネーター
環である.特に,体F上のη変数多項式環Fh,…っ″』はネすター 環である.
o3章,§3.2でグレブナー 基底を定義し,それより,Ch,…"χ」がネTター 環であぅこ
とを導く(系3.13),
素元分解整域
以下,整域と素元分解整域についての基本事項を述べる.
・ 整域4の元 包に対して,%z′=1となる %′∈/1が存在するとき,%を可逆元(また
は正則元)という。
・ 整域 スの元 α,bに対して,α=zbとなる可逆元 鶴∈Aが存在するときαとbは同
伴であるという。
・ 整域 スの元α,bに対して,α‐bcとなるccAが存在するとき,b′はαを割り切る
といい,blαと表す。このとき,αをらの倍数,bをαの約数という。
・ 整域Aの可逆元でない元p≠0が条件「P l αb(α,b∈■)ならばPlαまたはPlb」
をみたすとき,pを素元という。
・ 整域Aの0でも可逆元でもない元がすべて素元の積として表されるとき,■を素元
分解整域 (または一意分解整域)という.
・ 素元分解整域 ■においては,0でも可逆元でもない元 αはすべて素元の積に同伴を
除いて一意的に分解される。すなわち,
α=pl p2・…pπ=910…・⑫
と素元の積として2通りに表されたときは,m=イであり,適当に番号を付け替える
とPこ と銑が同伴になるようにできる。
・ 素元分解整域とはI整数環Zで素因数分解が成 り立つのと類似の性質を持つ整域の
ことである.
1.準備
・ 整数環Zや体F上の多項式環F回は素元分解整域である(P,例26.q).Fレ]の素
元は既約多項式(因数分解できない多項式)である.
定理 1.5(12,定理 26。131)体F上のη変数多項式環 到″i, っ¨"」は素元分解整域で
ある。
・ 定理■.5より,見変数多項式は既約多項式の積として,定数倍を除いて一意的に表さ
れる。特に,FL,…"″」の2つの多項式の最大公約数,最小公倍数などが定義される
2章 項順序とモノイデアル
2章では,項順序と,ノイデアルを定義し|モノイデアルが有限生成である
というディクソンの補題を示す。また,ディクィンの補題を用いて,項順序が整
列順序であることを導く。これらの結果は3章でグレブナー基底を考察する際
に必要となる。
2。1 項順序       で
複素数体上の多項式環Ch,"¨"』の多項式∫(χl,…っχれ)は
氏L_→=Σ Ql_12・1・π2あ…″ル 幌11..∈Q
と表される。ただし,右辺の和は非負整数の組 を1, っ¨jη についての和である。ここでいくつ
かの用語と記号を定義しておく。
●α
`L¨"づ
っ≠0である項 αJ….2"1.・"2わ
°・・″ηづ2を∫の単項式という。ただし,同類項は
まとめてあるものとする。単項式の係数を除いた式 χlう1″2.2….″η` ,を項と呼ぶこと
にする。ただし,1=″1°∬2°・…″πOも項とみなすことにする。また,(づ1,…Ⅲη)を項
■1づlπ212….″ηa2の指数という.
注意:単項式と項の定義は書物により異なる.上の定義は参考文献p]と同じであるが,例え
ば,参考文献降]では,単項式と項の定義が上の定義と逆になっている。しかし,高等
学校教科書の数学I(啓林館,平成24年度用)などでは「単項式の和として表される式
を多項式といい
"¨
」と係数を含めたものを単項式と呼んでいることもあり,この論文
では上のように定義することにした.
・ 非負整数全体をZ。とおき,そのη個の直積集合をZ3とする.
Z。={QL2ず乱…},Z3=   ={しL…,α紛lαb…,αη∈ZO}
η個
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2.項順序とモノイデアル
また,Z番の2元の和を成分ごとの和として定める。
・ 変数 ″1,¨"″れの項全体をT(″1,…""π)とおく・ "1,…"πれ
が明白なときは単にTと
表す。
T=T("1,・・, "1)={″争″夕・…″絆|(を1,.・,づπ)∈ZOπ}
●TD″1を1"2j2_.″れを'に対して,その指数からなる非負整数の組 (り1,"■れ)∈Zoれを対
応させる写像は,明らかにTからZ。れへの全単射である。
・ 以下において,X=(″1,…""π),づ=(づ1,…Ⅲη)として
χ。="Tπ′…χ締
と略記することがある.
定義 2,17上の全順序 ≦で,次の条件をみたすものを項順序 (term Order)という.
(1)ιl,ι2,ιこT,ιl≦ι2ならば t ιl≦ι ι2
(2)任意の ι∈Tに対して 1≦ι
注意 :上の定義の条件(1)において,tl≪t2ならばιl≠ι2であるから,ιιl≠ιι2となるの
で,ι ιl≪ι ι2が成り立つ.
o次の条件で定まるT上の順序 ≦は項順序である(辞書式順序)。 ただし,メは「≦か
つ ≠」を表す.
補題 2。2 ιl,ι2,t3,t4∈rがιl≦ι2,ι3≦ι4をみたせば ιl ι3≦t2ι4が成 り立つ.特
に,tlくι2,または t3≪j4のときは ιl ι3くι2ι4が成 り立つ。
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【証明】 定義2.1の条件(1)より
ιl≦ι2,ι3≦ι4 =→ιl ι3≦ι2ι3,t2ι3≦ι2ι4 =→ιl ι3≦ι2ι4
が得られる。特に,ιlメι2,またはι3メι4のときは ιl ι3≠ι2ι4となるので,
ιl ι3くι2ι4が成り立つ.                      |
定義 2,3 ZOれの全順序 ≦で次の条件をみたすものを Zoπ′上の項順序という。
(1)α,b,C∈ZOれ,α≦bならば α+c≦b tt c
(2)0豊(0,…。,0)≦α (∀α∈Zoれ)
順序 ≦がT=T(″1,¨"ππ)上の項順序であるとき,づ=(づ1,…,づπ),ブ=(プ1,…っプれ)∈Zoれに
対して
づ≦ブ基 aた….″がπ≦■■―・″ル
と定めると,ZOη上の項順序となる.逆に,Z。れ上の項順序からT=T(″1,"ギη)上の項順
序が定まる。
・ 項順序が整列順序であることを定理2.11,系2.12で示す。
補題 2.4≦が るπ上の項順序′α,b∈Z。れのとき,α≦α+bが成 り立つ .
【証明】 定義2.3の条件 (2)より,0≦bが成 り立つ。これに条件 (1)を用い
ると0+α≦b+αとなるのでα≦α+bを得る.    ヽ     ロ
●α,b∈‰れが項順序 ≦について α≦bをみたしていても,b=α+cとなるc∈Zoη
が存在するとは限らない。例えばZ02上の辞書式順序について α=(2,4),b=(3,1)
｀とすると,α≦bであるが,b=α+cをみたす ccZ。りは存在しない.
補題 2.5 ZOれの項順序 ≦について次が成 り立つ.
【証明】 仮定より,πlll…・″πtη がπl'1…・″πブ・ を割り切るので jん≦」んが成
り立つ.rん=ノλ―をたとおけば (γl, っ¨rれ)∈Zoれであるから,補題 2.4より
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が得られる.
2。2 モノイデアル
定義 2,6Z。つの部分集合L(≠0)で次の条件をみたすものをモノイデアルという.
α∈Z,b∈ZOπ =)α+b∈L
モノイデアルは項1贋序とは独立に定まる概念である.
p.11で述べた, TからZOnへの全単射により,モノイデアル ら に対応するT=
a″1,…"″れ)の部分集合を■ とすると,定義2.6の条件は次のようになる。
ιL∈■ ,t∈T →  ιL ι∈TL
?
?
?
?
?
?
?
?
補題 2,7モノイデアルの和集合はモノイデアルである.
【証明】 五バjCI)をZOれのモノイデアルとして,
アルであることを示す。α∈Z,b∈Zoπとする。ある
あるから,α tt b∈Lじが成り立つ。従つて 9+ろ∈五
モノイデアルである。
L=∪た.Lづがモノイデ
j∈」に対してα∈ムで
も成り立つ,ゆえに五は
|
命題 2・8Z。れの部分集合S(≠0)に対して
MO叩(S)={S+αlSCS,α∈ Zoη}
はモノイデアルである.これをSの生成するモノイデアルという.
【証明】 b∈MOno(S),C∈Zoれとする。仮定よりb=s+α(s∈S,α∈Zol)
と表される。これより
b+C=S十(α tt C) (α+C∈Zoれ)
となるので,bttc c Mono(S)が成 り立つ。
・ 有限集合{αl,¨"αm)により生成されるモノイデアルをMono(αl, っ¨αm)と表す.
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●Mono(S)=∪scs MOno(s)である。
定理2,9(デイクソンの補題)Zoηのモノイデアィレは有限生成である。すなわち,任意
のモノイデアルは適当な有限集合 {al,…"α′}によりMonO(αl,¨"α` )と表
される.
【証明】 LをZ。れのモノイデアルとして,ηに関する帰納法で証明する.
(1)2=1のとき,五は下に有界,かつ空でないZの部分集合であるから,
通常の大小関係での最小元 sを含む。このとき,モノイデアルの定義よ
りZ⊇MonO(S)となる。また,"∈Zに対して,s≦″より
″=S+("―S),  ・ ―SC Zo
となり,″∈Mono(s)を得る。従つて 五⊆MOn。(S)も成 り立ち,L=M91o(s)
が得 られ る。ゆえに,Eは有限生成である.
(2)η=たのとき成立すると仮定し, 五を Z。ん+1のモノイデアルとする.
Zoλ+1=Z。ん×Z古であるからZoλ+1の元は
(α,り, α∈Zoた,t∈Z。
と表すことができる。ここで
'∈
%に対して
五じ={α∈Zoん|(α,t)∈ル}
とおく。このときLがモノイデアルであることから,任意のαcL,b∈ZOた
に対して,α∈五t力｀成り立つことから,
α∈五づ→ (α,り∈五⇒ (α,づ)+(b,0)∈L⇒α+b∈Lづ
より,α tt b∈ム が成り立つことになる。ゆえに,五をは Z。たのモノイデア
ルとなり,帰納法の仮定から有限生成である.補題2.7より
∪Lj
づ∈Z0
も ZOんのモノイデアルとなるが,帰納法の仮定から有限生成 となり
∪Lづ=MOn。(αl, "¨α` )づ∈Z0
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と表される.一方,づ,ノ ∈Zoがづ≦プをみたすとき,任意の α∈L乞 に対
して
α∈Zづ ⇒ (α,り)∈L→(α,')+(0,ノのー∈Z→(α,プ)∈L→α∈L′
が成 り立つので,Lづ⊆L′ となり
LO⊆五1⊆L2⊆………
は昇鎖列である.αl,¨"αιをす
べて含むような 五れを一つ選ぶと
∪たzo Zを=Mono(αl, っ¨の)  
｀
であるから
五0⊆Ll⊆L2⊆・….…⊆五m=五れ+1
が成り立つ。ここで,0≦j≦m-1の各りに対して,L。も有限生成だから
五づ圭MonO(bf),¨っb総)
と表すことができる.ただし,島=0のときは鶴j=0としておく.この
とき五は次の元を含む。
(br),t)…っ(b総,の (0≦を≦m-1),(αl,η⇒….,(α`,m)
これ らの元で生成されるモノイデアルを 五′とおく。Z=五′を示せば証
明が完了する.L⊇ι′は明らかだから,五⊆ Z′ を示せばよい。そのため
に,任意の (α,ノ)∈五を選ぶ.0≦ノ≦鶴-1のときは
α∈島=MOn。(by),っb総)
であるから
と表されるので,
α=bF+♂ o′∈Zoた,1≦ん≦れ)
(α,ノ)=(bF),プ)十(α
′
,0)∈五′
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が成 り立つ.J≧鶴 のときは
五ブ=Lm=Mono(αl,…"αι)
より
α=αん+α′ (α′∈Zoた,1≦ん≦イ)
と表されるので,
(α,ノ)=(αん,m)+(α′,ブー鶴)∈五′
が成り立つ:以上で五=五ノが得られたので,定理2.9が証明された。 |
系 2.10Z。れのモノイデアルがSで生成されるとき,有限部分集合 乱 ⊆Sが存在し
て,Mono(品)=MOn。(5)をみたす .
【証明】 前述の定理2.9より,MonO(S)は有限生成であるから
MOnO(S)=MOnO(αl,¨"αι) αl,…"αι∈Mono(S) ―
をみたす αl,¨"α` が存
在する.このとき,各α′は Mono(S)=∪b∈s MOn。(b)
の元であるか ら
αブ=%+% %∈S,%∈Zoπ
と表 され る。これ よ り M6nO(%)⊆MOnO(り)が成 り立 つ の で ,
MOnO(S)=MOnO(αl,…"αι)=∪MOnO(Q)⊆∪ MOnO(bづ)⊆MOn。(S)
づ=l            C=1
が得られる。ゆえに跳={bl,¨
"bι}とおけば
MOnO(品)=∪ MOn。(bり=MOnO(S)
`=1
が成 り立つ .
定理 2.1■Zoπ上の項順序は整列順序である .
【証明】 Zoη上の項順序を≦ とする.≦が整列順序であることを示すには,
ZOつの空でない部分集合 Sが最小元をもつことを示せばよい。Sで生成され
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たモノイデアルMono(S)について,系2.10より,Sの有限部分集合品 が存在
してMono(品)=MOn。(S)をみたす.馬の最小元を s。 とおく。任意の b∈S
に対して,S⊆MOnO(品)に注意すれば,ある.sc跳が存在して,
b=s+c (c∈Zoη)
と表される.s。≦sであるから,補題 2.4より
SO≦S≦S+C=b
が成 り立つ.ゆえにsOはSの最小元である.以上で ≦が整列順序であること
が示された.                            |
｀T=T("1,“りをっ)上の項順序は Zoπ上の項順序と同一視できる.ことから次の系が成り立つ .
系2.12T=Щχl,…"χお)上の項順序は整列順序である.
3章 グレブナニ基底
3章で証明する定理のほとんどすべてが一般の体上の多項式環において成り
立つが,この論文では簡単のため,複素数係数の多項式環 CI"1,"""』において
考察する。以下,この章を通じて,項のなす集合 T=T(■1, っ¨
"η
)上に一つの
項順序 ≦が与えられているものとする。この項順序のもとに,先頭項,先頭単
項式,先頭指数,単項簡約,正規形,正規化などの概念を定義し,すべての多項式
が有限回の単項簡約で正規化できることを示す.次にグレブナー基底を定義し,
モノイデアルが有限生成であることを基にグレブナー基底の存在を示す.また,
グレブナー基底による正規化が一意に定まることを導く。最後に,グレブナー
基底から極小グレブナー基底が得られること,極小グレブナー基底から簡約グ
レブナー基底が得られることを示した後,簡約グレブナー基底の一意性を証明
する。
3。1 単項簡約
まずいくつかの用語と記号を導入する。簡単のため,Q."¨,こπ"争
・…″″をαJ χイと略記
する。
(1)係数が0でない2つの単項式 αづχづ,%Xれこ対して
● χづくχ′のとき,α
`χ
づ≪%χ′と表し,%X′は αtt χづより大きいという.
oX」=χ′のとき,α:χJ些%χ′と表し,αじX。 とα′χ′は同等であるという.
α・χ
ことα′χ′が同等のとき,係数を除いた項の部分 χづとχ′は一致するが,係数
が一致するとは限らない .
(2)多項式∫c CI"1,…"″Jの,係数が0でない単項式の中で,項順序≦ゅヾ最大である項
からなる単項式を,∫の先頭単項式(leading monomial)といい,LM(∫)と表す。先
18
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頭単項式は項順序に依存するので,正確にはLMく(∫)などと評すべきであるが,この
章では項順序 ≦をすつ固定してあるので,単にLM(ノ)と表すことにする。
(3)LM(∫)=αじXうのとき,χづを先頭項(leading term)といい,LT(∫)と表す。また,αこを
先頭係数 (leading COettcie飢)といい,LC(∫)と表す 。この とき LM(ノ)=LC(ノ)・LT(∫)
である.
(4)差∫―LM(∫)を余項といい,Rem(∫)と表す.
(5)LM(ハ=Ql"¨12″争….″静であるとき,(ti,…"づπ)を∫の先頭指数 (leading exponent)
といい,LE(∫)と表す.また,部分集合S⊆C[χl, "¨∬」に対して,
LE(S)={LE(∫)|∫∈S}
とおく,LE(S)はZoπの部分集合である。
補題 3.10でない ∫,g∈CIπl,¨"″』に対して,LM(ヵ)=LM(∫)LM(g)が成 り立う .
【証明】 LM(∫)=α
`Xを
,LM(g)=ちχ′とする。このとき
∫=αJ χこ十Rem(∫),  g=場X′十Rem(g)
より,
∫g=αをしχじ+′+Rem(∫)(場χJ)十(α`χ
う)Rem(ク)+Rem(ハRem(g)
と表される。Rem(∫)(しχ′)の単項式は,Rem(ノ)の単項式αグXノにより
αゲちχダ+′
として表される。χじ>χづ′であるから,項順序の定義2.1の後の注意より,
X'+′ ト リ(づ
′十′
が成り立つ。同様に(α XC)Rem(g)の単項式αづりX2+′
′についても
χこ+′卜 Xt+′
′
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が成り立つ。また,Rem(∫)Rem(g)の単項式はRem(∫)の単項式αグχダとRem(θ)
の単項式し′χブ
′の積
αづ′けXゲ+ブ
′
として得られるものの中から同類項をまとめた和であるが,補題2,2より
Xじ+′ >」χづ
′十ノ
が成り立つ。以上から
LM(ノク)=αぅちχttJ=LM(∫)LM(g)   ′
が得られる。
?
?
命題3,2 CIπl,…っ″』のイデアルfに対して,LE(I)けZoれのモノイデアルである.
【証明】 ∬≠0であるから,LE(∬)≠0である。次に,J∈LE(」),ブ∈Zoηと
する.このとき,ある∫∈」に対して,LM(∫)=αをχじとなる(α・≠0)・従って
∫=αtt XO+Rem(∫)
と表されるが,Iはイデアルだから
X′∫=αtt χう+′+χJ Rem(∫)∈」
が成り立つ.補題3.1より
LM(X′∫)=α:χづ+′
となるので
づ+ブ=LE(χθ∫)∈LE(I)
が得られる.ゆえにLE(I)はモノイデアルである.
3.グレブナー基底
定義3,3∫,クc CIπl, :¨,″』,ク≠0として,∫の単項式の中に,クの先頭単項式LM(g)
の倍数χ≠0があるとする。このとき
νん=∫~LM(ク
)ク
とおき,∫からんを得る操作をgにょる単項簡約といい,
∫→ んg
と表す。
Gを0でない多項式の有限集合とする.多項式 ∫にθの元によう単項簡約を行つて多項
式 んが得られることをGによる単項簡約といい
ノプ ん
と表す.また,∫にσによる単項簡約を0回以上,有限回行つてんが得られることを
∫だ豪ん
と表すことにする.
定義3,4G⊆Ch,"¨χ』を0でない多項式の有限集合とする.多項式∫に対してθ
のどの元による単項簡約も行えないとき,∫はGに関して正規形であるという.また,
単項簡約を有限回行つて正規形に変形することを正規化という.
●正規化により得られた多項式を「正規化」ということがある。
・ ノが θに関して正規形であるとは,∫のどの単項式も,Cの元の先頭単項式の倍数
ではないことである.
●0はどのようなGに対しても正規形である.
注意:正規形は必ずしも一意的ではない。例えば,Ch,"列上の辞書式順序で,
21
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により″子を正規化する方法は2通りあり
と異なる正規形が得られる.
χ:プ0
″【薦  ~″2
項順序の拡張 p.18で,項順序から誘導される単項式の間の関係、く と璧を定義したが,そ
れを多項式の間の関係に拡張しておく。
(1)任意の多項式 ∫≠0に対して 0メ∫と定める.
(2)0でない2つの多項式 ∫,gについては,それらを係数が 0でない単項式の和として
大きい方から順に表す .
ノ=νl+A42+…・AZr(ン1卜■6浄…'トル年)
g=Ⅳl+Ar2+…・十馬 (Nl卜Ar2卜…・■Ⅳつ
,ここで簡単のため r≦sとして,次のように定める.
(1)A4笙既 (j=1,…っι-1),かつ A4く馬 となるt(≦r)が存在するとき∫メg
と定める。
(11)A4堅場 (づ=1,…♯ -1),かつ ハイι卜凡 となるι(≦r)が存在するとき∫浄g
と定める。
(iil)A4堅既 (づ=1,"¨r),かつr=sのとき,∫とクは同等であるといい ∫堅クと
表す。
(iV)A4竪義 (J=1,…"r),かつr<Sのとき∫くクと定める.
補題3.5単項簡約∫ブんにおいて,∫卜んが成り立つ.
【証明】 単項簡約∫ブ んがg∈Gによるものとする.このとき,∫の単項
式でクの先頭単項式LM(g)の倍数であるものχ≠0があり,
ん=∫~LM(g)ク
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と表される。ここで∫を単項式の和として
∫=ΣE Aグ十νtt ΣE γ″
M′丼■/」      A/f″く■イ
と表すと
ん=Σχ′―
滋「′澪■イ
となる.∫とんの単項式はν よ
∫―Σ
M′卜M
蒟 路Цのす几ザ
リ大きい部分が一致するので
A√′=/1/f+ΣE M″
M″《■/f
と  、 ん―
.乃/=―詔揚Re弧の十A,IIM″
を比べればよい。∫―ΣM′>Mχ′の先頭単項式はMであり,ん―ΣM′>iィA′
の先頭単項式は存在したとしても Aイより小さい。ゆえに ∫卜んが成 り立つ,|
定理3,6θ⊆CI″1,¨"″れlを0でない多項式の有限集合とする.このとき,任意の多
項式ノは,θによる単項簡約を有限回行うことにより正規化できる,
【証明】 θによる単項簡約を有限回行つても正規化できない多項式が存在し
たと仮定し,それら全体のなす集合をSとする。ここで
LT(S)={LT(∫)|∫∈S}
とおく.系2.12よりLT(S)に最小元ι。が存在する。LT(∫)=ιoとなる∫∈S
を選ぶ・ι。を項とする∫の単項式を■4とする。Sの定め方から,Gによる
単項簡約の無限列
∫子 メ⇒プ ∫②
が存在する.仮にある単項簡約
∫(ん) ∫(た+1)
で1るが消去されたとすれば,t。>LT(∫鮨+1))となり,∫(λ+1)/sとなるので,
∫(た+1)はθによる有限回の単項簡約で正規化されることになる。このとき,ノも
σによる有限回の単項簡約で正規化されることになるので仮定に反する。従つ
て,どの単項簡約の無限列においてもユ4は消去されない.すなわち,単項簡約
→ … …G
↓?
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はすべて∫―Moに対して行われていることになる。しかし,ιO卜LT(∫―A4o)
となるので,∫-14は有限回の単項簡約で正規化できるはずであるから,∫も
有限回の単項簡約で正規化できることになり,矛盾が生じる。      |
3。2 グレブナー基底の定義と存在
定義3,7(グレブナー 基底)f≠0をCレ1,…;″」のイデアルとする.0でない多項式
からなる有限集合θ={ク1,―"%}⊆」が次の条件(*)をみたす|き,Iのグレブナー
基底という。
(*)任意のノ∈J―{0}に対して,あるgJ∈σが存在して,LTb)I LT(∫)となる.
・ {1}はCI″1,…っπ』のグレブナー基底である。
・ 以下,|「イデアルIのグレブナ 基ー底」というときは,J≠0が仮定され‐Cいるもの
とする.
注意:イデアルIのグレブナ 基ー底は一意に定まるわけではない。θ={θl, っ¨gπ}がIの
グレブナー基底であるとき,任意の∫∈∬―{0}を付け加えたC={gl,"%,∫}も
Iのグレブナー基底である.
定理3.8(グ・レブナー 基底の存在)Ch,¨"″」のイデアルJI≠0にはグレブナー 基底
が存在する。
【証明】 ∬≠0をイデアルとする.命題3.2より,LE(I)はZOπのモノイデ
アルである。ディクソンの補題 (定理2.9)より,LE(∬)は有限生成であるから
LE(」)=MOn。(αl,….,αm)
と表される。ここで
α`=LE(gj)(づ=1,2,¨"m)
をみたす 0でない多項式 g。∈I選び
θ={ク1,・,gm}
3.グレブナー基底 25
が」のグレブナー 基底であることを示す.任意の∫∈I―{0}に対して,
LE(∫)∈LE(f)=MOn。(αl,…"αm)=∪MOn。(%)
を=1
であるから,
LE(ノ)∈MOn。(αじ)
となるαづが存在する。このとき,あるプ∈Z。れにより
LE(∫)=αじ十ブ
と表されるので,X=("1,¨メ れ)なる略記で
LT(∫)=χLEc)=χ%χJ=LT(gj)χ′
が成り立つ.LTし)I LT(∫)をみたす gj∈Gの存在が示されたので,Gは」
のグレブナー基底である:                      |
次に,グレブナー基底の諸性質にういて述べる.
補題3,9σ={gl,…っ%}が0でない多項式からなる有限集合,∫が0でない多項式,
∫一か んであっ
とき,単項本 凡 と多ん∈G(1≦た≦イ)が存在して
ん=∫ Σ凡働た
た=1                       :
と表される。
【証明】 仮定より,適当な動た∈G(1≦た≦イ)が存在して
∫―→∫(1)一→∫(2)__〉.….:..…_→ノ(イ)=ん
θ'1         9'2        g,3               θ
i`
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と表される.また,単項簡約の定義 (定義 3.3)より,単項式 凡 (1≦た≦イ)が
存在して
∫9=∫―凡働1
∫(2)=∫(1)一馬92=∫~(」Vlヵl+馬92)
∫(ι)=∫―(Ⅳ191+Ⅳb θ12+…・+恥gt′)
が成 り立つ .
補題3.10ク1,…っgmを0でない多項式,I=(θl,…"gm),∫∈」―(0},∫÷ んであ
るとき,ん∈」である。
【証明】 補題3.9より,単項式凡 とク九∈θ(1≦ん≦イ)が存在して
ん=∫―ΣE Щた多ん
た=1
と表される.∫∈I,gこん∈」(1≦た≦イ)であるから,ん∈Iである。
補題3.1l G={gl,…"%}をイデアルIのグレブナー 基底とする。このとき,任意の
∫∈J―{0}に対して,∫÷ 0が成り立つ。
【証明】 ∫∈」―{0}として,∫÷ んとおく・補題3.10より,ん∈Iであ
る,ここで,ん≠0と仮定すると,グレブナー 基底の定義(定義3,7)より,ある
の∈Gが存在して
LT(ヵ)ILTo)
となるが,これは,んが正規形であることに反する.ゆえに ん=0が成り立つ。|
?
?
定理 3。12イデアル 」のグレブナー基底は Iの基底 (生成系)である.
【証明】 G={gl,っ%}をイデァル」のグレブナー基底とする.I⊇
(gl,…っgm)は明らかであるから,I⊆、(gl,っ%)を示せばよい。任意に∫∈
∬―{0)を選ぶと,補題3.11より,∫÷ 0が成り立つ。また,補題3.9より,単
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項式 Arkとgjん∈θ(1≦た≦イ)が存在して'
0=∫―Σ肛たヵん
た=1
が成り立つ.これより,
∫=Σ凡みん∈0…,L)
た=1
が得られるので,」⊆ (ク1,…"θ‰)が示された,
任意のイデアル f≠0はグレブナー基底をもち,グレブナー基底は」を生成する.グレブ
ナー基底は有限集合であることより,次の定理が得られる.
系 3。13(ヒルベルトの基底定理)ch,…""」の任意のイデアルは有限生成である.
定理 3014(グレブナー基底による正規化の一意性)Gがイデアル 」のグレブナー基
底であるとき,任意の0でない多項式 ∫のGによる正規化は一意的である.
【証明】 ∫の θによる正規化として,多項式 ん1,ん2が得られたと仮定する.
このとき,補題3.9より,単項式 凡,A4とGの元 働1,ヵんが存在して
ん1=∫―Σ凡‰ ん2=ノ~Σ4動ん
が成り立つ。これより
ん1~ん2=Σ鴫%ん―Σ凡働た∈」
ん               た
が得られる。ん1-ん2≠0ならば,,θがグレブナー基底であることから
LT(θj)I LT(ん1-2)
をみたす クづ∈θ が存在することになり,ん1,ん2が正規形であることに矛盾す
る.ゆえに ん1-ん2=0,すなわち,ん1=ん2が成 り立つ。         |
●以下,∫のグレブナー基底θによる正規化をNFG(∫)と表すことにする.
?
?
3.グレブナー基底
●θがイデアル」のグレブナー 基底であるとき,乗1余環CI"1,っ¨″』/1の∫の属する
剰余類の代表としてNFG(∫)を選ぶことができる.
定理 3.15θをイデアル ∬のグレブナー基底とする。このとき,次の同値が成 り立つ .
∫∈I ⇔  NFG(∫)=0
【証明】 ノ∈」とすると,補題3.10より,NFG(∫)∈Jとなるが,fに含まれ
る正規形は0のみであるから,NFG(∫)=0が成り立つ。逆に,NFc(∫)=0と
仮定すると,補題3.9より,単項式凡 と多ん∈θが存在して
NFGげ)=∫―Σ凡免ん=0
ん
∫=Σ凡働たげ
ん
を得る.
3.3 簡約グレブナー基底
補題 3。16θをイデアル Iのグレブナー基底とする.σの多項式 θ,ん(g≠ん)が
LT(g)I LT(ん)をみたすならば,G―{ん}も」のグレブナー基底である.
【証明】 任意のノ∈∬―{0}に対して,ク1∈σ―{ん}で
LT●1)|「(∫)
となるものが存在することを示せばよい.θは Iのグレブナー基底であるか
ら,あるg2∈Gが存在して
LT●2)|「(ノ)
をみたす.ク2≠んならばθ2∈G~{ん}より,ク1=g2とすればよい。ク2=んな
らば,LT(θ)ILT(ん)より,LT(ク)ILT(∫)となるので,91=gとすればよい。|
となることから,
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定義3,17(極小グレブナニ基底)G=
する。任意の1≦J≠ブ≦鶴に対して,
レブナー基底という。
{ク1, っ¨g"}をイデアルゴのグレブナ 基ー底と
ET(a)ILT(ヵ)が成 り立つとき,Gを極小グ
・ 補題3.16に従つて,グレブナー基底から,順次,余分な多項式を取り除くことにより
極小グレブナー基底が得られる。
補題 3・18θ={gl,…"`‰}をイデアルIの極小グレブナー 基底とする。このとき,G
の各元の先頭項はすべて相異なる.
【証明】 1≦J≠ブ≦m,かつ LT幌)=LT(ヵ)であるとすれば,ET(gj)|
LT(%)となり,θが極小グレブナー基底であることに反する.ゆえに,Gの各
元の先頭項はすべて異なる。                     |
定理 3.19イデアル ∬の極小グレブナー基底の先頭項からなる集合は極小グレブナー
基底の選び方によらず一定である.
【証明】 G={gl,…"%},F={A,¨っ九}をイデアルIの極小グレブナ 基ー
底とする.Fがグレブナー 基底,ク1∈∬であるから,あるん∈Fが存在して,
LT(ん)I LT(gl)となる。一方,Gがグ レブナー基底,ん∈∬であるから,ある
gん∈Fが存在 して,LT(θん)I LT(ん)となる。このとき,LT(クた)ILT(gl)が成 り
立ち,Gは極小グレブナー基底であるか ら gた=ク1となる.従って
LT(ん)I LT●1), LT●1)I LT(ん)
となるので
「
ol)=LT(ん)
を得る.Fの番号を付け替えて
LT●1)=LT(■)
とする.m≧2のときは,Fがグレブナー 基底,θ2∈fであるから,あるん∈F
が存在して,LT(ん)I LT(g2)となる。上と同様にして
LT(g2)=LT(ヵ)
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が得られる。ここで,ET(■)=LT(gl),Gが極小グレブナー基底であるから
ブ≧2である.Fの番号を付け替えて
LT(θ2)=LT(ん)
としてよい。以下,同様にすれば,m=ιであり
LT(θl)=LT(■),LT(ク2)豊LT(ん),… ……,LT(%)=LT(九)
が得られる.
・ 定理3.19より,極小グレブナー基底の元の個数は一定である.
定義 3.20(簡約グレブナー基底)イデアル Iのグレブナー基底 σが次の2条件をみ
たすとき,Iの簡約グレブナー基底であるという.
(1)任意のgcCが,σ―{g}に関して正規形である.
(2)任意の θ∈θに対してLC(g)=1である。すなわち,θのどの元の先頭係数も
1である.
命題 3.21簡約グレブナー基底は極小グレブナー基底である.
【証明】 θ={gl,…"θm)をイデアルIの簡約グレブナー 基底とする。今,
づ≠ブ,かつLT(g`)I LT(ヵ)であると仮定すると,方はσ―{%}に関する正規
形でないことになり,矛盾が生じる.よって,づ≠ブならばLT(gづ)I LT(島)とな
るので,θは極小グレブナー基底である.               |
グレブナー基底から次の手順で簡約グレブナー基底が得 られる。特に,簡約グレブナー基底
の存在がわかる。
(1)グレブナー基底から,補題 3.16のように,余分な元を取 り除いて,極小グレブナー基
底 θ を求める.
(2)極小グレブナー基底 θ={ク1, っ¨bm}の元を次のように正規化する.
(i)ク1をG―{gl)により正規化して ク1とする。このとき LM(gl)=LM(ク1)で
ある.
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(ii)以下,j=2,3,¨,mの順に動を{gi,"¨gれ1,3+1,…"gm}により正規化してクJ
とする.このときLM(a)=LM(gr)である。
(ili)θ
*={gI,¨
"晩}とおくと,ごはσ
*―{鋪}に関して正規形である。なぜなら
ば,上の手順からわかるように,gJの単項式はLM(鋪)で割りきれないからであ
る(プ≠り,
0{詰齢…論 →齢仲クブナー基底であ.
定理 3.22(簡約グレブナー基底の一意性)σ,Fがイデアル Iの簡約グレブナー基底
であるならば,集合として θ tt Fが成り立つ .
【証明】 G,Fをイデアル」の簡約グレブナニ基底とする.定理3.19より,
θ={gl,¨・ gm}, F={A,…,∫鳥},「(仇)〒LT(九)(j=1,2;…,m)
とおくことができる。このとき,θj一九∈」であり,多一九は θ―{gじ}に関
して正規形である。また,LC(g`)=LCu)〒1より,a―んの各単項式 Aイが
M≪LM(gじ)をみたすことに注意すれば,gj―んは σに関して正規形である.
ゆえに,補題3.11より,θづ一九=0となるので,動=んを得る.づは任意であっ
たから,θ=Fが成り立つ。                      |
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4章 ブッフバニガーアルゴリズム
4章では,S多項式を定義し,イデアルの生成系がグレブナー基底かどうかを判
定するブジフバーガーの判定条件を導く。これより,グレブナー基底を求める
ブッフバーガーアルゴリズムが得られる。この章でも多項式はすべて複素数係
数とし,T=Щ″1,…っ″η)上に一つの項1贋序が与えられているものとする.
4。l S多項式
である.
以下,2つの項ιl,オ2の最小公倍数である項をレ1,ι月と表すことにする.例えば
ιl=″14χ2″32, ι2=χ12″23″3 →  [ιl,ι21=″14″23を32
定義 4・1(S多項式)0でない∫,g∈CIπl,…っ″れ]に対して
■ ムの=  ∫  g
とおき,∫,gのS多項式という.
注意:任意の複素数′α≠0に対してS(ノ,ク)=S(∫,αg)が成り立つ。
・ T=T(″1,χ2,π3)の項順序を辞書式順序とする:
ノ(πl,″2メ3)=2■14″2"32+″1, g(πl,″2,π3)=″12″23″3+″1″3
のとき,
LT(∫)〒″14"2"32, LT(θ)=″12″23″3 →    [LT(∫),ET(θ)]=″14"23χ32
32
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である。従つて∫,クのS多項式は
■ ム の =:留2AL賜 り .勧 ←Lt,0=:均の2_れ ′砲
である。
補題 4。2θ={ク1,…っ%}は0でない多項本の有限集合,ノはOFない多項式で∫|シ0
であるとする.このとき,次をみたす多項式 ん1,¨"んπが存在する.
ノ=ΣEれク・:  LM(れ3)≦LM(∫) (れ働≠0のとき)
二==1
【証明】 補題 3.9より,0でない単項式 塊 と,gづん∈θ(1≦ん≦イ)が存在
して
ι
∫=Σ凡仇ん
ん=1
と表される.LM(既夕1)は∫のある単項式と一致するので
LM(lVl仇1)≦LM(∫)
が成り立つ.以下,帰納的にLM(ⅣIクtr)が
∫Σ凡働ん
ん=1
のある単項式と一致することから
が得られる。従って
ι
ノ=Σ ttaん
た=1
を整理して
∫=Σんじ多
を=1
と表せば,れクづ≠0であるすべてのれクじに対して
????
?
?
?
‐
?
?
??
???
?
??
?
?
?
?
???
?
?―???
???
LλI(れa)≦LM(∫)
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が成 り立つ。
定理 4。3イデアル」≠0と,0でない多項式の有限集合σ={gl,…"θηl}⊆Jについ
て,次の条件は同値である.
(1)GはIのグレブナー基底である.
(2)任意のノ∈∬―{0}に対して,次式をみたす多項式れ(1≦j≦m)が存在する.
∫=ΣEれ9,   LM(んじ仇)≦LM(∫)(れ仇≠0のとさ)
づ=1          ・
【証明】 まず,(1)を仮定する。σがIのグレブナー基底であるから,任意の
∫∈I―{0}に対して,補題3.11より,∫÷ 9が成り立つ.従つて,補題 4.2
より,
∫=ΣEんじクを,   LM(ん
`gこ
)≦LM(∫) (んj多≠0のとき)  (★)
j==1
をみたす多項式 れ(1≦づ≦m)が存在する.ゆえに(2)が成り立つ.
次に,(2)を仮定すると,任意の∫∈f―{0}に対して,上式(★)をみたす多
項式 れ(1≦j≦m)が存在する.このとき
lⅣ
I(∫)=LNI(喜んjgづ
)
より,あるをに対して
LM(∫)竪LM(れ多)
が成り立つ.これより
LTし)I LTげ)
をみたす g二∈θが存在するので,θは定義3.7の条件をみたす.ゆえに,Gは
Iのグレブナー基底である。                     |
系 4。4G={ク1,¨"%}を0でない多項式の集合とする.z,υ∈σがS(鶴,υ)≠0,か
つS(Z,υ)=ゴ0をみたすならば,多項式ん1,…"んれが存在して,次が成り立つ.
SC,0=ΣL動,LTのぅの ヽ[LTc),LTω】 oこ多≠0のとき)
を=1
?
?
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【証明】 仮定より,補題4.2を適用すれば,
S(鶴,り=ΣELgt,  LM(れ仇)≦LM(S(し,υ))(れgづ≠0のとき)
づ==1
をみたす多項式 ん1,…っれmが存在する。一方,S多項式の定め方から
LⅣI(S(包,υ))竪LT(S(色,υ))メ[LT(%),LT(υ)]
が成り立つので
LT@3)≪[LT(鶴),LT(υ)l れ 仇 ≠0のとき)
を得る.
ここで,いくつかの記号を導入する.ただし,G={ク1,…っ%}は0でない多項式の有限集
合とする,
●クう,力∈Gの先頭項 LT(a),LTc)の最小公倍数である項を
写′=[LT(a),LT(ヵ)]
と表すことにする.
・ Cレ1,…"π』の元を成分とするm次元横ベクトルのなす空間を 9レ1,…""』
mとおく・
OC[″1,¨"″』
れの2つのベクトルα=(αl,…,αm)とb=(bl,っbれ)の内積αobを
αOb=Σ Qbづ
づ=1              .
と定める。
・ Ch,…"″』
m∋Ct=(0,…,1,…"0)を第を成分のみが1,他の成分が0のベクトルと
して
島=品Q鵡%
=品し■―の一ん じ■-0.
とおく。、
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補題4.5G={gl,っgれ}は0でない多項式の有限集合とする。Cレ1,¨""』
れのベク
トルg=(gl,…っgm)に対して,次が成り立つ.
Sガog〒S(0,ヵ)
【証明】 島プの定め方から
島吋=(品Q品→く…わ=鵡仇―品 %
=S(動,ヵ)
が成 り立つ。
補題4,6G={gl,…っ m)は0でない多項式の有限集合,″1,…"′‰)は0でない単項
式で,次の2条件をみたすとする.
●項 t∈T(″1, っ¨
"れ
)が存在して,t=LT(1の。LT(仇)が成り立つ(1≦づ≦m)″
oΣ鷹lz・LM(g」)=0
このとき,単項式 Arl,プ¨‰ が存在して,次が成り立つ.
(1)(A/fl,…っ■ど鳥)=Σ吉1既・島,づ+1                '
(2)LTCt)・■,こ+1=t Ct≠0のとき)
【証明】 仮定より,tはET(クを)(づ=1,…"m)の公倍数であるから,z計1はι
を割り切る。ここで,札を次のように定める.
札=     的 卸 刊
A4・LM(ヵ)は単項式で,その項はιであるから,上の馬 の定義式の分子は
単項式で,その項はιである。従つて,既は単項式であり,既≠0のときは
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ET(既)・島,j+1=ιとなり,(2)が示された.(1)については
=Σ
二=1
=2flc
れ -1
(2fl・LM⑫l)+…+4・LM鮨→)(轟鵠 o一I調希TQ+1)
1+
(A/Jl・LM(gl)+…+翻ら・LM(θを))―(」Ml・LM(θl)+…・+"7_1・LM(θに1))Σ
j=2
+
ejLM(a)
一げピ1・LM(θl)+…・+1421・LM(θm二1))
θmLM(θm)
=″lel+…・+A4.em=(2fl,・・・,1免)
より,成り立つ .
定理4,70でない多項式の有限集合θ=●1,…"多五}とイデアルJ=(ク1,ぃっクm)につ
いて,次の条件は同値である.
(1)GはIのグレブナー基底である.
(2)任意の 鶴,υ∈σ,S(z,υ)≠0,に対して,次をみたす多項式 れ (1≦づ≦m)が存
在する.                               ´
SC,0=Σれ動,LTれの メ[LTc),LTo湖0づ仇≠0のとき)
を=1
【証明】 (1)を仮定すると,任意の色,υ∈G,S(し,υ)≠0,に対して,S(色,υ)∈∬
より,補題3.11から,S(z,υ)=ゴ0となるので,系4.4より(2)が成り立つ.
逆に(2)が成り立つと仮定する。定理4.3の条件 (2)をみたすことを示すことに
より,Gがグレブナー基底であることを導く。θが 」の生成系であることか
ら,任意の∫∈」―{0)に対して,次式をみたす多項式れ(1≦|≦m)が存在
する。
∫=Σんj多       0
0==1
式(**)をみたす多項式{れ}を適当に選んで,れ動≠0のとき
LM(れ3)≦LM(∫)
が成り立つようにできればよい.そのために式(**)をみたす多暉式 {れ}をど
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のように選んでも
LM(れクc)卜LM(∫)
となるれが存在すると仮定して矛盾を導くことにする。ここで
{LT(ん移)|んを動≠0}
の最大元をιとおく.T=T(″1,…っ″η)は整列集合であるから,式(**)をみた
す多項式 {んじ}のなかでιを最小にするものがある.それを改めて{れ}とする.
集合
｀   {j11≦じ≦鶴,れクづ≠0,LT(れgj)=ι}
は空でない。適当に番号を付け替えて,上の集合が {1,2,¨"ι}であるとする.
このとき
∫=Σれ動,ι>LTげ)
を=1
であるから
り ,
?
?
?
?
?
?
?
?
ょ
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
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?
?
?
?
?
?
?
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?
?
?
?
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?
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より
`            
ι-1
Σ LMo・レ=Σ既・Sし,9+1)
t=1            を=1
が成 り立つ.S(gづ,動+1)に定理の条件 (2)を適用すると
Sし,3+→=Σん″% LToヴヵ)く■|+1●″勁≠0のとき)
′=1
と表されることから
か
0多
奄
品 免島 =彗
唯 →
=を
か →
曳
が得られる.以上から
れ      ι      れ
∫=Σんo夕j=Σんづ仇+Σれ働
じ=1       を=1      う=ι+1
ι                                              
“
n
=ΣEQ―LMo→十LMれDの十 Σ んじ仇
二=1                          `=ι+1
ι             ι         m
=ΣEれ LM●助 動+ΣELM●D3+ΣEれ多
づ=1                 じ=l           t=ι+1
=きれ―LMれD洗+を
(彗
既・んり)%+よ協
=を
彎
_三MにDの十
薯 (替
り し
)働
+塵
1磁
=を(L LMo)+(替馬
・b))働+塵
1(れ
+(替り り))a
が得られる。これを整理して∫=Σ鷹1ん:動 とおく・1≦づ≦イのとき
雄いЩりす僣昨→ゃ
となる.ここでれ―LM(ん。)はれの先頭項が消去されているので,れ―LM(れ)≠
0であつても,
I       LT((んJ―LR/1(れ))働)くt
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である。また,Ⅳ■朽じ≠0であつても,
LT(馬)・場,J+1=t,LT(場tの)ネ乃,′+1 →  LT(鋳・ん″仇)くι
となるので,ん:仇≠0であらても
LT(ん:2)≪t  (1≦を≦イ)
が成 り立つ.′+1≦j≦mのときも,同様にして
ET(んづ3)kt, LT(fも,た夕働)≪ι →  LT(ん:ヵ)≪ι
が成 り立つ。従つて
max{LT(ん:夕)|ん:働≠0}《ι
となるが,これはιが最小となるように{れ}を選んでいたことに矛盾する.以
上で,定理4.3の条件(2)をみたす{れ}の存在することが示された,ゆえにG
は」のグレブナー 基底である。                   |
定理4,8(ブッフバーガー の判定条件)0でない多項式の有限集合σ={ク1,…"%)と
イデアル」=(gl,…"gm)について,次の条件は同値である.
(1)θは 」のグレブナー基底である.
(2)任意の 鶴,7∈θ に対して,S(Z,υ)=ゴ0が成 り立つ .
【証明】 まず(1)を仮定する.任意のし,υ∈θに対して,SC,υ)∈Iである
か ら,補題 3.11より,S(鶴,υ)=ゴ0が成 り立つ.逆に,(2)を仮定すると,任意
のし,υcc,S(γ,υ)≠0,に対して,系4.4より,
SC,0=Σれ動,LT∽ら塑)く[LTc),LTo湖oづ多≠の
づ=1
をみたす多項式 ん1,…っんれが存在する.これより,定理4.7の条件 (2)が成 り立
ち,ではIのグレブナー基底となる。                 |
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4。2 ブッフバーガーアルゴリズム
0でない多項式からなる有限集合Gに対する次の計算手順 (1)～(5)をブッフバーガー
アルゴリズムという.
θl=θ,Dl={(鶴,υ)
ん=1とする.
ブッフバーガー アルゴリズム
1 ,υ∈θl,鶴≠υ}とおく。
Dたから1組c,υ)を選び,S(υ, )
(i)r=0ならば,
Gた+1=θた,
の Gたによる正規化 rを計算する.
Dん+1=Dた一{(Z,υ)}
とおく
(ii)r≠0ならば,
θた+1=σん∪{r),Dた+1=(Dた一{(鶴,υ)})∪{(り,r)lυ∈Gた}
?
?
?
?
?
?
?
?
?
解)0)
(五)
とおく.
Dん+1=0のと
Dた+1≠0のと
計算を終了する.
たを た+1と置き換え,(3)の手順に戻る.
・ 」=(Gた)であることに注意されたい (た=1,2,)¨
注意 :S多項式の定義の後 (p.32)で注意したように,αが0でない複素数のとき,ブッフ
バーガーアルゴリズムの手順 (3),(ii)で,rをαrに置き換えてもS多項式の計算に
影響しないから,ブッフバーガーアルゴリズムに影響はない(最終的に得られるグレ
_ブナー基底の多項式 rがαrに置き換わるのみである).
定理 4。9ブッフバーガーアルゴリズムは有限回の手順で停止する.停止時の θんがイ
デアルI=(G)のグレブナー基底である.
【証明】 まず有限回の手順で停止することを示す。ブッフバーガーアルゴリズ
ムの手順(3)で計算される5り,υ)の正規化rが常に0であれば,(3),(i)の手順
が繰り返されるので,ある時点で Dた=0となり,計算が停止する.0でない正
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規化rが現れるときは,それらの先頭項を順にん1カ2,… とおき,Cレ1,…""』
、   のイデアル」を
」=(ん1,ん2,・…〉
とする。系3.13より,」は有限生成であるから
J=(れ1,れ2,,….,れ二)
をみたすん,1,んj2'…つれsが存在する.ここで,
れs=LT(r), r≠0はSC,υ)の正規化,(z,υ)CDた
であるとする。このとき,任意の い1,υ2)∈Dバイ≧ん+1)に対して,Gィによ
るSωl,吻)の正規化〆が0となる。なぜならば
r′≠0, (ωl,υ2)∈Dι (イ≧た+1)
と仮定すると,
LT(r′)∈(れ1,んじ2'・…'れs)={αlんol+…・+αsLs l αl,・ ,αs C CI″1,・ ,"れl}
となる.従つて,LT(/)が単項式であることに注意すれば,ある単項式Aごとあ
る番号 jι が存在して
LT(r′)=A/fれt(1≦ι≦S)       ′
が成り立つ.一方
れ1カじ2'…・'れs∈θ′
であるから,r′がの による正規形であることに矛盾するからである。
任意の い1,υ2)∈Dバι≧た+1)に対して,oによるS(ol,W2)の正規化が0
となれば,D′(イ≧た+1)の元は(3),(i)の手順で 1個ずつ消去されるので,あ
る時点で0となり,計算が停止する.
計算停止時のθんは0でない多項式からなる」の有限生成系で,定理4.8の(2)
をみたすので,Iのグレブナー基底である。               |
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計算例1 ク1,ク2∈CI″1,Z」を
ク1("1,π2)="1,  θ2(″1,″2)=χ:+χ2
と定め,
θl={ク1,g2),  I=(Gl)
とおく。C[″1,″月上の項順序|して辞書式順序を選ぶ,p.21で注意したように,cによ
る正規化は必ずしも一意的ではない。従って,定理3.14より,GlはIのグレブナァ基底で
ない,                    |
θl,Dl={(ク1,g2)}にブッフバーガー アルゴリズムを適用する。
S(ク2,gl)="ゥ
は θlに関して正規形であるから,ク3(″1,″2)=χうとして、
σ2={ク1,g2,g3}, D2={(gl,g3),(g2,免)}
とする。このとき
S(gl,g3)=0, S(ク2,g3)=χ;→0g3
となるので,σ2はIのグレブナー基底である。
LT(gl)I LT(g2)となるので,補題3.16より
θ=θ2~{g2)={ク1,ク3}={″:,χ2}
もIのグレブナー基底である.θは,定義3.20の条件をみたすので,」の簡約グレブナー
基底である。
計算例2 3変数多項式環Cレ,″,例の項順序として辞書式順序(ι>">ν)を選ぶ.
ク1(t,″,ν)=ι2″+ι2+″_1=(1+ι2)″_(1-ι2),
ク2(t,″,ν)=12ν_2ι+ν=(1+ι2)ν_2ι
として,Gl={ク1,ク2),I=(θl)とおく。このとき
[LT(gl),LT(ク2)]=[ι
2χ
,ι
2ν]=ι2"ν
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であるから,
S(ク1,g2)=νgl―″g2=ι2ν+2ι″―ν
2ιπ+2ι-2ν→
θ2
と正規化されるので,θlはIのグレブナー基底でない .
(1)θl={θi,θ2},Dl={(gl,g2)}にブッフバーガーアルゴリズムを適用する。
(2)S(ク1,g2)の正規化 2″ι+2ι-2νは0でないが,これを;倍したものを
g3(t,■,ν)=ι″+ι―ν
とおき,
G2={gl,g2,g3}, D2={(ク1,g3),(θ2,ク3)}
とする。
ク1(t,″ν)=ι2χ+ι2+″_1,
g2(ι,χ,ν)=ι2ν_2ι+ν,
g3(t,■,ν)=ι″十ι―ν
(3)S(gl,g3)の正規化を計算する.
S(ク1,g3)=gl_tg3=ιν+″~1
より,S(ク1,g3)自身が G2に関して正規形である。従って
免 (t,",ν)=ιν+″-1
とおき,
θ3={ク1,ク2,昴,免}, D3={(g2,g3),(ク1 a),(ク2,θ4),(g3,g4)}
とする.
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ク1(ι,″,ν)=t2″十ι2+″_1,
ク2(ι,″,ν)=t2ν_2ι tt ν,
gj(ι,κ,ν)=ι″+t―ν
g4(ι,″,ν)=ιν十"-1
(4)S(g2,g3)の正規化を計算する。
S(g2,免)=″g2~ινg3=~ι2ν_2ι″+ιν2+″ν
→  -2ι″+ιν2_2ιtt η +νg2
→ ιυ
2+"ν_ν
g3
→  0
g4
となるので,
θ4={gl,θ2 g3,ク4), D4={(ク1,ク4),(g2,ク4),(g3,g4)}
とする。
(5)S(gl,g4)の正規化を計算する。
'    S(ク1,ク4)=νgl―ι″ク4=ι2ν_ι″2+t″+"ν―ν
→  _ι″2+ι″+2ι+″ν-2ν
92
.           ―〉 2ι″+2ι-2ν
g3
→  0
'3
となるので
,
θ5={ク1,g2,g3,免}, D5={(g2,免),(g3 ク4)}
とする.
(6)S(ク2,負)の正規化を計算する.
S(g2,θ4)=g2~ιg4=~ι″~ι+ν
→  0
'3
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となるので, ~   θ6={gl,g2,g3,免}, D6={(ク3,ク4)}
とする。
(7)S(ク3,負)の正規化を計算する.
S(ク3,θ4)=νク3~″免=ιν~Z2+″_ν2
→ _π2二ν2+1
94
となるので
ク5(t,",ν)=″2+ν2_1
として
σ7={gl,g2,■,θ4,g5}, D7={(ク1,ク5),(ク2,ク5),(ク3,g5),(負g5)}
とする.
ク1(ι,″,ν)=ι2χ tt ι2+"_1,
θ2(t,π,ν)=ι2ν_2ι+ν,
g3(t,″,ν)=ι″十ι―ν
g4(ι,″,ν)=tν十"-1
.            g5(t,■,ν)=″2+ν2_1
(8)S(gl,g5)の正規化を計算する。
S(ク1,ク5)="ク1-ι2g5=ι2″Tι?ν2+ι2+″2_″
.    _→
 _ι2ν2+″2_加+1
θl
→  -2ιν+π2_‰+ν2+1
,2
=〉
″2+ν2_1
94        .
→  0
θ5
となる.S(g2,g5),S(θ3,■),S(g4,θ5)の正規化も0になる(計算略).従って
θll={ク1,ク2,g3,a,ク5}, Dll=0
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となり,01はIのグレブナー基底であるが,補題3.16より
θ={g3,g4,ク5}
も 」のグレブナー基底である。Gは,定義 3.20の条件をみたすので,Iの簡約グレ
ブナー基底である。
(9)以上で
」=(ι2κ+ι2+"_1,ι2ν_2ι+ν)=(g3,g4,ク5)
ク3(t,",ν)=ι″+ι―ν
ク4(t,π,ν)=ιν+χ-1
g5(ι,″,ν)=″2+ν2_1
.が示された。
注意 :Jに含まれる多項式で,変数 ιを含まないものは ″2+ν2_1の倍数であることが知
られている.
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