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Abstract
In the coming post IT era, the problems of signal extraction and knowledge discovery from huge data sets will become very
important. For these problems, the use of good model is crucial and thus the statistical modeling will play an important role. In this
paper, we show two basic tools for statistical modeling, namely the information criteria for the evaluation of the statistical models
and generic state-space model which provides us with a very ﬂexible tool for modeling complex and time-varying systems. As
examples of these methods we shall show some applications in seismology and macro economics.
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1. Importance of statistical modeling in post IT era
Once the model is speciﬁed, various types of inference and prediction can be deduced from the model. Therefore, the
model plays a crucial role in scientiﬁc inference or signal extraction and knowledge discovery from data. In scientiﬁc
research, it is frequently assumed that there exists a known or unknown “true" model. In statistical community too,
from the age of Fisher, the statistical theories are developed under the formulation that we are to estimate the true model
with small number of parameters based on limited number of data. However, in recent years, the models are rather
considered as tools for extracting useful information from data. This is motivated by the information criterionAIC that
revealed that in the estimation of model for prediction, we may obtain a good model by selecting a simple model even
though it may have some bias.
On the other hand, if the model is considered as just a tool for signal extraction, the model cannot be uniquely
determined and there exist many possible models depending on the viewpoints of the analysts. This means that the
results of the inference and the decision depend on the used model. It is obvious that a good model yields a good result
and a poor model yields a poor result. Therefore, in statistical modeling, the objective of the modeling is not to ﬁnd
out the unique “true" model, but to obtain a “good" model based on the characteristics of the object and the objective
of the analysis [5].
To obtain a good model, we need a criterion to evaluate the goodness of the model. Akaike [1] proposed to evaluate
the model by the goodness of its predictive ability and to measure it by the Kullback–Leibler information. As is
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well-known, the minimization of the Kullback–Leibler information is equivalent to maximizing the expected log-
likelihood of the model. Further, as a natural estimate of the expected log-likelihood, we can deﬁne the log-likelihood
and thus can be lead to the maximum likelihood estimators. However, in comparing the models with parameters
estimated by data, there arises a bias in the log-likelihood as an estimate of the expected log-likelihood. By correcting
for this bias, we obtain Akaike information criterion AIC. After the derivation of the AIC, various modiﬁcations or
extensions of the AIC such as TIC, GIC and EIC are proposed [10,18,24]. Besides these information criteria that
are obtained as approximate unbiased estimates of expected log-likelihood, various model evaluation criteria such as
cross-validation, BIC, MDL were developed.
The information criterion suggests various things that should be taken into account in modeling. Firstly, since the
data is ﬁnite, the models with too large number of free parameters may have less ability for prediction. There are
two alternatives to mitigate this difﬁculty. One way is to restrict the number of free parameters which is realized by
minimizing the AIC criterion. The other way is to obtain a good model with huge number of parameters by imposing
a restriction on the parameters. For this purpose, we need to combine the information not only from the data but also
from the knowledge on the object and the objective of the analysis. Therefore, the Bayes models play important role,
since the integration of various information can be realized by the Bayes model with properly deﬁned prior information
and the data.
By the progress of the information technology, the information infrastructure in research area and society is being
fully equipped, and the environment of the data has been changed very rapidly. For example, it becomes possible to
obtain huge amount of data from moment to moment in various ﬁelds of scientiﬁc research and technology, such as the
CCD image of the night sky, POS data in marketing research, high frequency data in ﬁnance and the huge observations
obtained in environmental measurement or in the study for disaster prevention. In contrast with the conventional well
designed statistical data, the special feature of these data sets is that they can be obtained comprehensively. Therefore, it
is one of themost important problem in post IT era to extract useful information or discover knowledge from not-so-well
designed data sets.
For the analysis of such huge amount of data, an automatics treatment of the data is inevitable and a new facet
of difﬁculty in modeling arises. Namely, in classical framework of modeling, the precision of the model increases
as the increase of the data. However, in actuality, the model changes with time due to the change of the struc-
ture of the object. Further, as the information criteria suggest, the complexity of the model increases as the in-
crease of the data. Therefore, for the analysis of huge data set, it is necessary to develop a ﬂexible model that can
handle various types of nonstationarity, nonlinearity and non-Gaussianity. It is also important to remember that
the information criteria are relative criteria. This means that the selection by any information criterion is noth-
ing but the one within the pre-assigned model class. This suggests that the process of modeling is an everlast-
ing improvement of the model, based on the increase of the data and knowledge on the object. Therefore, it is
very important to prepare ﬂexible models that can fully utilize the knowledge of the analyst and the information
from data.
In this review paper, we shall show two basic tools for statistical modeling. Namely, ﬁrstly we shall show var-
ious information criteria AIC, TIC, GIC and EIC. We shall then show a general state-space model as a generic
time series model for signal extraction. Finally, we shall show some typical applications in seismology and macro
economics.
2. Information criteria for statistical modeling
Assume that the observations are generated from an unknown “true" distribution function G(x) and the model is
characterized by a density function f (x). In the derivation of AIC [1], the expected log-likelihood EY log f (Y ) =∫
log f (y)dG(y) is used as the basic measure to evaluate the similarity between two distributions, which is equivalent
to the Kullback–Leibler information.
In actual situations, G(x) is unknown and only a sample X = {X1, . . . , Xn} is given.We then use the log-likelihood
 = n ∫ log f (x)dGˆn(x) = ∑ni=1 log f (Xi) as a natural estimator of (n times of) the expected log-likelihood. Here
Gˆn(x) is the empirical distribution function deﬁned by the data.
When a model contains an unknown parameter  and its density is of the form f (x|), it naturally leads to use the
maximum likelihood estimator ˆ = (X).
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2.1. AIC and TIC
For a statistical model f (x|ˆ) ﬁtted to the data, however, the log-likelihood n−1(ˆ) = n−1∑ni=1 log f (Xi |ˆ) ≡
n−1 log f (X|ˆ) has a positive bias as an estimator of the expected log-likelihood, EG log f (Y |ˆ), and it cannot be
directly used for model selection. By correcting the bias
b(G) = nEX
{
1
n
log f (X|(X)) − EY log f (Y |(X))
}
, (1)
an unbiased estimator of (the n times of ) the expected log-likelihood is given by
IC = −2n
{
1
n
log f (X|(X)) − 1
n
b(G)
}
= −2 log f (X|(X)) + 2b(G). (2)
Since in general, it is difﬁcult to obtain the bias b(G) in a closed form, it is usually approximated by an asymptotic
bias. Akaike [1] approximated b(G) by the number of parameters, bAIC = m, and proposed the AIC criterion,
AIC = −2 log f (X|ˆML) + 2m, (3)
where ˆML is the maximum likelihood estimate. On the other hand, Takeuchi [24] showed that the asymptotic bias is
given by bTIC = tr{Iˆ (G)Jˆ (G)−1}, where Iˆ (G) and Jˆ (G) are the estimates of the Fisher information and expected
Hessian matrices, respectively.
2.2. General information criterion, GIC
The above method of bias correction for the log-likelihood can be extended to a general model constructed by using
a statistical functional such as ˆ = T (Gˆn). For such a general statistical model, Konishi and Kitagawa [17] derived the
asymptotic bias
bGIC(G) = trEY
{
T (1)(Y ;G)  log f (Y |T (G))
′
}
, (4)
and proposed GIC (generalized information criterion). Here T (1)(Y ;G) is the ﬁrst derivative of the statistical functional
T (Y ;G) which is usually called the inﬂuence function.
The information criteria obtained so far can be generally expressed as log f (X|ˆ) −b1(Gˆn), where b1(Gˆn) is the
ﬁrst order bias correction term such as (4). The second order bias-corrected information criterion [18] can be deﬁned
by
GIC2 = −2 log f (X|ˆ) + 2
{
b1(Gˆn) + 1
n
(
b2(Gˆn) − b1(Gˆn)
)}
. (5)
Here, the second order correction term, b2(G), is deﬁned by the expansion
b(G) = EX
[
log f (X|ˆ) − nEY log f (Y |ˆ)
]
= b1(G) + 1
n
b2(G) + O(n−2), (6)
and the bias of the ﬁrst order bias correction term b1(G) is deﬁned by
EX
[
b1(Gˆ)
]
= b1(G) + 1
n
b1(G) + O(n−2). (7)
2.3. Bootstrap information criterion, EIC
The bootstrap method [7] provides us with an alternative way of bias correction of the log-likelihood. In this method,
the bias b(G) in (1) is estimated by
bB(Gˆn) = EX∗
{
log f (X∗|(X∗)) − log f (X|(X∗))} , (8)
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and the EIC (extended information criterion) is deﬁned by using (8) [10]. In actual computation, the bootstrap bias
correction term bB(Gˆn) is approximated by bootstrap resampling.
The variance of the bootstrap estimate of the bias deﬁned in (8) can be reduced automatically without any analytical
arguments [10,17]. Let D(X;G) = log f (X|ˆ) − nEY [log f (Y |ˆ)]. Then D(X;G) can be decomposed into
D(X;G) = D1(X;G) + D2(X;G) + D3(X;G), (9)
whereD1(X;G) = log f (X|ˆ)−log f (X|T (G)),D2(X;G) = log f (X|T (G))−nEY [log f (Y |T (G))] andD3(X;G)
= nEY [log f (Y |T (G))] − nEY [log f (Y |ˆ)]. For a general estimator deﬁned by a statistical functional ˆ = T (Gˆn),
it can be shown that the bootstrap estimate of EX[D1 + D3] is the same as that of EX[D], but Var{D} = O(n) and
Var{D1 + D3} = O(1). Therefore, by estimating the bias by
b∗B(Gˆn) = EX∗ [D1 + D3], (10)
a signiﬁcant reduction of the variance can be achieved for any estimators deﬁned by statistical functional, especially
for large n.
2.4. Other model evaluation criteria
The information criteria explained so farwere derived by correcting the bias of the log-likelihood as an estimator of the
expected log-likelihood. Various other model evaluation criteria were proposed. Cross-validation [23] was derived by
evaluating the predictive ability of the estimatedmodel, BIC [2,22] was derived in Bayesian framework as the logarithm
of the posterior probability of the estimated model and MDL criterion [21] was developed from the viewpoint of the
description length in coding the data.
3. State-space modeling
3.1. Smoothness prior modeling
A smoothing approach formulated by Whittaker [27], is as follows: let
yn = fn + n, n = 1, . . . , N (11)
denote observations, where fn is an unknown smooth function of n. n is an i.i.d. normal random variable with zero
mean and unknown variance 2. The problem is to estimate fn, n = 1, . . . , N from the observations, yn, n = 1, . . . , N ,
in a statistically reasonable way. If we assume a parametric function for fn, then we can estimate the parameters by
the least squares method or the maximum likelihood method. However, if we consider fn as an unknown parameter,
the number of parameters to be estimated is equal to or even greater than the number of observations. Therefore, the
ordinary least squares method or the maximum likelihood method yield meaningless results. Whittaker [27] suggested
that the solution fn, n = 1, . . . , N balances a tradeoff between inﬁdelity to the data and inﬁdelity to a smoothness
constraint. Namely, for given trade-off parameter 2 and the difference order k, the solution satisﬁes
min
f
[
N∑
n=1
(yn − fn)2 + 2
N∑
n=1
(kfn)
2
]
. (12)
Whittaker left the choice of 2 to the investigator.
3.2. State-space modeling
It can be seen that the minimization of the criterion (12) is equivalent to assume the following linear-Gaussian model:
yn = fn + wn,
fn = ck1fn−1 + · · · + ckkfk + vn, (13)
where wn ∼ N(0, 2), vn ∼ N(0, 2), 2 = 2/2 and ckj is the jth binomial coefﬁcient.
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Therefore, the models (13) can be expressed in a special form of the state-space model
xn = Fxn−1 + Gvn (system model),
yn = Hxn + wn (observation model), (14)
where xn = (tn, . . . , tn−k+1)′ is a k-dimensional state vector,F,G andH are k×k, k×1 and 1×k matrices, respectively.
For example, for k = 2, they are given by
xn =
[
tn
tn−1
]
, F =
[
2 −1
1 0
]
, G =
[
1
0
]
, H = [1, 0]. (15)
One of the merits of using this state-space representation is that it provides us with computationally efﬁcient Kalman
ﬁlter algorithm for state estimation. Since the state vector contains unknown trend component, by estimating the state
vector xn, the trend is automatically estimated. Also unknown parameters of the model, such as the variances 2 and
2 can be estimated by the maximum likelihood method.
In general, the likelihood of the time series model is given by
L() = p(y1, . . . , yN |) =
N∏
n=1
p(yn|Yn−1, ), (16)
where Yn−1 = {y1, . . . , yn−1} is the set of observations and each component p(yn|Yn−1, ) can be obtained by the
Kalman ﬁlter [5]. The tradeoff parameter 2 in the penalized least squares method (12) can be interpreted as the ratio of
the system noise variance to the observation noise variance, or the signal-to-noise ratio and thus can be automatically
determined.
The terms in (16) are given by
p(yn|Yn−1, ) = 1
(
√
2)p
∣∣Wn|n−1∣∣−1/2 exp
{
−1
2
′n|n−1W−1n|n−1n|n−1
}
, (17)
where n|n−1 = yn − yn|n−1 is one-step-ahead prediction error of time series and yn|n−1 and Vn|n−1 are the mean and
the variance covariance matrix of the observation yn, respectively, and are deﬁned by
yn|n−1 = Hxn|n−1, Wn|n−1 = HVn|n−1H ′ + 2. (18)
Here xn|n−1 and Vn|n−1 are the mean and the variance covariance matrix of the state vector given the observations
Yn−1 obtained by the Kalman ﬁlter. If there are several alternative models, the goodness of the ﬁt of the models can be
evaluated by the AIC criterion deﬁned by
AIC = −2 logL(ˆ) + 2(number of parameters). (19)
3.3. General state-space modeling
Consider a nonlinear non-Gaussian state-space model for time series yn,
xn = Fn(xn−1, vn),
yn = Hn(xn,wn), (20)
where xn is an unknown state vector, vn and wn are the system noise and the observation noise with densities qn(v)
and rn(w), respectively. The ﬁrst and the second model in (20) are called the system model and the observation model,
respectively. The initial state x0 is assumed to be distributed according to the density p0(x). Fn(x, v) and Hn(x,w)
are nonlinear functions of the state and the noise inputs. This model is an extension of the ordinary linear Gaussian
state-space model (14).
The above nonlinear non-Gaussian state-space model automatically deﬁne the conditional density of the state given
the previous state, p(xn|xn−1), and that of the observation given the state, p(yn|xn). This is the essential features of
the state-space model, and it is sometimes convenient to express the model in this general form based on conditional
distributions
xn ∼ Qn( · |xn−1),
yn ∼ Rn( · |xn). (21)
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With this model, it is possible to treat the discrete process such as the inhomogeneous Poisson model and the hidden
Markov model.
3.4. Nonlinear non-Gaussian ﬁltering
The most important problem in state-space modeling is the estimation of the state vector xn from the observations,
Yt ≡ {y1, . . . , yt }, since many important problems in time series analysis can be solved by using the estimated
state vector. The problem of state estimation can be formulated as the evaluation of the conditional density p(xn|Yt ).
Corresponding to the three distinct cases, n > t , n = t and n < t , the conditional distribution, p(xn|Yt ), is called the
predictor, the ﬁlter and the smoother, respectively.
For the standard linear-Gaussian state-space model, each density can be expressed by a Gaussian density. Its mean
vector and the variance–covariance matrix can be obtained by the Kalman ﬁlter and smoothing algorithms [5].
For general state-space models, however, the conditional distributions become non-Gaussian and their distributions
cannot be completely speciﬁed by the mean vectors and the variance covariance matrices. Various types of approxima-
tions to the densities have been proposed to obtain recursive estimation of the state, e.g., the extended Kalman ﬁlter
[5], the Gaussian-sum ﬁlter [4] and the dynamic generalized linear model [26].
However, the following non-Gaussian ﬁlter and smoother [12] can yield exact posterior density.
Non-Gaussian ﬁlter:
p(xn|Yn−1) =
∫
p(xn|xn−1)p(xn−1|Yn−1) dxn−1,
p(xn|Yn) = p(yn|xn)p(xn|Yn−1)
p(yn|Yn−1) , (22)
where p(yn|Yn−1) is deﬁned by
∫
p(yn|xn)p(xn|Yn−1) dxn.
Non-Gaussian smoother:
p(xn|YN) = p(xn|Yn)
∫
p(xn+1|xn)p(xn+1|YN)
p(xn+1|Yn) dxn+1. (23)
However, the direct implementation of the formula requires computationally very costly numerical integration and
can be applied only to lower dimensional state-space models.
3.5. Sequential Monte Carlo ﬁltering
To mitigate the computational burden, numerical methods based on Monte Carlo approximation of the distribution
have been proposed [8,13]. In the Monte Carlo ﬁltering [13], we approximate each density function by many particles
that can be considered as realizations from that distribution. Speciﬁcally, assume that each distribution is expressed by
using m particles as follows: {p(1)n , . . . , p(m)n } ∼ p(xn|Yn−1) and {f (1)n , . . . , f (m)n } ∼ p(xn|Yn). This is equivalent to
approximate the distributions by the empirical distributions determined by m particles. Then it can be shown that a set
of realizations expressing the one-step-ahead predictor p(xn|Yn−1) and the ﬁlter p(xn|Yn) can be obtained recursively
as follows:
Monte Carlo ﬁlter:
(1) Generate a random number f (j)0 ∼ p0(x) for j = 1, . . . , m.
(2) Repeat the following steps for n = 1, . . . , N .
(a) Generate a random number v(j)n ∼ q(v), for j = 1, . . . , m.
(b) Compute p(j)n = F(f (j)n−1, v(j)n ), for j = 1, . . . , m.
(c) Compute (j)n = p(yn|p(j)n ), for j = 1, . . . , m.
(d) Generatef (j)n , j = 1, . . . , mby the resamplingofp(1)n , . . . , p(m)n ,with theweights proportional to(1)n , . . . , (j)n .
The above algorithm for Monte Carlo ﬁltering can be extended to smoothing by a simple modiﬁcation. The details
of the derivation of the algorithm is shown in [13].
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3.6. Self-organizing state-space model
If the non-Gaussian ﬁlter is implemented by the Monte Carlo ﬁlter, the Monte Carlo approximation error sometimes
renders themaximum likelihoodmethod impractical. In this case, instead of estimating the parameter  by themaximum
likelihood method, we consider a Bayesian estimation by augmenting the state vector as zn = [x′n, ′]′. The state-space
model for this augmented state vector zn is given by
zn = F ∗(zn−1, vn),
yn = H ∗(zn, wn), (24)
where the nonlinear functions F ∗(z, v) and H ∗(z, w) are deﬁned by F ∗(z, v) = [F(x, v), ]′, H ∗(z, w) = H(x,w).
Assume thatwe obtain the posterior distributionp(zn|YN) given the entire observationsYN = {y1, . . . , yN }. Since the
original state vector xn and the parameter vector  are included in the augmented state vector zn, p(zn|YN) immediately
yields the marginal posterior densities of the parameter and of the original state.
This method of Bayesian simultaneous estimation of the parameter and the state of the state-space model can be
easily extended to a time-varying parameter situation where the parameter  = n evolves with time n. It should be
noted that in this case we need a proper model for time evolution of the parameter.
4. Examples
4.1. Extraction of seismic waves
The earth’s surface is under continuous disturbances due to a variety of natural forces and human induced sources.
Therefore, if the amplitude of the earthquake signal is very small, it will be quite difﬁcult to distinguish it from the
background noise. In this section, we consider a method of extracting small seismic signals (P-wave and S-wave) from
relatively large background noise [14,16].
For the extraction of the small seismic signal from background noise, we consider the model
yn = rn + sn + n, (25)
where rn, sn and n denote the background noise, the signal and the observation noise, respectively. To separate these
three components, it is assumed that the background noise rn and the signal sn are, respectively, expressed by the
autoregressive models
rn =
m∑
i=1
cirn−i + un, sn =
∑
i=1
disn−i + vn, (26)
where theAR ordersm and  and theAR coefﬁcients ci and di are unknown and un, vn and n are white noise sequences
with un ∼ N(0, 21), vn ∼ N(0, 22) and n ∼ N(0, 2).
The seismograms are actually records of seismic waves in 3D space and the seismic signal is composed of P-wave
and S-wave. Hereafter, East–West, North–South and Up–Down components are denoted as yn = [xn, yn, zn]′. P-wave
is a compression wave and it moves along the wave direction. Therefore, it can be approximated by a 1D model,
pn =
m∑
j=1
ajpn−j + un. (27)
On the other hand, S-wave moves on a plane perpendicular to the wave direction and thus can be expressed by 2D
model,[
qn
rn
]
=
∑
j=1
[
bj11 bj12
bj21 bj22
] [
qn−j
rn−j
]
+
[
vn1
vn2
]
. (28)
Therefore, the observed three-variate time series can be expressed as⎡
⎣ xnyn
zn
⎤
⎦ =
⎡
⎣ 1n 	1n 
1n2n 	2n 
2n
3n 	3n 
3n
⎤
⎦
⎡
⎣ pnqn
rn
⎤
⎦+
⎡
⎣w
x
n
w
y
n
wzn
⎤
⎦ . (29)
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Fig. 1. 3D-decomposition of a seismic signals of UD component (left) and EW component (right). From top to bottom, the observed series, extracted
P-wave components and the extracted S-wave components.
In this approach, the crucial problem is the estimation of time-varying wave direction, jn, 	jn and 
jn. They can
be estimated by the principle component analysis of the 3D data. These models can be combined in the state-space
model form.
Note that the variances of the component models corresponds to the amplitude of the seismic signals and are actually
time varying. These variance parameters play the role of a signal-to-noise ratios, and the estimation of these parameters
is the key problem for the extraction of the seismic signal. A self-organizing state-space model can be applied to the
estimation of the time-varying variances [14].
Fig. 1 shows a result of the 3D-decomposition of seismic signal observed at Hokkaido, Japan. The top-left and
top-right plots show the observed UD and EW components, respectively. On the other hand, the second and the bottom
plots show extracted P-wave and S-wave components, respectively. The results for the NS component are visually
similar to the one for the EW component and are not shown here. It become clear that UD component does not contain
signiﬁcant S-wave component and that P-wave continues even after the arrival of S-wave in the EW component.
4.2. Seasonal adjustment
The standard model for seasonal adjustment is given by
yn = tn + sn + wn, (30)
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Fig. 2. Seasonal adjustment of wholesale hardware data. Left plots show original data (top) and the original data-trend (bottom). Right plots show
estimated seasonal component (top), estimated trading day component (middle) and the seasonal + trading day components.
where tn, sn and wn are trend, seasonal and irregular components. A reasonable solution to this decomposition was
given by the use of smoothness priors for both tn and sn [15]. The trend component tn and the seasonal component sn
are assumed to follow:
tn = 2tn−1 − tn−2 + vn,
sn = −(sn−1 + · · · + sn−11) + un, (31)
where vn, un and wn are Gaussian white noise with vn ∼ N(0, 2t ), un ∼ N(0, 2s ) and wn ∼ N(0, 2).
However, by using a more sophisticated model, we can extract a more information from the data. For example, many
of the economic time series related to sales or production are affected by the number of days of the week. Therefore,
the sales of a department store will be strongly affected by the number of Sundays and Saturdays in each month. Such
kind of effect is called the trading day effect.
To extract the trading day effect, we consider the decomposition
yn = tn + sn + tdn + wn, (32)
where tn, sn and wn are as above and the trading day effect component, tdn, is assumed to be expressed as
tdn =
7∑
j=1
	j djn, (33)
where djn is the number of jth day of the week (e.g., j = 1 for Sunday and j = 2 for Monday, etc.) and 	j is the unknown
trading day effect coefﬁcient. To assure the identiﬁability, it is necessary to put constraint that 	1 + · · · + 	7 = 0.
Since the numbers of day of the week are completely determined by the calendar, if we obtain good estimates of the
trading day effect coefﬁcients, then it will greatly contribute to the increase of the precision of the
prediction.
Fig. 2 show an example of the seasonal adjustment with trading day option. Estimated seasonal component
plus trading day component shown in bottom right plot resemble to the left-bottom plot that shows the deviation
from the trend in the original series. This means that, although the estimated trading day component (right-
middle plot) is minuscule, it has a signiﬁcant contribution to the reduction of the prediction error.
4.3. Analysis of exchange rate data
We consider the multivariate time series of exchange rate between US dollars and other foreign currencies, i.e,
Yen/USD, DM/USD and USD/pound. Here we assumed that the observed exchange rate series can be approximated
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Fig. 3. Analysis of the exchange rate data. Top-left plot shows theYen/USD, DM/USD and USD/pound exchange rate series. Bottom-left plot shows
estimated USD effect. Right plots showYen, DM and pound effects, respectively.
as the difference between the effects of two countries. Namely, we deﬁne Yenn, DMn, Poundn and USDn as the
“effects” ofYen, DM, Pound and USD at time n and assumed the following model.
xn = Yenn − USDn + un,
yn = DMn − USDn + vn,
zn = USDn − Poundn + wn, (34)
where xn, yn and zn are observed exchange rates between Japan–US, Germany–US and US–UK, respectively. un, vn
and wn are assumed to be white noise sequences. By using the smoothness prior models for time evolution of each
component,
Yenn = Yenn−1 + pn, DMn = DMn−1 + qn,
Poundn = Poundn−1 + rn, USDn = USDn−1 + sn,
we can decompose the change of the exchange rate into two components, one expresses the effect of US economy
and the other the effect of other country. By this decomposition, it is possible to determine, for example, whether the
decrease of theYen/USD exchange rate at a certain time is due to weakYen or strong US dollar.
Fig. 3 show a result of the decomposition. The observed three exchange rate series are decomposed into common
USD effect and the individualYen, DM and pound effect components.
5. Concluding remarks
In this paper, two basic tools for statistical modeling, namely the information criteria and general state-space model
were brieﬂy explained.Although, the examples shown in this paper are rather simple, the general state-space model can
treat complex non-Gaussian and/or nonlinear models and has diverse ﬁelds of applications. Various applications of the
state-space modeling can be found in Akaike and Kitagawa [3] and Doucet et al. [6]. Further, various other statistical
modeling methods were developed for signal extraction and knowledge discovery from data. The readers may referred
to, for example, the Gaussian mixture modeling [9], Markov random ﬁeld modeling [25], probabilistic modeling for
error-correcting code [11,19] and modeling Bayesian networks [20].
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