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Abst ract - -The  singular boundary value problem 
u" = -g(t, u), for t E (0,1), 
u(0) = u(1) = 0, 
is studied in this paper. The singularity may appear at u = 0, t = 0, and t = 1, the function g may 
be superlinear at u = oo and change sign. The existence of solutions is obtained via an upper and 
lower solution method. © 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we study the singular boundary value problem 
u"  = -g ( t ,  u), for t • (0,1),  (1.1) 
. (0 )  = u(1) = O. 
The singularity may appear at u = 0, t = 0, and t = 1, the function g may be superlinear at 
u = oc and change sign. 
Boundary value problems associated with singular second-order differential equations have a 
long history and many different methods and techniques have been used and developed in order 
to obtain various qualitative properties of the solutions. For details, see, for instance, papers 
[1-16] and the references therein. However, there are only a few works on singular boundary 
value problems for superlinear differential equations. Some basic results on singular superlinear 
boundary value problems were obtained by [14-16]. In these papers, the argument relies on 
the fact that g(t, u) is positive. This implies that the solutions are concave. For example, they 
considered the singular boundary value problem 
u" +a(u  -a +u b + l) =0,  
. (0 )  = . (1 )  = 0, 
0 < t < 1, (1.2) 
a > 0, a constant, 
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with a > 0 and b > 0, and showed that problem (1.2) has at least one positive solution under 
restriction on a. We notice that they allowed b > 1 (the superlinear problem). 
Some change of sign of g was considered in [2,3], but a major step was taken by Habets and 
Zanolin [6] where g(t, u) may be singular at u = 0, t = 0, and t = 1. For example, 
g(t, u) = t - le  (1/~) - (1 - t) -1 
or  
g(t,u) = f ( t )  h(t), > 0, 
U a 
which corresponds to an Emden-Fowler equation. 
In [6], the authors established a theorem on upper and lower solutions (Theorem 1) for a 
singular problem. Applying this theorem, they proved the existence and uniqueness of solutions 
to the problem. 
The present work is a direct extension of some results in [2,3,6,14,16]. As in [6], our technique 
of proof uses essentially the modified method of upper and lower solutions. 
The paper is organized as follows. In Section 2, we present he result on upper and lower 
solutions. Section 3 is devoted to the proof of our main results. Finally, an example is given to 
explain the main results. 
2. UPPER AND LOWER SOLUTIONS 
Consider the two-point boundary value problem 
u" + f(t ,  u) = O, for t e (0, 1), 
u(0) = A, u(1) = B, (2.1) 
where f : D --* R is a continuous function and D C (0, 1) x D1, D1 c R. 
By a solution u(*) of (2.1), we mean a function u E C([0,1],R) N C2((0,1), R), such that 
(t, u(t)) E D, for all t e (0, 1) and u" + f(t ,  u(t)) = O, for t e (0, 1), with u(0) = A, u(1) = B. 
Let a E C([0, 1],R) N C2((0, 1),R) satisfy the following condition: (t,a(t)) E D, for t e (0, 1) 
and 
a" + f ( t ,a )  >_ O, for t E (0, 1), 
a(0) _< A, a(1) _< B. 
In this case, we say that a(*) is a lower solution for problem (2.1). The definition of an upper 
solution /3(.) for problem (2.1) is given in a completely similar way, just reversing the above 
inequalities. Also, if a ,~  e C([0, 1],R) are such that a(t) _< f/(t), for all t E [0, 1], we define the 
set 
D~ := {(t,x) E (0,1) x R:  a(t) <_ x <_/3(t)}. 
Then we have the following result. 
THEOREM 1. (See [6].) Let a ,~ be, respectively, a lower solution and an upper solution for 
problem (2.1) such that 
(a~) a(t) <_ fl(t), for all t e [0, 1], 
and suppose that 
(a2) D~ C D. 
Assume also that there is a function h e C( (0,1), R+), R + = [0, +oo) such that 
(a3) ]f(t,x)[ < h(t), for all (t,x) e D~, and 
(a4) fo 1 t(1 - t)h(t) dt < +oo. 
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Then problem (2.1) has at least one solution u(t) such that 
a(t) <_ u(t) <_ ~(t), /or all t • [0, 1]. 
REMARK 2.1. For example, the function 
h(t) = t-a(1 - t) -b, 
satisfies Condition (34). 
0<t<l ,  0_<a, b<2 
565 
fo t(1 - t)q(t) < -boo, dt 
( 1 
sup > bo, 
ce(o,~) (1+ (Q(c)/F(c))) 
) t(X - t)q(t) dt, 2 t(1 - t)q(t) dt . 
so /2 
Then problem (3.1) (or (1.i)) has at least one solution u • C([0, 1], R +) N C2((0, 1),R). 
For any n • N, n > 1, we define 
en := ,1 - . 
By (H1), there exists a constant L > 0 such that for each n >_ 1, there is ¢,~ > 0 such that  
g(t, x) > L, V (t, x) • en x (0, e,~]. 
Without  restriction (taking if we need a smaller e,~), we can assume that  e,~ $ O. 
LEMMA 3.1. (See [6].) There exists a A • C2[0, 1] such that 
(1) A(t)) • C2[0, 1] and max0<t<l IA"(t)l > 0, 
(2) A(0) = A(1) = 0, A(t) > 0,Vt • (0, 1), 
(3) A(t) _ 61, t • el, A(t) <_ cn, Yt • en/en-1,  n _> 2. 
where 
(3.2) 
(3.3) 
(3.4) 
(H2) 
There exists a constant L > 0 such that for any compact set e C (0,1), there is ee > 0 
such that 
g(t, x) > L, for 311 (t, x) • e x (0, ee]. 
There is q • C((O, 1),R +) such that 
[g(t, x)[ _< q(t)(F(x) + Q(x)), on (0,1) x (0, oo), 
with F > 0 continuous and nonincreasing on (0, oc), Q >_ 0 continuous on [0, oo), and 
Q/F  nondecreasing on (O, oo). Moreover, 
3.  MAIN  RESULTS 
Let g : (0, 1) × R + --* R (R + = (0, o0)) be a continuous function and consider the two-point 
boundary value problem 
4'  + g(t, u) = 0, for t • (0,1), (3.1) 
u(0) ---- u(1) ---- 0. 
The solution of (3.1) is meant in the sense described in the preceding section. 
Motivated by the example g(t, u) = at-m(1 - t) -n(u -a + u b - sin(8~rt)), 0 < m, n < 2, a > 0, 
a > 0, b > 0, we have the following main results. 
THEOREM 2. Assume the following. 
(HI) 
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Having chosen a function A with the above described properties, we note that 
g( t ,x )>L ,  V(t,x) e (0 ,1 )x  {xeR0 +:0<x<A(t )} .  (3.5) 
Set Ilull = maxte[O,l ] Ju(t)l for u E C[0, 1] and set 
re := rain 1, (tl)~"ll + 1) 
LEMMA 3.2. (See [6].) Let h(t, x) >_ g(t, x),/'or M1 (t, x) e (0, 1) x R +, with.h: (0, 1) x N ~ N a 
continuous function end let v • C([0,1], R +) n C2((0, 1), R) be any solution of v" ( t ) + h( t, v) = 0 
on (o,1) with v(O) >_ O, v(1) >_ O. Then 
v(t) >_ reA(t), 0 < t < 1. 
Choose M > 0 and e > 0 (e < M) such that 
1 f M du 
(1 + (Q(M)/F(M)))  F(u--~ > bo. (3.6) 
We define now, for each n • N, n > 1, put 
0n(t): = max 2-~-T, min t, 1 - , t • (0, 1), (3.7) 
qn(t) = max {q(t), q(0n(t))}, (3.8) 
bn=max 2 t (1- t )qn(t )dt ,2  t (1- t )qn(t )dt  . (3.9) 
J0 /2 
We have that, for each index n • N, qa : (0, 1) -+ R + is continuous and qn(t) = q(t), Vt • en. 
Hence, the sequence of functions {qn} (n • N) converges to q uniformly on any set of compact 
subset of (0,1). Therefore, bn --* bo when n --+ oc. 
Let no • N be chosen so that eno < ¢ and 
1 fe M du N. I- 
(1 + (Q(M)/F(M)))  F(u---) > bn, n • :-- {no, n0 + 1 . . . .  }. (3.10) 
Next we define 
fn(t,x) := max{g(On(t) ,x) ,g(t ,x)},  n • N +. 
We have that, for each index n • N +, fn : (0, 1) x R + --, R is continuous and 
fn (t, x) > g(t, x), V (t, x) • (0, 1) x R +, 
yn(t,~) = g(t,~),  v ( t , z )  • en x R0 +. 
Hence, the sequence of functions {fn} (n • N +) converges to g uniformly on any set of the form 
e x Ro +, where e is an arbitrary compact subset of (0,1). 
Now we define, by induction 
gno(t,x) = fno(t,x), gn+l(t,x) = min{gn(t,x) , fn+l(t ,x)},  n • N +. 
We have that, for each index n • N +, g~ : (0, 1) x R + --* R is continuous. Moreover, for n • N +, 
g( t ,x )< ' "<g,~+l ( t ,x )<g~(t ,x )< ' " .<gno( t ,x ) ,  (t, x) • (0,1) x lR +, 
gn (t, ~) = g(t, z), v (t, ~) • en x R +, 
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and the sequence of functions {gn } converges to g uniformly on any set of the form e x R +, where 
e is an arbitrary compact subset of (0,1). 
We consider now the sequence of boundary value problems 
u" + gn(t, u) ---- 0, for t E (0, 1), 
= u(1)  = n • N +. (3 .1 ) .  
In a similar way as [6], we have the following two lemmas. 
LEMMA 3.3. For any c • (0, en], the constant function an(t) =- c is a (strict) lower solution for 
problem (3.1)n (n • N+). 
LEMMA 3.4. Any solution un(t) of (3.1)n is an upper solution for (3.1)n+1 (n • N+). 
LEMMA 3.5. Problem (3.1),~ o has at least one solution. 
PROOF. Let /3 • C((0,1),R +) A C2((0,1),R) be the unique solution of the boundary value 
problem 
u" + qno(t)F(u) (1 + Q(M)'~ = O, for t • (0, 1), 
F(M)]  (3.11) 
u(0) = u(1)  = 
Then by [13], such a solution exists and also/3 is concave and/3(t ~) = u(t) > eno, t • [0, 1]. Also 
there exists to • (0,1) with u'(t) >_ 0 on (O, to) and u' <_ 0 on (to, l). 
Integrate equation (3.11) from s (0 < s _< to) to to to obtain 
- S ( i )  ] qno (r) dr, 
and then integrate from 0 to to to obtain 
-o F(u"-~- F (M) ]  sqn°(s) ds" 
Consequently, 
F ('°) ( Q(M)~ l ~ot° je,, ° F(u---') <- l+  F (U) J~_to  s(1-s)qno(s) ds" 
Similarly, if we integrate quation (3.11) from s (s > to) to to, we obtain 
-o f(u---~ - F (M) ]  ~ s(1-s)qno(s)ds. 
Now (3.12) and (3.13) imply 
~ u(to) d u < bno (1+ Q(M)'~ -o F(u) - F(M) ] " 
This together with (3.10) implies U(to) = maxte[o,x] u(t) < M. That means/3(t) = u(t) < M. 
Observe that 
(3.12) 
(3.13) 
Ig (Ono(t),x)l <- qno(t)(F(x) + Q(x)), on (0, 1) x (0, oo). 
We have 
Q(M)~ + [9~o(t,~(t)) I /3"(t) + g,~o(t,~(t)) <_ -q~o(t)F(~(t)) 1 + F ( ) ]  
(QC/3(t)) Q(M)~ 
<- qn°(t)F(/3(t)) \ ~  F(M) ] 
<_ 0, for t e ( 0,1), 
so that/3 is an upper solution for problem (3.1)no. 
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If we now take ano -- eno and recall Lemma 3.3, we have that ano and ~no := B are, respectively, 
a lower and an upper solution for problem (3.1)no with a,~o(t) _< ~no(t),  for all t E [0, 1]. Then, 
by Theorem 1, we know that there is a solution Uno(t) of (3.1)no such that 
~no = ~no(t )  < Uno(t) <#no(t), vte  [o,1]. 
Thus, Lemma 3.5 is proved. 
By Lemma 3.3 and proceeding by induction using Lemma 3.4, we obtain (via Theorem 1) a 
sequence {Un(t)} (n 6 N +) of solution to (3.1)n such that 
en <_ Un(t) ~_ Un- l ( t ) ,  Vt 6 [0, 1], un(O) = un(1) = ¢n, n > no, 
mA(t) _G un(t) ,  Yt E [0, 1] 
(by Lemma 3.2). 
Consider now the pointwise limit 
z(t)  := lim un(t) ,  Vt E [0, 1]. (3.14) 
n---*+O0 
Now let e = [a, b] C (0, 1); then there is an index n* = n*(e) E N + such that e cen ,  for all 
n > n*, and therefore, for these n > n*, 
0 = u~(t)  + gn (t, un(t ) )  = u~(t)  + g (t, un( t ) ) ,  for t e e. (3.15) 
Hence, the function un is a solution of the equation in (3.1) for all t E e and n _> n*. Moreover, 
Me = sup { ig(t ,x) l  : t E e, mA(t )  <_ x <_ un.(t)} < +ec. (3.16) 
Then, by the Ascoli-Arzela theorem, it is standard to conclude that z(t)  is a solution of (3.1) 
on the interval e. Since e is arbitrary, we find that 
z E C ((0, 1), R +) V) C2((0, 1), N) and z"( t )  + g(t, z(t ) )  = 0, for t E (0, 1). 
Also we have 
z (0 )=z(1)= lim ¢n=0.  
n---*q-co 
The same argument works in [6]; we can prove the continuity of z(t )  at t = 0 and t = 1. 
The proof of Theorem 2 is complete. 
REMARK 3.1. Theorem 2 extends Theorem 3.2 in [16] and Theorem 2 in [6]. 
4. AN EXAMPLE 
Consider the singular boundary value problem 
u" + at -m(1  - t) -n  (u -a  + u b - sin(S~rt)) = 0, 
u(O) = u(1) = O, 
with 0 < m, n < 2, a > O, b > O. 
Set 
O<t<l ,  
(4.1) 
> 0 a constant, 
g(t, u) = a t -m(1  - t) -n  (u -a + u b - sin(8~rt)), 
F(u)  = ou  -a,  Q(~)  = ~ (u b + 1) ,  q(t) = t -m(1  - t) -n ,  
/11 ) bo = max Jo <m( i  - t) -n dr, 2 tx- (l - t) . 
Applying Theorem 2, we can find that BVP (4.1) has at least one positive solutions if 
xa+l 
a < sup . (4.2) 
xe(0,c¢) bo(a + 1) (1 + x a + x a'}'b) 
Obviously, (H1),(H2) in Theorem 2 are satisfied. 
REMARK 4.1. I f0  < b < 1, then BVP (3.1) has at least one positive solution for all a > 0, since 
the right-hand side of (4.2) is infinity. 
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