A method is presented for segmenting gray-value images into objects (or their parts) and for recognizing the detected objects. Starting from edge maps, the method extracts axial descriptions of symmetrical shapes. Initially, a piecewise linear approximation of the binary edge map is obtained. From any two of the resulting linear segments, a Linear Segment Pair (LSP) is formed and several of its attributes are computed. These attributes allow the method to reject or select the LSPs through symbolic rules and coarse numeric thresholds. Grouping the LSPs into couples is governed by additional attributes and rules, with the nal representation consisting of ordered sets of LSPs. The application to shape description, object recognition, and stereo correspondence is presented. This segmentation method is useful for a broad range of images; it has been used in a robot vision system which is capable of manipulating three-dimensional, overlapping, real-world objects in close to real time.
Introduction
Over the years, research in Computer Vision has resulted in a multitude of methods which are useful for object recognition from images. It is now generally agreed that no single universal method will work in all situations; rather, it is thought that in general several methods need to be brought together to solve a speci c recognition task. Sometimes, however, the context of the vision task is constrained to such an extent that a single method, which is tailored to the speci c situation is adequate. A very simple example would be the recognition of singulated objects on a back-lit semi-transparent conveyor belt by the analysis of binary silhouette images taken from above.
A di erent, more challenging real-world computer vision problem, which is also strongly constrained, will be presented below, together with the system to solve it. As will become apparent from the short description of this robot vision system in section 2.1, several sensors and analysis methods were used together in a simple but e cient data fusion scheme.
One of the methods used, namely the extraction and grouping of symmetrical structures from edge images, is singled out as the main subject of this paper. There are several reasons to this. First, it seems that the determination of symmetry axis segments as lying on the bisector of the angle between two neighboring line segments has rarely been used. The basic unit for building larger symmetrical structures is this pair of line segments together with its pertaining symmetry axis segment which will be called a Line Segment Pair (LSP). Second, the grouping methodology by quantitative and symbolic rules for grouping these units to larger structures seems to be novel. Third, the use of such structures in a functioning application, implemented in a complete robot system, has not been reported so far. The time e ciency of the whole system is essentially due to the representation chosen for the symmetrical units and for the structures built with them. The whole method can be considered as an example of multistage hierarchical perceptual organization. The underlying grouping principles are symmetry and, at a later stage, proximity and collinearity of the computed symmetry axis segments. This is in contrast to earlier works where collinearity and proximity of the original line segments had been used. Grouping leads to a rejection of meaningless noise; it enhances the meaningful data arising from a common cause. At the same time grouping suggests foci of attention which invite further elaboration; it imparts robustness and computational e ciency to the perceptual process.
The complete robot system was capable of manipulating three-dimensional, overlapping, real world objects in the working space of the robot close to real time. The benchmark chosen consisted of clearing cafeteria trays. The admitted objects were dishes which show rotational symmetry, and cutlery pieces which are essentially at objects with approximate lateral symmetry. Such cutlery pieces normally lie on the dishes and trays with the axis of largest inertia in an essentially vertical direction. The dishes could adequately be recognized by the analysis of two lateral silhouettes from approximately orthogonal directions and by a greyvalue image which was analyzed for circles with a probabilistic Hough method 50, 48, 49] . The general characteristics of the cutlery pieces and their usual poses in the above context suggest a representation by global structures composed of LSPs for their identi cation and pose determination.
Computational time is in general severely constrained in all robotic systems. A main objective of the work was to execute a complete \see-understand-grasp" cycle in about 5 seconds. The \see-understand" part of this cycle is dealt with partly during the action part of the preceding cycle so that it is the mechanical speed of the robot which limits the manipulation of the objects. Consideration of speed has led us to develop the lean data structures and lean algorithms described below. The method certainly does exploit peculiarities of the object set given and of the task context, but it is still general enough to be of interest for many other applications.
A 3-D Vision System for clearing cafeteria trays 2.1 The system as a whole
The extraction of symmetrical structures which will be described in detail in later sections, was one of several methods used in conjunction with the vision system described in 1]. This vision system, in turn, was part of a robotic system 45] designed to manipulate objects with a three-nger gripper 42]. A benchmark was de ned which consisted of clearing cafeteria trays. In this task, a set of 11 objects was admitted, namely, 4 porcelain and 3 glass dishes and 4 cutlery pieces. The objects could be transparent and specularly re ecting, food remains and unknown objects were excluded. No a-priori limitations on object occlusions were imposed.
The main challenge of this benchmark was that it was a true 3-D problem. The location and orientation of the parts were not known beforehand; this knowledge had to be inferred from the input images. This project embodied the paradigm of \purposive vision" in that it was embedded in a context in which perception was linked to action. It did not aim to develop a full description of the cafeteria tray scene; it only looked at what it needed to do the job. This focus concerned data acquisition, feature extraction and the decision procedure. For the given task it was su cient to take two lateral silhouettes of the dish scene on the tray and one grey-value image, vertically from above at a xed distance. This implied a constant resolution and thus the relevant computational parameters e.g., the in the Canny edge nder and the maximum approximation error in the polygonal approximation, could be optimized for this context. It is also obvious, that the main reasons for using lateral silhouette images is the ease with which the silhouette edge can be tracked and binarized as well as the computational simplicity of analyzing binary images.
Strobe ashes illuminated a background re ector at the moment when the two lateral cameras took pictures. For the image taken from above, a permanent, di use illumination (not shown) was used. Fig.1 shows this setup as well as an example of an acquired image triplet.
The grey-value image from above was analyzed by two methods grouping edge pixels into features and objects. In order to reduce computing time, an implementation of the Probabilistic Hough Transform 26, 50] was used for nding rotationally symmetrical objects like plates, cups and glasses. The other grouping process, i.e., grouping symmetrical structures, is the main subject of this paper and will be described in detail in later sections. This method is tuned to nding elongated symmetrical structures. The shape description resulting from this grouping process is a vector de ning the widths of the shape along the symmetry axis, which is suitable for object recognition.
The overall strategy was to remove one object at a time. The object chosen for removal was normally the one which possessed the highest silhouette (e.g., the cup in Fig.1 ). Only that part of the contour was analyzed which most likely belonged to this object. This \region of interest" (ROI) was delimited by concave corners on both sides which often are indicative of the beginning of a di erent object. The ROI was then partitioned by (convex) corner points. The contour segments thus generated were approximated by straight line segments and circular arcs. A symmetry axis was also determined for the object described by the ROI. The following features were extracted from the silhouette image and its contour segments: curve type, radius, corner angles, transparency (from the greyvalue image), height etc.. The analysis of the two silhouettes was carried out independently.
For the recovery of 3-D information, at least one pair of features from two di erent images must be combined; any of the three possible image pairs could be used for the 3-D recovery which also increased robustness through redundancy. The symmetry axes from two images were combined to determine the 3-D symmetry axis and thus the 3-D position of the object.
The object recognition scheme used a rather unstructured accumulation of evidence, based on a set of local features used in the condition part of rules similar to the procedure in 23]. The decision was taken without search and without backtracking. Problem-speci c knowledge was stored in a rule base in the form of a set of rules. The condition part consisted of statements on the occurrence of a feature, or on an attribute value being in a certain range or a combination of such expressions. The action part contained a list of weights expressing positive or negative evidence to be distributed over the set of hypotheses for the admitted set of objects. There were 46 rules in the rule base pertaining to di erent features extracted from the images: height, radius, transparency, etc.. The decision procedure made use of the rules which were triggered by features observed in the scene. The weights of evidences in the action part of these rules were used to compute a similarity measure which compared the observed feature vectors with the vectors representing the ideal evidence patterns for the various object hypotheses. The particular object which achieved the highest similarity value was considered to be identi ed in the scene. Speci c grasping strategies were individually programmed for each object. Gripping points were calculated depending on the identity of the object, its pose and the approach direction of the gripper.
The implementation of the vision system was done on a Stardent 3000 computer, a UNIX machine equipped with 4 processors. The four processors were assigned di erent tasks which were executed in parallel, i.e., analysis of the left and right silhouettes, and nding of circles and ribbons in the image from above, all done simultaneously. In all, it took between 5 and 10 seconds to analyze a scene, depending on its complexity and the size of the ROI.
The system solved a true 3-D problem. It handled a fair number of objects with substantial mutual occlusion. The objects could be transparent or partially specularly re ecting. The system showed robustness through the use of redundant information. During an industrial exhibition the system operated through one week about 5 hours a day and successfully analyzed several hundred scenes. Of course it was possible to conceive of scenes which the system could not analyze. It is therefore di cult to give a precise gure for a recognition rate. However, when the scenes corresponded to typical tray con gurations as they come out of a true cafeteria (but without food remains), the failure rate was about 5%. Situations in which the system failed include the following: spatial symmetry axes of dishes more than 15 degrees from vertical, inverted plates and bowls, extremely polished cutlery pieces.
Extraction of axial descriptions of shape
This paper describes a method by which symmetrical, e.g., ribbon-like structures are extracted from binary edge images for image segmentation and description purposes. The description generated in this way can be used for object recognition and pose determination and in the establishment of stereo correspondences. Numerous methods proposed in the past for shape extraction have been shown to perform reasonably for line drawings, silhouettes or even for hand-selected closed contours. Our objective was to develop methods for more realistic images, i.e., for robotic applications based on gray-value images. To achieve this we had to agree to a trade-o between the generality of the method and its robustness and computational e ciency.
Based on the background of the robot vision system described in the preceding subsection, we can now give a more precise de nition of the generalized symmetry and ribbon extracting problem: the problem consists in nding and extracting ribbons from images showing projections of objects which are elongated and approximately symmetrical. The objects are thin but not completely plane. Their pose can be characterized by saying that the direction of their smallest dimension is virtually vertical ( 30 degrees). They are looked at vertically from above. The surface of the objects can be specularly re ecting. The system must be fast, the cycle time for taking away one object must not be higher than a couple of seconds. This last demand concerns the whole vision module but especially the ribbon module.
To begin with, the extracted binary contour chains are approximated by linear segments; it is these linear segments which form the basis for further analysis. The change from pixel based symmetry analysis to symmetry analysis by linear segments makes the method fast and useful for robotic or other applications for which computing time is limited. The number of control parameters required is reduced by tuning the methods to extract axial descriptions of approximately planar symmetrical shapes. It is suggested here, that for symmetrical structures, once they are detected, the information about the symmetry axis should explicitly be used to control the grouping process for discovering the physical objects that exhibited the symmetrical structures in the edge maps. The basic structural unit for the analysis is a symmetrical shape primitive, the Linear Segment Pair (LSP). It does not consist only of points for which symmetry can be veri ed but also of those border points which are connected to the former.
Since the number of possible pairs of linear segments grows as the square of the number of segments, it is necessary to develop methods for selection or rejection of part of them. Segment pairs are rst accepted according to certain selection rules, which are based on computed symbolic attributes. The type of junction (L-, T-or X-junction) between the two linear segments is one of the symbolic attributes. Secondly, there are selection rules which are based on numerical computed geometric attributes. One numerical measure is the minimum spatial distance from the linear segment to the symmetry axis to which it belongs. For many applications rather general symbolic and numeric constraints can be formulated in order to select only a small subset of segment pairs. Pairs of linear segments are then grouped with others along the symmetry axis segments to represent more complex axial descriptions of shapes. This grouping process is again controlled by the application of symbolic and numerical selection rules. Similarity in orientation of the axes between the segment pairs is a major measure including both parallel and collinear cases. The methods suggested for grouping also allow one to describe objects having curved boundaries and axes. Finally, the extracted axial descriptions of symmetrical shapes can be compared to stored object models for recognizing and locating the objects.
The method described in this paper for nding and recognizing axial descriptions of symmetrical shapes does not require closed contours and it is robust against noise and distracting false edge elements. This method is not a ected by texture on the objects nor by background texture. The problem of discriminating gure and ground is addressed in the sense that the objects to be extracted need not be singulated; they may occlude each other. The performance of the method is only weakly a ected by the tuning of the parameters.
3 Related work
Image segmentation -based on perceptual organization
The purpose of image segmentation, from the psychological viewpoint 29], is to discriminate gure and ground and to organize the image into meaningful units corresponding to physical objects or their parts. In 15], Grimson states that from the computer vision perspective, the problem of image segmentation is to determine data subsets which belong to single objects. Some segmentation strategies proposed for computer vision are presented below. Marr 29] focussed on the problem of deriving surface information from image information. He proposed to employ, for example, stereopsis, optical ow, occlusion, texture and shading for this purpose. The resulting 2 1/2-D sketch described surface orientation and surface depth, i.e., local surface characteristics.
Witkin and Tenenbaum 47] discussed the role of structure in vision. One of their motivations was the following observation on visual perception: \It is almost as if the visual system has some basic guessing what is important without knowing why". They claimed that the human perception of structure is independent of both its familiarity and of the tridimensional surface information. They stressed that regularity is unlikely to arise accidentally; once observed, regularity denotes a signi cant event.
Lowe 28] developed the computer vision system SCERPO for recognizing threedimensional objects in monocular gray-value images. He de-emphasized the role of direct depth information and suggested instead perceptual organization 46] as the primary process for structuring the spatial information. Although Lowe did also mention symmetry as a \Gestalt" principle, he only used collinearity, parallelism and proximity of line segment end points in SCERPO. The non-accidental origin of perceptual organization is at the core of his method.
The principles of perceptual organization have motivated several researchers to develop computational methods for image segmentation and grouping. Most of these works begin with the approximation of edge maps by linear segments 12, 19, 20, 21, 25, 30, 37] . In 6, 13], edge maps have been used directly for generating initial tokens for a hierarchical grouping process, and in 31] edges are rst linked into curves without approximating them by analytical functions. Most of these methods proceed to extract symmetrical structures 12, 19, 20, 21, 30, 31, 37] . However, some of them are limited to parallel symmetries 12, 21, 37], or to structures composed of rectangular components 20, 30] . The methods given in 19, 31] are able to also describe other than parallel symmetries.
Reynolds and Beveridge 37] examined the problem of grouping straight line segments into larger structures. They used the geometric relations of collinearity, parallelism, relative angle and spatial proximity. The developed method was used for detecting parallel, collinear or orthogonal structures. In 13] curved structures were looked for, and in 6] a method is developed for nding straight lines in edge images. Furthermore, in 25] a method for extracting curved contours is described. These methods in 6, 13, 25, 37] are insu cient for extracting single objects because the descriptions are generated globally.
Huertas and Nevatia 20] , as well as Mohan and Nevatia 30] have described an approach to perceptual grouping for detecting and describing complex buildings in aerial images.
Their methods use linear segments and pairs of them as the basic building blocks. In 12] the problem of detecting geometric structures from natural scenes is analyzed; the grouping process is controlled by collinearity, parallelism and endpoint proximity. These methods 12, 20, 30] are primarily designed for detecting structures which are composed of parallel or rectangular components. In 21] Huertas et al. describe how to detect runways in aerial images. This method is tuned to the extraction of parallel structures which have only small angular variations along the symmetry axis. These works, and even more so 22], use a-priori knowledge about the scene and about image acquisition so that we cannot speak any more of pure low-level perceptual organization. The papers are included though, because of the important role of structure and of multi-level grouping in them.
In 19], Horaud et al. presented a method for extracting geometric and relational structures from intensity data based on straight line segments. They generate an intermediate representation between low-and high-level vision, claiming that this representation is useful for object recognition, visual learning and modeling of 3-D objects.
Mohan and Nevatia 31] describe a system for segmenting images into objects and their parts, generating a description hierarchy which consists of structural elements such as boundaries and surfaces. Geometric organizations based on continuation, proximity, symmetry and closure are applied in order to obtain collated features (curves, points, contours, symmetries and ribbons). Segmentation of a scene is achieved by choosing good collations, and reasoning on the geometric relationships between them. Applications to stereo, object level segmentation and shape description are described.
A recent survey article 41] on perceptual organization stresses its hierarchical nature, starting with preattentive grouping and reaching up to knowledge-driven construction. A classi cation scheme is proposed for sorting the instances of grouping by domain and abstraction level.
Axial representation of planar shape
Well known axial shape descriptions have been de ned by Blum 5 ], Brooks 9] and Brady 7] . A thorough analysis and review of these has been given by Rosenfeld 39] ; this analysis was extended by Ponce 34] . Hierarchical decomposition of shape descriptions is discussed in a recent paper 38]. Recovery of 3-D shape from 2-D contours is addressed in 44], and in 33] a method of robust skeletonization for object recognition is presented. In 3, 4], view-point invariant features are extracted from line drawings for segmenting 3-D objects into their volumetric parts. In 40] it is proposed to rst compute B-spline approximations for the edge contours, and then use the B-spline representations for computing symmetry descriptions. Closed and complete boundaries of objects or object parts, binary images, or line drawings have been (implicitly) assumed in most of the early works dealing with axial shape descriptions 5, 7, 32, 39], as well as in the results reported later 3, 4, 33, 34, 38, 40, 44] . Much of the analysis is general and equally valid for incomplete contours. Many of the methods presented can also be extended to apply to real (imperfect) edge maps. However, in the papers themselves, this important step has not been demonstrated. In some other works 9, 36, 43, 52], closed contours were not assumed in the edge maps.
In 36, 43] local edge maps are directly used to derive the local symmetry descriptions. In these methods, the computational demands are high. Another problem is the sensitivity to errors in the edge maps caused by noise. It thus should be preferable to use a less local approach for shape description, which is not as sensitive to local errors in the edge map and the execution time of which is reasonable. Brooks 9, 10] developed a system for model-based interpretation of 2-D images. In his system, objects were modeled by volume elements and their spatial relationships. The volume elements used were generalized cones, which were limited to having straight line segments or circular arcs as axes. The 2-D binary edge maps were rst processed by a line nder before extracting ribbons and ellipses.
A di erent approach for detecting symmetry in images based on intensity pro les was reported recently in 52], where symmetries of the rears of cars on roads were detected. This paper is a good example of exploiting the simpli cations which are possible in a certain domain in order to meet real-time requirements, i.e., it was assumed that there were only vertical symmetry axes. This assumption made the algorithm very fast; real-time performance was achieved.
3.3 Skewed symmetries and line segment pairs for object recognition
Extracting skew symmetries has been another approach to make shape interpretations for deriving information about 3-D surface orientations 14, 16, 24, 34] . Most of these methods are tested only for line drawings 14, 24]. Ponce 34] used gray-value images for the experiments, however, the contours analyzed were closed and they were selected by hand. In 16] the construction of a symmetry analyzer is described, but occlusions are not allowed and the segmentation into object and background is assumed to be already solved. It has been suggested in 8, 18, 51] to use sets of linear segment pairs for model-based object recognition. In these papers, the methodology for doing segmentation is to group data into larger meaningful sets which belong to single objects by directly recognizing them. These methods rely on a-priori given object models.
The presented method in comparison to other work
The discovery of symmetry from real-world gray-value images is still an important subject in computer vision research. A large number of papers has been published on this subject. In our opinion, only a few of them have addressed the problem of developing methods for imperfect or noisy situations. The method described in this paper does not require closed or complete contours and the object surfaces may be textured. The gure and ground discrimination problem is solved also in the cases of substantial occlusion. The method presented is tuned to the detection of elongated symmetrical structures with a single symmetry axis. In some situations it would be useful to group several noncollinear symmetrical units. However, this step is not yet part of our method.
A very constraining characteristic of our work was the real-time target. Therefore every possibility for simpli cation o ered by the working environment and the object set had to be exploited. This is the rationale for our opting for the detection of symmetries of straight line segment pairs and for grouping these units into longer sequences, using the principles of perceptual organization of proximity of end points and collinearity applied to the symmetry axis segments of the units. 4 
Binary contour chains are obtained by application of the Canny edge operator 11]. Ramer's method 35] is then used for nding piecewise linear approximations of the curves. This recursive method terminates when the maximum approximation error is below a prede ned threshold. For all experimental results presented below, this threshold was set to two pixels. In this way a large set of linear segments was obtained. Any two linear segments from this set, provided they ful ll some sensible geometric constraints, can be regarded as being related by a symmetry relation. We follow the convention, that the symmetry axis of a pair of linear segments is the angle bisector between the lines passing through the linear segments. In this way a useful primitive shape unit is obtained.
The geometric attributes are de ned by quantitative, numeric measures pertaining to any pair of linear segments, namely (Fig. 2): End points of the linear segments S1 and S2: p1; p2; p3 and p4.
Angle between the lines going through the linear segments: As 2 0; 2 ].
Symmetry axis, the angle bisector of As: Ls ax + by + c = 0. Symmetry axis segment Ss, the line segment on the symmetry axis Ls where the projections of the sides S1 and S2 overlap. If they do not overlap, then Ss is the length of the separating line segment on the symmetry axis (shown in Fig. 3c ).
Middle point of the symmetry axis segment Ss: Pm. Global line segment, the longest line segment on the symmetry axis Ls between the projections of the end points of the linear segments S1 and/or S2: Sg. Point of intersection, the point where the lines going through the linear segments S1 and S2 intersect: Pc. The case when these lines do not intersect, i.e., when they are parallel, is recognized and treated appropriately.
Two linear segments S1 and S2 are shown in Fig. 2a . The geometric attributes for this pair are shown in Fig. 2b . Two of the geometric attributes are indicated in Fig. 2b , the symmetry axis segment Ss and the point of intersection Pc. These two attributes contain the key-information for computing the symbolic attributes.
The symbolic attributes for a pair of linear segments allow us to classify them into classes; they make it possible to select sets of segment pairs considering certain selection rules. Three symbolic attributes are de ned. First, the relative position of the projections of the sides onto the symmetry axis is considered. The segment pair is classi ed according to the qualitative type of the overlapping. Three di erent classes of overlapping can be distinguished:
The projection of one side completely covers the projection of the other side on the symmetry axis. This situation is referred to as the class covered. The projections of the sides overlap on the symmetry axis and none of them completely covers the other. This situation is referred to as the class overlapped. (a) Two linear segments are named S1 and S2. In (b) the computed geometric attributes are shown. The most important are: angle As, symmetry axis Ls, symmetry axis segment Ss, global line segment Sg and the point of intersection Pc.
The projections of the sides do not overlap on the symmetry axis. This situation is referred to as the class separated.
These di erent classes of overlapping are shown in Fig. 3 . The classical symmetry definitions do not have a comparable way to represent con gurations as given in Fig. 3a and Fig. 3b if the global line segment Sg is considered to represent the symmetry axis segment, or the situation in Fig. 3c . The possibility to arrive at false interpretations grows when the symmetry description is extended to regions where only one-sided edge information is explicitly present. On the other hand, there are world domains where such extrapolations are reasonable.
Second, the position of the point of intersection, i.e., Pc, can serve to distinguish the type of corner junction between the linear segments. The following three qualitatively di erent positions of Pc can be distinguished.
The position of Pc is between the end points of both sides. This situation is referred to as a corner type X-junction (Fig. 4a) .
The position of Pc is between the end points of one side and not between the end points of the other side. This situation is referred to as a corner type T-junction (Fig. 4b) .
The position of Pc is not between the end points of any of the sides. This situation is referred to as a corner type L-junction (Fig. 4c) .
The di erent situations are shown in Fig. 4 . They are reminiscent of the di erent line junctions in line drawings, i.e., L-, T-and X-junctions. As is well known, the Canny edge detector 11] does not excel in the explicit detection of corners from gray-value images 17]. The physical existence of the junction in the edge image is not presupposed here. Instead, a hypothesis of a possible junction is generated symbolically. If edge pixels are missing at the junction or near to it, this does not impair the generation of hypotheses.
Third, yet another classi cation of a pair of linear segments relies on the measured distances from the point of intersection Pc to the end points of the linear segments. If the distance from the end point of the side to the intersection point is small (< p 2 pixel), then these two points are said to coincide. This gives rise to the following qualitative classi cation of the detected number of corner con rmations (for notation see Fig. 2b ).
Pc coincides with both p1 and p3, double con rmation of the corner. Pc coincides with p1 or p3 and not with both of them, single con rmation of the corner. Pc does not coincide with p1 or p3, no con rmation of the corner.
For complex images, the number of segments and possible pairs of them can be rather high. To reduce computation time in such cases, it is advantageous to select or reject pairs of linear segments by applying certain rules to the symbolic attributes obtained or by comparing the computed geometric attributes to coarse numerical thresholds. This step is equivalent to a kind of ltering process which lets survive only a small subset of segment pairs. Subsequent processing of line segment pairs can thus become much faster. 
Grouping pairs of linear segments into sets of them
The purpose of the segmentation method presented in this paper is to extract complete axial descriptions of symmetrical shapes of objects or their parts. It is obvious, that the single primitive symmetry unit, i.e., a pair of linear segments, is too restricted to alone provide satisfactory shape descriptions of complex objects. It is necessary to group the selected pairs of linear segments; the fundamental reasons are the following: Contours are often noncontinuous due to gaps in the edge maps, as shown in Fig. 5a . Curved contours are normally described by several linear segments when they are approximated by polygons, as shown in Fig. 5b . Occlusions as in Fig. 5c may occur. The grouping processes should provide correct, complete shape descriptions in all these situations. Two steps for grouping line segment pairs into higher level entities have been de ned. They allow the procedure to arrive at a description of complex shapes even when starting from incomplete data. The nal descriptions may consist of any number ( 2) of linear segment pairs. In the rst grouping step, combinations of two units of linear segment pairs are examined to see if they can be grouped into couples. Again, couples are selected or rejected according to computed symbolic and geometric attributes. Some of the attributes for couples are the same as those for single pairs of linear segments. Now however, the symbolic and geometric grouping attributes, for a couple of two units of linear segment pairs, are computed between the symmetry axis segments Ss1 and Ss2 of the two linear segment pairs. An example is shown in Fig. 6b . In addition geometric di erence attributes are computed for each couple:
Di erence of the opening angles of two linear segment pairs: As = jAs1 ? As2j.
A new symmetry axis Ls is obtained as explained in 4.3 for the global symmetry axis. Distances of the overlap middle points of the two linear segment pairs Pm1 and Pm2 from the new symmetry axis Ls: d1 and d2. d1 is the distance from the point Pm1 to the new symmetry axis Ls, and d2 is respectively the distance from the point Pm2. An example is shown in Fig. 6c .
Couples of linear segment pairs are selected or rejected according to the computed grouping attributes. The speci c acceptance rules and threshold values for this grouping step are, of course, di erent from the ones used in the constructing of the linear segment pairs.
In the second grouping step, couples of linear segment pairs are further grouped into sets of them. It is controlled by a single grouping rule:
All couples of linear segment pairs which have a common pair of linear segments are grouped into a single set. The resulting set is called a global set of linear segment pairs, it may consists of any number of them ( 2) . An example will clarify these remarks:
Each pair of linear segments is marked with a unique label. The designation f6; 3g means, that two linear segment pairs, the labels of which are 6 and 3, have been grouped into a couple. Suppose, that the rst grouping step produced the following eight couples: f1; 8g; f9; 2g; f5; 6g; f2; 4g; f2; 3g; f6; 1g; f3; 4g and f9; 3g.
The second grouping step now groups all components which belong together, into one structure, resulting in two global sets of linear segment pairs: f1; 8; 6; 5g and f9; 2; 4; 3g. After introducing an ordering into these sets, we are ready to compute axial shape descriptions.
Shape representations and object recognition
The new global symmetry axis of the resulting global set is determined by taking into account the symmetry axis segments Ss of each accepted pair of linear segments in the grouped global set of them. It is computed by the following de nition:
End points and middle points are extracted from all symmetry axis segments Ss in the global set of linear segment pairs. The points are weighted by the lengths jjSsjj.
The global symmetry axis is the principal axis of least inertia for the selected point set which is de ned by the computed moments (in 2], page 255).
Two alternative possibilities for determining the axial descriptions of shape are now given. They make explicit use of the detected symmetrical units, i.e., the pairs of linear segments contained in their global sets. The computation of the basic symmetry version consists of the following steps.
All pairs of linear segments in their global set are considered.
The symmetry axis segment Ss of each pair of linear segments is orthogonally projected onto the global symmetry axis, and each description of shape is appended into the global description of shape at the place of its projection. The outermost symmetrical outline found in this way is the nal description of shape.
It is represented as a shape vector V s de ning the widths of the shape along the symmetry axis for some length of the shape jjV sjj.
Notice that for this basic version, the shape description is obtained only for those sections on the global symmetry axis onto which some symmetry axis segment Ss was projected.
In some applications, however, it is reasonable to aim for a more complete description of shape even if this implies an increase in the probability of making a false interpretation from the image. This second version for describing axial shapes makes use of the global symmetry axis line segment Sg (See Fig. 2 ), which contains parts where there is only one-sided shape information. Otherwise the computation of this extended symmetry version is close to that of the basic symmetry version given above. Some gaps in the symmetry description can be closed with this version.
We nally have arrived at a global axial description of shape (basic or extended) in the form of a vector de ning the widths of the shape along the symmetry axis. It is compact and its implementation is time e cient. These characteristics make the methods presented suitable for robot vision systems.
Axial descriptions of shapes of several objects can be stored in an object model data base. It is possible to compute the best match between the shapes found in the image and the object models stored in the data base. The LMS errors of the di erences between the shapes found and the object models are computed by the following steps. Figure 5 : A pair of linear segments alone is rarely a complete representation of an object. In (a) the edge contours are noncontinuous due to gaps in the edge map. In (b) the curved contours are split into several linear segments in the polygonal approximation. In (c) some parts of the overlapped object are not visible. The grouping processes presented are able to provide correct, complete shape descriptions in all these situations. The object models are shifted over each detected image shape along their aligned symmetry axes.
The LMS errors of the di erences between the image shape (where it has been extracted) and the object models are computed.
The calculated LMS errors are scaled; they are divided by the sum of the lengths of the corresponding tting sections. The smallest (scaled) LMS error is obtained to nd the best matching object and to determine its pose in the image.
Experiments for Finding Symmetrical Structures

Recognition of cutlery pieces
This section describes the adaptation and application of the ideas laid out above to the real world robot vision system presented in 2.1, in particular, to the recognition of cutlery pieces. Fig. 7a shows a typical image of a dish scene. The edge map is computed with the Canny edge detector 11] using a Gaussian low-pass lter with = 1. With the detection threshold set to 1=12 of the maximum, 7571 edge pixels as shown in Fig. 7b are obtained.
The binary contour chains are approximated by linear segments; the polygonal approximation results in 616 segments. When only linear segments longer than 5 pixels are considered, 305 segments remain, as shown in Fig. 8a . Pairs of linear segments are then formed; they are rst selected or rejected using symbolic selection rules. Only segment pairs are accepted for which (1) the class of overlapping is either covered or overlapped, (2) the type of the corner is an L-junction and (3) the number of corner con rmations is zero. 9159 pairs are obtained. Second, coarse thresholds are set for some of the geometric attributes; (1) maximum angle As: 45 , (2) minimum length of the symmetry axis segment jjSsjj': 10 pixels, and (3) minimum distance between the sides is restricted to be less than 40 pixels. These additional constraints reduce the number of accepted segment pairs to 278, shown in Fig. 8b . This is a tremendous reduction in the number of entities which have to be handled.
The same happens in the next step of the hierarchical grouping scheme which produces couples of line segment pairs with compatible symmetry axes. Only segment pairs for which the symbolic class of overlapping is separated are chosen. This results in 37319 couples. Second, numeric thresholds are set for the geometric grouping attributes; (1) maximum angle As: 10 (to look for similar orientations). (2) The general grouping strategy could be tuned to the detection of the tine area of the fork.
In the last step of the hierarchical grouping scheme all couples of linear segment pairs which have a common pair of linear segments are grouped into sets. Axial descriptions of shapes are determined for the obtained global sets using the basic version of shape description as described in 4.3. These shapes are shown in Fig. 9b . The teaspoon is correctly represented, and the fork is described by two global sets. The strong specular re ections on the fork and the clearly visible shadows also cause a false set to appear on it.
Object recognition is nally carried out; the results are shown in Fig. 10a , where the object models are drawn over the toned down input image. The teaspoon is correctly recognized as well as the fork. The false global sets could be rejected due to low similarity to all object models in matching. The following rejection rules have been used for qualifying the results in matching with object models. (1) The minimum total length of symmetry is set to 50. The smallest LMS error with object models is determined; corresponding to the best tting, the minimum length of the vectors in tting is set to (2) 50 pixels and (3) 75 % of their symmetry length, and (4) the maximum LMS error is set to 2:0.
The total computing time was 3.8 s on a SUN Sparc station 2 for the above experiment. This includes all computations needed for describing and selecting pairs of linear segments, carrying out both grouping steps, determining representations of shape and matching with object models. The computing time is of the same order as the time needed for manipulating (gripping, moving and depositing) the cutlery pieces with the robot.
A di erent set of cutlery pieces was used in the two examples of Fig 11 . Also, in this case, the models did not merely rely on the handle regions, but on the outline of the heads of the pieces, too. The rst example, in (a), shows a spoon partially occluded by a glass dessert bowl. In (b) the recognized spoon and its pose are shown by its outline and symmetry axis. A second symmetry axis was also found; however no model in the database tted the corresponding sequence of line segment pairs (LSPs). It should be noted that occlusion of cutlery pieces is not typical, because the system works by removing rst the pieces which are highest in the silhouettes. Thus the second example (c) and (d) is more typical: cutlery pieces lying unoccluded on some support.
Finding the tines of forks
The general method presented in section 4 could be adapted to the recognition of elongated symmetrical objects, as demonstrated in the experiments above. Other useful shape descriptions or features can also be extracted by adapting the grouping criteria to particular applications. A method for detecting the tine area of forks is outlined below.
Consider the image shown in Fig. 7a and the 278 pairs of linear segments extracted from it and shown in Fig. 8b . The rst grouping step is now controlled by grouping rules which are di erent from those used in the earlier experiments. Now, couples of linear segment pairs are selected for which the computed class of overlapping is covered or overlapped (was separated above). The second grouping process produces 8 global sets of linear segment pairs.
Two measures for the assessment of the global sets are now considered; (1) the computed length of the shape vector, jjV sjj, and (2) the sum of the lengths of the symmetry axis segments s = jjSs1jj + jjSs2jj+; :::; +jjSsNjj. Global sets for which s >> jjV sjj are looked for. The global set shown in Fig. 10b is best, with values of jjV sjj = 59 and s = 607.
The speci c area of the fork, where the tines can be found, shows a signi cant amount of parallel structures. The presented grouping combines parallel structures into sets. 
Stereo vision
In this section we want to give two further examples of the usefulness of the general method:
-the extraction of global symmetric shape descriptions and of the pertaining 3-D symmetry axes for the case of thin and relatively at elongated objects -an industrial inspection problem which uses the projection of light stripes onto a windshield, the 3-D form of which has to be extracted.
3-D recovery of the symmetry axes
If we have a stereo system with two cameras with a not too large baseline, and if both cameras are looking from almost vertically above, and if the main axis of the objects does not deviate more than 15 from the horizontal, then the object shape distortions in the images are tolerably small (See Fig. 12a and b) . We can nd the 3-D symmetry axis from the two 2-D symmetry axes extracted from the two images. A line in one camera image de nes a plane in 3-D space. Therefore if we have in each camera image a line which we are sure is the projection of the same 3-D line we can invert the process, intersect the two planes corresponding to the image lines and recover the 3-D line.
The correspondence between two 2-D symmetry axes in the two camera images is established by considering the results of the object identi cation and by comparing shape descriptions associated with the symmetry axes obtained. The smallest LMS errors for the di erence between the found shapes can be searched.
A 400 x 400 stereo image pair of a dish scene has been taken, the left image is shown in Fig. 12a and the right one in Fig. 12b . The edge maps are again obtained with the Canny edge detector 11], after which the contour chains are approximated by linear segments. Axial descriptions of shape are extracted applying the methods presented in this paper to each of the images of the stereo pair. The results after object model matching are shown in Fig. 12c for the right image. The same couple of cutlery pieces, i.e., the fork and the knife, were recognized in the left image (not shown).
After identifying corresponding objects and 2-D symmetry axes in the two images, the 3-D symmetry axes are established as shown in Fig. 12d . The object model shapes are drawn along the axes. It should be noted that no corresponding image points need to be explicitly determined in this approach.
Extraction of 3-D form in industrial inspection
Another example of the use of this stereo capability -now in an industrial context -is the inspection of car windshields. The critical feature for its quality is its 3-D shape, the assessment of which is a di cult task for any measuring equipment. An active stereo vision system using the 3-D Mapvision measurement system 27] with 4 cameras has been developed to solve this problem. Three light stripes are projected onto the windshield, which is supported by a metal-wire rack in a transport chassis (Fig. 13) .
Notice that obviously most of the light goes through the windshield glass causing the strongest response to appear on the chassis. However, it is the weak re ections from the glass surface which are to be detected. Thus, a speci c non-linear scaling is rst applied. The approximate locations of the light stripes are known, since the measuring geometry is determined in advance during calibration. This makes it possible to de ne a region of interest. The evaluation of the stripe image in the four camera images allows the computation of 3-D position and shape of the individual stripe. A good assessment of the 3-D shape of the windshield is obtained by combining evidence from the three stripes.
Conclusion
In computer vision, image segmentation has been and still is widely studied due to its basic importance for various visual processes. Segmentation is particularly important for object recognition systems, since the computing time needed for recognition is strongly dependent on the quality of the segmentation results. Signi cant new applications for a variety of robotic systems would become possible if robust, automatic and computationally e cient object recognition systems relying on visual data could be provided. In this paper we have presented methods for nding axial descriptions of symmetrical shapes from real world gray-value images. Two-dimensional projections of three-dimensional man-made objects are often symmetrical. Thus, the extracted axial descriptions of symmetrical shapes are useful for object recognition. The presented method for doing object segmentation is based on structure rather than on local properties in the images. Structural image segmentation methods, particularly when based on symmetries, need not make explicit use of object models from the beginning, they are more robust against noise and their computational implementations are time e cient.
In the presented approach for nding symmetrical shapes, a Linear Segment Pair (LSP) together with its associated symmetry axis segment is the basic symmetry primitive. Several of them are selectively grouped, along the symmetry axes of the linear segment pairs, in order to describe more complex symmetrical shapes. This elaborate two-step grouping process belongs to the domain of intermediate level vision. It helps to to overcome noise and erroneous or incomplete edge information. Finding symmetrical structures can establish a focus of attention, i.e., select particular areas in images for more thorough analysis. In our approach, the determined axial descriptions of shapes are compared with stored object models in order to locate and recognize the objects.
Applications of the methods developed in this paper to shape description, object recognition and stereo correspondence have been illustrated. These methods have been applied to a real world robot vision problem, namely the detection of cutlery pieces in dish scenes. Object boundaries of strongly re ecting cutlery pieces are (nearly) always incomplete and the re ections cause additional edges to appear on them. Such an experimental setup is challenging: complex, gray-value images have been analyzed. The methods developed were one part of a large automatic 3-D object recognition system, which was further used to control a robot arm. The robot was capable of clearing cafeteria trays with typical cafeteria objects, in close to real time. Another application, namely the assessment of the 3-D shape of windshields, has been described as well.
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