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Abstract
We present the quantization of the 2 + 1 dimensional nonprojectable Horˇava
theory. The central point of the approach is that this is a theory with second-
class constraints, the quantization procedure must take account of them.
We consider all the terms in the Lagrangian that are compatible with the
foliation-preserving-diffeomorphisms symmetry, up to the z = 2 order which
is the minimal order indicated by power-counting renormalizability. The
measure of the path integral must be adapted to the second-class constraints,
and this has consequences in the quantum dynamics of the theory. Since
this measure is defined in terms of Poisson brackets between the second-class
constraints, we develop all the Hamiltonian formulation of the theory with
the full Lagrangian. We found the soundly result that the lapse function
(and the metric) acquires a totally regular form. The quantization requires
the incorporation of a Lagrange multiplier for a second-class constraint and
fermionic ghosts associated to the measure of the second-class constraints.
It turns out that these unphysical variables have related propagators. These
results signal that the second-class-constraint sector play a crucial role for
the consistent renormalization of the theory.
1 Introduction
Horˇava theory [1, 2] is a geometrical field theory that may be used to study quantum
gravity since it is power-counting renormalizable and unitary. As a field theory, it
has some open questions that deserve deep analysis. For example, the consistent
quantization of its nonprojectable version is still pending. This is a rather nondirect
program since the nonprojectable theory has second-class constraints, any scheme
of quantization must take account of them. Once a consistent framework for such
a quantized theory has been established, an important application for it is to prove
(or disprove) its renormalizability. On the contrary, the projectable version has not
second-class constraints, hence its quantization can be achieved with the standard
techniques of gauge field theories. Indeed, the renormalizabilty of the projectable
version has been proven [3]. Moreover, it is a theory with asymptotic freedom in
2+1 dimensions [4]. Quantum corrections to the 2 + 1 projectable theory has been
studied in Ref. [5].
The geometrical framework introduced in the Horˇava theory is to represent the
gravitating space as a foliation of spacelike hypersurfaces along a given direction
of time. The foliation is considered as absolute, that is, it cannot be changed by
a symmetry transformation. The theory is formulated in terms of the Arnowitt-
Deser-Misner (ADM) variables: the spatial metric gij, the lapse function N and
the shift vector Ni, which are natural for such a foliation [6]. The gauge symmetry
of the theory is given by the group of all the foliation-preserving diffeomorphisms
(FDiff) acting on these variables. We emphasize that the presence of this gauge
symmetry does not guarantee that the standard quantization procedures for gauge
theories –Faddeev-Popov [7], BRST, background-field method, etc., are sufficient
to perform the quantization of this theory, due to the presence of the second-class
constraints. The second-class constraints are not associated to gauge symmetries.
Besides the quantization of the gauge sector, one must find a way to incorporate
the second class constraints as restrictions on the phase space, hence making a
consistent quantization.
The FDiff gauge symmetry leads to a theory that includes higher order terms in
spatial derivatives. As a consequence, it is expected that the renormalizability of
the theory is improved with respect to general relativity, since the behavior of prop-
agators is improved in the ultraviolet. Simultaneosly, unitarity can be safe since no
higher time derivatives are generated. The theory has two versions, the projectable
version where the lapse function N is a function only of time and the nonprojectable
version where N may depend on the time and the space. The projectable condition
is preserved by the FDiff summetry group, hence the projectable case constitutes
an independent formulation. The nonprojectable version has field equations closer
to the Einstein equations, and its 3 + 1 formulation has more chance of surviving
the observational tests than the projectable case. In the nonprojectable version,
a fundamental extension of the Lagrangian was proposed in Ref. [8] by including
terms depending on the FDiff-covariant vector ai = ∂i lnN .
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Computations in quatum gravity are tipically difficult. In the case of the non-
projectable 3 + 1 Horˇava gravity, the Lagrangian includes a number of the order of
102 different terms that are compatible with the FDiff gauge symmetry. However,
when the dimensionality of the space is reduced to 2+1, the number of independent
terms in the Lagrangian reduces drastically and the theory is still interesting for
doing quantum gravity. Indeed, an outstanding feature of the 2+1 Horˇava theory is
that it propagates a physical, scalar, degree of freedom, unlike 2+1 general relativ-
ity which is a topological theory. Thus, 2 + 1 Horˇava theory is a three-dimensional
model with a particle carrying the local gravitational interaction, hence, in principle,
perturbative quantization based on Feynman propagators and Feynman graphs can
be used. An exception occurs when the theory is formulated at the critical point,
in which case a physical mode is suppressed. This critical point, whose definition
depends on the dimensionality of the theory, has been called the kinetic-conformal
point [9]. In the 2+1 dimensional case the theory becomes topological at the critical
point, since the only propagating mode dissappers. This case deserves a separate
study, here we only consider the noncritical formulation.
Our objective in this paper is to perform a detailed analysis of the quantization of
the 2+1 nonprojectable Horˇava theory. As we have commented, an essential feature
of the nonprojectable theory is the presence of second-class constraints. This fact
forces us to consider the quantization in rather different approaches to ones used in
general relativity, projectable Horˇava theory and gauge theories in general with only
first-class constraints. As it is well known, there are two main routes to manage
theories with second-class constraints, namely, the path integral quantization with
the appropriate measure for the second-class constraints and the Dirac brackets in
the operator formalism. We focus on the path integral quantization, since it is more
adaptable to a gravitational field theory as the Horˇava theory. Since the measure
corresponding to the second-class constraints is defined in terms of the canonical
variables and their Poisson brackets [10], our approach is based on the Hamiltonian
formulation of the theory.
We consider the full 2 + 1 theory. Hence we consider in the Lagrangian all
the inequivalent terms that are compatible with the FDiff symmetry, up to the
minimal order in spatial derivatives required by power-counting renormalizability,
which is z = 2 in the 2 + 1 theory [1]. This yields a Lagrangian with terms of
second, third and fourth order in spatial derivatives. We combine the perturbative
approach, where the constraints can be solved and one can obtain the propagator
of the theory, with formal nonperturbative and nonreduced approaches.
We comment that, in spite of being a nontopological theory, the 2 + 1 Horˇava
theory still shares some features with 2 + 1 general relativity. A fundamental issue
with consequences in the local quantization is the definition of asymptotic flatness,
which in particular is relevant for the Hamiltonian formulation of the theory. In 2+1
general relativity the definition of asymptotic flatness is not based on having a fixed
metric at infinity, unlike the 3 + 1 case. The definition lies on the existence of the
exact solution corresponding to the gravitational field of a massive point particle.
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This solution is a locally flat cone with a deficit angle that depends on the mass
of the particle [11]. An asymptotically flat configuration is then a configuration
that approaches this solution for large enough distances. As a consequence, the
dominant mode in the expansion is not fixed functionally, as we have commented. In
a previous paper [12], we studied the analogous situation in the 2+1 nonprojectable
Horˇava theory, finding that the same solution for the massive point particle is valid
in the Horˇava theory. Thus, we proposed the same definition of asymptotic flatness
as in 2 + 1 general relativity [13] for the three-dimensional Horˇava theory. More
consequences on the value of the energy and the role of the higher order terms were
considered in that reference.
2 The nonprojectable Horˇava theory in 2 spatial
dimensions
The starting point is the definition of a foliation formed by two-dimensional spatial
slices, the foliation being defined along a direction of time. This setting is consid-
ered as absolute, it can not be changed by a symmetry transformation. Thus, the
underlying gauge symmetry group is given by the diffeomorphisms that preserve
the foliation, FDiff. Under a FDiff transformation, the coordinates (t, ~x) transform
as
δt = f(t), δxi = ζ i(t, ~x). (2.1)
The Horˇava theory is formulated in the Arnowitt-Deser-Misner (ADM) variables,
which are the spatial metric gij, lapse function N and shift function Ni. Under a
FDiff transformation, the ADM variables transform as
δN = ζk∂kN + fN˙ + f˙N , (2.2)
∂Ni = ζ
k∂kNi +Nk∂iζ
k + ζ˙jgij + fN˙i + f˙Ni , (2.3)
δgij = ζ
k∂kgij + 2gk(i∂j)ζ
k + f g˙ij . (2.4)
With the FDiff gauge symmetry one may define the Horˇava theory in the projectable
and the nonprojectable formulations. In the projectable version the lapse function
is a function only on time, N(t). This condition is preserved by the FDiff symmetry,
as it can be directly deduced from (2.2). We will focus in the nonprojectable version
and the minimum grade of anisotropy to ensure the renormalization of the Horˇava
theory.
The action of the nonprojectable Horˇava theory in 2 + 1 dimensions is
S =
∫
dtd2x
√
gN
(
GijklKijKkl − V
)
, (2.5)
where the extrinsic curvature is defined by
Kij =
1
2N
(
g˙ij − 2∇(iNj)
)
, (2.6)
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and the hypermatrix Gijkl is a four-index metric
Gijkl =
1
2
(
gikgjl + gilgjk
)− λgijgkl . (2.7)
The dimensionless parameter λ that appears inside of the kinetic term play role
fundamental in the theory. The matrix Gijkl has inverse if only if λ 6= 1/2, a condi-
tion that we assume throughout this paper. On the contrary, when this parameter
acquires the critical value λ = 1/d, where d is the spatial dimension, the kinetic
term acquires conformal invariance, although the whole theory is not conformally
invariant due to the potential that breaks this symmetry. The critical theory can
become conformal if the potential is conformal, like a Cotton-square term and the
potential studied in [14]. At the critical point the extra scalar mode is eliminated
due to the raising of two second-class constraints [15]. Recently it has been fo-
cused the quantization of the Horˇava theory at the kinetic-conformal point in 3+ 1
dimensions [9].
The potential V must be invariant under FDiff. It must be formed by invariants
written in terms of the spatial metric and the accelaration vector [8]
ak = ∂k lnN . (2.8)
The full potential in 2 + 1 dimensions, considering all the terms up to z = 2, is
given by [16]
V = −βR−αa2+α1R2+α2a4+α3Ra2+α4a2∇kak+α5R∇kak+α6∇lak∇lak+α7(∇kak)2
(2.9)
where β, α, and the α1,...,7 are independent coupling constants.
3 Canonical formulation
3.1 Hamiltonian and constraints
Our principal aim is to address the path integral quantization of the theory. To this
end we perform the canonical formulation. The nonreduced phase space is spanned
by the conjugate pairs (gij, π
ij) and (N,PN). The first (primary) constraint that
arises in the formulation is the vanishing of the momentum conjugate to the lapse
function,
PN = 0 , (3.1)
since the Lagrangian in (2.5) does not depend on the time derivative of N . Given
the Lagrangian in (2.5), the conjugated momentum tensor of the spatial metric has
the form
πij√
g
= GijklKkl . (3.2)
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The time derivative of the metric g˙ij can be completely solved from this expression
if only if the coupling constant is λ 6= 1/2. This is the mathematical reason behind
the critical case λ = 1/2.
As happens in the canonical formulation of general relativity [6], the Legendre
transformation automatically incorporates the momentum constraint
H′i = −2∇jπij , (3.3)
which generates spatial coordinate transformations only in (gij, π
ij). Consequently,
the shift function Ni is regarded as a Lagrange multiplier. We are interested in the
full generator of the spatial diffeomorphisms, therefore we must include the gen-
erator of the spatial coordinate transformations in (N,PN) [17], hence we redefine
(3.3) by
Hi = −2∇jπij + PN∂iN . (3.4)
Unlike general relativity, the bulk part of the Hamiltonian does not arise as a
sum of the primary constraints, it arises instead as
H =
∫
d2x
(
N√
g
(
πijπij +
λ
1− 2λπ
2
)
+N
√
gV +NiHi + σPN
)
, (3.5)
where the function σ and Ni are the Lagrange multipliers of the primary constraints.
Before we proceed further, we parenthetically comment on the definition of
asymptotic flatness in the 2+1 gravitational theories. The exact solution of a par-
ticle at rest in general relativity is a flat cone with a deficit angle that depends of
the mass of the particle [11]. This motivates the definition of asymptotically flat
condition in general relativity [13]. In the Horˇava theory in 2 + 1 dimensions we
found [12] that the same solution is valid, hence we introduce the same definition
of asymptotic flatness in 2 + 1 Horˇava theory, under which the canonical variables
behave asymptotically as
gij = r
−µ(δij +O(r−1)), πij ∼ O(rµ−2), N = 1 +O(r−1), (3.6)
where µ is an arbitrary constant. The asymptotically flatness conditions impose
restrictions on the differentiability of the Hamiltonian (3.5). hence we must add a
counterterm to the Hamiltonian (3.5) for its differentiability
E = +2πβµ . (3.7)
This energy term is the same that general relativity to except by the presence of
the constant β.
Now we move to the time preservation of the primary constraints. The preser-
vation of the PN = 0 generates a secondary constraint, the Hamiltonian constraint
H = 1√
g
(
πijπij +
λ
1− 2λπ
2
)
+
√
g
(
V − 1
N
B(N)
)
, (3.8)
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where the term B stands for the total divergences,
B ≡ −2α∇k(Nak) + 4α2∇k(Na2ak) + 2α3∇k(NRak)− α4(∇2(Na2)
−2∇l(∇k(ak)Nal))− α5∇2(NR)− 2α6∇k∇l(N∇lak)− 2α7∇2(N∇lal). (3.9)
Note that the integral of the Hamiltonian constraint (3.8) has the form∫
d2xNH =
∫
d2xN
(
πijπij√
g
+
λ
1− 2λ
π2√
g
+
√
gV
)
−
∫
d2x
√
gB . (3.10)
According to asymptotically flat conditions, the last integral in (3.10) is zero; hence,
it does not contribute to the background energy.
The next step is the preservation of the Hamiltonian constraint. The following
bracket is useful to this end,
{H(y),
∫
d2xηH} =∫
d2x
(
HL ~Nη + 2
[
f1∇lπkl + (1 + ω)(π∇kf1 − f1∇kπ)
−πkl∇lf1 − f3τklal + τijZ ijk − τakf4 + 2τklal(f2 − 1
2
α6R) + (4α2 − 2α4)τijaiajak
+
∂l(Nf3)
N
(1
2
τgkl − τkl
)
+ (2α4 − 4α7)τij∇iajak − α4akal∇lτ − ∂k
(
α4τija
iaj
+
α5
2
τR + 2α7τij∇iaj
)
+ 2
α6
N
(1
2
τ∇l(N∇lak)−NMijkτij
)]
(N∂kη − η∂kN)
+2N
[
(−2α3 + α6)
(
τij∇i∇j
(
Nak∂kη
′
)
− τ∇2
(
Nak∂kη
′
))
− α5
(
τij∇i∇j
(
N∂k∂
kη′
)
−τ∇2 (N∂k∂kη′) )− 2α4τij∇j (Nalai∂lη′)− 2α6
(
− 1
2
τij∇l
(
Naiaj∂lη′
)
+τija
j∇i
(
∂k
(
N∂kη
′
))
− 1
2
τ∇l
(
al∂k
(
N∂kη
′
)))
− α7
(
τij∇i
(
Naj∂k∂kη
′
)
−1
2
∇l
(
Nal∂k∂kη
′
))]
−√g σ
N
(
Bη′ − 2∇k(ηakf2) +∇2(ηf3) + 2α6∇k∇l(η∇lak)
+2Nf2a
k∇kη′ + f3N∇2η′ −∇k (2Nf2∇kη′)− 8α2∇l
(
Nalak∇kη′
)
+2α4∇2
(
Nak∇kη′
)− 2α4∇k (Nak∇2η′)+ 2α7∇2 (N∇2η′)+ 2α6N∇lak∇k∇lη′
+2α6∇k∇l
(
N∇k∇lη′) )
)
,
(3.11)
where η is arbitrary function and we define η′ = η
N
. The symbols introduced above
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are
τkl = πkl +
λ
1− 2λgklπ, τ = g
klτkl, (3.12)
f1 = −β + 2α1R + α3a2 + α5∇kak, (3.13)
f2 = −α + α3R + α4∇kak + 2α2a2, (3.14)
f3 = α4a
2 + α5R + 2α7∇kak, (3.15)
f4 = −α + 2α2a2 + α4
(
a2 +∇lal
)
+ α5R +
1
2
α6R, (3.16)
Z(ij)k = 1
2
f3g
ijak − α6
(
a(i∇kaj) + a(i∇j)ak − ak∇(iaj)) , (3.17)
Mijk = ai∇jak + al∇laigkj + gki∇j∇lal. (3.18)
To obtain the desired time preseration of the Hamiltonian constraint, we put η = δ2
into the bracket (3.11). This yields an elliptic partial differential equation for the
Langrange multiplier σ,
0 = −√g
(
2
N
(α6 + α7)∇4σ′ + 4ak(α6 + α7)∇k∇2σ′ + 2
(
f3 − f2 − 1
N
α4∇k
(
Nak
)
+
2
N
α7∇2N
)
∇2σ′ +
(
− 8α2alak + 4
N
α4∇k (Nal) + α6
(
4∇lak + 2
N
∇k∇lN))
∇k∇lσ′ +
( 2
N
∇k (N(f3 − f2))− 8
N
α2∇l(Nalak) + 2
N
α4∇2 (Nak)
+
4
N
α6∇l (N∇kal)
)
∇kσ′ +
(
B − 2
N
∇k
(
Nf2a
k
)
+
2
N
α6∇k∇l (N∇lak)
+
1
N
∇2 (Nf3)
)
σ′
)
+ 2(2α3 − α6)∇k
(
Nak
(
∇i∇j(Nτij)−∇2 (Nτ)
))
−2α5∂k∂k
(
N
(
∇i∇j(Nτij)−∇2 (Nτ)
))
− 4α4∇k
(
Nakai∇j(Nτij)
)
+4α6∇l
(1
2
Naiaj∇l (Nτij) +N∇i∂l
(
Naiτij
)− 1
2
N∇l
(
τak∇k(Nτ)
) )
+2α7∂k∂
k
(
Nai∇j(Nτij)− 1
2
N2a2
)
−∇k(NP )−NakP −∇k
(HNk) ,
(3.19)
where
P = 2
(
f1∇lπkl + (1 + ω)(π∇kf1 − f1∇kπ)− πkl∇lf1 − f3τklal + τijZ ijk
−τakf4 + 2τklal(f2 − 1
2
α6R) + (4α2 − 2α4)τijaiajak + ∂l(Nf3)
N
(
1
2
τgkl − τkl
)
+(2α4 − 4α7)τij∇iajak − ∂k(α4τijaiaj + α5
2
τR + 2α7τij∇iaj)− α4akal∇lτ
+2
α6
N
(
1
2
τ∇l(N∇lak)−NMijkτij
))
.
(3.20)
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Dirac’s procedure ends at this step; the preservation of the Hamiltonian constraint
has generated a elliptic partial differential equation, therefore there are no more
constraints.
Summarizing, we have found two primary constraints, (3.1) and (3.4), one sec-
ondary constraint (3.8), and a elliptic partial differential equation for the Langrange
multiplier σ. We have shown that the boundary terms do not contribute to the
background energy because of the asymptotic flat conditions, therefore to have a
differentiable Hamiltonian we just need to add the energy term (3.7).
The differentiable Hamiltonian with all the constraints incorporated has the
form
H =
∫
d2x
(
N√
g
(
πijπij +
λ
1− 2λπ
2
)
+N
√
gV +NiHi + σPN + AH
)
+ E ,
(3.21)
where A is a Lagrange multiplier (we assume that it decays asymptotically fast
enough). Once all constraints have been incorporated to the Hamiltonian with its
respectively Lagrange multiplier, the equations of motion of the canonical variables
in the Hamiltonian formalism are
N˙ = Nk∇kN + σ , (3.22)
g˙ij =
2√
g
(N + A)
(
πij +
λ
1− 2λgijπ
)
+ 2∇(iNj) , (3.23)
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π˙ij = −(N + A)
(
− 1
2
gij√
g
(
πklπkl +
λ
1− 2λπ
2
)
+
2√
g
(
πikπjk +
λ
1− 2λππ
ij
)
+
1
2
gij
√
gV +√g
(
−1
2
f1g
ijR − f2aiaj − f3∇iaj − 2α6∇iak∇jak
))
−√g(∇i∇j(f1(N + A))− gij∇2(f1(N + A)) +∇(i(f3aj)(N + A))
−∇k(Z(ij)k(N + A))−H(iN j) − 2∇k(N (iπkj)) +∇k(Nkπij) + 2αN√g
(
1
2
akgij − a(igkj)
)
∂kA
′ − 4α2N√g
(
1
2
akgij − akaiaj − a2a(igkj)
)
∂kA
′
−2α3
(
−N√gRa(igkj)∂kA′ +∇i∇j
(
N
√
gak∂kA
′
)− gij∇2 (N√gak∂kA′) )
+α4
((
−gk(iglj) + 1
2
gklgij
)√
g∂l(Na
2)∂kA
′ +Naiaj∂k
(√
g∂kA′
)
−2
(
1
2
∇lalak −∇lala(igkj) − ak∇iaj
)
N
√
g∂kA
′ − 2∇(i (aj)N√gak∂kA′)
+gij∇k
(
akN
√
gal∂lA
′
))
+ α5
(
(−g(ikglj) + 1
2
gklgij)
√
g∂l∂kA
′
+
1
2
N
√
gR∂k
(√
g∂kA′
)−∇i∇j (N∂k (√g∂kA′))+ gij (N∂k (√g∂kA′))
)
+2α6
(
1
2
gij∇l
(
N∇lak) ∂kA′ + 1
2
glk∇l
(
Naiaj∂kA
′
)− (∇(i∇j)ak +∇lN∇la(igkj))∂kA′
−Ngk(i
(
∇j)(∇lal) + 1
2
Raj)
)
∂kA
′ − 1
4
NRgijak∂kA
′ +
1
2
∇i∇j (Nak∂kA′)
−1
2
gij∇2 (Nak∂kA′)+∇iaj∂k (N∂kA′)−∇(i (aj)∂k (N∂kA′))+ 1
2
gij∇l
(
al∂k (N∂kA
′)
))
+2α7
((
−g(ikglj) + 1
2
gklgij
)√
g∂l(N∇rar)∂kA′ +N∇iaj∂k
(√
g∂kA′
)
−∇(i (aj)N∂k (√g∂kA′)) 1
2
gij∇l
(
Nal∂k
(√
g∂kA′
)))
.
(3.24)
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3.2 Algebra of the constraints
In this section we show the algebra of the constraints. The Poisson brackets that
involve the momentum constraint are{∫
d2xǫkHk ,
∫
d2yηlHl
}
=
∫
d2xHlL~ǫηl, (3.25){∫
d2xǫkHk ,
∫
d2yηH
}
=
∫
d2xHL~ǫη, (3.26){∫
d2xǫkHk ,
∫
d2yηPN
}
=
∫
d2xPNL~ǫη. (3.27)
This confirms that the momentum constraint (3.4) is a first class constraint. It is
the generator of the gauge symmetry associated to the spatial transformations.
The Poisson bracket of PN with itself is zero. The Hamiltonian constraint does
not commute with itself neither with PN , therefore the constraints H and PN are
second class constraints. The Poison brackets between them are{∫
d2xǫH,
∫
d2yηPN
}
=
∫
d2x
√
gη′
(
Bǫ′ − 2∇k(ǫakf2) +∇2(ǫf3)
+2α6∇k∇l(ǫ∇lak) + 2Nf2ak∇kǫ′ + f3N∇2ǫ′ −∇k (2Nf2∇kǫ′)
−8α2∇l
(
Nalak∇kǫ′
)
+ 2α4∇2
(
Nak∇kǫ′
)− 2α4∇k (Nak∇2ǫ′)
+2α7∇2
(
N∇2ǫ′)+ 2α6N∇lak∇k∇lǫ′ + 2α6∇k∇l (N∇k∇lǫ′) ),
(3.28)
{∫
d2xǫH,
∫
d2yηH
}
= 2
∫
d2x
((
f1∇lπkl + 1− λ
1− 2λ(π∇
kf1 − f1∇kπ)
−πkl∇lf1 − f3τklal + τijZ ijk − τakf4 + 2τklal
(
f2 − 1
2
α6R
)
+ (4α2 − 2α4)τijaiajak
+
∂l(Nf3)
N
(
1
2
τgkl − τkl
)
+ (2α4 − 4α7)τij∇iajak − ∂k
(
α4τija
iaj +
1
2
α5τR
+2α7τij∇iaj
)
− α4akal∇lτ + 2α6
N
(1
2
τ∇l(N∇lak)−NMijkτij
))
(ǫ∂kη − η∂kǫ)
+
(
− η
(
(−2α3 + α6)
(
τij∇i∇j
(
Nak∂kǫ
′
)− τ∇2 (Nak∂kǫ′))
−α5
(
τij∇i∇j
(
N∂k∂
kǫ′
)
− τ∇2
(
N∂k∂
kǫ′
))
− 2α4τij∇j
(
Nalai∂lǫ
′
)
−2α6
(
− 1
2
τij∇l
(
Naiaj∂lǫ′
)
+ τija
j∇i (∂k (N∂kǫ′))− 1
2
τ∇l
(
al∂k (N∂kǫ
′)
) )
−α7
(
τij∇i
(
Naj∂k∂kǫ
′
)− 1
2
∇l
(
Nal∂k∂kǫ
′
)))− η ←→ ǫ)
)
,
(3.29)
where ǫ, η are arbitrary functions and ()′ = ()/N .
The canonical variables are {gij, πij , N, PN} (8 variables). There are four func-
tional degrees of freedom eliminated by the constraints. The gauge symmetry of the
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spatial diffeomorphisms gives two gauge degrees of freedom. Therefore, among the
original eight degrees of freedom in the nonreduced phase space, six are unphysical,
leaving two propagating degrees of freedom. This represent a even scalar degree of
freedom in the theory. This mode renders the theory nontopological.
4 Quantization in the reduced phase space
4.1 Linearized theory
We start with the perturbations around the configuration that corresponds to the
“Minkowski” solution,
gij = δij , N = 1 , Ni = 0 . (4.1)
We also consider µ = 0. The pertubations are parameterized according to
gij = δij + hij , N = 1 + n, A = a, π
ij = pij , N i = ni, PN = pN . (4.2)
The perturbations decay as hij ∼ O(r−1), pij ∼ O(r−2) and n ∼ O(r−1). These
linearized variables transform under FDiff as
δn = f˙ ,
δni = ζ˙ i, (4.3)
δhij = 2∂(iζj), (4.4)
where the functions f, ζ are infinitesimal FDiff parameters.
The linearized Hamiltonian to second order evaluated in the phase space is
H ≈
∫
d2x
(
pijpij +
λ
1− 2λp
2 − β
(
− ∂2h+ ∂i∂jhij + hij∂2hij − 2hij∂i∂lhlj
+ hij∂i∂jh +
1
2
∂lh
ij∂lhij − ∂lhlk∂ihik + 1
2
∂lh
lk∂kh
+
(
n +
1
2
h
)(−∂2h+ ∂i∂jhij) )− α∂kn∂kn+ α1 (−∂2h+ ∂i∂jhij)2
− α5∂2n
(−∂2h+ ∂i∂jhij)+ α6∂i∂jn∂i∂jn + α7∂2n∂2n),
(4.5)
and the equation of motion up to first order are
N˙ ≈ σ , (4.6)
g˙ij ≈ 2
(
pij +
λ
1− 2λδijp
)
+ 2∂(inj), (4.7)
π˙ij ≈ β∂i∂j (n + a)− 2∂i∂j
(
2α1
(−∂2h+ ∂k∂lhkl)+ α5∂2n)− βδij∂2 (n+ a)
+2δij∂2
(
2α1
(−∂2h+ ∂k∂lhkl)+ α5∂2n). (4.8)
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We introduce the orthogonal tranverse and logitudinal decomposition
hij =
(
δij − ∂i∂j
∂2
)
hT + ∂(ihj), (4.9)
We impose the transverse gauge
∂ihij = 0, (4.10)
under which all the longitudinal sector of the metric is eliminated, hLi = 0. The
linearized momentum constraint eliminates the longitudinal sector of pij , since
∂ip
ij = 0, (4.11)
hence pLi = 0. The Hamiltonian constraint to first order is given by
β∂2hT − α5∂4hT + 2α∂2n+ 2(α6 + α7)∂4n = 0, (4.12)
we may solve for n,
n =
1
2
( −β + α5∂2
α+ (α6 + α7)∂2
)
hT
= PhT . (4.13)
Therefore the momentum and Hamiltonian constraints and the transverse gauge fix
the variables hLi , p
L
i and n, leaving the transverse sector the pair {hT , pT} and the
Legendre multiplier ni active. The longitudinal sector of the linearized evolution
equation of the metric gij (4.7) yields an equation for ni,
∂2ni + ∂
j∂inj = − 2λ
1− 2λ∂ip
T , (4.14)
whose solution is
ni = − λ
1 − 2λ∂i
(
1
∂2
pT
)
. (4.15)
The traces of the linearized eqs. (4.7) and (4.8) lead automatically to their trans-
verse sector. The trace of these equations, after using eq. (4.13) lead to
h˙T = 2
(
1− λ
1− 2λ
)
pT , (4.16)
p˙T = −β∂2(n+ a)− 4α1∂4hT + 2α5∂4n, (4.17)
theses equations imply
h¨T = 2
(
1− λ
1− 2λ
)
(−βP∂2hT − β∂2a+ [2α5P − 4α1]∂4hT ). (4.18)
This represent the propagating equation of the scalar mode {hT , pT} of the complete
nonprojetable Horˇava theory in 2 + 1 dimensions [16].
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4.2 The reduced Hamiltonian and the propagator of the
physical mode
We show the quadratic Hamiltonian (4.5) in the transverse gauge evaluated on the
phase space, the reduced Hamiltonian,
HRED =
∫
d2x
(
pTMpT + hTMhT
)
, (4.19)
where
M =
1− λ
1− 2λ, (4.20)
M =
(
β + βP + αP2) ∂2 + (α1 + α5P + [α6 + α7]P2) ∂4. (4.21)
We look for the propagator of the independent physical mode in the transverse
gauge for the full Horˇava theory in 2 + 1 dimensions. The path integral in the
reduced phase space has the form
Z0 =
∫
DhT DpT exp
[
i
∫
dt d2x
(
pT h˙T −HRED
)]
, (4.22)
where HRED is reduced Hamiltonian density of the equation (4.19). After of Gauss-
sian integration in pT we obtain the path integral in the noncanonical form
Z0 =
∫
DhT exp
[
i
∫
dt d2x
(
1
4M
h˙T h˙T −HRED
)]
, (4.23)
we can get the propagator of the physical mode
< hijhkl >=
θijθkl
ω2/4M + (β + βP + αP2)~k2 + (α1 + α5P + [α6 + α7]P2)~k4
,
(4.24)
where
θij = δij − kikj~k2
. (4.25)
5 The path integral in the nonreduced phase space
5.1 Nonperturbative formalism
In the Hamiltonian formulation of a field theory, the recipe for the measure of
the gauge sector was provided by Faddeev [18]. In this formulation, the gauge
symmetries have first-class constraints associated. The measure is then given by the
brackets between the first-class constraints and the chosen gauge-fixing conditions,
which, by definition, must be nonzero brakets. In our case the first class constraints
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are the components of the momentum constraints Hi. Let us denote by χi = 0 the
associated gauge-fixing conditions. The measure of the gauge sector is given by
det{Hk, χl} . (5.1)
Regarding the second-class constraints, let us introduce a common notation for
them, namely, θ1 = H and θ2 = PN . The measure corresponding to the second-
class constraints is defined by Senjanovic [10] as√
det{θp, θq} . (5.2)
The path integral in terms of the nonreduced canonical variables has then the form
Z0 =
∫
DV δ(Hi)δ(χi)δ(θ1)δ(θ2)eiScan, (5.3)
where the measure and the action are given respectively by
DV = DgijDπijDNDPN × det{Hk, χl}
√
det{θp, θq} , (5.4)
Scan =
∫
dt d2x
(
PNN˙ + π
ij ˙gij − N√
g
(
πijπij +
λ
1− 2λπ
2
)
−N√gV
)
. (5.5)
5.1.1 The measure of the gauge sector
Since we have the momentum constraint explicitly, Eq. (3.4), we can make explicit
computations on the measure of the gauge sector, taking a quite general gauge-
fixing condition χi. This must be a condition that fixes the freedom of choosing
spatial coordinates. For simplicity, let us consider that this condition only involves
the spatial metric, χi = χi(h), but otherwise arbitrary. Using the expression (3.4),
we obtain the bracket
{Hk(x), χl(y)} = 2
∫
d2z∇(i
(
δkj)δ
2
) δχl(h)
δhij
= −2δk(i∇j)
(
δχl
δhij
)
. (5.6)
A important question one can pose here is whether this approach for dealing
with the gauge fixing and the first-class constraints is equivalent to the usual ap-
proach (Faddeev-Popov) for incorporating the gauge-fixing condition in the path
integral quantization of gauge theories, typically formulated in terms of covariant
Lagrangians. To answer this question, we evaluate the Fadeev-Popov determinant
of the standard approach. We need the gauge-transformed field, where the gauge
symmetry is an infinitesimal spatial diffeomorphism, then
hζij = hij + 2∇(iζj) . (5.7)
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The Faddeev-Popov factor becomes
δχl(h
ζ(x))
δζk(y)
=
∫
d2z
δχl(h
ζ(x))
δhζij(z)
δhζij(z)
δζk(y)
= 2
∫
d2z∇(i
(
δkj)δ
2
) δχl(hζ)
δhζij
. (5.8)
This shows that, at least for a general gauge-fixing condition that depends on the
spatial metric, χi(h), the measure in the Hamiltonian formulation (5.6) and the
measure in the Fadeev-Popov approach coincide.
If we consider the transverse gauge condition, χj = ∂ihij = 0, the bracket of the
measure becomes
{Hk, χl} = δχl(h
′)
δζk
= δkl ∂
2δ2 + ∂k∂lδ
2 +
(
δkl Γij
i + Γjl
k
)
∂jδ2. (5.9)
In the path integal, the determinat of the gauge sector is incorporated to the action
by means of ghosts fields,
det{Hk, χl} =
∫
Dǫ¯Dǫ exp
(
i
∫
dt d2xǫ¯k
(
δkl ∂
2δ2+∂k∂lδ
2+
(
δkl Γij
i + Γjl
k
)
∂jδ2
)
ǫl
)
.
(5.10)
5.1.2 The second-class-constraint measure
There is a important simplification because the matrix of brackets between the
second-class constraints acquires a triangular form,
{θp, θq} =
( {H,H} {H, PN}
{PN ,H} 0
)
, (5.11)
then the determinat of the matrix Poisson bracket is a quadratic form,√
det{θp, θq} = det{H, PN}. (5.12)
The bracket between the Hamiltonian constraint and PN is show in (3.28), setting
η = ǫ = δ2
{H, PN} =
√
g
N
(
B
.
N
− 2∇k(.akf2) +∇2(.f3) + 2α6∇k∇l(.∇lak)
+2Nf2a
k∇k
( .
N
)
+ f3N∇2
( .
N
)
−∇k
(
2Nf2∇k
( .
N
))
−8α2∇l
(
Nalak∇k
( .
N
))
+ 2α4∇2
(
Nak∇k
( .
N
))
−2α4∇k
(
Nak∇2
( .
N
))
+ 2α7∇2
(
N∇2
( .
N
))
+2α6N∇lak∇k∇l
( .
N
)
+ 2α6∇k∇l
(
N∇k∇l
( .
N
)))
δ.
(5.13)
We may promote the measure (5.12) to the action by means of ghosts fields. We
define the fermionic fields η and its conjugate η¯, such that
det{H, PN} =
∫
Dη¯Dη exp
(
i
∫
dt dx2η¯{H, PN}η
)
. (5.14)
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5.2 Perturbations in the path integral: linearized theory
We study the quadratic quantum action. It takes the form
Scan ≈
∫
dt d2x
(
pnn˙+ p
ij h˙ij −
(
pijpij +
λ
1− 2λp
2
)
− α6∂i∂jn∂i∂jn− α7∂2n∂2n
− α1
(−∂2h+ ∂i∂jhij)2 − α5 (−∂2h+ ∂i∂jhij) ∂2n
)
.
(5.15)
The ghosts are of first order, therefore the determinant of second-class constraint
must be considered at zero order,
det{H, PN}0 =
∫
Dη¯Dη exp
(
i
∫
dt d2xη¯
(
2(α6 + α7)∂
4
)
η
)
. (5.16)
To further advance in the computations, we adopt a partial reduction in the
phase space. This means that we eliminate explicitly all the variables belonging
to the gauge sector, but leaving the second-class constraints unsolved. This allows
us to find the propagators of all the sector that is not associated to the gauge
symmetry. To eliminate the gauge sector easily, we impose the transverse gauge,
χj = ∂ihij = 0. This implies that the longitudinal sector of the metric is eliminated.
Moreoer, the linearized momentum constraint eliminates its longitudinal sector, so
hLi = p
L
i = 0. The resulting path integral is
Z0 =
∫
DhTDpTDnDpNDη¯Dηδ(H)δ(pN) exp
(
i
∫
dt d2x
(
pN n˙−M
(
pT − 1
2M
h˙T
)2
+
1
4M
h˙T h˙T −
(
hT (α1∆
2)hT + n((α6 + α7)∆
2)n− hT (α5∆2)n
)
+ η¯
(
2(α6 + α7)∂
4
)
η
))
,
(5.17)
where we have used that, under integration,
δ(hLi )δ(p
L
i )δ(χj) det{Hi, χj} = 1. (5.18)
The variables pn and p
T are not associated to the gauge symmetries, but them can
be integrated directly (pn is trivial and the integration on p
T is Gaussian). Finally,
we may promote the delta δ(H) to the Lagrangian by using a Lagrange multiplier,
which we denote by a, such that the path integral includes the integration in a. In
the perturbative approach, a is considered as a variable of linear order, hence, in
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the quadratic ation we need the expression of the Hamiltonian constraint H up to
linear order. The linear-order epression for H can be taken from Eq. (4.12),
H = β∂2hT − α5∂4hT + 2α∂2n + 2(α6 + α7)∂4n . (5.19)
We are interested in the case UV behavior, we discard all the lower order terms,
keeping only the z = 2 terms. After these steps, we arrive at the path integral
Z0 =
∫
DhTDnDη¯Dη exp
[
i
∫
dt d2x
(
1
4M
h˙T h˙T − α1hT∂4hT − (α6 + α7)n∂4n
+ α5h
T∂4n+ a
(−α5∂4hT + 2(α6 + α7)∂4n)+ 2(α6 + α7)η¯∂4η
)]
.
(5.20)
Our notation for the propagators is as follows: they are obtained from
(
hT n a η¯ η
)( M1 0
0 M2
)


hT
n
a
η¯
η

 . (5.21)
Therefore, to get the propagators we must invert the matrix inside this product,
where
M1 =

 ω
2
4M
+ α1k
4 −α5k4/2 α5k4/2
−α5k4/2 (α6 + α7)k4 −(α6 + α7)k4
α5k
4/2 −(α6 + α7)k4 0

 , (5.22)
M2 =
(
0 −(α6 + α7)k4
(α6 + α7)k
4 0
)
. (5.23)
Thus, we obtain the propagators
< hThT > = 4M
(
ω2 +M
(
4α1 − α
2
5
α6 + α7
)
k4
)
−1
, (5.24)
< nn > =
α25M
(α6 + α7)2
(
ω2 +M
(
4α1 − α
2
5
α6 + α7
)
k4
)
−1
, (5.25)
< hTn > =
2α5M
α6 + α7
(
ω2 +M
(
4α1 − α
2
5
α6 + α7
)
k4
)
−1
, (5.26)
< hTa > = 0 (5.27)
< na > = − 1
(α6 + α7)k4
, (5.28)
< aa > = − 1
(α6 + α7)k4
, (5.29)
< η¯η > =
1
(α6 + α7)k4
. (5.30)
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We observe that the propagators of hT and n get a regular form. That is, any
nonregular part of the propagator of the lapse function, which is the obstruction
to apply the criterium of renormalizability found in Ref. [3], has disappeared, once
the second-class constraint are taken into account. Secondly, there is an evident
similarity between the propagator of the Lagrange multiplier a and the one of the
ghosts η¯, η. We consider that this is again an evidence of the importance of the
second-class constraint sector, since these ghosts fields are the ones incorporating
te measure of the second-class constraint, a measure that must be included by con-
sistency [10]. It seems that it compesates the presence of the unphysical Lagrange
multiplier a.
5.3 Interactions
The previous result on the propagator of the ghosts fields introduced by the measure
of the second-class constraints suggest to further explore the quantum formulation
of this theory. To this end we expect that the next order in perturbations, which
yields nontrivial interactions, may be useful. We list the third-order version of the
measure of the second-class constraints and the potential
det{H, PN} ≈∫
Dη¯Dη exp
(
i
∫
dt d2xη¯
(
− 2(α6 + α7)
(
− ∂4 + ∂4n+ n∂4
+2∂kn∂
2∂k
)
+ (4α4 − 2α6 − 8α7)∂i∂jn∂i∂j + (−3α4 − 2α6 + 2α7)∂2n∂2
+2(−α3 + α5)
(−∂k∂2h+ ∂k∂i∂jhij) ∂k + (−α3 + 2α5) (−∂2h+ ∂i∂jhij) ∂2
+(α6 + α7)
(
h∂4 − 2∂2 (δijχijk∂k) )+ α6(− ∂k∂2h∂k + ∂k∂i∂jhij∂k − ∂2h∂2
+∂i∂jh
ij∂2 − 2δijχijk∂k∂2
)
+ 2α7
(
− ∂2hij∂i∂j − 2∂ihjk∂i∂j∂k − 2hij∂2∂i∂j
−∂ihij∂j∂2 + 1
2
∂kh∂
k∂2
))
η
)
,
(5.31)
where
χijk =
1
2
(∂ihjk + ∂jhik − ∂khij) . (5.32)
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The potential up to third order takes the form
N
√
gV ≈ α6∂i∂jn∂i∂jn+ α7∂2n∂2n + α1
(−∂2h + ∂i∂jhij)2
+α5
(−∂2h + ∂i∂jhij) ∂2n+ α4∂2n∂kn∂kn− α6(2∂kn∂in∂k∂in
+n∂k∂
in∂k∂in
)
− α7
(
2∂kn∂kn∂
2n + n∂2n∂2n
)
+ α1n
(−∂2h+ ∂i∂jhij)2
+α3
(−∂2h + ∂i∂jhij) ∂kn∂kn + α5
((−∂2h+ ∂i∂jhij)
(
1
2
h∂2n
−hkl∂k∂ln− ∂kn∂kn− ∂knγlpχlpk
)
+
(
hij∂2hij − 2hij∂i∂lhlj
+hij∂i∂jh+
1
2
∂lh
ij∂lhij − ∂lhlk∂ihik + 1
2
∂lh
lk∂kh
)
∂2n
)
+α6
(
− 2hij∂k∂jn∂k∂in+ 1
2
h∂i∂jn∂i∂jn− 2χijk∂i∂jn∂kn
)
+α7
(
1
2
h∂2n∂2n− 2hij∂i∂jn∂2n− 2∂2n∂inδjkχjki
)
+α1
(
1
2
h
(−∂2h+ ∂i∂jhij)2 + 2 (−∂2h+ ∂k∂lhkl) (hij∂2hij
−2hij∂i∂rhrj + hij∂i∂jh+ 1
2
∂rh
ij∂rhij − ∂rhrj∂ihij + 1
2
∂ih
ij∂jh
))
.
(5.33)
6 Conclusions
We have considered the consistent quantization of the 2+ 1 nonprojectable Horˇava
theory, considering all the terms in the Lagrangian that are covariant under the FD-
iff gauge symmetry. Our central focus has been in the presence of the second-class
constraints, which requires that the quantization must be addressed in a different
way to the pure gauge theories, that is, gauge theories without second-class con-
straints. We highlight that the mesaure for the second-class constraints is known,
at least in the Hamiltonian formalism [10].
We have performed the full Hamiltonian analysis of the theory, finding all the
constraints explicitly, classifying the constraints between first and second class. As
expected, the momentum constraint is the only first-class constraint. It is asso-
ciated to the symmetry of arbitrary spatial diffeomorphisms over each leaf of the
foliation, which is the only gauge symmetry of the theory in the strict sense. The
set of constraints is complete in the sense that their preservations lead to elliptic
differential equations for Lagrange multipliers. An application of this analysis is the
characterization of the physical propagating mode of the theory. We have shown
this by means of a perturbative analysis.
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The Hamiltonian formulation of the theory has enabled us to obtain the measure
of the second-class constraints explicitly. A central result is that the matrix of Pois-
son brackets of the second-class constraints acquires a quadratic form. This simplify
the square root of the measure, such that it can be incorporated to the quantum
Lagrangian by means of fermionic ghosts. We have extracted further consequences
of the measure using perturbative analysis. We have found the rather surprising
result that, when the Hamiltonian constraint and the measure are considered in
the quantization procedure, the lapse function acquires a completely regular form.
There are no nonregular terms in the propagator of the lapse function, nor in the
one of the scalar mode of the spatial metric. The would-be nonregular part was
previously found in Ref. [3] as an obstruction to achieve the renormalization of the
nonprojectable theory by means of the thecnique of regular propagators. On the
basis of this, we consider that all the second-class-constraint sector, which means
that we must incorporate these constraint to the quantization procedure, together
with their associated measure, plays a fundamental role in the consistent quantiza-
tion of the theory, and even in the proof of its renormalization. More analysis in
this direction is required.
Further computations on the quantization of the theory with interactions are also
required. In particular they may shed light on the renormalization, since explicit
amplitudes can be computed. With this aim, we have presented the quantum
theory, that is, the measure and the potential, at cubic order in perturbations.
We expect that this work can be extended with the computations of the (scalar)
graviton scattering and to explore its renormalization.
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