Consider the events {F n ∩ n−1 k=1 F k = ∅}, n ∈ N, where (F n ) ∞ n=1 is an i.i.d. sequence of stationary random subsets of a compact group G. A plausible conjecture is that these events will not occur infinitely often with positive probability if
Introduction
Let G be a (not necessarily abelian) second countable, compact group. Consider an i.i.d. sequence (F n ) ∞ n=1 of random closed subsets of G. Suppose each F n is stationary in the sense that xF n has the same distribution as F n for all x ∈ G. We are interested in conditions under which "F n doesn't keep slipping through the cracks left by F 1 , . . . F n−1 ", by which we mean
(observe that the probability of the event on the left-hand side is either 0 or 1 by the HewittSavage zero-one law). A necessary condition for (1) is that P {F i ∩ F j = ∅ | F j } > 0 a.s. for i = j . F k = ∅} = 0 (see the beginning of the proof of Proposition 3.1), and it is tempting to conjecture that this condition is also sufficient for (1) to hold. We present a counterexample to this conjecture in §2, and establish a valid sufficient condition for (1) (a) For all T > 0,
We prove Theorem 1.1 in §4. Using similar ideas, we prove the following in §5. (a) For all T > 0,
In the final section, we describe a related unsolved problem concerning coalescing Lévy processes that motivated our interest in this topic.
A counterexample
The following counterexample shows that (2) is not sufficient for (1) to hold.
is an independent i.i.d. sequence of Tvalued r.v. with common distribution . Note that E n ∩ [U n , U n + c] has Hausdorff dimension α almost surely for all 0 < c < 2π. Also, if G is any fixed set with Hausdorff dimension greater than 1 − α, then P{(E n ∩ [U n , U n + c]) ∩ G} > 0 for all 0 < c < 2π. Therefore,
If H is any closed, -null subset of T, then lim c↓0 ({x : [x, x + c] ∩ H = ∅}) = 0 by bounded convergence. It is therefore possible to find a sequence 2π > c 1 > c 2 > . . . of positive constants such that
Let µ be a probability measure on ]0, 2π[ such that
It is clear that x + F n has the same law as F n for all x ∈ T. It follows from (3) that (2) holds. Now,
and it follows from (4) and (5) that the probability on the left-hand side of (1) is 1 in this case.
A sufficient condition
Given two finite Borel measures µ and ν on G and x ∈ G, define finite measures µ * ν,μ, σ x µ, and
, and τ x µ(f) = f(yx) µ(dy), respectively. As usual, write suppµ for the closed support of a finite Borel measure µ. Recall that G is unimodular. That is, there is a unique Borel probability measure λ (the Haar measure) such that σ x λ = λ for all x ∈ G and the measure λ also has the property that τ x λ = λ for all x ∈ G.
be an i.i.d. sequence of random probability measures on G such that σ x M n has the same distribution as M n for all x ∈ G and M i * M j is almost surely absolutely continuous with respect to λ for i = j with a density that is in L 2 (λ ⊗ P). Then (1) holds for F n = suppM n .
Proof. We want to show that P(A n i.o.) = 0, where A n is the event that F n does not intersect
It therefore suffices by Borel-Cantelli to show that
Electronic Communications in Probability Let ν be a fixed probability measure and put S = suppν. Let B( ), > 0, be the ball around the identity in some metric that generates the topology on G. Put β = λ(B( )) −1 . By a simple consequence of the Cauchy-Schwarz inequality (see Inequality II in Ch. 1 of [9] ) we have
.
(note that E[M 1 * ν(·)] = λ by the assumption that σ x M 1 has the same law as M 1 for all x ∈ G and the uniqueness of Haar measure). Thus, by Fatou's lemma and Jensen's inequality we have (writing Λ for the density of
and (6) holds as required.
Proof of Theorem 1.1
We need only show that (a) implies (b). Let Ψ denote the characteristic exponent of Y n ; that is,
Write v for the density of ∞ 0 e −t P{Y n t ∈ ·} dt with respect to . By the same argument as in the proof of Theorem 5.4 of [7] we have
2 (dx) < ∞. Note that v has Fourier transform (1 + Ψ) −1 and so, by Parseval's theorem,
LetY n be the process Y n killed at an independent mean 1 exponential time. Put Q n = ∞ 0 1{Y n t ∈ ·} dt and writeQ n for the Fourier transform of Q n . It is easy to check that
(see, for example, the proof of Theorem 2.2 in [4] ). Therefore, by (7) and Parseval's theorem the random finite measure Q i * Q j is absolutely continuous with respect to for i = j with a density that is in
It is straightforward to conclude that M i * M j is absolutely continuous with respect to for i = j with a density that is in L 2 ( ⊗ P). An application of Proposition 3.1 completes the proof once it is noted that suppM n is the closure of {X n t : 0 ≤ t ≤ T } and that {X n t : 0 ≤ t ≤ T } differs from its closure by at most a countable set.
Proof of Theorem 1.2
We need only show that (a) implies (b). We begin with some observations. WriteȲ t = Y 
We want to show that P(A n i.o.) = 0, where A n is the event that G n does not intersect n−1 k=1 G k . Arguing as in the initial part of the proof of Proposition 3.1 that leads up to (6) , it is sufficient to establish
Observe by the quasi-left-continuity of X 1 and X 2 that
where for two càdlàg paths h 1 , h 2 we set
(with the usual convention that inf ∅ = ∞). Let h be a fixed càdlàg path. By Cauchy-Schwarz we have
Therefore, by Fatou's lemma and Jensen's inequality,
and (9) holds as required.
Coalescing Lévy processes: a problem
Our interest in the questions considered in this paper was sparked by a related, but apparently more difficult, problem concerning coalescing Lévy processes on the circle that arises in the analysis of the continuous sites stepping-stone models discussed in [6] and [5] . It would take us too far afield to describe these models and their genetic interpretation. However, we can briefly sketch the resulting Lévy process question. Let (X n ) ∞ n=1 be as in the introduction. For n = 1, 2, . . . define a process (I 
