Abstract: Long and continuous series of precipitation in a high temporal resolution are required for several purposes, namely, urban hydrological applications, design of flash flood control structures, etc. As data of the temporally required resolution is often available for short period, it is advantageous to develop a precipitation model to allow for the generation of long synthetic series. A stochastic model is applied for this purpose, involving an alternating renewal process (ARP) describing a system consisting of spells that can take two possible states: wet or dry. Stochastic generation of rainfall time series using ARP models is straight forward for single site simulation. The aim of this work is to present an extension of the model to spatio-temporal simulations. The proposed methodology combines an occurrence model to define in which locations rainfall events occur simultaneously with a multivariate copula to generate synthetic events. Rainfall series registered in different regions of Germany are used to develop and test the methodology. Results are compared with an existing method in which long independent time series of rainfall events are transformed to spatially dependent ones by permutation of their order. The proposed model shows to perform as a satisfactory extension of the ARP model for multiple sites simulations.
Introduction
Stochastic modeling of precipitation aims at conceptually representing the natural process through some mathematical relationships in order to generate synthetic series that reproduce the statistical properties of observations. Synthetic series are used for different purposes, e.g., planning and design, deriving long extended time series or regionalization of rainfall to areas without measurements. Among the existing precipitation models, the following types can be found: data driven generators (e.g., resampling [1, 2] and disaggregation [3] [4] [5] ), time series models (e.g., Markov chains [6] ), and event-based methods [7] [8] [9] , such as point and cluster process-based (e.g., Neyman-Scott [10] [11] [12] [13] , Barlett-Lewis [14] [15] [16] [17] [18] [19] [20] ) or alternating renewal models [21] [22] [23] [24] .
The spatio-temporal scale of the model is determined by the hydrological application, and modeling becomes more challenging for high resolutions. Precipitation in a sub-hourly temporal resolution is a key input for several purposes, namely rainfall erosivity quantification, optimization of design and operation of urban drainage systems, flash flood control structures, etc. Point or single-site models are useful when the spatial variability of precipitation is low and/or in cases in which a uniform representation is sufficient. Multi-point models are able to simultaneously generate time series at different sites while preserving temporal and spatial cross-correlation of the process. Many examples of multi-site models can be found in the literature; however, most of them are based on monthly, weekly, and up to daily time scales. For finer time resolutions, some of the models become complex and the parameters increase drastically. Furthermore, their performance declines as a result of the difficulty efficiently mimic joint behavior of event characteristics. However, their application for continuous modeling has been limited.
Therefore, the objective of this work is to contribute to the possibility of obtaining long rainfall series for multiple sites that can properly reproduce different characteristics of the observations, whilst keeping the model as simple as possible. For this reason a model based on an alternating renewal process is extended here for multiple sites. The model has been applied by [23] for modeling rainfall in single sites and was shown to be efficient for high temporal resolution applications. The model is considered easy to interpret and to transfer to new regions of interest. Furthermore, as it is event based, the number of parameters is not affected by the temporal resolution. The following questions are to be addressed in this work:
• Is an extension of the Alternating Renewal based process model to a multi-site application feasible? • Is the proposed extension able to reproduce both average event properties and extreme event statistics of observed rainfall in a high temporal resolution? •
How is the proposed model performing compared to the current practice? • Are copulas efficient tools for modeling continuous precipitation in a high temporal resolution?
It is the aim of this work to address these questions by developing a stochastic continuous precipitation model for simulating long time series of rainfall in a high temporal resolution. The application of the model for multi-sites is to be assessed.
Materials and Methods

Methods
Alternating Renewal Process
The precipitation model presented in this work is based on the theory of an alternating renewal process. This process is a continuous-time stochastic one that cycles through two possible states defined as rainfall and no-rainfall. Consequently, rainfall is modeled as events and involves two structures that complement each other: external and internal. The external structure involves the variables describing the durations of the wet and dry spells (WSD and DSD) and variables that consider the amount and intensity of rainfall falling during the wet spells (WSA and WSI). The renewal process has a precondition that these variables are independent and identically distributed (IID).The distribution of rainfall within the wet spells is described by the internal structure and involves the following variables: intensity of peak and time of occurrence of the peak (WSPeak and WSTpeak). The different components of the model are presented in Figure 1 .
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Alternating Renewal Process
The precipitation model presented in this work is based on the theory of an alternating renewal process. This process is a continuous-time stochastic one that cycles through two possible states defined as rainfall and no-rainfall. Consequently, rainfall is modeled as events and involves two structures that complement each other: external and internal. The external structure involves the variables describing the durations of the wet and dry spells (WSD and DSD) and variables that consider the amount and intensity of rainfall falling during the wet spells (WSA and WSI). The renewal process has a precondition that these variables are independent and identically distributed (IID).The distribution of rainfall within the wet spells is described by the internal structure and involves the following variables: intensity of peak and time of occurrence of the peak (WSPeak and WSTpeak). The different components of the model are presented in Figure 1 . Observed rainfall consists of measurements performed on a regular basis, for example every 5 min. Therefore, some thresholds must be set to identify events from the continuous time series. At first, the minimum time between wet spells to consider events as independent needs to be set. Here, 5 min are selected, meaning that a volume of precipitation different to zero is observed in all time 1  10  19  28  37  46  55  64  73  82  91  100  109  118  127  136  145  154  163  172  181  190  199  208  217  226 Observed rainfall consists of measurements performed on a regular basis, for example every 5 min. Therefore, some thresholds must be set to identify events from the continuous time series. At first, the minimum time between wet spells to consider events as independent needs to be set. Here, 5 min are selected, meaning that a volume of precipitation different to zero is observed in all time steps within the wet spell. This threshold omits any intra-event gaps, which, according to [48] , can lead to strong biases in WSI and WSD if they are extensive. However, this threshold results in some cases in which the autocorrelation of event variables are significantly different from zero, especially for the WSD, failing the precondition of IID variables. Further discussion regarding this shortcoming can be found in [49] . Second the minimum volume for an event to be considered as relevant is set to 1 mm. Only these events are included in the multi-site model, the discarded ones, referred to as small events, are implemented into the time series in a different way and uniformly for all stations.
Probability (marginal) distributions are fitted to DSD, WSD, WSA, WSI, and WSPeak for each station. WSTpeak values are modeled using a uniform distribution which results in values between 0 and 1 that are multiplied by the total duration (WSD) to derive the location of the peak intensity. The correlation between WSA and WSD is significant. Additionally, their ratio, i.e., WSI, is significantly correlated with the WSPeak. These dependence structures are included in the model by multivariate functions called copulas. Eventually, the external and internal structures are linked by a bivariate copula model used to simulate peak intensities conditioned on pairs of WSA-WSD. The internal structure is modeled by a mixture of two exponential functions described by a single parameter and estimated for each event. The marginal distributions describing variables involved in the external structure include a total of 10 parameters. These parameters are estimated for events belonging to different seasons separately. The internal structure involves a total of eight parameters estimated for all seasons together. Furthermore, for the external structure the parameters are specific for each station, whereas for the internal structure these parameters are invariant for all stations within a region.
As the novelty of this work is the extension of the ARP to multi-sites the following subsections will focus on the details related with this contribution. The development focuses on the external structure of the model. Therefore, further features related with definition and modeling of the internal structure and small events can be found in [23] , which applies the same model but for single stations.
Multivariate Synthesis of Rainfall Events
The proposed method consists of a number of subsequent steps. First an occurrence model is involved to generate the occurrence of rainfall events in a single or several stations simultaneously (Section Occurrence Model). Then a wet spell model generates pseudo values of WSA and WSD either for one station using bivariate copulas or for several stations using Vine copulas (Section Multivariate Wet Spell Model). Consequently pseudo values are bias corrected and transformed to real values by using probability distributions fitted to all events registered in each station. Thereafter, dry spells are introduced by a dry spell model into the time series for one of the stations and adjusted for the surrounding ones (Section Multivariate Dry Spell Model). In the last step the continuous series of events are converted to time series, i.e., with equidistant time steps.
The method requires the identification of events that occur simultaneously in several stations. For this purpose events are determined based on continuous time series for each station. Thereafter the temporal occurrence of events is compared between sites to define the events occurring isolated and those extending to several stations. The starting time step and length (WSD) are used to define events occurring simultaneously in several stations. A moving window of ±a × WSD is applied at the starting of each event to define whether events are classified as occurring simultaneously with events registered in other stations. a is a value that allows for some flexibility in the definition of simultaneous events and can change for different types of events. In this work a constant value of 1.5 is taken for all events. Events are then separated according to the simultaneous occurrence in 1, 2, 3, . . . , k stations.
The spatio-temporal structure of rainfall events is affected by topography, orography, coastal influences and the type of storm according to the season [50] . As stated by these authors, intense storms have an elliptical shaped field influence, whereas long lasting duration storms show a multi-cellular shape. Therefore rainfall events are additionally separated into different seasons according to the nature of physical processes causing them.
Occurrence Model
This part of the model is set up to simulate long time series of events occurring in 1, 2, 3, . . . , k stations simultaneously based on observed percentages. Percentages of events occurring in 1, 2, 3, . . . , k stations along with percentage of events occurring at each of the stations are included within this model to estimate their probabilities of occurrence. For a case study involving three stations a long time series describing events occurring in one, two, or three stations is randomly generated based on the probabilities of occurrence of each case and then events are assigned to each station according to the respective probabilities of occurrence. The outcome is a time series of event occurrences consisting of 0 s and 1 s that are assigned to each of the stations, with 0 meaning no event and 1 meaning event occurring at a particular station, an example is presented in Table 1 . 
Events extended to all stations are indicated with a number 3 in the first line of Table 1 . The multi-site model must guarantee that these events occur in the same temporal period of the final synthetic time series. Events extended to all stations in two sequential steps of the analysis are defined as "consecutive" (see e.g., columns 3-4 and 10-11 of Table 1 , marked with italic). From the rest of the events, the cases defined as "longest" are identified. An example of these events is marked with a red box ( Table 1) . These events correspond to the case with the highest number of events to be introduced when all stations are compared within a period delimited by events extended to all stations (i.e., between columns 4 and 10). This classification of events will be used later when the DSD is addressed (Section Multivariate Dry Spell Model).
Once the long time series of occurrence of events is generated, the next step is to assign event characteristics to the different occurrences. For this purpose, and using the previously presented example, three different multivariate models are used for generating time series of events occurring at either one, two, or three stations. The procedure is applied to each season separately.
Multivariate Wet Spell Model
Vine copulas are used to simulate pseudo-pairs of WSA and WSD for different locations simultaneously, resulting in spatially correlated time series of events. These models consist of decomposition of multivariate probability densities into bivariate copulas. Thus the method presents the advantage of using two-dimensional models for which a well-investigated variety of families is available. Modeling multiple variables by pair-copulas results in high flexibility to reproduce different dependence structures [51] . Furthermore there are several possible Vine structures which are constructed by specifying the order of the involved variables and their pair-wise dependencies. Two special Vine structure specifications are the so called drawable or D-Vine and canonical or C-Vine [47] . Vines are conceptualized as trees consisting of nodes (univariate random variables) and edges (bivariate copulas). In the D-Vine case each tree is a path and every node is connected to at most two edges, whereas a C-Vine structure assigns one node to each tree that is connected to all other nodes by the maximal number of edges [51] . The use of these copulas for an n-dimensional application requires the decomposition of the problem into products of pairs, i.e., bivariate, copula densities, and marginal densities. The pair-copula construction is defined by [43, [52] [53] [54] , and the density is represented as
where the first double product of the equation corresponds to pair copula densities (conditional and unconditional pairs), whereas the third product, i.e., the f k , represents the marginal densities of the n variables. If four variables are involved in the analysis, the density is presented as
where c 14|23 , c 13|2 , and c 24|3 are conditional pairs, c 12 , c 23 , and c 34 are unconditional pairs, and f 1 , f 2 , f 3 , and f 4 are marginal densities of each of the variables. A graphical representation of this structure is shown in Figure 2 , which includes a nested set of trees used to depict the decomposition. The Vine tree structure [53] indicates the order of dependency of the variables for a regular Vine structure.
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Once the structure is defined, Brechmann et al. [51] summarize the following sequential steps to set up a Vine copula model: Selection of appropriate pair-copula families (unconditional and conditional pairs) by information criteria such as Akaike Information Criterion [55, 56] and estimation of the corresponding parameter for each family by statistical inference (Maximum Likelihood method).
As was mentioned, a Vine copula model is set up for each group of events classified as occurring in 1, 2, 3, . . . , k stations. The copulas are used to simulate pseudo values that need to be back transformed to the real space. Marginal distributions are fitted to WSA and WSD involving all events registered by each station. The inclusion of all events guarantees a more robust fitting. Furthermore, this procedure results in a gain of robustness if regionalization of the model is of interest (it is not the aim to address this issue here). The transformation of pseudo values to the real space requires some correction as the first correspond to sub-sample of events whereas the marginals represent the whole data set.
A Bias Correction is used for this purpose which aims to correct the probabilities resulting from the different subsamples, i.e., groups of events based on occurrences in different stations, to the sample including all events. It is likely that an event classified as isolated is characterized by low values of WSD and WSA, and therefore low probabilities associated to these values, whereas an event extended to several stations will most likely have a long duration and high volume and thus high probabilities if all events are included. A Bias Correction is defined for each station by comparing the complete time series of events with the events belonging to the different groups, i.e., events occurring at 1, 2, . . . , k stations.
The analysis and synthesis presented in this work are performed using R [57] a free software environment for statistical computing. The simulations are accomplished with the aid of the following packages: Lmomco [58] , Copula [59] [60] [61] [62] , CVine [51] , and VineCopula [63] .
Multivariate Dry Spell Model
The duration of dry spells is not significantly correlated to variables characterizing wet spell. Therefore they are introduced into the model randomly using probability distributions fitted to DSD. Nevertheless, the generation of long time series of DSD for the different stations must guarantee that events occurring in two or three stations are temporally matching. For this purpose and in order to assure that events modeled as occurring simultaneously in several stations will appear in the same temporal period, the DSD are generated stochastically for one of the stations and thereafter estimated for the rest of the stations to match the total duration between events including the WSDs. The station used for DSD generation changes for the different steps of calculation. DSD are incorporated in two different ways according to their classification as "consecutive" or "longest" explained in Section Occurrence Model. From the observed time series DSD are divided into these two groups and probability distributions are fitted to the ensemble of "consecutive" events considering all stations together and to the "longest" events for each station separately.
The resulting time series of the occurrence model defines the distribution and station to be used for randomly introducing values of DSD. As an example for Table 1 , in column 3 a DSD from the distribution "consecutive" will be introduced for one of the three stations, which is selected randomly. This way, the total duration between these events extended to all stations is defined. Thereafter, the DSD for the other two stations is assigned according to their WSD (which results from the Vine copula) to fulfill the total duration.
Another case corresponds to a period delimited by events extended to all stations with many events in between. In this case the DSD distribution fitted to "longest" events is used for generating random values of DSD. An example of this case is shown in Table 1 for events occurring between columns 4 and 10. In this example Station C would be used for introducing random values of DSD as it has the highest number of events within the delimited period, i.e., four events. The DSDs corresponding to the rest of the stations are then introduced randomly but in this cases conditioned to the total duration between events occurring in all stations for that period. The described methodology results in a continuous time series of events i.e., wet spells followed by dry spells for each of the involved stations.
Limitations of the Model
The proposed method relies on the definition of rainfall events as occurring isolated or simultaneously in several stations. The assumption for defining events is therefore an important feature. In this work a minimum duration between events of 5 min was assumed, and only events with volume equal or greater than 1 mm are included in the multisite modeling. Furthermore a fixed value of 1.5 was applied for defining the moving window to compare events in different stations and classify them as isolated or simultaneous. This fixed value could vary according to the type of event or to the distance between stations to account for the movement of the storm from one station to the next and to the temporal lag between rainfall registered in different locations.
The model could be applied to data sets involving many stations; however a limitation would be the length of data available in several stations simultaneously for setting it up. The total number of observed events must be divided into sub-samples according to the number of involved stations and cases of occurrence. Furthermore rainfall events are separated into different seasons according to the nature of physical processes causing them.
Alternative Method: Simulated Annealing
An alternative method is used to compare and assess the performance of the proposed methodology. This method is based on simulated annealing and is explained and applied to hourly rainfall time series by [24] . The method consists of two steps. First, a temporal stochastic synthesis of rainfall is performed in different stations as single sites. The model presented by [23] is used for this purpose. The simultaneous synthesis of WSA and WSD is done using the regional empirical copula, which is described in the mentioned publication. In the second step, the rainfall events from the different stations are resampled to reproduce the spatial dependency among the stations according to the distance between them.
The resampling consists of a non-linear discrete optimization based on Simulated Annealing, and the aim is to minimize an objective function that takes into account the difference of spatial dependency structure between observed and simulated time series. Three different spatial consistency measures are taken into account, namely probability of bivariate rainfall occurrence, correlation between rainfall intensities and continuity measure, and weights of each measure within the objective function. For more details, the reader may refer to [24] .
Assessment Criteria for Performance
The synthetic rainfall should be able to reproduce the spatial dependence structure of the rainfall process. Different measures are used for evaluating the performance of the model and comparing observed and synthetic rainfall series. The measures are based on each individual station or on areal time series estimated using all stations involved in the multi-site synthesis.
Three different bivariate criteria are used to evaluate the spatial consistency by comparing the 5-min time series of continuous rainfall from two sites. The first criterion is a continuity measure, Water 2018, 10, 862 9 of 25 which expresses the ratio of expected amount of rainfall at one station (i) for time steps without rainfall at the neighboring station (j) to the expected amount in i from time steps with rainfall in j [64] . The lower the values the higher the interrelation between stations. The ratio is calculated as follows:
where E(.) is the expectation operator, and z i and z j are the 5-min rainfall time series at stations i and j. The second criterion is the Pearson's coefficient of correlation applied to time steps for which rainfall is registered in both stations.
where cov(.) is the covariance and Var(.) is the variance operator. High values of correlation indicate high interrelation between stations. The third criterion is the Log-odds ratio [65] . This measure takes into account the probabilities of either rain or no-rain in two stations simultaneously and is calculated as follows:
where p11 i,j , p00 i,j , p10 i,j and p01 i,j are the joint probabilities of rain (1) or no-rain (0) at stations i and j, i.e., p11 i,j indicates the probability of rain at both stations. These probabilities are calculated by the number of time steps for each of the cases over the total number of time steps. The Log-odds ratio takes into account the probabilities of either rain or no-rain in two stations simultaneously. High values of this ratio indicate high spatial interrelation between two stations, as for the correlation coefficient. Measures based on event characteristics focus on events identified from the continuous time series and compare their basic statistics, like mean, standard deviation, skewness, and kurtosis. Final time series for single stations and additionally based on areal precipitation are used here. The areal precipitation consists of spatially averaged rainfall amount over the region. Each of the involved stations is assigned an area of influence within the region by a simple Thiessen polygon method.
The performance of the model for different temporal scales is as well evaluated based on long time series (observed and synthetic, both for single stations and areal) which are aggregated to different temporal resolutions (5 min, 1 h, 6 h, and 1 day). Thereafter, wet time steps are identified for each time series using the following thresholds for defining a time step as wet: 0.01 mm (5 min), 0.1 mm (1 and 6 h) and 1 mm (1 day). Basic statistics like mean, variance, intermittence, and temporal persistence are evaluated.
Extreme values are of main interest for many applications. Therefore these events are evaluated based on intensity duration frequency curves (IDF). The curves are constructed by univariate rainfall frequency analysis from spatially observed and synthetic time series based on moving windows of different durations (from 5 up to 1440 min) and for the return periods of 1, 5, and 10 years. The analysis is performed according to the German design guidelines [66] , i.e., fitting the time series to Gumbel distributions for the different durations. The areal precipitation time series are used for the extreme value analysis.
Deviations between observed and simulated results are calculated as relative percentages for each station (Equation (6)) or as errors averaged over all stations, i.e., relative standard error (Equation (7)). These errors are computed as
where N is the total number of stations, Z i * and Z i are simulated and observed characteristics respectively (e.g., moments, extreme values with a duration associated to a return period). Positive errors resulting from Equation (6) indicate overestimation by synthetic series.
Study Area and Data
Stations located in different regions in Germany are used for developing and validating the proposed model. The available information is provided by the German National Weather Service (Deutscher Wetterdienst DWD) and corresponds to stations belonging to a network of automated weather stations that is operating since the mid 1990s. The precipitation is measured every 5 min. Precipitation in Germany occurs all year round, and events can be separated into two seasons [67] : convective dominated type or Summer (April to September) and stratiform dominated type or Winter (October to March).
A total of eight groups of stations located in the north (Lower Saxony, NS) and in the south (Baden Württemberg, BAWU) are used for evaluating the model. The stations are selected based on the length of data available for a common period within each group. The groups of stations consist of either two or three stations located at distances ranging from 11 up to 59 km. Some basic information about the stations as well as their location can be found in Figure 3 and Table 2 . The available time series with rainfall registered in all stations for each case study range from 8 to up to 19 years. The case studies corresponding to NS indicate greater distance between the stations and therefore bigger areas involved for the evaluation based on areal precipitation (see red circles in Figure 3 ). Precipitation in Germany occurs all year round, and events can be separated into two seasons [67] : convective dominated type or Summer (April to September) and stratiform dominated type or Winter (October to March). A total of eight groups of stations located in the north (Lower Saxony, NS) and in the south (Baden Württemberg, BAWU) are used for evaluating the model. The stations are selected based on the length of data available for a common period within each group. The groups of stations consist of either two or three stations located at distances ranging from 11 up to 59 km. Some basic information about the stations as well as their location can be found in Figure 3 and Table 2 . The available time series with rainfall registered in all stations for each case study range from 8 to up to 19 years. The case studies corresponding to NS indicate greater distance between the stations and therefore bigger areas involved for the evaluation based on areal precipitation (see red circles in Figure 3 ). The areal precipitation is estimated including all stations involved for each case study. Observed and synthetic time series from multiple stations (two or three) are used and the Thiessen polygon is applied for this purpose. In the case of two stations, the areal rainfall is just the average of the two time series. For cases involving three stations, the proportion of area assigned to each station ranges from 0.22 to 0.43 with a median value of 0.34. The total areas corresponding to each case are shown as red circles in Figure 3 . The areal precipitation is estimated including all stations involved for each case study. Observed and synthetic time series from multiple stations (two or three) are used and the Thiessen polygon is applied for this purpose. In the case of two stations, the areal rainfall is just the average of the two time series. For cases involving three stations, the proportion of area assigned to each station ranges from 0.22 to 0.43 with a median value of 0.34. The total areas corresponding to each case are shown as red circles in Figure 3 .
The extreme values assessment is also based on the areal precipitation. An additional data set of IDF curves provided by KOSTRA DWD-2000 [68] is included in this evaluation. These curves are commonly used by engineers in the study region for dimensioning hydraulic structures involved in sewer systems. KOSTRA consists of an atlas of regionalized values of extreme rainfall amounts associated to different durations and return periods. The amounts are provided on a raster for all Germany with cell sizes of 8.45 km × 8.45 km. These extremes are then distributed within the durations, i.e., disaggregated into 5 min intervals, using an Euler type 2 model in which the peak intensity is located at one third of the total duration of the event (for details see [50] ). The average between rasters included in the area of interest must be calculated. As KOSTRA was developed on a point basis, the application of these values on an areal basis requires some reduction factors. These factors are provided based on the area and duration [69] . As the areas included in the mentioned publication reach a maximum of 1000 km 2 , reduction factors are extrapolated for bigger areas, i.e., for three out of the eight cases, by simple linear regressions. The reduction factors used for the different case studies are presented in Figure 4 . Note that for events with durations of 5 min the Reduction Factor values corresponding to 15 min are taken, since this is the minimum available duration. The extreme values assessment is also based on the areal precipitation. An additional data set of IDF curves provided by KOSTRA DWD-2000 [68] is included in this evaluation. These curves are commonly used by engineers in the study region for dimensioning hydraulic structures involved in sewer systems. KOSTRA consists of an atlas of regionalized values of extreme rainfall amounts associated to different durations and return periods. The amounts are provided on a raster for all Germany with cell sizes of 8.45 km × 8.45 km. These extremes are then distributed within the durations, i.e., disaggregated into 5 min intervals, using an Euler type 2 model in which the peak intensity is located at one third of the total duration of the event (for details see [50] ). The average between rasters included in the area of interest must be calculated. As KOSTRA was developed on a point basis, the application of these values on an areal basis requires some reduction factors. These factors are provided based on the area and duration [69] . As the areas included in the mentioned publication reach a maximum of 1000 km 2 , reduction factors are extrapolated for bigger areas, i.e., for three out of the eight cases, by simple linear regressions. The reduction factors used for the different case studies are presented in Figure 4 . Note that for events with durations of 5 min the Reduction Factor values corresponding to 15 min are taken, since this is the minimum available duration. 
Results and Discussion
Model Set Up
Identification of Events Occurring Simultaneously
The 8 case studies are used to identify events and classify them as isolated or as occurring in several stations. In Table 3 the percentage of events occurring in either one, two, or three stations simultaneously are presented in the first three lines, whereas the percentage of events in each of the stations are presented in the following three lines. As some of the cases include no more than two stations, the corresponding cells are marked with a "-". As can be seen most of the events (50-78%) correspond to isolated ones, i.e., registered in one station. Another feature is that for the BAWU cases the percentages of events registered in two or three stations are higher than for the NS cases. This is due to the fact that the stations in BAWU are closer to each other with distances ranging from 12 to 23 km (see Table 2 ), whereas for the NS cases these distances range from 15 to 60 km. Additionally Table 3 depicts that the percentage of events registered in each of the stations is close to balanced. All these percentages are included within the Occurrence Model to generate a long time series of rainfall occurrence and the attribution of the events to the different involved stations. The total number of 
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Model Set Up
Identification of Events Occurring Simultaneously
The 8 case studies are used to identify events and classify them as isolated or as occurring in several stations. In Table 3 the percentage of events occurring in either one, two, or three stations simultaneously are presented in the first three lines, whereas the percentage of events in each of the stations are presented in the following three lines. As some of the cases include no more than two stations, the corresponding cells are marked with a "-". As can be seen most of the events (50-78%) correspond to isolated ones, i.e., registered in one station. Another feature is that for the BAWU cases the percentages of events registered in two or three stations are higher than for the NS cases. This is due to the fact that the stations in BAWU are closer to each other with distances ranging from 12 to 23 km (see Table 2 ), whereas for the NS cases these distances range from 15 to 60 km. Additionally Table 3 depicts that the percentage of events registered in each of the stations is close to balanced. All these percentages are included within the Occurrence Model to generate a long time series of rainfall occurrence and the attribution of the events to the different involved stations. The total number of available events for the isolated cases has a median of 907 (with a minimum of 613 and maximum of 1947), for events registered in two stations 380 (min./max. 243/690) and for events occurring in 3 stations a median of 227 (min./max. 141/405). The events classified as occurring in one, two, or three stations are used for estimating Kendall's Tau correlations between different event characteristics. The resulting values for all case studies are presented in Figure 5 . Correlation between WSA and WSD is stronger for events occurring during winter compared to summer (see left plot). This correlation is stronger for events observed in several stations and weaker for isolated events. As depicted from the right plot and in contrast to WSD, WSA shows weaker correlations when pairs of stations are compared and there is no evident difference between summer and winter events. The aim of the Vine copula model is to reproduce all these correlations. The events classified as occurring in one, two, or three stations are used for estimating Kendall's Tau correlations between different event characteristics. The resulting values for all case studies are presented in Figure 5 . Correlation between WSA and WSD is stronger for events occurring during winter compared to summer (see left plot). This correlation is stronger for events observed in several stations and weaker for isolated events. As depicted from the right plot and in contrast to WSD, WSA shows weaker correlations when pairs of stations are compared and there is no evident difference between summer and winter events. The aim of the Vine copula model is to reproduce all these correlations. 
Modeling of Events Occurring Simultaneously
The following step of calculation involves the analysis of events occurring in either one, two, or three stations for setting up the Vine copula models. As explained in the Methods section, the Vine copulas are used to mimic the correlations involving WSA and WSD for several stations. For events occurring in only one station, the Vine copula consists of one tree with one bivariate model, as only one pair of variables is involved: WSA-WSD. These pairs suggest some asymmetry with respect to 
The following step of calculation involves the analysis of events occurring in either one, two, or three stations for setting up the Vine copula models. As explained in the Methods section, the Vine copulas are used to mimic the correlations involving WSA and WSD for several stations. For events occurring in only one station, the Vine copula consists of one tree with one bivariate model, as only one pair of variables is involved: WSA-WSD. These pairs suggest some asymmetry with respect to the main diagonal, so that one variable cannot be exchanged by the second one, i.e., C(u,v) = C(v,u); therefore some of the pairs of points cannot be captured by symmetric copulas. Tawn copulas [70] are able to model asymmetric behavior and are therefore used to model all isolated events.
For events occurring in two and three stations simultaneously, four and six variables are involved, i.e., the WSA and WSD corresponding to each of the involved stations. As was mentioned, the pre-defined tree structures for events occurring in two or three stations guarantee that pairs of WSA-WSD for each of the stations are directly modeled in the first step of simulation. Based on the pre-defined tree structures, different copula families and parameters are selected and estimated for each study case and season separately in a sequential way. Many different families are chosen for the different structures of the tree. The bivariate copulas selected to model the WSA-WSD for each of the involved stations are in more than half of the cases the Tawn copulas, followed by Clayton [71] . For the WSD-WSD, the t copula was selected for more than 40% of the cases, followed by the Gumbel, Frank, and Frank-Joe [70] . For the rest of the cases, i.e., excluding the first tree, the conditional models include different copulas with Independent, Gaussian, Gumbel, and Frank [71] accounting for around 70% of the selected families. A test developed by [72] is applied to assess the goodness of fit of the different Vine copulas. The authors propose a test of equality between two dependence structures estimated based on empirical copulas. The test is applied for each fitted Vine copula and therefore only for cases involving two and three stations. As the test compares empirical copulas, it was applied 10 times (10 simulations from the fitted Vine copulas) for each case and the median of resulting p-values are presented in Table 4 . Resulting p-values equal or higher than 0.05 indicate that the null hypothesis of equal dependence structure is not rejected at a 5% level. The p-values indicate a rejection of the test only for two cases: NS_A (2 stations) and BAWU_A (3 stations), both cases summer events. The rest of the cases indicate a good agreement between dependence structures of observed and fitted Vine copulas. In Figure 6 , observed (upper triangular matrix) and modeled (lower triangular matrix) pairs of pseudo-characteristics of summer events occurring in three stations for the BAWU_B case are presented. Pairs of pseudo-values are visualized using hexagon binning, which is a form of bivariate histogram that shows the join-structure of big samples. The number of points falling within each hexagon is counted, and a color ramp is used to show the proportion of points, light-colored hexagons indicate less points, whereas dark indicates a higher concentration of pairs. These plots are done using the hexbin R package [73] . Pairs of WSA-WSD observed in each of the stations suggest non-exchangeable behavior that is well reproduced by the Vine model (see pairs highlighted with red boxes). Overall joint structures between pairs of variables are properly modeled by the Vine copula as can be inferred from Kendall's Tau coefficients from upper and lower triangular matrixes. The Vine copulas are used for generating random samples of pseudo-characteristics that need to be back transformed to the real space by the marginal distributions. The resulting pseudo-values correspond to events occurring in either one, two, or three stations. The probability distributions describing WSA and WSD are fitted to the whole sample of events registered in each of the stations. Therefore the back transformation is performed using an additional bias correction aiming to transform the pseudo-value from a subsample corresponding to say an event occurring in only one station to the sample including all events. Figure 7 (left plot) shows the cumulative distributions of WSD corresponding to events classified as occurring in 1, 2 or 3 stations along with the distribution considering all events together observed during summer in BAWU_A case. As can be seen the WSD describing events occurring in 3 stations (red points) are, for similar frequencies, longer than the ones occurring in 1 or 2 stations. This is logical since events lasting longer, i.e., with longer WSD, are expected to be registered by several stations. The bias correction is performed based on the probability distribution of all stations involved in each case study together and a curve for correction is provided for each of the number of stations involved. If for example a Vine copula modeling events in one station yields a pseudo-WSD value of 0.5, a value of 0.3 should be used to convert it to actual WSD (as can be inferred from the green curve of the middle plot in Figure 7 ). On the other hand, if a copula fitted to events occurring in 3 stations generates a pseudo-WSD of 0.5, then a value of 0.7 should be used (see red curve of the same plot) when the pseudo-value is to be transformed using the marginal distribution.
The right plot in Figure 7 shows the different type of distributions used for introducing the DSD into the model. As can be seen the distribution corresponding to "longest" events represent cases that have lower durations, whereas the "consecutive" ones have on average longer durations compared to all events. This is logical as the events identified as "longest" correspond to the cases in which the highest number of events are observed compared to the other involved stations (see Section The Vine copulas are used for generating random samples of pseudo-characteristics that need to be back transformed to the real space by the marginal distributions. The resulting pseudo-values correspond to events occurring in either one, two, or three stations. The probability distributions describing WSA and WSD are fitted to the whole sample of events registered in each of the stations. Therefore the back transformation is performed using an additional bias correction aiming to transform the pseudo-value from a subsample corresponding to say an event occurring in only one station to the sample including all events. Figure 7 (left plot) shows the cumulative distributions of WSD corresponding to events classified as occurring in 1, 2 or 3 stations along with the distribution considering all events together observed during summer in BAWU_A case. As can be seen the WSD describing events occurring in 3 stations (red points) are, for similar frequencies, longer than the ones occurring in 1 or 2 stations. This is logical since events lasting longer, i.e., with longer WSD, are expected to be registered by several stations. The bias correction is performed based on the probability distribution of all stations involved in each case study together and a curve for correction is provided for each of the number of stations involved. If for example a Vine copula modeling events in one station yields a pseudo-WSD value of 0.5, a value of 0.3 should be used to convert it to actual WSD (as can be inferred from the green curve of the middle plot in Figure 7 ). On the other hand, if a copula fitted to events occurring in 3 stations generates a pseudo-WSD of 0.5, then a value of 0.7 should be used (see red curve of the same plot) when the pseudo-value is to be transformed using the marginal distribution.
The right plot in Figure 7 shows the different type of distributions used for introducing the DSD into the model. As can be seen the distribution corresponding to "longest" events represent cases that have lower durations, whereas the "consecutive" ones have on average longer durations compared to all events. This is logical as the events identified as "longest" correspond to the cases in which the highest number of events are observed compared to the other involved stations (see Section Occurrence Model and red box in Table 1 ). This definition results in the exclusion of long DSD and the shift of the distribution to the left. Occurrence Model and red box in Table 1 ). This definition results in the exclusion of long DSD and the shift of the distribution to the left.
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Evaluation of Results
Both the Vine copula model and SA provide long time series of event characteristics for each of the stations involved in the multi-site synthesis. These time series are thereafter transformed into 5-min continuous series by applying the internal structure model independently for each station and introducing the small events uniformly for all stations. The final synthetic time series consist of 100 years of rainfall and are compared with observations. Some of the evaluations are based on single stations and others on areal precipitation.
Spatial Consistency Measures
The two synthetic time series are used for estimating different spatial consistency measures, i.e., based on single stations and compared in a pair-wise way. Some results are shown in Figure 8 . The values estimated from the observed time series are included in red (triangles and curve). Note that the small events (WSA < 1 mm) were excluded from these time series, as they were not involved in the multisite synthesis. It can be seen that the SA is better reproducing the continuity measure; whereas the correlation is better reproduced by the Vine copula. The Log-odds and p11 are underestimated by both models. However, the Vine copula outperforms the SA as the results are closer to observed ones. Overall, the Vine copula appears to reproduce these measures better, even though they are not directly involved within the model set up, as in the case for the SA optimization criteria. Thus, these values are validating the results from the Vine Copula model. Note that the application of SA to hourly data resulted in better reproduction of these measures, especially for the correlation [24] . 
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underestimated by both models. However, the Vine copula outperforms the SA as the results are closer to observed ones. Overall, the Vine copula appears to reproduce these measures better, even though they are not directly involved within the model set up, as in the case for the SA optimization criteria. Thus, these values are validating the results from the Vine Copula model. Note that the application of SA to hourly data resulted in better reproduction of these measures, especially for the correlation [24] . 
Event Based Measures
The capability of the models to reproduce different event characteristics is additionally evaluated. Different moments are considered and ranges of errors for the first order moment and different rainfall characteristics are presented in Figure 9 . 
The capability of the models to reproduce different event characteristics is additionally evaluated. Different moments are considered and ranges of errors for the first order moment and different rainfall characteristics are presented in Figure 9 . The comparison based on single stations indicates that the SA model is reproducing the first order moments in an acceptable way, as the errors are around zero for all stations. This was expected as the SA is using the single site model for simulating events that are only resampled, so the final results should be similar. For the model based on Vine copulas the single stations results show some deviations. The mean value of DSD is overestimated for most of the stations, whereas the WSD and WSA are slightly underestimated and their range of errors are much lower indicating acceptable results. The WSD results in higher underestimation compared to WSA, and this combination results in an overestimation of WSI for most of the stations. The overestimation of the DSD is a result of the way the dry spells are introduced after the long time series of events occurring in either one, two, or three stations are simulated. On the other hand even if the WSA and WSD are not directly modeled from a probability distribution as in the SA case the resulting values are acceptable. Event identification based on areal precipitation shows very different results compared with single sites. These results indicate the outperformance of the Vine Copula model over the SA for most event characteristics. The Vine copula delivers very acceptable errors for all characteristics except for the WSA, for which mean values are systematically underestimated. SA on the other hand underestimates both DSD and WSA for all cases and deviations are higher.
Further interpretation of the areal time series indicates that the Vine Copula underestimates the total seasonal rainfall as a result of underestimation of mean values of WSA. For the SA, even if this underestimation is stronger, it is compensated with the underestimation of DSD, i.e., an overestimation of number of rainfall events per year, resulting in an acceptable value of total seasonal rainfall (not shown here).
Results for different moments are presented as RSE in Table 5 (see Equation (7)) based on areal precipitation for all cases and the two models for comparison. Errors appear to increase as the order of the moment evaluated increases as would be expected. The Vine Copula model shows for most of the characteristics and moments lower errors compared to the SA when areal precipitation is evaluated. SA outperforms the Vine Copula only when Skewness and Kurtosis of directly simulated variables, i.e., DSD, WSD, and WSA, are evaluated. The performance of the models for different temporal resolutions is as well evaluated and presented as RSE for all stations and case studies in Table 6 . Results indicate, as in the previous analysis, that SA outperforms Vine copulas for comparison based on single stations, and the opposite for areal precipitation. Only when the temporal persistence is evaluated the Vine copula indicates results that are either similar or better than the ones from SA both for single sites and areal precipitation. For most of the cases increase of temporal aggregation indicates increase of errors, an exception is the intermittence. Intensity duration frequency curves (IDFs) derived from areal precipitation for all cases are compared with the ones resulting from synthetic time series (SA and Vine Copulas) and KOSTRA (without and with reduction). Errors between IDFs derived from observations and the different considered cases are presented in Figure 10 for return periods that go up to 10 years due to the data availability. The violin-plots include errors resulting from all cases and durations that range from 5 min up to one day. It can be seen that if no reduction factor is included, KOSTRA results in a nearly consistent overestimation of the extreme values for most of the cases. The reduction factors improve the performance of KOSTRA significantly (see "KOSTRA-Reduced"), the errors are around zero, with overall some underestimation especially for low return periods. The range of errors appears to be lower for the multisite models, both showing underestimation of IDFs, but the Vine Copulas model shows median errors closer to zero.
The IDF curves for two cases are shown in Figure 11 . The shown cases correspond to the ones with biggest (NS_B) and smallest (BAWU_D) areas. The effect of the area size is clearly seen in both curves representing extreme values provided by KOSTRA (see gray continuous and dashed lines). For the NS_B case (left plots) the deviation of KOSTRA curves is more pronounced, especially for low durations, compared to the curves corresponding to BAWU_D. The total synthetic time series are partitioned into subseries with equal length of observed time series. The extreme values estimated based on the different subseries and associated to different durations and return periods are shown as symbols (circles and crosses for Vine and SA). Overall the figures show an acceptable agreement between the range of results of simulated extremes and observed ones. The extreme values represented as medians of all subseries are used for estimating the errors shown in Figure 10 . The NS_B case shows deviations between observed and medians that are very similar for both models with stronger deviations for longer durations. For the BAWU_D case, the Vine copula results in lower range of deviations, especially for short durations, up to 6 h the Vine model clearly outperforms the SA.
A more detailed comparison between each of the multi-site models and KOSTRA-Reduced reveals that the latter underestimates extreme values for sub-hourly durations and all return periods. These underestimations may be related to the reduction factors, which range between 0.22 and 0.56 for the corresponding durations as was shown in Figure 4 . On the other hand both multi-site models show acceptable results for short durations with a slight underestimation for all stations, which is more marked as the duration increases. Summarizing, the multisite models would be preferable for low durations and KOSTRA for long ones, while Vine copulas outperform SA, as the ranges of errors are lower.
These underestimations may be related to the reduction factors, which range between 0.22 and 0.56 for the corresponding durations as was shown in Figure 4 . On the other hand both multi-site models show acceptable results for short durations with a slight underestimation for all stations, which is more marked as the duration increases. Summarizing, the multisite models would be preferable for low durations and KOSTRA for long ones, while Vine copulas outperform SA, as the ranges of errors are lower. 
Conclusions
The goal of this work was to develop a stochastic model that can properly reproduce mean event properties and extreme value statistics of rainfall in a high temporal resolution for multiple locations. Consequently, the model needs to involve the temporal and spatial simulation of long continuous precipitation for several stations simultaneously. The developed method consists of an extension of the model based on alternating renewal process presented by [23] for single site simulations to multisite applications. Therefore, it is event-based and benefits from the fact that the number of parameters 
The goal of this work was to develop a stochastic model that can properly reproduce mean event properties and extreme value statistics of rainfall in a high temporal resolution for multiple locations. Consequently, the model needs to involve the temporal and spatial simulation of long continuous precipitation for several stations simultaneously. The developed method consists of an extension of the model based on alternating renewal process presented by [23] for single site simulations to multi-site applications. Therefore, it is event-based and benefits from the fact that the number of parameters is not affected by the temporal resolution. It involves several steps of calculation that are sequential, namely the occurrence model, the Vine copulas, and incorporation of dry spells. The proposed model has the advantage that it accounts for the spatial extension of events within the Occurrence model for simulating rainfall characteristics. However, the several stages of simulation involved make it complex and difficult to interpret. The multi-site model is compared to the alternative Simulated Annealing (SA) method. The performance of the models is evaluated based on different stations in Germany with high temporal resolution (5 min) data. A comparison with a common practice design strategy, in this case KOSTRA, is also included in order to discuss the advantages and limitations of the precipitation model in terms of reproducing extreme events. The main findings are the following:
• Synthetic time series are compared in a pair-wise way, i.e., every two stations, to estimate spatial consistency measures. Overall, these measures (as shown in Figure 8 ) are better reproduced by the Vine copula model compared to the alternative method. Furthermore, these measures are not involved within the Vine copula model, as is the case for the SA optimization criteria, so these outcomes underline the satisfactory performance of the proposed model.
•
The capability of the two models to reproduce different event characteristics is additionally compared. The evaluation based on single sites depicts some deficiencies of the proposed model, however these results are improved when the evaluation is performed based on areal precipitation (see Figure 9 ). Overall, SA performs better for single stations but fails when the areal precipitation is considered. These results suggest that the Vine copula model is reliable in reproducing the simultaneous occurrence of rainfall in several stations, whereas the SA is unable to mimic this behavior. Unfortunately, the proposed method systematically underestimates total seasonal rainfall.
• Extreme events are evaluated by assessing Intensity Duration Frequency curves (IDFs). The proposed model shows acceptable results as the ranges of errors are smaller than the ones from the SA and KOSTRA (see Figure 10 ). Vine copulas outperform SA. However, these models would be preferable for short durations, and KOSTRA for long ones. The reduction factors applied to KOSTRA are provided for different durations and areas of application, though for large areas, extrapolation by simple linear regressions was necessary. These factors could be revised, as they result in the underestimation of extreme values for most of the analyzed cases. Myers and Zehr [74] present reduction factors developed for the city of Chicago that are as well provided for different return periods, with higher factors for lower return periods.
• Overall, the copula-based proposed extension of the ARP delivers satisfactory results both for the average event statistics and for the extremes. Furthermore, the model has the advantage that the number of parameters is not affected by the temporal resolution. However the model consists of several steps of simulation that follow each other and is hard to interpret, as mentioned in the literature review as one limitation of the existing models for multi-site synthesis. Moreover, the model was only applied to cases involving two and three stations. Despite the fact that it could be applied to data sets involving more stations, a limitation would be the length of data available in several stations simultaneously for setting up the different modules within the model, especially the Vine copulas. Another important aspect that is subject of further research is the regionalization of this multi-site model, i.e., setting up the model for locations without observations. Current work involves exploring the capability of the radar data, which is spatially and temporally available in very high resolutions, to extract some of the characteristic that are required for modeling rainfall in multiple sites simultaneously. 
