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Abstract 
This paper discusses basic problem formulation, and solution procedures for solving a particular large-scale two- 
dimensional cutting stock problem at a furniture factory. In recent years there has been an explosion of interests in this 
application area. The cutting stock problems are met in many branches of industry. There is a large economical incentive 
to find more effective solution procedures, and it is easy to compare alternative solution procedures and to identify 
potential benefits of using a proposed procedure. 
The paper concentrates on the case in which both stock and ordered sizes are rectangular. We present a mathematical 
model of the problem, propose an optimization algorithm and describe its basic properties. The mathematical model of 
the optimization problem relies on the Gilmore and Gomory approach. To decrease the total computing time we propose 
an interactive procedure based on the forecasting of the criterion functions values. 
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I. Introduction 
This paper discusses a basic problem formulation, and solution procedures for solving a particu- 
lar large-scale two-dimensional cutting stock problem at a furniture factory. In recent years there 
has been an explosion of interest in this application area. Haessler et al. [7, 8] have identified over 
500 papers that deal with cutting stock and related problems and applications. Haessler and 
Sweeney [7] have written that the primary reasons for this activity are that cutting stock problems 
occur in a wide variety of industries, there is a large economic incentive to find more effective 
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solution procedures, and it is easy to compare alternative solution procedures together with the 
identification of potential benefits of using the proposed procedure. 
There are many different optimization problem formulations according to the initial problem 
dimension and complexity. The formal typology of the cutting and packing problem has been 
defined by Dyckhoff [3]. 
This paper concentrates on the two-dimensional case in which both stock and ordered sizes are 
rectangular. First, we formulate the optimization problem. Then, after the problem description, we 
consider various restrictions for the feasible cutting pattern. Next, we present a mathematical 
model of the described problem, propose an optimization algorithm, and describe its basic 
properties. 
The mathematical model of the optimization problem relies on the Gilmore and Gomory 
seminal approach. It leads to a large-scale, time-consuming linear programming problem that is 
extremely complex. To decrease the total time necessary to obtain the problem's optimal solution 
we propose an interactive procedure based on the forecasting of the criterion functions values. We 
present he idea of such an approach and details of the forecasting process. Finally, we discuss the 
results of numerical tests. 
2. Problem formulation 
Our optimization problem has grown up from a real situation. The main aim of the optimization 
program is to find the optimal operative control for the current day horizon in a Polish furniture 
factory. The total amount of ordered sizes in this interval of time goes to thousands. According to 
the big output production, the main goal of optimization is to maximize the effectiveness of the 
cutting process. 
In this factory many different kinds of stock are used. Most of them are rectangular shapes of 
2-3 m length and 1.8-2 m width. The managers from the factory have suggested an improvement of
the optimization problem with two different kinds of ordered sizes, named basic and extra 
components. Basic components are necessary for the current production while extra components 
will be used in the near future. The main difference between these two kinds of ordered sizes is that 
the demands of the production level for the basic components must be upper-bounded, while the 
output of the extra components must not exceed the requirements. So, the extra components serve 
only to maximize the effectiveness of the cutting process. They have to be stored for the future, so 
they complicate the organization of the production process and that is the main reason for keeping 
their production at a low level. 
According to the above problem description the input data of the optimization algorithm are as 
follows: 
• number of various types of the stock: l_s, 
• standard length, width and thickness of each stock: w_sij ,  i = 1, l_s, j = 1, 3, 
• quantities n_sl, i = 1, l_s for each type of the stock, 
• number of various types of the basic components: l_p, 
• standard length and width of each basic component: w-pi j ,  i = 1, l_p, j = 1, 2, 
• demands for the ordered basic components: n_pi,  i = 1, l_p, 
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• number of various types of the extra components: l_d, 
• standard length and width of each extra component: w_d u, i = 1, I _d , j  = 1, 2, 
• requirements for the ordered extra components: n_d~, i = 1, I_d. 
The goal of the optimization procedure is to find: 
• a set of the feasible, under the various technological restraints, cutting patterns {at} in the form of 
a matrix 
A = {a l ,a2 ,  ... ,ak}, 
where k > I = l _p + l_d + l_s, a u is the number of ordered sizes of the ith type ofthejth pattern 
for i = 1, l _p  + l _d , j  = 1, l -  1, and a i+ l -p+~-d4 = 1 i f thej th pattern uses the ith type of the 
stock or 0 otherwise, i = 1, Ms, j = 1, l - 1, 
• the number x t of the stocks to be slit using pattern at, for j = 1, k, optimal with respect o the 
given goal function. 
3. Constraints and requirements 
Various constraints that the optimal solution must respect can be divided into separate parts. 
Some of them are connected with the stock - -  for example its quality, the shape of its surface and so 
on. Others are connected with the ordered pieces rather than with the stock itself. For example, 
when the stock has a nontrivial painting on its surface, the rotation of the components on the stock 
should be forbidden. Some restraints may be connected with the production organizing process, 
but most of them refer to the sawing machine that creates different echnological restraints. 
At big factories the sawing machine is usually a very complicated tool, fully automated and 
equipped with numerical control. Such a situation generates various restrictions. Let us discuss for 
example the situation presented in Fig. 1. The saw bench consists of two parts. During the sawing, 
part II moves automatically. The sawing machine has two saw-blade disks that work on an 
orthogonal axis. In Fig. 1 the feasible order of the successive cuts are presented. Each cut must be 
a guillotine cut. So, during the sawing process the sawing machine often must stop and some part of 
the stock must be taken off the bench. The result of such a situation is that some cutting patterns 
may be feasible for the sawing machine, while others may not. 
2- - - - -~/  / "  E2 / E2 ~ / V ,---/ ,. . . . . . . . .  . / /  
Fig. 1. A saw bench with a piece of stock --  successive cuts in feasible order are presented. 
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Fig. 2. A piece of stock and a saw-blade disk of the sawing machine. 
Fig. 3. Nonguillotine cut. 
Fig. 4. A feasible cutting strategy on the modern sawing machine. 
In Fig. 2 the saw cut is presented. The width of the saw cut must also be one of the input 
parameters of the optimization problem. The width of the saw cut is between 3 and 5 mm. 
Fig. 3 presents a nonfeasible, nonguillotine cut. In Fig. 4 a complicated cutting pattern, feasible 
for modern, up-to-date sawing machines, is shown. 
4. A goal function 
It results from theory and practice that three goal functions of xi variables are usually taken into 
consideration: 
• F (x )  - total amount (the weight) of the used stock (total cost of the stock), 
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• G(x) - total trim loss on the used stock, 
• H(x)  - effectivity of the solution defined as H(x)  = (F(x) - G(x))/F(x). 
The functions F and G are easy to exploit in the optimization algorithm because they are both 
linear functions of the variables x. Unfortunately, the most effective function H is nonlinear that 
rapidly complicates the optimization problem. However, it is possible to show that in some simple 
cases the following relation is true: 
H(x)  --, max ~ G(x) ~ min. 
This being so, we have taken into consideration the total trim loss as a goal function. 
5. Mathematical model and optimization algorithm 
Under the presented assumptions the mathematical model of the optimization problem can be 
formulated as follows: 
G(x) = w 'x  --, min trim loss (1) 
subject o 
A1 x >~ n_p basic components (2) 
A2x <~ n_d extra components (3) 
A3x ~ n_s stock (4) 
x ~> 0 and integer, (5) 
where A1, A2,/13 are suitable blocks of the A matrix, n_p, n_d, n_s are vectors of the n-pi ,  n_di 
and n_si elements. Finally, x is the vector of elements xj. 
This problem is very difficult, first because of its dimension. In real cases the total number of 
feasible cutting pattern goes to millions. Second, it is an integer programming problem. Last but 
not least, in the presented case it is also difficult to find any feasible solution according to 
inequalities that form a set of feasible solutions for the linear programming problem. Almost all LP 
based procedures for solving the cutting stock problems can be traced back to Gilmore and 
Gomory. They described how the next pattern entering the LP basis could be found by solving an 
associated knapsack problem. This allows to solve the trim loss optimization problem by linear 
programming without first enumeration of every feasible slitting pattern [7]. 
Below we summarize an idea of the Gilmore-Gomory algorithm [4-6]: 
Step 1: Find any feasible solution of the LP problem (1)-(5). Calculate the inverse B- 1 matrix to 
the basis matrix of this solution and the wB vector for all basis variables. Go to Step 2. 
Step 2: Find the dual prices vector c = ws" B- 1. Find the new feasible pattern a 6 [~t, for which 
¢" a ---, max (solve the knapsack problem). Go to Step 3. 
Step 3: If c" a ~< 0 then STOP. The current basis B matrix consists of all optimal cutting patterns 
and x is an optimal continuous olution of (1)-(5). Otherwise go to Step 4. 
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Step 4: Enter a to a basis B matrix using the revised simplex method. Find the B matrix, the 
inverse B-1 matrix and the new wB vector. Return to Step 2. 
6. Optimization system 
The optimization system usually consists of a data base and two or three optimization proced- 
ures. The data base allows for easy formulation of the optimization problem thanks to the 
information about different products, and their components, tored previously on the hard disk. 
It takes 3--4 hours or more to solve a problem of real complexity. The idea of minimizing the time 
necessary to obtain a satisfying result is based on the interactive approach. This approach makes it 
possible for the program user to stop the calculation on the basis of the forecasted optimal function 
value. All the considerations depend on the following special features of the Gilmore-Gomory 
algorithm: 
• A goal function (trim loss) is lower-bounded by 0. 
• Values of goal function decrease at every simplex iteration. 
, The drops of the goal function are greater at the beginning of the optimization process and are 
usually very small at the end of the process. 
• The total number of iterations is usually relatively big (the simplex method has got NP 
complexity). 
• One can terminate a calculation process any time as soon as the first feasible solution has been 
found. 
7. Estimation of the optimal value 
For the estimation of the goal function optimal value we try to approximate the values of the 
goal function in consecutive iterations. We have chosen the following function for this purpose: 
f (i) = ab i + c, (6) 
where i is the iteration number, a, b, c are positive parameters, and b < 1. 
The parameter c is an estimator of the goal function optimal value. Unfortunately, the identifica- 
tion of parameters of this function, based on the least-squares method, leads to the system of 
nonlinear equations. So we have found a heuristic method that makes it very easy to find the 
estimated value of c. The idea is based on the observation that for each three consecutive points on 
the plane the calculation of c is very simple (it is an interpolation problem) and results from the 
formula 
Y;+2-c  f ,+ , -c  
- -  : - - ,  (7) 
J +l - c  
where 
J~+2 "f/--fi21 (8) 
ci =j5+2 +j5 - 2j5+ 1" 
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With such a method we have achieved a sequence {c~}, j = 1, i, that may be used to obtain the 
best estimator cO(i) of the goal function optimal value as a function of {c j}. For many different 
optimization problems we have checked numerically four different functions: 
• The last value 
cO(i) = ci. 
• The simple sum 
i 
c0(i)= ~ cj. 
j= l  
• The weighted sum 
cO(i) = ~ j2cj .  
j= l  
. The mean of the last two values 
cO(i) - c i -  1 + ci 
2 
We have discovered that in most cases the last formula is the best. 
8. Final results 
The idea of the presented approach can be illustrated with the help of two drawings presented in
Fig. 5. 
In each drawing we present a number of iterations on the x-axis and values of the goal functions 
(trim lost in m 3) on the vertical axis. The input data of the approximation problem are presented on 
the right-hand side of each picture. All of them are real problems that have occurred 
at furniture factories. The result of approximation fits better into the input data when the problem 
is more complex, with a greater number of iterations (as in the right-hand-side picture). 
Finally, in Table 1 we present numerical results connected with the second drawings in Fig. 5. 
The table consists of 5 columns. In the first one there is an iteration umber. The second presents 
the trim loss G in cubic meters for a particular iteration. The next consists of drops AG of the 
function values in two consecutive iterations. The fourth column presents actual values of the 
estimator cO(i). The differences between the unknown (a priori) optimal value of the trim loss and 
the estimator value G - cO are presented in the last column. 
In the presented case, the user of the program is able to terminate the calculation process after 
the 17th iteration and decrease the total computing time by over 25%. 
The reworked method can be implemented in many similar cases, not only for the cutting stock 
problems. 
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wastes 
0,20 
0,19 
0,18 
0,17 
0,16 
0,15 
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0,13 
0,12 
0,11 
0,10 
m31\ Co-ordinates 
1 0,201289 
2 O, 195361 
3 0,190371 
4 O, 184555 
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7 O, 165864 
8 O, 164442 
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Fig. 5. Values of optimized goal functions. 
Co-ordinates 
1 0,191548 
2 0,173040 
3 0,157315 
4 0,152232 
5 0,151757 
6 0,146714 
7 0,140012 
8 0,138116 
9 0,135812 
10 0,132561 
11 0,131834 
12 0,131467 
13 0,131130 
14 0,130999 
0,130442 
0,129301 
0,129422 
0,129301 
0,129250 
0,129118 
0,129012 
0,128934 
On the basis of this approach the optimization system has been reworked at the Institute of 
Technical Cybernetics at the Technical University of Wroctaw. The system has been working in 
a few Polish furniture factories for over 3 years and is still being improved in different versions. The 
optimization program has been written in C +÷ for the IBM PC 486 computer. 
R. Klempous et al./Journal of Computational nd Applied Mathematics 66 (1996) 323-331 
Table 1 
Numerical results 
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It. G AG cO G-cO It. G AG cO G - cO 
1 0.1915 12 0.1315 0.0004 0.1311 0.0022 
2 0.1730 0.0185 13 0.1311 0.0003 0.1273 -0.0016 
3 0.1573 0.0157 0.0684 --0.0605 14 0.1310 0.0001 0.1309 0.0020 
4 0.1522 0.0051 0.1498 0.0209 15 0.1304 0.0006 0.1312 0.0022 
5 0.1518 0.0005 0.1517 0.0228 16 0.1294 0.0010 0.1317 0.0028 
6 0.1467 0.0050 0.1523 0.0233 17 0.1294 0.0000 0.1294 0.0005 
7 0.1400 0.0067 0.1671 0.0381 18 0.1293 0.0001 0.1295 0.0005 
8 0.1381 0.0019 0.1374 0.0084 19 0.1292 0.0001 0.1292 0.0003 
9 0.1358 0.0023 0.1488 0.0199 20 0.1291 0.0001 0.1293 0.0004 
10 0.1326 0.0033 0.1437 0.0148 21 0.1290 0.0001 0.1286 --0.0004 
11 0.1318 0.0007 0.1316 0.0027 22 0.1289 0.0001 0.1287 --0.0002 
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