Result
There are various studies [2, 3] on the asymptotic behavior of subsequences of sums of i.i.d. The following result given by Weber [4] determined the speed of divergence of every subsequences. where
Although Weber's proof consists of intricate and delicate long chaining arguments, we show that it can be proved very easily by modifying the short proof for Hartman-Wintner theorem given by de Acosta [1] .
Proof
We can prove the next two lemmas by replacing LL j by Φ(j) and rewriting the proofs of lemmas 2.2 and 2.3 of de Acosta [1] . The original proof uses the fact that √ j/ LL j is increasing, and in our case b j plays its role.
Lemma 2. Let {Y n } be a sequence of independent random variables with
In the proof of Lemma 2, the estimate 1/a 1 + · · · + 1/a n = O(b n ) is used. In our case, we can verify it as follows. First take m(n) as
We divide ∑ k j=1 1/a j into two parts and estimate as follows:
, and hence we have S n − T n = o(a n ).
By the central limit theorem, T n /a n converges to 0 in probability, and hence min k<n P (
. By Lemma 1, the right hand side is bounded from above by 2 exp
. If we take τ small enough, it is less than 2e −θΛ(n) where some θ > 1. By this esitmate, denoting by LIL FOR SUBSEQUENCES: A SIMPLE PROOF 3 ∑ * n the summation for all n satisfying p n = p n−1 + 1, we have ∑
By Borel-Cantelli Lemma, for large n and for k ∈ ([2
Hence by letting l → ∞ and ε ↓ 0, we have lim sup j→∞ T ν j /a ν j ≤ 1 a.s. This together with S n − T n = o(a n ), we have the upper bound part of conclusion of our Theorem.
To have the lower bound part, we use the next lemma of [1] .
For n satisfying p n = p n−1 +1, denote by µ pn the largest By letting l → ∞ and ε ↓ 0, we have the lower bound part.
