Petroleum reservoirs are large, geologically complex and usually contain multiple wells. Building numerical models for reservoirs is not a simple task, and it is further complicated when production data is incorporated into the reservoir models. Integrating production data into the model requires an iterative process of changing the model and observing how those changes effect the flow of fluids in the model. This process should be as efficient as possible because each iteration requires a time-consuming flow simulation, and it should honor all available data so that the predictive models are as accurate as possible.
Introduction
Reservoir simulation has become a necessary tool of the petroleum engineer. It is used in all aspects of reservoir engineering to help understand the complex nature of petroleum reservoirs. One of the main reasons that simulation models are created is to predict the reservoir's future performance. These predictions need to be as accurate as possible, which requires all available data to be integrated into the model including geology, geophysics, and engineering data. The nature of production data seems to require incorporating it into the model after the other data. Thus, in traditional history matching techniques, the changes necessary to match production data frequently disregard other data such as geology. Petrophysical properties in the non-matching region are simply multiplied by a constant until a match is achieved, thus destroying the previous knowledge of geology continuity. While an impressive match may be achieved, such models often lack predictive power.
Recently this shortcoming has been detected, and methods to include production data and honor geology are proposed 1, 2, 3 . However, these methods tend to be slow to converge and limited to small, geologically simple models, or they are not robust. They can only be applied to a particular type of reservoir or can only perturb a particular parameter, for example ones with available gradients or sensitivity coefficients.
Therefore, we propose a method that can efficiently match production data for large complex reservoirs. Additionally, the method can be used with any property (facies, faults, permeability); indeed it should, as the larger scale geologic properties often affect flow more than the small scale ones. In this method separate regions of the reservoir can be perturbed by different amounts, so regions with matched production remain unchanged while regions with unmatched production are perturbed. The proposed method achieves this without creating discontinuities seen in the traditional history matching methods.
Background
First recall the sequential simulation paradigm in geostatistics where given a set of known data, z(u α ), a grid of unknown properties, Z(u), are populated. These unknowns could be porosity values, facies indicators or any other geologic reservoir parameter to be determined. Each gridblock that does not have a property value is visited and a conditional probability, P(A|B), is estimated for that gridblock. P(A|B) is the probability of the unknown property, A, occurring given some other information B. For example, A could stand for "channel occurs" or "permeability is less than 100 mD" and B could be well-log data and/or geologic knowledge of the reservoir. The gridblock property is assigned by randomly drawing from the probability distribution. A key to sequential simulation is that once a gridblock has been simulated, its
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Traditional sequential simulation methods rely on twopoint statistics (variograms) to determine the degree of correlation in the model (e.g. sequential guassian simulation). However, variograms can not reproduce well-connected curvilinear features such as channels because they only use the correlation of two points in space. Therefore new methods have been developed that use multiple-point statistics and training images to define geologically more complex correlation 4 . Training images are non-conditional and purely conceptual depictions of the geological patterns deemed relevant for a particular subsurface. The training image is used to extract geological patterns, in terms of multiple-point statistics, not limiting oneself to a variogram (two-point statistic). These statistics, just as with the variogram, are anchored to the subsurface well and seismic data. A practical algorithm, "snesim" has been developed for this purpose. The algorithm is part of the family of sequential simulation methods. However, contrary to variogram-based methods, the probability model, P(A|B), can be directly inferred by scanning the training image for equivalent data events A|B. Following examples of the proposed method will utilize multiple-point statistics, but the method is not limited to multiple-point statistics or even sequential simulation. Any technique that uses conditional probabilities can be history matched using the proposed method.
Global Probability Perturbation Technique
The current regional probability perturbation technique is an extension of the global probability perturbation technique proposed by Caers 3 . In all forms of history matching, an initial realization is created and subsequently changed until a satisfactory match with the production data is achieved, and Caers' method is no different in this respect. The unique aspect is how the initial realization is changed (perturbed). Rather than perturbing the initial realization directly, Caers proposes to perturb the probability model, P(A|B), used to generate the initial realization. This is done by introducing another probability model, P(A|D), that depends on production data, D. The perturbation of P(A|B) by P(A|D) is achieved by combining both conditional probabilities into a new probability model, P(A|B,D), that is used to populate the next realization. The method proposed by Journel is used to combine such probabilities 5 . For demonstration purposes, consider only the case of a binary spatial variable described by an indicator random function model
where u = (x, y, z) ∈ reservoir, is the spatial location of the gridblock, and i(u) = 1 could mean that channel occurs at location u, while i(u) = 0 indicates non-channel occurrence.
The initial realization containing all locations u will be termed i (0) (u). P(A|D) is defined as follows:
where P(A) is the marginal distribution (probability that A occurs regardless of the other data), and r D is a parameter between [0,1] that controls how much the model is perturbed.
To better understand the relationship between r D and P(A|D) consider the two limiting cases when r D =1 and r D =0. When r D =0, P(A|D) = i (0) (u) and via Journel's method 5 , P(A|B,D) = i (0) (u); hence, the initial realization, i (0) (u), is retained in its entirety. When r D =1, P(A|D) = P(A); therefore, P(A|B,D) = P(A|B), and a new realization, i (1) (u), is generated that is as equally probable as i (0) (u). The parameter r D , therefore, defines a perturbation of an initial realization to another equiprobable realization. To illustrate the role of the free parameter, r D , Figure 1 shows six different realizations, ), ( There may exist a value of r D , such that, ), ( (1) rD u i will match the production data better than the initial realization. Finding the optimum realization, ), ( (1) rDopt u i is a problem parameterized by only one free parameter, r D ; therefore, finding the optimum realization is equivalent to finding the optimum r D value.
where O(r D ) is the objective function, which is defined as some measure of difference between the simulated production data, D S (r D ) and the observed field data, D. Note that the simulated production data is different for each geostatistical realization, ). (
The value of r Dopt and consequentially the optimum realization, ), ( (1) rDopt u i can be selected using any onedimensional optimization routine for example the DekkerBrent method 6 . Using the 1D search for a best realization (a best r D ) between two equiprobable realizations (r D =0 and r D =1), one does not expect an acceptable match to the production data. Thus, a two-loop optimization routine is necessary where the previous optimum realization, ), (
rDopt u i is used as the initial realization in the next step, replacing i (0) (u) in Equation (1). This constitutes the outer loop of iteration that will be stopped when a satisfactory history match is achieved. Also during each outer iteration, the random seed is changed. By doing so, a new equiprobable realization is generated when r D =1. This allows the method to again search between two equiprobable realizations in the next inner iteration.
Regional Probability Perturbation Technique
The previously described method with a single perturbation parameter r D is termed "global" because it induces "in probability" the same amount of change over the entire model. The perturbation parameter is the same for all locations u. This works well for small simulation models that have relatively constant geology, but when it is extended to larger models with different geologic characteristics or multiple wells, a single parameter may not be sufficient to match all of the data. A similar approach taken by Hu et. al. 7 in conjunction with the gradual deformation methods has some degrees of similarity with the probability perturbation method. Yet it should be pointed out that the probability perturbation method does not aim to change the model "gradually" as this often leads to slow convergence.
Consider a reservoir with two distinct regions. During iteration the production data from Region 1 may be matched while production data from the other region is not. However, in the global method, both regions are perturbed by a similar amount. Therefore, the match in Region 1 might be destroyed as the method tries to match the data in Region 2, dramatically reducing the speed of convergence. To overcome this problem, a strategy of divide-and-conquer is employed by partitioning the reservoir model into separate regions where the model can be perturbed by a different amount in each region. We propose to assign a different perturbation parameter, r D , to each region where now r D reflects the amount of desired change in each region. However, finding optimal r D values for all regions creates a multi-dimensional optimization problem, which is more difficult to solve than the global method and its 1D problem. Additionally, as each region is perturbed, one must avoid creating artificial geologic discontinuities at the region borders.
Regional Perturbations. The initial step is to establish the geometry of the regions. They may have any arbitrary shape but may not overlap. The regions could be defined from geologic information, from streamlines, from sensitivity coefficients, or simply from the engineer's judgement. There is a significant amount of work available on defining regions for history matching 8, 9 , and a number of different techniques are used in this study. However, the problem of defining regions is not the subject of this paper. The regions will be denoted {R 1 , R 2 ,…R K } where K is the total number of regions, and the entire reservoir is R = (R 1 ∪ R 2 ∪ … R K ).
Once regions have been defined, the field-observed production data from wells in each region is denoted as {D 1 , D 2 ,…D K }. There may be one well per region or multiple wells per region, and the production data can be of any type (e.g. flow data, pressure data, or other types of data).
Recall from the global perturbation method that a soft probability, P(A|D), is utilized to integrate production data information into the model.
The regional probability perturbation technique relies on the same idea but differs in how P(A|D) is calculated. Consider a set of perturbation parameters, r Dk , for each region k, where k = 1, 2 … K; then we propose the following P(A|D):
where A is for example, "channel occurs," or in geostatistical terminology: {i (1) (u) = 1}. P(A|D) is defined for the entire reservoir, R, but its local value depends on the region definition: when u is located in region R k , the perturbation parameter takes on a value of r Dk . Therefore P(A|D) can have different values for different regions of the reservoir. Similar to the global method, P(A|D) is combined with P(A|B) to obtain a single probability model, P(A|B,D), which is used to create a single new realization, ). ( (1) rDk u i Figure 2 illustrates the similarities and differences between the global perturbation method and the regional perturbation method. In this case, both use the same initial guess as shown in Figure 2A and 2B. The next images ( Figure 2C and 2D) are the P(A|D) maps for the two methods. Figure 2C is created using Equation (1) with r D =0.50 while Figure 2D is created using Equation (3) with different r Dk values (r D1 =0.80 and r D2 =0.05). Then the last step is the same for both methods; P(A|D) is combined with the P(A|B) and used to create one single realization ( Figures 2E and 2F) . Note how the realization in Figure 2E shows a change that is similar everywhere in the reservoir while Figure 2F clearly shows more change in Region 1 than in Region 2. Although the two regions' perturbations are quite dissimilar, discontinuities along the border of Regions 1 and 2 are not observed.
The reason for not creating artifact discontinuities can be explained by the nature of the sequential simulation algorithm and by the application of the perturbation method. In sequential simulation, each gridblock is simulated based on reservoir data and any previously simulated gridblock properties. The method searches for any such previously simulated grid location in an elliptical search neighborhood. This search neighborhood may (and should) cross the regionboundaries. When simulating a gridblock in one region, the gridblock properties in other regions are used to determine P(A|B,D), hence creating continuity across the boundaries. Secondly, geological continuity is assured in the perturbation method through the probability P(A|B), which is not calculated per region but for all regions together. It should be emphasized that at no instance does the method construct realizations per regions or run the flow simulator per region.
There may be regions where high confidence exists in the current model (e.g. areas where production data matches closely); additionally, there may be regions where there is very little confidence in the current model (e.g. poor match of production data). Figures 2D and 2F demonstrate how multiple r Dk can cause different amounts of change for different parts of the model. When r Dk is close to zero (well matched region), the current model does not change very much, such as is Region 2. However, when r Dk is close to one (poorly matched region), the current model changes significantly as shown in Region 1. Figure 2D shows what the soft probability values, P(A|D), are for this simplified twofacies system. Where there is little confidence (r Dk is high), P(A|D) is close to the marginal (0.30) for both facies. While for the high confidence region, the facies are very close to the initial indicator values.
Optimize r Dk . Now that the method to create a perturbed realization has been covered, the procedure to find the optimum values for r Dk will be discussed. First, flow simulation is completed on the entire model. Then the simulated production data is assigned to its respective region,
Some measure of difference is calculated between the simulated production data and the observed production data for each region.
Because the simulated production in each region can be influenced by geology outside that region, in general the values of O k will depend on all {r D1 … r DK }. However, the production in a region is mostly dependent on the petrophysical properties in that region; thus, we will assume, at least explicitly, that O k only depends on r Dk . Based on this assumption, the best r Dk for each region can be determined using a one-dimensional optimization routine, but since there are multiple regions, the one-dimensional problems must now be solved in parallel (at the same time but without explicit reference to each other). Note that the model is not actually broken into K independent problems where flow simulation would be completed on each region separately. Rather, the realizations are always generated over the entire reservoir, and flow simulation is always completed over the entire reservoir. Regions are only used for objective function calculations and perturbation parameter, r Dk , updating. Although the r Dk values are updated without explicit reference to each other, dependence is implicitly maintained by creating the models and running flow simulation over the entire model. Similar to the global perturbation method, the regional perturbation technique consists of an inner loop and an outer loop.
The inner loop finds the optimum realization, ), ( (1) rDkopt u i between the initial realization, and another equiprobable realization, The outer loop consists of replacing the initial realization with the previous optimum realization and changing the random seed.
Note that the 1D parallel optimization of all r Dk s is as simple and robust as the single parameter problem. Flow simulation and model generation are the two most time consuming parts of the algorithm, yet they are only completed once per iteration, just as for the global method. Although the global method and the regional method take the same amount of time per iteration, the regional method allows different regions to be perturbed by different amounts, potentially reducing the number of iterations required to history match. Figure 3 displays a flow chart of the algorithm to incorporate production data, D, with geologic data, B, and a summary of the proposed method is provided below:
Algorithm.
• Define different regions to be updated separately. The regions could be defined from streamlines or sensitivity coefficients or by the users prior knowledge of geologic regions.
• Assign observed production data to respective regions.
• Generate an initial realization, i (0) (u) for u ∈ R.
• Outer loop: until history match, O(r D1 , …, r DK ) < ε.° Inner loop: perform parallel 1D optimizations to get the r Dk s that generate the realization, ), ( Fig. 4 . The sand facies has a permeability of 750 md while the shale's permeability is 150 md. There are three wells, one injector in the center of the model and two producers at the corners of the model. The majority of the high permeability facies in the reference model is located between the injector and Well 2 (Fig. 4) . The water-cut at the producers will be matched to the reference model's response. For this example, the regional perturbation method (RPM), and the global perturbation method (GPM) will be evaluated; additionally, the significance of initial perturbation parameter values will be compared in the regional method. The least square error between the reference water-cut and the simulated water-cut is calculated. Once the error is below 0.001, the matching procedure for that realization will be stopped. Table 1 shows the results for 10 different realizations.
On average RPM converges twice as fast as the GPM. There is considerable difference between the geology of the reference model for the two regions being perturbed. The lower portion is largely sand while the upper portion is mainly shale; consequently, the water-cut profiles for the two production wells are quite different (Fig. 5) . The efficiency of the regional method increases over the global method when the regions have significantly different geology. When the models are matched to a less restrictive tolerance, 0.01, there are some differences in how efficient all of the models converge. Table 1 shows the results for these criteria. The RPM still converges about twice as fast as the GPM, but all models converge about 6 times faster as their lower tolerance counterparts.
With a less restrictive tolerance, the match will of course be worse, and Figure 5 shows how the water-cut profiles differ for one realization. For the 0.001 tolerance, the production match is almost exact for both wells, but for the 0.01 tolerance, well P2 does not match as effectively. For this realization almost all of the error results from P2, but for different realizations converging to 0.01, an equivalent amount of error is allocated more evenly between the two wells. In many practical reservoir applications, the match displayed in Figure 5 is acceptable. Note the number of flow simulations is reduced significantly from about 216 per realization to about 36 per realization. Figure 6 compares how the outer iteration decreases for RPM and GPM for two realizations. The solid horizontal lines depict the 0.01 tolerance. Notice how most of the objective function reduction is completed before the higher tolerance, but numerous additional runs are required to match to the lower tolerance.
The sensitivity of the initial "guess" for the r Dk values was considered, and the right four columns of Table 1 show the results of the different parameters. The lower initial values (0.25) converge faster for the 0.001 tolerance, whereas for the less restrictive tolerance the larger initial values cause faster convergence. Early in the optimization when production match is very poor, large perturbations are desirable to get the simulated production close to the reference production. However, once the match is close, only small changes are needed to get the simulated data to exactly match the observed data. Moreover, the way the objective function decreases also demonstrates this. It decreases very fast early (significant model changes), and at the end it reduces very little (small changes in the model).
Fractured Reservoir. This example displays some of the robustness and flexibility of the proposed method. The model for this example is geologically more complex than the previous cases. It is a fractured reservoir that has three separate fault blocks. The fractures represent 15% of the model. The center fault block has been fractured in the orthogonal direction to the two outside fault blocks. Furthermore, each fault block has different physical properties. The left block has 100 md matrix and 2 md fracture permeability, the middle block has 50 md matrix and 25 md fracture permeability, and the right block has 150 md matrix and 3 md fracture permeability. The two outside blocks have essentially sealing fractures while the center block fractures allows some flow to cross. The grid model is 100 by 100, and there are 9 production wells and no injectors (Fig. 7) . The proposed method can match different types of production data, and for this example the bottom hole well pressure is matched for the nine wells. Each fault block has 3 wells and is treated as a separate region for the RPM.
Starting with the same initial model, both the GPM and the RPM attempt to match the reference production data. After only 9 outer-iterations, the regional method converges to a solution; however, after 100 iterations, the global method has not converged. The production match for three wells is shown in Figure 8 for both the regional and global methods. All wells are clearly matched for the regional method, and while some wells are matched for the global method (Well 5), others are not (Well 2 and Well 8). Although this example is still geologically very simple compared to most field examples, the complexity that does exist causes the global method not to converge, thus exemplifying the weakness of the global method.
3D Channel Model.
The final example uses a synthetic 3D fluvial channel reservoir model as the reference. The reference model was created by Mao 10 and is based on a North Sea reservoir. It is made up of three distinct facies: channel sand, crevasse splays, and mudstone. The locations of the facies were determined by using an object-based simulation technique. The petrophysical properties were generated independently for each facies using Sequential Gaussian Simulation. The reference has aerial dimensions of 10,000 ft by 13,000 ft and is 450 ft thick, and it is divided into 100 gridblocks in the x-direction, 130 in the y-direction, and 30 in the z-direction. The z-direction has three major horizons each with 10 layers. The three horizons have channels of different size, different directions, and different sinuosity (Fig. 9) .
In this example nine vertical wells (six production and three injection) were added to the reference for flow simulation. The completion intervals are not the same for all wells. Production wells 1 and 4 and injection well 3 are completed in the top 20 layers; production wells 3 and 5 and injection well 1 are completed in layers 6 through 25; and production wells 2 and 6 and injection well 2 are completed in layers 21 through 30. The injectors are each injecting 12000 barrels of water per day, and wells 1, 2, 3 and 5 are producing 6400 barrels of liquid per day, and wells 4 and 6 are producing 6200 barrels of liquid per day.
A real-life situation of incomplete information is established in order to generate a reservoir simulation model. The snesim algorithm is used to create the geostatistical realizations for the model 4 . The geological parameters required for the realizations differ from the reference truth as follows:
• The facies proportions are calculated from the well-logs directly. The proportion of channel sand encountered by the wells is 27% and the proportion of crevasse encountered is 6%. Note that this is different than the reference, which has channel and crevasse proportions equal to 41% and 5%, respectively. The difference in the amount of facies also effects the pore volume. While the reference pore volume is 1.76x109 barrels, the generated models are from 1.32 x109 to 1.44 x109 barrels. • Although the reference has different channel shape parameters for different layers, the channel shape parameters for the geostatistical realizations are the same for all layers. Two layers of a five-layer training image are shown in Figure 10 . It was generated with an objectbased technique, and each layer is 200 by 200 gridblocks. The proportions for each facies in the training image come directly from the well-log information discussed in the previous bullet.
• The porosity and permeability are assumed constant for each facies and obtained by averaging porosity and permeability per facies from wells. Channel: porosity 29%, permeability 456 md. Crevasse splay: porosity 23%, permeability 253 md. Mudstone: porosity 7%, permeability 0.03 md.
• The model dimensions are also different than the reference. There are 50 gridblocks in the x-direction, 65 in the y-direction, and 15 in the z-direction for a total of 48,750 cells. In each direction there are half as many gridblocks as the reference model, but the overall dimensions of the model remain the same. The dimensions of the cells are twice as long in each direction; therefore, the cells are 200 ft by 200 ft and 30 ft thick. The wells will be completed for the same depth interval as the reference model.
The matter of how to define regions within the reservoir remains to be discussed. A simple static definition of the region geometry may not be adequate for more complex cases. As history matching takes place, it might be desirable to change or update the region geometry definition based on the modifications made in the reservoir model. Such dynamic region definition may be achieved using streamlines. Streamlines are well suited for the job because they show the direct paths by which fluid will enter a production well. These paths identify the gridblocks that, if changed, will have a direct affect on a well's production. Furthermore, streamlines have been used successfully to define regions in traditional history matching schemes 8 . Every production well will have a set of streamlines entering that well. All blocks hit by this set of streamlines define the "drainage zone" for that well. The various drainage zones will define the geometry of the regions used for history matching. As the model is perturbed, the facies geometry will change; consequently, the drainage area of the production wells also will change. The region definitions for one iteration of one realization are displayed in Figure 11 . Notice that region 4 is hardly represented in the lower layers; recall Well 4 was only completed in the top 10 layers. Few streamlines that ended at Well 4 traveled in layers lower than it was completed in. Well 1 was also completed in layers 1-10, but its region does include area in the lower layers. This shows that the regions can be defined differently for different areas; thus, confirming the need for the streamline based approach.
In this example the global probability perturbation method is compared with the regional probability perturbation method for 10 realizations. To investigate the importance of using streamlines to define regions, an alternative "static" region definition is used. The static regions are defined by the set of gridblocks that are closest to a production well (Voronoi polygons). Figure 12 shows the shape of these regions, and while they are similar to the streamline defined regions in Figure 11 , there are some differences. The key point is that these regions are fixed for whatever facies geometry is present in the reservoir.
Water cut information at the six production wells is the data used for history matching.
Ten realizations are completed for all cases, and all realizations for the three cases are converged to the same tolerance. A history-matched model is displayed in Figure 13 . Although the generated models have different channel shapes than the reference, history matching is consistently achieved for all cases. Figure  14 shows the improvement of the history match for one realization. The reference data along with the initial and matched data are displayed for the six wells. Exact matches are not achieved, but significant improvement is observed in all wells, some wells such as Well 3 and Well 6 show dramatic improvement. The matches obtained would be adequate for most true field applications. Table 2 compares the efficiency of the three different cases where the cases differ in how the geometry of the regions is defined. RPM (S) has streamline based regions that change as the history matching process continues. It is the most efficient converging in less than half as many outer iterations as the other two methods. Although the method that uses Voronoi polygons to define regions, RPM (V), perturbs multiple regions separately, its convergence efficiency is about the same as the global method. This is because the region definitions for RPM (V) are not optimal for this problem; however even for this simple region geometry, the multiple region method performs no worse than the one region method.
Conclusions
1. The proposed regional probability perturbation method can history match reservoir models while honoring other pieces of data such as geologic continuity. This is something traditional history matching techniques are unable to achieve. 2. The proposed method allows perturbing large-scale properties such as facies distribution, which often have a major affect on the production data that is being history matched. 3. Matching historical production data with the regional method is more efficient that the global method. As the geologic complexity increases, the regional method is able to achieve a history match when the global method is unable to match. 4. The method has been shown to work on large complex examples. A good history match was attained on a channel reservoir that has 9 wells, 10 years of production and 50,000 gridblocks.
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