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1. Introduction 
This report presents an analysis of the network traffic generated by the Distributed 
Interactive Simulation (DIS) Interoperability Demonstration, which took place during the 
16th InterservicelIndustry Training Systems and Education Conference (IIITSEC)( 1994). 
The report describes: 
the sources and formats of the data traces used for this analysis 
the definitions of the performance measures obtained 
the methodology used for the analysis 
the observations and results of the data analysis 
The data collected consists of DIS and non-DIS traffic present on a single Ethernet 
network for the duration of 4 days of the conference. 
This report is a deliverable item under subtask 3.1.2.4, "IDEMO Traffic Analysis" of the 
STRICOM contract N61339-94-C-0024 entitled "TRIDIS: A Testbed for Research in 
DIS." 
1.1 List of Acronyms 
ARP 
C4I 
CGF 
DIS 
DSI 
ESPDU 
EW 
IDA 
IP 
1ST 
IIITSEC 
LAN 
MITL 
PDU 
PVD 
SIMAN 
SIMNET 
STRICOM 
UDP 
Address Resolution Protocol 
Command, Control, Communications, Computers and Intelligence 
Computer Generated Forces 
Distributed Interactive Simulation 
Defense Simulation Internet 
Entity State Protocol Data Unit 
Electronic Warfare 
Institute for Defense Analyses 
Internet Protocol 
Institute for Simulation and Training 
InterservicelIndustry Training Systems and Education Conference 
Local Area Network 
Man-In-The-Loop 
Protocol Data Unit 
Planview Display 
Simulation Management 
Simulation Networking 
Simulation, Training and Instrumentation Command 
. User Datagram Protocol 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
2. Background 
For the third year in a row, the I1ITSEC featured demonstrations of Distributed Interactive 
Simulation (DIS). From November 21 , 1994 to December 1, 1994 a group of 
organizations gathered in Orlando, Florida to participate in a series of DIS Interoperability 
Demonstrations. During the original DIS Interoperability demonstration at IIITSEC 1992, 
the number of participants was 20. By 1993 this number had grown to a total of 44. The 
format in both cases was similar, involving all participants in a single scenario which 
occurred once. The audience was presented with a highly visual account of the 
demonstration by means of a stealth display, at a central location. 
In 1994, the concept changed from a single demonstration to a truly distributed 
presentation approach. A series of mini demonstrations was developed. These were 
presented to a larger crowd of attendees by exhibiting the scenarios on multiple stealth 
displays at various locations and at various times. Each organization participated in one 
or more mini demonstrations, depending on interests and capabilities expressed during the 
planning sessions of the demonstrations. These mini-demos were then scheduled, executed 
and repeated on two consecutive days. The week prior to the conference was used for 
setup and rehearsal of the scenarios. The actual demonstrations were held the last two 
days of the conference (November 30 and December 1, 1994). 
There were, in total, 57 organizations involved in the effort, 5 of which were from Great 
Britain, Scotland and the Netherlands. The participants were drawn from industry, 
government labs and universities. Collectively they created 23 air, 10 air defense, 16 
ground, 10 surface, 3 air-to-ground, and 5 air-to-air entities. In addition, nine players 
simulated electronic emissions and six created Computer Generated Forces (CGF). A total 
of 15 stealth displays were available in the exhibit halls. 
2.1 Network Topology 
Each participant had a single 10BaseT Ethernet connection terminating at a bridge located 
in their booth at the IIITSEC conference. The network was implemented as a star 
topology, with the Institute for Defense Analyses (IDA) serving as the network control 
center and wiring hub of the star for the duration of the conference (see Figure 1). There 
was one physical local area network (LAN) over which all network traffic was conducted, 
though three logical networks were viable. Participants were either local or connected to 
the LAN via a long haul link (T-l). Figure 1 shows the star topology, a generic demo 
participant connected to a bridge, and a long haul link. It also shows a reduced view of 
1ST's LAN (also a demo participant) in the IIITSEC network. 
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IIiTSEC Network 
Long Haul 
\1 Bridge 0IIDmD1 Wiring Hub -
Bridge I I 
1ST Logger 
Figure 1. Network Topology 
Logical segregation was implemented by simultaneous exercises using different DIS 
exercise identifiers. This is also the manner in which demonstrations were rehearsed and 
executed. 
2.2 Logging Format and Procedure 
The Institute for Simulation and Training (1ST) collected data traces consisting of all 
traffic which was sent in a broadcast mode onto the network. This was done for two 
reasons. First of all, the loggers were stations off of the 1ST bridge, so any point to point 
traffic between systems not on the local segment would not be visible to the logger. 
Second, most of the traffic on the network was DIS, which is .inherently broadcast. Thus 
all broadcast traffic was recorded, the majority of which was expected to be DIS. 
The logged data consisted of network traffic produced on the actual conference days, 
which were Monday November 28, 1994 though Thursday December 1, 1994. The data 
traces amount to approximately 6 Gigabytes of data during this four day span. The logger 
software was implemented and executed on 2 Motorola VME platforms, each of which 
had the maximum capacity of handling 1000 packets per second. 
The traces were collected by two loggers, though only one logger was operating at any 
time. The reason for multiple loggers was to minimize any loss of data. When one logger 
3 
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was stopped in order to save data from its full disk to tape, the other logger was activated. 
The log files were created by logging in intervals of 60 minutes, after which another file 
would be created. The exception to this rule was that the maximum file size was 16 
Megabytes. Thus, logging sessions were terminated after 60 minutes, or once the file size 
exceeded 16 Megabytes, whichever occurred first. The data traces that were collected and 
their sizes are given in Appendix C. The naming convention applied to the logged files 
is also described in this Appendix. Files created in a chronological order will have 
increasing file numbers (i.e. Day4-7 was logged immediately following the creation of 
Day4-6). 
Each file has a 2 byte file header, originally intended to record the date and time the file 
was created. However, this information was corrupted in the process of logging. Thus this 
field was ignored during the analysis. Each packet is preceded by a 12 byte packet header 
(inserted by the logger) which consists of: 
1. Length field (4 bytes) - the length indicates the length of the entire logged packet. 
2. Timestamp in number of seconds (4 bytes) - this is the number of seconds relative to 
the beginning of the logged file. 
3. Timestamp in number of micro-seconds (4 bytes) - this is the number of microseconds 
relative to the beginning of the seconds recorded in the previous field. 
A logged packet consists of the application protocol packet (such as the case of a DIS 
PDU) and all its network headers down to and including the Ethernet frame header. The 
length field includes all the network headers. Figure 2 illustrates the layout of a logged 
file. 
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Figure 2. 1ST Logger Format 
2.3 Demonstrations 
The demonstrations were organized in time spans which did not exceed one hour and 
twenty minutes each. Most of the demonstrations were conducted in a matter of minutes. 
The same scenarios were repeated on two consecutive days. The audience at the conference 
was given a schedule with the times and descriptions of each individual demonstration. The 
sequence of DIS demonstrations on Wednesday November 30, 1994 and Thursday 
December 1, 1994 was as follows: 
1. 
2 . 
UK-DOAC (10:15-10:30): Interaction between British army troops at a SIMNET 
site in Germany linked with U.S. aviators at Ft. Rucker. Number of participants: 1. 
Exercise ID: 2. 
SIMAN (10:30-11:00) A large number of networked participants demonstrated uses 
of the new "Simulation Management" or SIMAN PDUs to control DIS exercises. 
Number of participants: 13. Exercise ID: 4. 
5 
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3. CGF (11:00-11:15): Examples ofthe realistic behavior and versatility possible with 
networked Computer Generated Forces (CGF). Number of participants: 4. Exercise 
ID: 5. 
4. Close Air Support (11:15-11:40): Demonstrations of close air support being 
performed by geographically dispersed participants. Number of participants: 6. 
Exercise ID: 6. 
5. Naval Battle (11:40-11:55): An example of how a complex Naval engagement can 
be created and carried out using distributed simulation. Number of participants: 16. 
Exercise ID: 7. 
6. Night Combat (11:55-12:05): This exercise intended to show the ability to train 
for and examine night operations through simulation. Number of participants: 6. 
Exercise ID: 8. 
7. Helicopter Armed Reconnaissance (12:05-12:15): Distributed man-in-the-Ioop 
helicopter simulators interacted with CGF to demonstrate team training of widely 
dispersed participants. Number of participants: 3. Exercise ID: 9. 
8. Ground Combat (13:00-13:20): Features the conduct of a complex land warfare 
scenario employing modem weapons technology. Number of participants: 11. 
Exercise ID: 11. 
9. Advanced TargetinglPrecision Strike (13:25-13:35): This exercise demonstrated 
a great deal of sensor and C4I capability derived from use of some of the newer 
PDU implementations in an Advanced TargetinglPrecision Strike scenario. Number 
of participants: 4. Exercise ID: 12. 
1 o. Constructive-Virtual (13:35-13:45): This exercise demonstrated the ability to link 
a constructive simulation (Eagle) with virtual simulators using the DIS protocols. 
Number of participants: 1. Exercise ID: 16. 
11. Above Real-Time (13:45-13:55): A demonstration featuring the ability to use 
above real-time simulation as a tool to increase proficiency. Number of participants: 
6. Exercise ID: 13. 
12. Road of Death (13:55-14:05): This demonstration featured the new capability to 
provide interactive playback of data logged files as a means of popUlating a virtual 
battlefield. Number of participants: 6. Exercise ID: 13. 
13. Integrated Multi-Warfare (14:05-14:50): A detailed simulation of a joint 
operation environment with extensive interplay of C4I elements. Number of 
participants: 16. Exercise ID: 14. 
14. Air Defense (14:50-15:05): A combination of Constructive and Virtual simulations 
showing the complex nature of the Air Defense mission and the C41 environment 
that must support it. Number of participants: 10. Exercise ID: 15. 
15. Air-to-Air (15:05-15:15): Simulated Air-to-Air combat between participants on a 
simulation network. Number of participants: 10. Exercise ID: 10. 
3. Performance Measures 
This section describes the performance measures which were obtained for the data traces 
collected during the IIITSEC DIS exercises. The traffic was analyzed based on parameters 
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such as the volume of traffic (DIS vs. non-DIS) generated, PDU frequencies by type and 
by source, and volume of non-compliant DIS traffic. 
In addition, these performance measures can be obtained based on a number of criteria, 
such as entity type, entity identifier, source, or destination. Refer to Section 4 for a full 
description of the analysis methodology and a list of possible filtering criteria. 
3.1 Global Traffic Metrics 
The logged data contains network traffic from various applications present on the network. 
One of the general traffic metrics is to characterize the network data traces in terms of the 
different application types. For the purpose of this analysis, the only measure of interest 
is the volume of DIS traffic compared to the non-DIS traffic. The non-DIS data will not 
be further characterized. 
The global traffic metrics which will be produced will consist of the volume of DIS and 
non-DIS traffic issued based on time and source 
3.2 Error Metrics 
Prior to the Interoperability Demonstration, it was a prerequisite for all the participants 
to test each of their systems for compliance against the implemented Standard (in the case 
of lilT SEC 1994 the version implemented was Version 2.0.3). Only systems which passed 
the compliance test were then allowed to participate and interact in demonstrations. 
The ultimate efficacy of the test phase prior to the demonstrations, and that of the 
implementers of the DIS Standard can be measured by performing an error analysis on 
the DIS traffic captured during the show. 
Thus, given the stream of DIS PDUs logged, we can determine the number of DIS PDUs 
which have violated one or more rules dictated by the Standard. Of the wide array of 
rules, the type of error metric collected is the number of PDUs which contain any values 
which are out of range. Valid ranges ( or enumerations) have been specified for most data 
items of the DIS PDUs. Another prevalent type of error which can be caught by range 
validation is that of incorrect data type implementation, and/or misaligned data items. For 
example, a field which has been defined by the Standard to be an unsigned integer of a 
given size (and thus has an implicit minimum arid maximum allowed value), could have 
incorrectly been implemented/interpreted as a signed floating point number. 
7 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
There are other categories of errors which affect the correct implementation of the 
Standard (and which may prevent full interoperability). None of these were measured for 
this analysis. They include: 
- Network header validation (e.g. protocols, port, length) 
- Dead-reckoning validation 
- Event pairing validation (for interactions which need to be correlated, such as Fire and 
Detonation events) 
- Other logical validation (e.g. valid combinations of warheads, fuzes and munitions). 
3.3 General DIS Metrics 
In this section we describe general DIS metrics which can be obtained on a stream of 
either compliant DIS PDUs or a stream of non-compliant DIS PDUs. The general DIS 
performance metrics that can be obtained are: 
Given an exercise one can define the following measures: 
- Breakdown per PDU kind. The different kinds of DIS PDUs present on the network 
were: 
- Entity State 
- Fire 
- Detonation 
- Collision 
- Create Entity 
- Remove Entity 
- StartlResume 
- StoplFreeze 
- Acknowledge 
- Action Request 
- Action Response 
- Data Query 
- Set Data 
- Data 
- Event Report 
- Message 
- Emission 
- Laser Designator 
- T ransmi tter 
- Signal 
- Receiver 
8 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
In addition, other experimental PDUs were also allowed to interact during the 
demonstrations. These were the Acoustic PDU (kind value of 129) and the Stealth PDU 
(kind value of 130). Based on the (compliant or non-compliant) PDU kind one can define 
the following metrics: 
- DIS PDU kind distribution. This measure depicts the percentage of the total DIS 
traffic contributed by each kind of PDU. 
- DIS PDU packet size distribution. DIS PDUs are either of fixed or variable size, but 
will not exceed an Ethernet frame. This measure depicts the average PDU size based on 
the kind of PDU. 
- DIS PDU kind issue rates. This measure is defined as the number of DIS PDUs of a 
certain kind issued per time unit (where a time unit can be a second, or a minute). 
-Entity issue rates. This measure is defined as the number of DIS PDUs generated by 
a particular entity per time unit. 
-Entity type issue rates. This measure is defined as the number of DIS PDUs generated 
by a particular entity type per time unit. 
-Source issue rates. This measure is defined as the number of DIS PDUs generated by 
a particular source (where sources have unique Internet Protocol addresses) per time unit. 
-Exercise issue rates. This measure is defined as the number of DIS PDUs generated by 
a particular exercise per time unit. 
3.4 Exercise Dependent Metrics 
Each demonstration had a unique exercise identifier, except for one (the Road of Death 
and Above Realtime demonstrations had the same identifier). Therefore, a demonstration 
and an exercise are synonymous, and these terms will be used interchangeably. 
The metrics defined per demonstration are: 
- Duration of demonstration. This metric depicts the actual number of minutes and 
seconds DIS PDUs were issued of that particular exercise. 
- Demonstration participant issue rates. This metric is defined as the PDU kind issue 
rate per time unit per demonstration participant (or source). 
- PDU kind distribution. This metric is defined as the PDU kind issue rates per time 
unit. 
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- Functional exercise characterization. Each demonstration had a sequence of events, 
a set of participants and usually a purpose (or mission). The functional exercise 
characterization measures the efficacy of the demonstration participants in achieving the 
purpose of the exercise. For a description of each demonstration, refer to Appendix D. 
4. Analysis Methodology 
In this section the analysis methodology used to derive the analysis results is described. 
The traffic analysis software was developed at 1ST by Dr. Sandra Cheung to examine the 
characteristics of DIS traffic logged during the DIS Interoperability demonstration 
conducted at the 15th IIITSEC in 1993. The software was written to perform analysis of 
DIS traffic according to Version 2.0.3 of the DIS Protocol Standard. The program was 
updated in 1994 to reflect changes made to Version 2.0.3 since the previous year, and was 
used to analyze the network traffic generated during the DIS Demonstrations of the 16th 
IIITSEC. The software is written primarily in ANSI C and compiled with the GNU C 
compiler to run in a Unix System V environment. The software was written to support 
Version 2.0.3 of the DIS Standard and would require modifications and recompilation to 
support other versions of the standard. The program comprises two sections, one to 
identify DIS PDUs and perform error checking, and another to perform statistical 
analysis. The identification and validation section utilizes code that was developed for 
the 1ST Scanner Management system. The error checking consists of validating the values 
in each field of a PDU against the range of possible values defined in the standard. The 
statistical analysis functionality applies filters to identify and derive statistics from certain 
types of PDUs in a logged file. 
The program reads from configuration files and user input to select a combination of 
analysis filters to determine the set of PDUs from which the performance measures will 
be generated. Any combination of the PDU filters defined by the program, including 
PDU Kind, Entity ID, Entity Type, Time Interval, Exercise ID, Protocol Version Number, 
UDP Port Number, and Source IP Address may be selected by the user. For each filter 
that is selected, the user is prompted for additional information to define the filter 
parameters. For example, when the Exercise ID filter is selected, the user is prompted 
to enter a unique Exercise ID. Statistical analysis will then be performed on only those 
PDUs in the logged file that were generated using that particular Exercise ID. 
After the filter parameters have been defined, the program sequentially processes the 
datagrams in a logged file to generate statistics based on the filters selected by the user. 
The program first examines each datagram in the logged file to determine the number of 
DIS PDUs and the number of non-DIS packets in the file . As described in section 2.2 
and Figure 2, each datagram in the logged file has a header inserted by the logger in 
addition to the various network headers received with the packet. The information in the 
network headers allows the analysis software to identify what kind of packet is being 
examined. If the packet is an unknown type, the information provided by the logger 
header allows the program to seek forward to process the next packet in the file. DIS 
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PDUs are identified by a DIS PDU Header following the Ethernet and UDP headers. The 
DIS PDU header includes information such as Protocol Version, Exercise ID, and PDU 
Type that identify the packet as a DIS PDU. All non-DIS packets are filtered at this 
point, and subsequent analysis takes place on the remaining traffic. A validity check is 
performed on the DIS PDUs to identify an instances of values that exceed the allowable 
ranges specified in Version 2.0.3 of the DIS Protocol Standard. Any PDU containing an 
out of bounds value is considered invalid identified as such. The program produces a 
PDU kind distribution for the set of PDUs identified as erroneous during this step. At 
this point, a statistical evaluation is performed on the remaining set of valid DIS PDUs 
identified by the application of the analysis filters. The functionality is summarized as 
follows: 
1. Process one logged file at a time and determine the number of DIS PDUs (and the 
number of non-DIS packets) based on a given UDP port number. The number of 
non-DIS packets are not further categorized (this is outside the scope of the analysis). 
2. Of the DIS PDUs, the program next determines the number of PDUs which have 
violated the allowable ranges. These ranges are the same ranges prescribed by the DIS 
Standard (Version 2.0.3) against which each and every system was tested for 
compliance. The PDU kind distribution for the set of erroneous PDUs is produced. 
3. A set of filters can be applied on the remaining set of valid DIS PDUs. These filters 
are described in Appendix B. 
4. The measures are obtained on the DIS PDUs after the filters have been applied, and 
the statistics are generated. A list of the generated information is given in Appendix 
B. 
The analysis program can produce global as well as time-granularity based statistics. 
Global statistics incorporate all the information found per file (unit of processing). These 
statistics include the number of PDUs found (per kind), all the entity types (and the 
number of PDUs produced by each of them), all the siteslhosts, etc. 
In the latter approach, activity is recorded per time unit. Because each file will not 
exceed 60 minutes, we have defined two time units, namely seconds and minutes. 
5. Discussion of Results 
This section presents and discusses the results obtained from the analysis of the data 
traces. Unless otherwise stated, DIS traffic is assumed to have occurred on UDP port 
6994. 
In Figure 3 the traffic distribution is given over the period of 2 days (Wednesday 
11130194 and Thursday 12/01194) encompassing the demonstrations. The days before this 
were practice days and, for traffic analysis purposes, the network activity may be 
considered ad hoc and not very meaningful. Figure 3 presents the daily volume in number 
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of packets (or PDUs) of valid, erroneous DIS and other traffic. For Day 3, the traffic 
distribution was determined to be 7.94% non-DIS, 89.63% valid DIS, and 2.43% erronous 
DIS. For Day 4, the distribution was 10.35% non-DIS, 86.83% valid DIS, and 2.33% 
erroneous DIS. 
89.63% 86.83% 90.00% 
80.00% 
70.00% 
60.00% 
Q) 
• non-DIS CI 50.00% 
"' - • Valid DIS c Q) 
u 40.00% 
.... o Error DIS Q) 
c.. 30.00% 
20.00% 
10.00% 
0.00% 
Day 3 Day 4 
Conference Day 
Figure 3. General Traffic Characteristics for Day 3 and Day 4 
Without the explicit timestamp at the beginning of each file , we are unable to correlate the 
time of day with the activity on the network. 
5.1 General Results 
Because the absolute timestamp has been corrupted in each file , this analysis will make 
no mention of the absolute time of day. The only guidelines available were the schedule 
of demonstrations and assigned exercise identifiers. Based on this information, we were 
generally able to identify the type of demonstratiorJactivity in each file. 
For the 2 days of demonstrations (11/30/94 and 12/01/94) Table 1 and Table 4 list the 3 
primary exercises (if at least three are possible) occurring in each logged file. Each table 
entry consists of the name of the data file followed by the exercise ID and percentage of 
DIS traffic associated with that ID, for a maximum of three [ID [Percentage]] entries per 
row. Entries where fewer than three exercises were present are denoted by "N/A" in the 
unused column. The table shows the proportion of valid DIS traffic in each file 
represented by each exercise. For a full breakdown of all exercises present in each file, 
refer to Appendix E. 
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In Appendix E the percentage traffic present on each exercise is given. There were many 
instances of DIS traffic present on exercise IDs not among those defined for the DIS 
demonstrations. Of the non-assigned exercise identifiers, the only identifier with non-
negligible traffic was 152, which is listed separately due the volume of traffic present on 
that ID. The others are grouped under a category "other". 
Filename 
Day3-1 
Day3-2 
Day3-3 
Day3-4 
Day3-5 
Day3-6 
Day3-7 
Day3-8 
Day3-9 
Day3-10 
Day3-11 
Day3-12 
Day3-13 
Day3-14 
Day3-15 
Day3-16 
Day3-17 
Day3-18 
Day3-19 
Day3-20 
Day3-21 
Day3-22 
Day3-23 
Day3-24 
Day3-27 
Day3-28 
Day3-29 
Day3-30 
Day3-31 
Day3-32 
Day3-33 
Day3-35 
Day3-36 
Day3-37 
Day3-38 
Day3-39 
Day3-40 
Day3-41 
Day3-42 
Day3-43 
Day3-44 
Day3-45 
Day3-46 
Wednesday November 30, 1994 (Port 
Ex. #1 
8 [72.68%] 
8 [ 8.75%] 
8 [ 0.80%] 
15 [ 1. 44%] 
4 [ 3.11%] 
15 [14.64%] 
6 [10.45%] 
1 [15.19%] 
2 [14.58%] 
2 [23.69%] 
2 [18.63%] 
2 [20.27%] 
2 [17.58%] 
2 [13.63%] 
2 [18.48%] 
2 [13.06%] 
« Data 
5 [18.35%] 
2 [13.51%] 
4 [15.11%] 
2 [13.41%] 
6 [38.11%] 
6 [46.42%] 
6 [24.46%] 
2 [10.25%] 
2 [16.94%] 
2 [18.14%] 
1 [18.84%] 
2 [18.70%] 
7 [21.39%] 
12 [14.71%] 
12 [21.36%] 
11 [16.87%] 
11 [21. 98%] 
2 [17.61%] 
2 [11.55%] 
2 [ 9.72%] 
2 [13.85%] 
2 [13.57%] 
2 [18.48%] 
2 [14.55%] 
2 [13.33%] 
2 [13.16%] 
Ex. #2 
11 [16.02%] 
17 [65.76%] 
17 [70.69%] 
17 [66.35%] 
17 [68.99%] 
17 [13.62%] 
17 [15.68%] 
16 [25.29%] 
15 [11. 62%] 
10 [14.60%] 
10 [22.25%] 
10 [19.31%] 
6 [12.98%] 
4 [16.00%] 
4 [18.99%] 
4 [21.92%] 
Unavailable » 
6 [14.63%] 
4 [12.40%] 
5 [23.58%] 
5 [15.89%] 
11 [ 8.94%] 
12 [10.75%] 
12 [12.19%] 
7 [38.50%] 
7 [16.96%] 
7 [12.50%] 
2 [15.99%] 
7 [20.47%] 
12 [12.59%] 
94 [20.15%] 
15 [17.01%] 
12 [25.09%] 
94 [17.20%] 
9 [12.80%] 
11 [37.96%] 
11 [36.16%] 
11 [25.53%] 
12 [30.69%] 
12 [16.35%] 
12 [18.26%] 
12 [19.83%] 
12 [14.59%] 
13 
6994) 
Ex. #3 
199 [11.29%] 
199 [23.49%] 
199 [28.20%] 
199 [28.16%] 
88 [15.22%] 
152 [32.68%] 
152 [45.57%] 
152 [33.15%] 
152 [17.92%] 
152 [12.59%] 
152 [14.22%] 
152 [13.35%] 
10 [18 . 20%] 
10 [24.07%] 
10 [19.81%] 
5 [15.82%] 
16 [14.54%] 
5 [25.98%] 
6 [12.72%] 
6 [22.69%] 
152 [11. 66%] 
152 [11. 87%] 
152 [14.33%] 
152 [13.71%] 
8 [22.98%] 
152 [13.48%] 
7 [19.12%] 
9 [19 . 67%] 
152 [16.84%] 
152 [17.38%] 
94 [15.60%] 
94 [23.38%] 
152 [12 . 21%] 
11 [23.99%] 
152 [9.58%] 
42 [11. 51%] 
42 [15.33%] 
152 [13.85%] 
42 [17.49%] 
42 [15.22%] 
13 [16.60%] 
13 [23.73%] 
I 
I Day3-47 2 [15.00%] 13 [21.40%] 15 [22.69%] 
Day3-48 2 [16.32%] 15 [50.01%] 152 [10.81%] 
I Day3-49 2 [12.13%] 15 [51. 09%] 152 [10.54%] Day3-50 2 [14.19%] 15 [44.39%] 152 [10 . 99%] 
Day3-51 9 [18.21%] 15 [38.15%] 152 [11.45%] 
I Day3-52 2 [10.86%] 9 [13.66%] 15 [40.45%] Day3-53 2 [12.16%] 9 [ 7.89%] 15 [49.67%] Day3-54 2 [16.76%] 15 [38.34%] 152 [11. 96%] 
Day3-55 9 [20.25%] 16 [38.34%] 152 [12.51%] 
I Day3-56 2 [13.58%] 16 [35.88%] 152 [11.39%] Day3-57 10 [12.32%] 16 [29.75%] 152 [14.20%] 
Day3-58 9 [14.46%] 10 [40.65%] 152 [10.37%] 
I Day3-59 9 [13.34%] 10 [39.46%] 16 [17.36%] Day3-60 9 [13.46%] 10 [39.50%] 15 [11.21%] Day3-61 10 [29.23%] 12 [13.58%] 15 [15.78%] 
Day3-62 10 [29.97%] 12 [20.26%] 15 [16.56%] 
I Day3-63 10 [40.88%] 12 [13.62%] 15 [11.31%] Day3-64 10 [31.80%] 12 [14.25%] 15 [11.99%] 
Day3-65 9 [12.87%] 10 [25.56%] 12 [14.80%] 
I Day3-66 10 [30.08%] 12 [15.28%] 152 [10.95%] Day3-67 10 [28.59%] 12 [16.60%] 183 [11.17%] 
Day3-68 10 [30.76%] 12 [21.67%] 183 [13.68%] 
I 
Day3-69 10 [30.58%] 152 [13.42%] 199 [15.36%] 
Day3-70 10 [17.39%] 15 [15.76%] 199 [34.03%] 
Day3-71 10 [22.18%] 15 [15.18%] 199 [20.24%] 
Day3-72 10 [16.92%] 15 [14.64%] 199 [31. 03%] 
I Day3-73 10 [16.50%] 15 [17.32%] 199 [25.12%] Day3-74 10 [19.77%] 13 [14.20%] 15 [13.30%] 
Day3-75 10 [19.76%] 13 [12.80%] 152 [13.10%] 
I Day3-76 10 [23.56%] 13 [16.03%] 152 [14.99%] Day3-77 10 [23.58%] 12 [10.78%] 152 [14.82%] 
I 
Table 1. Day 3 DIS Traffic Categorized by Exercise ID 
The chronology of DIS network activity for 11/30/94 is provided in Table 2, based on the 
I 
exercise breakdown found in the logged files (and detennined by the schedule of events 
provided in Section 2.3). 
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Filename 
Day3-10 
Day3-16 
Day3-19 
Day3-23 
Day3-27 
Day3-28 
Day3-31 
Day3-39 
Day3-42 
Day3 - 56 
Day3-46 
Day3 - 51 
Day3-53 
Day3 - 63 
Mini-Demonstration 
UK-DOAC 
Simulation Management 
CGF 
Close Air Support 
Naval Battle 
Night Combat 
Helicopter Reconnai ssance 
Ground Battle 
Advanced Targeting/Precision 
Constructive/Virtual 
Above Real-Time 
Integrated Multi - Warfare 
Air Defense 
Air-to-Air 
Exercise 
2 
4 
5 
6 
7 
8 
9 
11 
Strike 12 
16 
13 * 
14 * 
15 * 
10 
Table 2. Day 3 Chronology of Network Activity 
As expected, exercise 2 started its activity in the early Day 3 files and reached a peak in 
file Day3-10, where 23.69% of the traffic was due to this exercise. Similarly, exercise 4 
escalated its activity starting in file Day3-9 and reached its peak contribution in file Day3-
16. The remaining exercises followed a similar pattern in a sequential fashion, with a few 
exceptions (which are indicated by an asterisk (*) ). These were exercises 13, 14 and 15. 
Exercise 13, which should have followed exercise 16 according to the schedule, had 
negligible activity after exercise 16 peaked on the network. In fact, exercises 13 and 15 had 
traffic peaks at times other than their scheduled/expected times. Exercise 14 was negligible 
at all times, a phenomenon also observ~d on the next day (see below). 
The first 5 files logged on Day 3 (Wednesday November 30, 1994) contained a large 
volume of non-DIS data (when filtering for DIS PDUs on UDP port 6994). However, DIS 
traffic was present in these files under a different UDP port, namely 6995 . The next table 
shows that all of this port 6995 traffic stemmed from a single exercise (16). 
Filename 
Day3-1 
Day3-2 
Day3-3 
Day3 - 4 
Day3 - 5 
Wednesday November 
Ex. #1 
16 [100%] 
16 [100%] 
16 [100%] 
16 [100%] 
16 [100%] 
30, 1994 (Port 6995) 
% of Total Traffic in File 
98% 
87% 
70% 
85% 
55% 
Table 3. Day 3 DIS Traffic on Port 6995 
15 
I 
I Thursday December 1( 1994 {Port 6994} 
Filename Ex. H1 Ex. H2 Ex. H3 
I Day4- 1 7 [ 2.38%] 12 [8 3 .81 %] 16 [13.79%] Day4 - 2 7 [ 3 . 76%] 12 [7 4 .51 %] 16 [21.72%] 
Day4- 3 7 [ 3 . 79%] 1 2 [7 4 .40%] 16 [21. 80%] 
I Day4 - 4 7 [ 4.08%] 12 [80 . 94%] 16 [14.98%] Day4 - 5 7 [ 1.36%] 12 [98. 2 4%] 1 [ 0.36%] Day4-6 1 [11.49%] 12 [88.51 %] N/A 
Day4 - 7 1 [ 9 . 15%] 1 1 [ 4 .96%] 12 [85 . 88%] 
I Day4 - 8 4 [ 0.18%] 12 [99.82%] N/A Day4- 9 11 [ 6.80%] 1 2 [9 3 .20 %] N/A 
Day4 - 10 11 [ 4.85%] 1 2 [ 9 5.15 %] N/A 
I Day4 - 11 12 [63.24%] 1 6 [ 2 4.35 %] 11 [ 5.52%] Day4 - 12 7 [23.29%] 1 2 [32.51 %] 99 [2 6 . 86%] Day4 - 13 7 [ 7.25%] 12 [16 .2 1%] 99 [74.72%] 
Day4 - 14 7 [34 . 21%] 12 [ 63 .47%] 1 1 [ 2 . 32%] 
I Day4 - 15 7 [30.01%] 12 [ 5 0.95%] 199 [ 5 . 66%] Day4- 16 7 [24.29%] 1 2 [2 8.63%] 199 [ 2 6 . 40%] 
D<;l.y4 - 17 7 [25.53%] 1 0 [ 8.48%] 152 [ 2 7.64%] 
I Day4 - 18 6 [24.96%] 7 [ 1 9.52%] 1 2 [17.01%] Day4 - 19 6 [24 . 12%] 12 [23.69%] 152 [13 . 40%] 
Day4-20 6 [11.42%] 12 [25.54 %] 152 [16.16%] 
I Day4 - 21 6 [13.92%] 7 [30.96 %] 12 [17.57%] Day4 - 22 7 [39.25%] 12 [18.43%] 152 [12.20%] Day4 - 23 4 [14.14%] 7 [22.01 %] 12 [14.99%] 
Day4 - 24 5 [21.17%] 7 [15.30%] 1 2 [17.90%] 
I Day4 - 25 5 [29.66%] 6 [20.69%] 11 [11.87%] Day4 - 26 5 [26.68%] 7 [13.50%] 11 [15.07%] 
Day4 - 27 5 [16 . 07%] 6 [27.44 %] 7 [11. 88%] 
I Day4 - 28 5 [11.72%] 6 [40.48%] 12 [ 9.72%] Day4 - 29 5 [10 . 57%] 6 [42.41%] 7 [10.08%] Day4-30 5 [10 . 10%] 6 [39.08%] 7 [12.15%] 
Day4 - 31 5 [13 . 40%] 6 [11 . 10 %] 7 [38.12%] 
I Day4-32 7 [51.83%] 12 [10 . 20%] 152 [ 8.83%] Day4 - 33 7 [39.20%] 8 [13 . 23%] 12 [13.07%] 
Day4 - 34 7 [34.91%] 8 [18 . 78%] 12 [ 1 2.63%] 
I Day4 - 35 7 [36.12%] 8 [16 . 98%] 152 [11.27%] Day4 - 36 7 [33 . 49%] 8 [10 . 99%] 152 [12.07%] Day4 - 37 7 [24.07%] 9 [19 . 35%] 152 [13.15%] 
Day4 - 38 7 [32.97%] 9 [13 . 44%] 11 [13.54%] 
I Day4 - 39 7 [17.78%] 11 [33 . 32%] 152 [11.44%] Day4 - 40 9 [ 9.81%] 11 [38 . 01%] 15 [21 . 71%] 
Day4-41 9 [12.07%] 11 [35 . 09%] 15 [26 . 29%] 
I Day4 - 42 9 [14.12%] 13 [14 . 06%] 15 [27.77%] Day4 - 43 9 [17.65%] 13 [21 . 58%] 15 [17.76%] Day4-44 13 [10.07%] 15 [45 . 34%] 152 [10.21%] 
Day4 - 45 13 [ 9 . 26%] 15 [56 . 97%] 152 [ 9 .2 4%] 
I Day4 - 46 13 [ 6.95%] 15 [58 . 14%] 152 [ 9.04%] Day4 - 47 12 [ 6.38%] 15 [64 . 03%] 152 [ 8 . 52%] 
Day4 - 48 11 [ 8.97%] 15 [60 . 33%] 152 [ 8.50%] 
I Day4 - 49 12 [ 7.39%] 15 [55 . 78%] 152 [ 9 . 79%] Day4 - 50 12 [11 . 02%] 15 [38.35%] 152 [14.94%] 
I 16 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
Day4 - 51 10 [12.44%] 16 [47.15%] 152 [14.45%] 
Day4 - 52 10 [36.55%] 16 [20.71 %] 1 5 2 [13.94%] 
Day4-53 4 [12.78%] 10 [38.05%] 152 [10.09%] 
Day4 - 54 10 [32.77%] 16 [15.16%] 152 [10.05%] 
Day4 - 55 10 [28.85%] 16 [25.56%] 152 [ 9 . 51%] 
Day4 - 56 10 [30.63%] 15 [11 . 54%] 16 [13.82%] 
Day4-57 10 [28.36%] 12 [ 9 . 89%] 15 [10.63%] 
Day4-58 4 [10.72%] 10 [20.01%] 11 [29.57%] 
Table 4. Day 4 DIS Traffic Categorized by Exercise ID 
In chronological fashion, the mini demonstrations can be found as follows in the Day4 files 
(determined by the schedule of events on the agenda, see Section 2.3): 
Filename 
Day4-11 
Day4-23 
Day4 - 25 
Day4 - 29 
Day4 - 32 
Day4 - 34 
Day4-37 
Day4 - 40 
Day4 - 1 
Day4-51 
Day4-43 
Day4-37 
Day4-47 
Day4-54 
Mini-Demonstration 
UK-DOAC 
Simulation Management 
CGF 
Close Air Support 
Naval Battle 
Night Combat 
Helicopter Reconnaissance 
Ground Battle 
Advanced Targeting/Precision 
Constructive/Virtual 
Above Real-Time 
Integrated Multi-Warfare 
Air Defense 
Air-to-Air 
Exercise 
Strike 
2 * 
4 
5 
6 
7 
8 
9 
11 
12 * 
16 * 
13 
14 * 
15 
10 
Table 5. Day 4 Chronology of Network Activity 
Of all the scheduled mini demonstrations, four were not present at the expected times. 
These exercises have been denoted by an asterisk (*) behind their identifier. Exercise 2 
(first one in the morning) was not present in large volumes in any of the first logged files 
of the day. It was logged in a small quantity in file Day4-11, but cannot be considered a 
fully executed exercise due to its lack of volume. Exercise 4 (the second exercise in 
chronological order) appeared first in the file Day4-23 . Exercise 12 was executed in large 
volumes at many times, except at the time it was supposed to be according to the schedule. 
The volume of Exercise 12 traffic was quite high in the earlier recorded files (Day4-1 and 
onwards) but negligible in files Day4-40 and onwards (which was the expected times). 
Exercise 16 appeared later than expected, which may be explained by a rescheduling of 
events. Exercise 14 was hardly present in any file. Even in the file stated here (Day4-37) 
it occurred in a negligible fashion. 
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5.1.1 DIS vs. Non-DIS Traffic 
The volume of non-DIS traffic compared to DIS traffic was shown in Figure 3. One of 
the immediate observations is that non-DIS applications contributed a negligible amount 
of the network load. An important factor to consider in this case, however, is that the 
logger itself was a station of a bridged network. Most non-DIS traffic was limited to 
being unicast, in which case the bridge would not have forwarded this traffic onto the 
LAN with the logger(s). 
Figure 4 shows the breakdown of network traffic into DIS and non-DIS for the individual 
files of Day 4. Classification of a packet as DIS or non-DIS is based on the known 
characteristics of DIS packets as defined for the IIITSEC demonstrations, including UDP 
port. For example, in Figure 4, the assumption is made that DIS traffic is present only on 
UDP port 6994. DIS packets using other than UDP port 6994 would not be recognized 
as DIS for the purposes of this analysis. 
Day 4 - DIS and Other Traffic 
100 
90 
80 
70 
GI 60 Cl 
co 
- 50 c: GI 
U 40 ... GI 
I : aher l __ DIS 
0.. 
30 
20 
10 
0 
1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 
Rle-Number 
Figure 4. DIS and Other Traffic on 12/1/94 
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5.1.2 Error Analysis of DIS Traffic 
Figure 3 shows the number of erroneous PDUs encountered on a daily basis. Figure 5 
shows the error distribution for Day 4. The primary PDUs with errors are Fire, 
Detonation, Emission, Laser, Transmitter and Signal PDUs. All these have been 
categorized as having exceeded the ranges specified by the Standard and/or IIITSEC 
specific ranges. Figure 6 presents the valid DIS distribution for the same set of files. Only 
the PDU kinds present in these files are shown in each figure. The x-axis of Figure 6 
depicts PDU Kinds 1-4 and 11-27, representing each of the 27 DIS PDUs excluding the 
six Logistics PDUs (Kinds 5-10) that were not used during IIITSEC. One observation 
that can be immediately made by is that there are no valid Laser PDUs (PDU Kind #24), 
and a very small percentage of valid Emission PDUs (PDU Kind #23) (comparing Figures 
5 and 6). 
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Figure 5. Error Distribution 12/1/94 
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Figure 6. PDU Distribution 12/1/94 
5.1.3 Temporal Traffic Characterization 
The temporal characterization consists of the description of the network traffic based on 
a particular time granularity and/or time interval. This can be done on the basis of a 
certain exercise, entity type, or any criteria that may be established to uniquely identify 
the phenomenon to be analyzed. 
The temporal characterization of an entire day (for example 12/1/94) cannot be accurately 
represented due to the lack of the absolute log start time (which was corrupted). Based 
solely on the offsets, one can only derive local characterization (per file) but one cannot 
make any statements or draw valid conclusions about consecutive files, because files were 
created based on 2 criteria: elapsed time (60 minutes) or file size (16 Megabytes). If the 
logged files had been strictly based on elapsed time (for example, all files containing 60 
minutes network activity), an overall temporal traffic characterization could still be 
achieved. The temporal data between consecutive files cannot be retrieved without the 
integrity of the absolute start timestamp. 
Temporal characterization will be performed on an individual file basis and provided in 
Section 5.1 .5 per mini demonstration. 
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5.1.4 Spatial Traffic Characterization 
The spatial characterization consists of the description of the network traffic based on the 
senders and receivers of the traffic. Because the IP addresses of participants are published 
and are publicly known, this document will avoid revealing the identity of the sources of 
traffic by assigning a number to each of the individual sources. Here a source is equivalent 
to an IP address. These characterizations are represented as a graph of the number of 
PDUs issued by source address. 
Figure 7 presents the spatial traffic characterization for 12/1/94 in terms of the total number 
of DIS PDUs issued per site on that day (where a site has one or more hosts or 
applications). 
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Figure 7. Spatial Characterization of 12/1/94 
5.1.5 Mini Demonstrations Analyses 
This section presents the results obtained for each mini demonstration. This section 
assumes the demonstrations adhered to the exercise identifiers assigned to the mini 
demonstrations. As was obvious in the previous sections, non-agreed upon exercise 
identifiers were also present in the network traffic. The results of these will also be 
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presented in this section. No error analysis is performed at this time, because only valid 
traffic is passed to the function producing the analysis results to be presented here. 
For each exercise the following performance measures were obtained: 
a) Temporal characterization - description of volume of traffic produced per exercise per 
time unit. The time unit is a minute, unless otherwise specified. 
b) Spatial characterization - description of the traffic per source, where a source can be 
a site, host, entity type, or entity. To preserve the anonymity of the participants, the 
sources will be indicated by alphabetic characters. 
c) Functional characterization - verification of the entity types and participants present in 
the traffic compared to the schedule of events as described in Appendix D. Other 
functional verification, such as starting positions of entities (if provided in the script of 
the demonstration) was not performed. 
Table 6 represents the number of sites, hosts, entities and munitions, and entity types 
encountered in each of the files used to analyze individual exercises. The filenames of the 
files used are also provided, as exercises were conducted on both days. 
Filename Exer Sites Hosts EntLMun Ent.TvPes 
Day3-10 2 2 2 98 11 
Day4-23 4 9 13 61 26 
Day4-25 5 3 4 93 10 
Day4-29 6 5 12 88 14 
Day4-32 7 13 19 179 32 
Day4 -34 8 5 7 28 7 
Day4-37 9 3 6 61 10 
Day4-54 10 5 8 29 7 
Day4-40 11 14 20 33 17 
Day3-42 12 6 8 38 14 
Day4-43 13 4 4 10 8 
Day4-44 14 1 2 19 4 
Day4-47 15 16 23 189 49 
Day4-51 16 10 11 131 34 
Day3-3 17 1 2 170 10 
Day3-36 94 4 5 152 33 
Day4 -13 99 1 1 7 3 
Day3-7 152 1 1 7 3 
Day3-70 199 2 2 86 9 
Table 6. Entity Information from Analysis by Exercise ID 
5.1.5.1 UK-DOAC (Exercise 2) 
The heaviest activity produced by exercise 2 was recorded on 11130/94 in file Day3-10 
where 23.69% of the DIS traffic was contributed by this exercise. There were 5 minutes 
of activity with three types of PDUs: Entity State, Fire and Detonation with the 
distribution provided in Table 7. 
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PDU KIND 
Min 1 2 3 
1 2597 0 2 
2 3147 4 9 
3 2702 9 28 
4 2042 31 64 
5 2376 14 44 
Table 7. Exercise 2 PDU Kind Distribution 
The sources that contributed to this traffic came from two IP addresses (i.e. two sites, 
each with one host) generating a total of 98 entities and munitions. 
Site/Host 
A 
B 
Number of PDUs 
122 
13197 
Table 8. Exercise 2 PDU Source Distribution 
Because there was no description provided for this exercise (see Appendix D), no 
functional verification could be performed for it. With 98 entities being generated between 
the two hosts, there is a strong indication that a majority of these were computer 
generated forces. 
5.1.5.2 SIMAN Demonstration (Exercise 4) 
On 12/1/94, the file Day4-23 contained 14.14% of traffic logged under exercise 4. The 
file contained 6 minutes of network activity, with predominantly ESPDU traffic. The 
PDU distribution is shown below. The volume of traffic due to simulation management 
PDUs (kinds 10 through 22) was minimal, but present nonetheless. In the table below 
it can be observed that only simulation management PDU kinds 17 through 22 were 
present in the logged file. 
PDU KIND 
Min 1 2 3 17 18 19 20 21 22 
1 1021 2 0 0 0 0 0 1 1 
2 2236 2 3 0 0 1 0 1 2 
3 2697 10 10 0 2 2 0 0 0 
4 2041 1 0 0 0 0 0 1 1 
5 1988 10 8 0 0 0 0 0 0 
6 907 1 2 7 0 4 8 0 0 
Table 9. Exercise 4 PDU Kind Distribution 
The spatial characterization is shown in Figure 8. The source which issued the most traffic 
during this exercise (source D in the figure) provided fixed wing aircraft (several of these) 
to the demonstration. 
23 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
M_ •• 
K 
... 
11/ 
0 
J: G a; 
... 
in 
E 
C 
A 
0 1000 2000 3000 4000 5000 
Num ber of POLIs 
Figure 8. SIMAN Spatial Characterization 
The SIMAN demonstration consisted of a pre-exercise setup period, the conduct of the 
exercise, and a coordinated halt. The logged file used for analysis only contains data from 
the middle portion of the SIMAN exercise, and thus several SIMAN PDUs are not present 
in the logged data. No SIMAN PDUs indicating the start or the end of the exercise were 
encountered (such as Create, Remove, StoplFreeze, StartiResume). Instead, PDUs indicating 
the progress of the exercise, such as Action Response, Data Query, Set Data, Data, Event 
Report, and Message PDUs were logged. The number of participants noted in the file was 
9, though 14 were expected. This could be attributed to the slice of the exercise used for 
analysis, and the remaining 5 participants may have been logged in files earlier or later than 
Day4-23. 
5.1.5.3 CGF Demonstration (Exercise 5) 
On 12/1/94 the file Day4-25 contained 29.66% of Exercise 5 traffic. It was also 
chronologically logged after the SIMAN exercise, which was supposed to have occurred 
before the CGF exercise. This exercise was characterized by a large volume of entities from 
a very small number of sources. 
The temporal characterization of this file consisted of 5 minutes of network activity, and 
comprised Entity State, Fire, Detonation, Collision, Emission, and Transmitter PDUs (see 
Table 10). 
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PDU KIND 
Min 1 2 3 4 23 25 
1 2665 0 0 0 0 3 
2 4954 0 0 0 23 351 
3 5272 12 35 1 17 340 
4 4682 53 60 0 35 348 
5 3884 55 66 0 49 376 
Table 10. Exercise 5 PDU Kind Distribution 
The spatial distribution is provided in Figure 9. The 93 entities were generated by 4 
applications distributed among 3 sites (each site generating 30, 21 and 42 entities 
respectively). One of the 3 sites had two applications and together they produced the 30 
entities attributed to that site. 
-en o 
:x: ]! 
D 
c 
(j) B 
A 
o 2000 4000 6000 8000 10000 
Number of PDUs 
Figure 9. CGF Spatial Characterization 
There were a total of 10 different entity types (3 munitions and 7 platforms). Of the 7 
platforms, 3 were land and 4 were air. The land entity types were consistent with the 
scenario description. There were only supposed to be 3 air entity types (one rotary wing 
and two fixed wing), instead there were 2 rotary wing and 2 fixed wing air entity types. 
Another note of interest is that the weapons fire engagement in the logged file used only 
friendly munitions. The actual number of participants taking part in this demonstration was 
determined to have been 3 (instead of an expected 4) after verifying the sources with the 
list of participants provided in the schedule. 
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5.1.5.4 Close Air Support Demonstration (Exercise 6) 
The logged file Oay4-29 was used for the purpose of analyzing the Close Air Support 
Demonstration because it contained 42.41 % of exercise 6 traffic. The files before and after 
Day4-29 also contained a large degree of exercise 6 traffic. 
The logged file contained 5 minutes of activity, with primarily Entity State, Fire, 
Detonation and Transmitter POUs (see Table 11). 
PDU KIND 
Min 1 2 3 25 
1 5575 2 11 54 
2 6518 3 3 55 
3 6050 2 13 58 
4 6182 15 23 57 
5 5686 9 16 55 
Table 11. Exercise 6 PDU Kind Distribution 
Though the scenario featured Laser PDUs, all of them were found to have anomalies, and 
were thus filtered out for analysis purposes and not shown in the table above. 
The spatial distribution is provided in Figure 10. Four of the seven scheduled participants 
were represented in the exercise. The entity types found in this exercise were air entities 
(one rotary and four fixed wing), munitions (5 kinds) and 4 kinds of cultural features. 
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Figure 10. Close Air Support Spatial Characterization 
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5.1.5.5 Naval Battle (Exercise 7) 
The logged file Day4-32 was used for the analysis of the Naval Battle (exercise 7) because 
51 .83% of the DIS traffic in this file was due to this exercise. 
The logged file contained 6 minutes of activity consisting of Entity State, Fire, Detonation, 
Action Request, Action Response and Transmitter POUs as noted in Table 12. 
PDU KIND 
Min 1 2 3 16 17 25 
1 6650 19 2 1 1 1 14 
2 7068 23 14 0 0 12 
3 6429 13 27 0 0 11 
4 6897 27 30 0 0 12 
5 6215 10 16 0 0 12 
6 5803 9 9 0 0 11 
Table 12. Exercise 7 PDU Kind Distribution 
The spatial distribution is provided in Figure 11. A total of 13 different sites were logged, 
12 of which were identified on the program as being participants in the demonstration. 
Of the 32 entity types, 15 were munitions, 2 were air, 7 were surface, 1 was subsurface 
and 1 was of an invalid entity type. The air entities contributed to 67% of the exercise 
traffic. 
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Figure 11. Naval Battle Spatial Characterization 
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5.1.5.6 Night Combat (Exercise 8) 
The logged file Day4-34 was used for the analysis of the Night Combat (exercise 8) as 
18.78% of the DIS traffic was logged under this demonstration. The logged file contained 
7 minutes of activity consisting of Entity State, Fire, Detonation, Collision, Transmitter, 
Signal and Receiver PDUs (see Table 13): 
PDU KIND 
Min 1 2 3 4 25 26 27 
1 965 0 0 0 130 139 57 
2 2284 0 2 0 145 310 104 
3 1643 6 7 0 165 84 94 
4 1173 0 2 0 204 304 166 
5 1769 0 4 0 182 167 120 
6 1821 12 12 0 189 180 113 
7 1542 16 16 1 168 94 75 
Table 13. Exercise 8 PDU Kind Distribution 
The spatial distribution is provided in Figure 12. Of the 6 scheduled participants, 5 were 
logged, and 1 additional player participated in the demonstration. The entity type which 
contri buted to most of the traffic was the Dismounted Infantry (25 .2% of exercise 8 traffic). 
The entity types were as follows: 3 land, 2 air, 1 munition and 1 lifeform. 
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Figure 12. Night Combat Spatial Characterization 
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5.1.5.7 Helicopter Armed Reconnaissance (Exercise 9) 
The logged file Day4-37 was used for the analysis of the Helicopter Armed 
Reconnaissance mini demonstration (exercise 9) as 19.35% of the total DIS traffic was 
logged under this demonstration. The logged file contained 9 minutes of activity 
consisting of Entity State, Fire, Detonation, Laser, Transmitter, and Signal PDUs (see 
Table 14). 
PDU KIND 
Min 1 2 3 24 25 26 
1 588 0 0 0 114 305 
2 600 0 0 0 102 182 
3 755 1 0 0 99 163 
4 1826 1 2 0 94 81 
5 2342 3 2 0 95 0 
6 1515 1 2 0 94 7 
7 1295 1 1 0 102 203 
8 1302 1 1 0 92 157 
9 1411 1 1 3 84 0 
Table 14. Exercise 9 PDU Kind Distribution 
Note that most of the Laser PDUs had been tagged as invalid prior to this analysis and 
are therefore not reflected in the temporal characterization of this exercise. In the file 
Day4-37 there were 2200 invalid Laser PDUs contributed to by all exercises (including 
exercise 9). 
The spatial distribution is provided in Figure 13. The bulk of the traffic stemmed from 
two applications providing CGF. One CGF (source C) provided 19 and the other CGF 
provided (source F) provided 21 entities,' contributing to 52.58% and 15.13% of the 
exercise traffic, respectively. 
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Figure 13. Helicopter Armed Reconnaissance Spatial Characterization 
All three participants/sites scheduled for this exercise were logged The entity types present 
in the exercise were as follows: 2 munition, 4 cultural features, 3 land, and 1 air. 
5.1.5.8 Air-to-Air (Exercise 10) 
The logged file Day4-54 was used for the analysis of the Air-to-Air mini demonstration 
(exercise 10) as 32.77% of the total DIS traffic was logged under this demonstration. The 
logged file contained 9 minutes of activity consisting of Entity State, Fire, and Detonation 
PDUs (see Table 15): 
PDU KIND 
Min 1 2 3 
1 3159 1 2 
2 3162 2 5 
3 3165 0 2 
4 2866 1 2 
5 2850 1 7 
6 2721 0 0 
7 2566 0 2 
8 2421 0 0 
9 2510 0 4 
Table 15. Exercise 10 PDU Kind Distribution 
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The spatial distribution is provided in Figure 14. Of the 10 expected participants, only 5 
were logged in this file . One site (which had two hosts, indicated by G and H in Figure 14) 
produced 85.74% of the total exercise traffic. One of the entities produced by this site (a 
fixed wing aircraft) alone produced 30.17% of the total exercise traffic. 
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Figure 14. Air-to-Air Spatial Characterization 
5.1.5.9 Ground Combat (Exercise 11) 
The logged file Day4-40 was used for the analysis of the Ground Combat minI 
demonstration (exercise 11) as 38.01% of the total DIS traffic was logged under this 
demonstration. The logged file contained 6 minutes of activity consisting of Entity State, 
Fire, Detonation, Collision and Laser PDUs (see Table 16). 
PDU KIND 
Min 1 2 3 4 24 
1 3324 10 1 3 0 
2 3118 11 0 0 0 
3 3024 4 0 0 0 
4 2760 12 4 0 361 
5 3380 10 1 1 506 
6 4031 3 0 1 501 
Table 16. Exercise 11 PDU Kind Distribution 
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A note of interest is the high volume of valid Laser traffic, unlike other demonstrations 
which featured Laser but had a high degree of non-compliant PDUs of this kind. 
The spatial distribution is provided in Figure 15. Of the expected 11 participants, 10 were 
logged and 4 additional players participated in the demonstration as well. The highest 
volume of traffic was issued by a single site with one manned fli ght simulator, contributing 
to 42.31 % of the exercise traffic. The entity types present were: 12 land, 2 air, 1 lifeform, 
and 2 munitions. 
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Figure 15. Ground Combat Spatial Characterization 
5.1.5.10 Advanced TargetinglPrecision Strike (Exercise 12) 
The logged file Day3-42 was used for the analysis of the Advanced TargetinglPrecision 
Strike mini demonstration (exercise 12) as 30.69%. of the total DIS traffic was logged 
under this demonstration. The logged file contained 5 minutes of activity consisting of 
Entity State, Fire, Detonation, Data, Transmitter and Signal PDUs (see Table 17). 
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PDU KIND 
Min 1 2 3 20 25 27 
1 956 0 0 10 23 958 
2 737 0 0 3 24 313 
3 656 0 0 0 24 0 
4 1079 1 0 0 24 2494 
5 1079 0 1 0 24 2811 
Table 17. Exercise 12 PDU Kind Distribution 
This exercise produced a large degree of radio traffic, as the number of Transmitter and 
Signal PDUs reflect in the table above. The volume of Signal PDU traffic exceeded that 
of Entity State in the latter minutes of the file. 
Exercise 12 was also very predominant in most of the files on Day4, in fact the volume of 
traffic due to this exercise reached a peak in the file Day4-8 where 99.82% of the DIS 
traffic was logged under this demonstration. These files were not used for the analysis of 
the demonstration however, because the chronological order was not consistent with the 
other activities scheduled. 
The spatial distribution is provided in Figure 16. All of the scheduled 4 participants were 
present in the exercise, with two additional players (one of which had an unknown IP 
address). 
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Figure 16. Adv Targeting/Precision Strike Spatial Characterization 
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5.1.5.11 Above Real-Time/Road of Death (Exercise 13) 
The logged file Day4-43 was used for the analysis of the exercises which shared the 
identifier 13, namely the Above Real-Time and Road of Death mini demonstrations. Of the 
total DIS traffic, 21.58% was due to exercise 13. The logged file contained 7 minutes of 
activity consisting of Entity State, Fire, and Detonation PDUs (see Table 18). 
PDU KIND 
Min 1 2 3 
1 2760 5 4 
2 3149 2 2 
3 3391 3 2 
4 2442 0 1 
5 2246 0 0 
6 1360 0 0 
7 505 0 0 
Table 18. Exercise 13 PDU Kind Distribution 
The spatial distribution is provided in Figure 17. The source (C) which contributed to the 
most traffic in this exercise simulated 2 F-16s (68.25% ofthe exercise traffic). The scenario 
involved 4 types of fixed wing air entities, and 4 kinds of munitions. Of the 6 expected 
participants, 4 were logged in this file. 
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Figure 17. Above Real-TimeIRoad of Death Spatial Characterization 
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5.1.5.12 Integrated Multiwarfare (Exercise 14) 
The logged file Day4-44 was used for the analysis of the Integrated Multiwarfare mini 
demonstration (exercise 14). As noted earl ier (Section 5.1), exercise 14 was not conducted 
in a heavy manner, leading to very little traffic with that identifier. In file Day4-44 for 
example, 1.66% of the total DIS traffic was due to exercise 14. This tile was chosen to 
serve as the analysis of exercise 14 because of its chronological order and presence of 
exercise 14 traffic (exercise 14 followed exercise 13, and preceded exercise 15 in time, 
according to the schedule of events). 
The four minutes of activity in this file contained the traffic represented in Table 19 for 
exercise 14 (note that only ESPDUs were recorded during this time): 
Min 
1 
2 
3 
4 
ESPDU 
213 
216 
216 
216 
Table 19. Exercise 14 PDU Kind Distribution 
The spatial distribution was similarly insignificant, and is represented by Table 20. 
Source 
A 
B 
ESPDU 
224 
969 
Table 20. Exercise 14 Spatial Characterization 
Of the scheduled 16 participants, only one was found in this file. This site, which had two 
hosts, produced 4 types of cultural features and 19 entities. 
5.1.5.13 Air Defense (Exercise 15) 
The logged file Day4-47 was used for the analysis of the Air Defense mini demonstration 
(exercise 15) as 64.03% of the total DIS traffic was logged under this demonstration. The 
5 minutes of activity consisted of Entity State, Fire, Detonation, Data, and Laser PDUs (see 
Table 21). 
PDU KIND 
Min 1 2 3 20 24 
1 6008 9 13 8 445 
2 6761 8 4 3 379 
3 6578 7 11 0 439 
4 6732 19 13 0 901 
5 6746 22 22 0 723 
Table 21. Exercise 15 PDU Kind Distribution 
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The spatial distribution is provided in Figure 18. In this fi gure it can be seen that sources 
C and W issued the highest volume of traffic. These two applications originated from the 
same site, and were manned fixed wing aircraft simulators. Together they issued 37.71 % 
of the exercise traffic. 
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Figure 18. Air Defense Spatial Characterization 
The entity types were broken down as follows: 12 land, 10 air, 12 surface, 1 subsurface, 
9 munitions, 4 cultural features, and 1 unknown type. 
5.1.5.14 Constructive-Virtual (Exercise 16) 
The logged file Day4-51 was used for the analysis of the Constructive-Virtual mInI 
demonstration (exercise 16), as 47.15% of the total DIS traffic was logged under this 
exercise. The logged file contained 10 minutes of activity consisting of Entity State, Fire, 
Detonation, Stop/Freeze, Data, Emission, Transmitter and Signal PDUs (see Table 22). 
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PDU KIND 
Min 1 2 3 14 20 23 25 26 
1 1906 1 1 0 4 37 0 2 
2 1720 0 0 0 5 33 0 0 
3 2214 2 0 0 6 30 0 15 
4 2428 1 2 0 6 19 0 35 
5 2296 1 1 0 2 12 0 0 
6 2838 7 8 0 4 41 1 1 
7 2273 4 3 0 0 23 0 0 
8 2371 7 2 0 3 44 0 0 
9 3524 5 7 1 7 45 0 0 
10 2548 3 2 0 5 43 0 0 
Table 22. Exercise 16 PDU Kind Distribution 
The spatial distribution is provided in Figure 19. This exercise was scheduled to be 
performed by a single site and host, which did not appear in the logs for this demonstration. 
Instead, 10 other participants (with a total of 11 applications) were executing this exercise. 
The observations in the logged file are inconsistent with the information in the 
demonstration script (see Section 2.3) so no further functional analysis will be performed. 
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5.1.5.15 Other Exercises 
In addition to the pre-assigned exercise identifiers, the participants chose to conduct other 
scenarios amongst themselves. The most predominant of these were exercise numbers 17 
(Day3-3), 94 (Day3-36), 99 (Day4-13), 152 (Day3-7) and 199 (Day3-70). Each of these 
will be described briefly in the following sections. 
5.1.5.15.1 Exercise 17 
The temporal distribution of exercise 17 (9 minutes of activity in file Day3-3) is shown in 
Table 23 with traffic consisting of Entity State, Fire, Detonation and Collision PDUs: 
PDU KIND 
Min 1 2 3 4 
1 1556 4 3 0 
2 1960 5 6 0 
3 1636 0 0 1 
4 2637 10 10 0 
5 2339 9 7 0 
6 1721 9 9 0 
7 1862 10 10 0 
8 1912 8 9 0 
9 855 4 5 0 
Table 23. Exercise 17 PDU Kind Distribution 
The exercise was conducted between two applications from the same site number. The 
spatial characterization for exercise 17 is presented in Table 24. 
Source 
A 
B 
ESPDU 
5422 
11830 
Table 24. Exercise 17 Spatial Characterization 
After analysis and identification of the source it was determined that this exercise was the 
"Constructive-Virtual" exercise, originally assigned an identifier of 16. The large number 
of entities (170) in this file was also an indication that these entities were generated using 
a CGF application. 
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5.1.15.5.2 Exercise 94 
The analysis of exercise 94 was unable to determine the purpose of the traffic generated 
during this exercise. The temporal distribution of exercise 94 (4 minutes of activity in file 
Oay3-36) is shown in Table 25 with traffic consisting of Entity State, Fire, Detonation and 
Transmitter PDUs. 
PDU KIND 
Min 1 2 3 25 
1 5570 83 82 350 
2 2112 90 59 95 
3 1598 6 0 9 
4 514 2 1 0 
Table 25. Exercise 94 PDU Kind Distribution 
The spatial distribution is provided in Figure 20. 
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Figure 20. Exercise 94 Spatial Characterization 
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5.1.5.15.3 Exercise 99 
Figure 21 presents the temporal characterization of this exercise, involving only Entity 
State PDUs. The spatial characterization is shown in Figure 22 in terms ofESPDU issuance 
by individual entities in this exercise. The entities were air and surface entities. 
Figure 21. Exercise 99 Temporal Distribution 
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5.1.5.15.4 Exercise 152 
Exercise 152 was conducted by the same single site/host as in exercise 99 (which generated 
the same entity types). The temporal and spatial characterization of this exercise are 
provided in Figures 23 and 24 respectively. 
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Figure 24. Exercise 152 Spatial Characterization 
This exercise produced the least amount of traffic per minute of all exercises, as the logged 
file contained 26 minutes of network activity. 
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5.1.5.15.5 Exercise 199 
The temporal distribution of exercise 199 (6 minutes of activity in file Day3-70) is shown 
in Table 26 with traffic consisting of Entity State, Fire, Detonation and Transmitter PDUs: 
PDU KIND 
Min 1 2 3 25 
1 3740 30 26 729 
2 3046 66 66 726 
3 2999 66 71 694 
4 2866 69 69 694 
5 2863 89 84 675 
6 3820 104 103 646 
Table 26. Exercise 199 PDU Kind Distribution 
Though similar to exercise 94 in terms of PDU traffic and number of sources, the sets of 
sources in these exercises are mutually exclusive. The spatial characterization of exercise 
199 is given in Table 27. 
Source 
A 
B 
ESPDU 
206 
27603 
Table 27. Exercise 199 Spatial Characterization 
The entity types logged in this exercise were: 2 munitions, 4 air platforms, and 3 land 
platforms. The land entities produced the bulk of the exercise traffic: 52.84%. 
6. Conclusion 
The analysis of the I/ITSEC 1994 DIS Interoperability Demonstrations data showed that 
multiple exercises and network events of the relatively small scale of the DIS 
demonstrations were capable of being sustained by a single 10 Megabit Ethernet LAN. This 
conclusion is supported by the fact that demo participants did not indicate any problems 
such as packet loss that would indicate the cumulative traffic was exceeding the capacity 
of the single, segregated network. The segregation was done at various higher levels: at 
the UDP level by using different ports, or at the application level by using different 
exercise identifiers. The latter was the preferred method of most participants. 
The document described the network topology, data logs (formats and contents) and logging 
procedure. The data traces contain all broadcast traffic on the Ethernet LAN at the 
conference, and describe network traffic of the 4 days of the conference. 
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Based on the exercise descriptions (scenarios), performance measures, analysis methodology 
and tools, the traffic analysis was performed on a selective set of files representative of the 
interoperability demonstrations. 
Of the four days logged, this document describes the network activity on the last two days 
of the conference, during which the actual demonstrations took place. For each of the logged 
files, exercise distributions were created. Together with a published schedule of events (which 
is reproduced in Section 2.3) and the sequence of logged files with exercise distributions, we 
were able to deduce the files containing relevant portions of the demonstrations. This 
technique was implemented to work around the lack of a logger timestamp, which got 
corrupted during the logging process at the conference. 
For each individual demonstration/exercise, the temporal, spatial and functional (whenever 
possible) characterization were provided. 
This document presents the data analysis for valid and erroneous PDU traffic. A summary of 
relevant results follows: 
-The degree of non-DIS traffic logged was negligible. The reason for this was two-fold: 
The logger captured only broadcast traffic. There are traffic intensive 
applications which are in unicast mode, such as file transfers. 
The logger was residing on a bridged segment (as any other station on the 
I1ITSEC network was). With the broadcast enabled filtering turned on, no 
unicast traffic (which was not directed to any station on the same segment as 
the logger) was forwarded and logged. 
-The degree of non-compliant/invalid DIS traffic varied. The vast majority were encountered 
in the implementation of the Laser PDU. This could be attributed to its relatively recent 
implementation and demonstration. The degree oftesting was reflected in the volume and type 
of invalid DIS traffic. 
-The logged traces contain ample representations for 21 of the 27 DIS PDUs. Logistics PDUs 
were not planned for use during I1ITSEC, and are not present in the logged files. 
-Exercise identifier assignment was overall adhered to for scheduled exercises, except in a few 
cases where the traffic logged for a particular exercise was not consistent with the expected 
traffic. The expected traffic was derived from the description provided (which identified the 
participants, types of entities and DIS PDUs). A series of other exercise identifiers were 
created amongst participants for unknown and undocumented reasons. The majority of these 
exercises did not consume significant bandwidth, and those that had were identified and 
discussed in Section 5.1.5. 
-Though scripts of the scheduled demonstrations were documented and available ahead of 
time, the actual execution of the exercises varied and made the functional analysis of the 
demo difficult and sometimes impossible. More often than not, not all the expected 
participants were present in the logged file used for analysis, and additional players were 
identified as also issuing traffic with the same identifier. 
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-UDP port assignments were not strictly adhered to. The agreement for the IIITSEC 
conference was that UDP port 6994 was to be used for DIS traffic. Several logged files have 
a large volume of non-DIS traffic, which after further analysis was identified as DIS traffic 
using a different UDP port. 
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7. Appendix A - I1ITSEC 1994 Exercise Assignments 
The exercise identifiers assigned to the mini demonstrations were: 
Exercise 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
Mini Demonstration 
Reserved for Maxi Demonstration involving 
all demo participants. Not used. 
SIMNET (from Germany and Ft. Rucker) 
Reserved for testing 
SIMAN (Simulation Management) 
CGF 
Close Air Support 
Naval Battle 
Night Combat 
Helicopter Armed Reconnaissance 
Air-to-Air 
Ground Combat 
Advanced Targeting/Precision Strike 
Above Real-Time/Road of Death 
Integrated Multi-Warfare 
Air Defense 
Constructive-Virtual 
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8. Appendix B - Analysis Filters 
The analysis program takes as its primary input the logged file to be analyzed. In addition, 
filter parameters may be prompted for, or read from a parameter file. 
Filters which may be applied to the logged data traffic: 
DIS PDU kind 
UDP source port 
IP source address 
Entity type 
Entity identifier 
Exercise identifier 
DIS version number 
After the filters are applied to the data stream, the following information is extracted: 
List of source IP addresses and the number of DIS PDUs generated by each individual 
source 
List of destination IP addresses and the number of DIS PDUs destined to each 
individual address. 
List of UDP source ports and the number of packets generated at each individual port. 
List of UDP destination ports and the number of packets destined to each individual 
port. 
List of entity types and the number of DIS PDUs generated by each entity type. 
List of entity identifiers and the number of DIS PDUs generated by each entity 
identifier. 
List of DIS versions and the number of DIS PDUs generated of each individual version 
number. 
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I 9. Appendix C - I1ITSEC 1994 Data Traces 
I The naming convention of the data traces is Dayx-number, where x is either 1, 2, 3 or 4 (for Monday, Tuesday, Wednesday, Thursday respectively) and number is an integral 
I number ranging from 1 to a maximum (depending on the day). This appendix lists the file names, sizes and real logged time for Wednesday November 30, 1994 (Day3) and Thursday December 1, 1994 (Day4). 
I I/ITSEC 1994 Data Traces 
Wednesday November 30 t 1994 I File Name Size{in Bytes} Secs Microseconds Day3-1 16770188 830 508881 
Day3-2 16770121 727 785115 
I Day3-3 16770114 587 933652 Day3-4 16770193 690 180094 Day3-5 16770099 1087 225358 
I Day3-6 16770159 1442 986463 Day3 - 7 16770025 1599 772393 Day3-8 16770088 1094 501622 
Day3 - 9 16770070 582 945854 
I Day3 - 10 16770572 306 1961 Day3-11 16770200 467 881146 
Day3-12 16770173 456 382820 
I Day3-13 16770020 388 995368 Day3-14 16770087 355 286222 Day3-15 16770051 361 265139 
Day3-16 16770145 360 118608 
I Day3-17 16770032 307 477746 Day3-18 16770157 331 535093 
Day3-19 16770190 269 622187 
I Day3-20 16770229 287 842061 Day3 - 21 16770029 321 841778 
Day3-22 16770053 376 378829 
I Day3-23 16770034 377 24186 Day3-24 16770166 463 542082 Day3-25 non-existent 
Day3-26 92 0 117332 
I Day3-27 16770070 449 153622 Day3-28 16770168 337 496874 
Day3-29 16770047 338 259310 
I Day3-30 16770136 405 876149 Day3-31 16770479 415 782353 Day3-32 16770193 565 216263 
Day3-33 16770057 604 291155 
I Day3-34 non-existent Day3-35 16770017 455 273942 
Day3-36 16770078 241 673695 
I Day3-37 16771097 405 768087 Day3-38 16770017 368 622431 
I 48 
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I Day3-39 16770165 325 826830 
Day3-40 16770074 312 445308 
I Day3-41 16770125 376 657815 Day3 - 42 16770088 352 961396 
Day3-43 16770082 449 994780 
I Day3 - 44 16770134 379 573052 Day3-45 16770054 339 135572 Day3 - 46 16770014 402 861552 
Day3-47 16770140 410 928229 
I Day3-48 16770059 379 672558 Day3-49 16770059 365 545762 
Day3-50 16770128 371 303377 
I Day3-51 16770130 362 941220 Day3-52 16770033 326 502986 Day3-53 16770010 334 762569 
I 
Day3-54 16770194 416 974010 
Day3-55 16770185 434 727706 
Day3 - 56 16770083 392 948245 
Day3-57 16770404 478 634245 
I Day3-58 16770146 327 179313 Day3-59 16770032 231 970469 
Day3-60 16770190 262 436763 
I Day3-61 16770542 309 764349 Day3-62 16770064 393 764104 Day3-63 16770026 361 271113 
Day3-64 16770153 316 821329 
I Day3-65 16770041 344 164729 Day3-66 16770028 347 257647 
Day3-67 16770014 362 608335 
I Day3-68 13597342 303 609997 Day3-69 16770132 462 382308 Day3-70 16770032 413 374198 
I 
Day3-71 16770090 459 820423 
Day3-72 16770072 421 288759 
Day3-73 16770158 374 493288 
Day3-74 16770050 454 973989 
I Day3-75 16770096 444 585545 Day3-76 16770068 484 915481 
Day3-77 16770116 504 137912 
I 
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I Thursday December If 1994 
File Name Size(in Bytes) Secs Microseconds 
I Day4_1 5587582 3600 450043 Day4_2 3741722 3600 652707 
Day4_3 3723486 3601 229447 
I Day4_4 3423132 3600 461683 Day4_5 2783034 3600 928632 Day4 6 3089916 3600 711593 
Day4_7 3132448 3600 552207 
I Day4_8 2708318 3600 754630 Day4 9 2950954 3600 937860 
Day4_10 2878338 3600 580920 
I Day4_11 4230024 3600 720272 Day4_12 16770090 2576 553906 Day4 13 16770067 600 634414 
I 
Day4_14 16770139 272 600632 
Day4_15 16770053 2221 604452 
Day4_16 16770200 282 216435 
Day4_17 16770082 1629 707911 
I Day4 18 16770032 644 909070 Day4 19 16770094 570 919000 
Day4_20 16770146 640 22272 
I Day4_21 16770116 502 952542 Day4_22 16770024 526 55621 Day4_23 16770071 380 923404 
Day4_24 16770140 465 35871 
I Day4_25 16770189 304 603712 Day4_26 16770040 333 863418 
Day4_27 16770133 317 336404 
I Day4_28 16770010 311 363001 Day4_29 16770020 304 624738 
Day4 30 16770023 307 529953 
I Day4_31 16770018 384 961358 Day4_32 16770053 362 195742 Day4_33 16770035 431 768198 
Day4_34 16770082 430 107953 
I Day4_35 16770301 447 459982 Day4_36 16770076 502 876108 
Day4_37 16770176 542 785735 
I Day4_38 16770163 1676 344277 Day4_39 16770051 489 683013 Day4_40 16770184 379 896177 
Day4_41 16770189 370 625769 
I Day4_42 16770078 2214 77758 Day4_ 43 16770088 438 800257 
Day4_44 16770015 388 171832 
I Day4_45 16770163 364 78001 Day4_46 16770131 374 577024 Day4_47 16770105 357 94917 
I Day4_48 16770052 333 364006 Day4_49 16770075 402 637441 
I 50 
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I Day4 50 16770171 628 665044 
Day4 51 16770061 619 730591 
I Day4_52 16770028 604 319840 Day4 53 16770182 493 312840 
Day4_54 16770065 556 159141 
I Day4 55 16770161 535 29772 Day4_56 16770068 583 610780 Day4 57 16770127 534 296765 
I 
Day4_58 10012262 273 122806 
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10. Appendix D - I1ITSEC Mini Demonstrations 
The attendees of the conference were able to watch and listen to the mini demonstrations 
at any of the participants' booths on their Plan View or Stealth Displays. 
IDEM094 Maxidemo - Exercise 1. Not performed 
UK-DOAC - Exercise 2. No further description available. 
Test - Exercise 3. The system or application under test and the test system used exercise 
10 3 to segregate themselves from the other demonstrations. 
SIMAN Demonstration - Exercise 4. The purpose of the SIMAN mini demonstration was 
to show heterogeneous simulator control through the use ofthe 12 Simulation Management 
PDUs. There were 14 organizations scheduled to take part in the SIMAN exercise, 
including simulation applications, simulation management workstations, and scenario 
preparation tools. Some ofthe participating applications had full implementations ofthe 12 
SIMAN POUs, while others implemented only a subset, consisting of the StartlResume, 
Stop/Freeze, and Acknowledge PDUs. The demonstrations were conducted in real-time and 
were not being played back from a previously logged data file. The mini-demo was 
composed of two battles, one on land and another at sea. Each battle was managed by a 
simulation manager. 
The land battle had 10 entities, consisting of 8 ground vehicles and 2 rotary wing aircraft. 
The sea battle had 3 I entities, consisting of fixed wing aircraft and surface ships. 
The simulation managers were responsible for sending out the PDUs to create entities and 
to set their initial conditions. A third simulation manager acted as the controller of the 
exercise, and was responsible for issuing exercise-wide StartlResume and StoplFreeze 
commands. A significant portion of the exercise was devoted to the pre-exercise startup 
activities performed by the Simulation Managers. This limited the amount oftime available 
for the remainder of the exercise. The blue and red force entities in the land scenario were 
created and initialized in close proximity to each other to allow for the engagement to 
finish in the allocated time. The naval scenario was based on tactically realistic initial 
conditions, and involved more entities, but was unable to complete the engagement prior 
to the end of the exercise. For example, aircraft in the exercise launched missiles at large 
standoff distances, but the missiles were still in flight to their targets when it came time to 
halt the exercise. The end of the exercise was accomplished by having the simulation 
managers stop the entities and remove them from the exercise. 
CGF Demonstration - Exercise 5. The CGF scenario was conducted to demonstrate how 
CGF are capable of supporting large scale exercises with the simulation of hundreds of 
battlefield systems, all of which can be controlled by a single operator. The vehicles in this 
demonstration were simulated by 4 different CGF products, these entities included: 28 MIs, 
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6 Apaches, 4 F/A-18s, 3 MIG-29s, 20 T72s, and 10 BMPs (for a total of71 entities). The 
demonstration involved ground engagement between the T72s, BMPs and MIs, while air 
engagement involved the F/A-18s, Apaches and MIG-29s. 
Close Air Support Demonstration - Exercise 6. This demonstration was conducted as a 
Joint Air Attack Training Exercise (JAA T). The participants in this demonstration were 
either physically located on the Conference site, or coming in via long haul (over the 
Defense Simulation Internet) network. Key features of this demonstration were the digital 
communication between vehicles and laser designation by an Apache. 
Naval Battle - Exercise 7. The scenario was composed of 18 participants with entities 
provided by man-in-the-Ioop (MITL)simulators as well as CGF. Surface, subsurface and 
air entities engaged in battle. Emissions were issued by both friendly and opposing sides 
using both radar and jamming throughout the simulation. DIS radio was used to control the 
MITL simulators. This demonstration had both local and long-haul participants, and was 
data-logged for replay and exercise reconstruction. 
Night Combat - Exercise 8. The purpose of this demonstration was to demonstrate a DIS 
exercise conducted during hours of darkness. Some participants demonstrated visual 
systems that simulated infrared or image-intensifying capabilities, demonstrating the 
effectiveness of night vision devices on the modem battlefield. DIS radio was used to 
coordinate the scenario. 
Helicopter Armed Reconnaissance Demonstration - Exercise 9. The purpose of this 
demonstration was to demonstrate the ability to network devices of different fidelity to 
accomplish team training at the company or platoon level to perform a Helicopter Armed 
Reconnaissance. 
Air-to-Air Demonstration - Exercise 10. This demonstration involved CGF and MITL air 
entities engaging in combat. 
Ground Combat Demonstration - Exercise 11. This demonstration was primarily aimed 
at showing the effectiveness of networked simulators in training. The participants in this 
demonstration were local as well as long-haul. 
Advanced Targeting/Precision Strike - Exercise 12. In this exercise, targets were 
stationary and on the ground. A Command and Control Station was used to receive tracks 
and imagery. These imagery and radar tracks were transmitted and received using the 
Signal PDU. Also, entity hand-off was demonstrated. 
Above Real-Time - Exercise 13. The objective of this scenario was to play above real-time 
in a DIS (at a rate of 2 to 3 times real-time). 
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Road of Death - Exercise 13. The objective of this scenario was to have scripted targets 
and real-time entities together in the same scenario . Entities which were killed were 
reincarnated at the initialization point. 
Integrated Multi-Warfare - Exercise 14. This demonstration involved three hypothetical 
forces, two of which were allies and engaging against a common enemy. This 
demonstration specified the positions, heading and speed of each participant for every 
maneuver, in addition to the sequence and timing of each event. 
Air Defense Demonstration - Exercise 15 . The purpose of this exercise was to measure 
and evaluate the impact and implications of current and future Theater Missile Defense 
weapons systems on the battlefield. The entities were provided by a combination of 
constructive and virtual simulators. 
Constructive-Virtual - Exercise 16. The purpose of this demonstration was to show the 
ability to link a constructive war game based system to a virtual simulation. 
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11. Appendix E - All Exercises (11/30/94 and 12/1/94) 
In the matrices provided below, the first row indicates the exercise identifiers, and the first 
column indicates the filename. 
The matrices break the DIS traffic down into the different exercises encountered in the 
logged files and the values are given in percentage of the total valid DIS traffic. The 
assigned exercise identifiers are listed in addition to exercise 152 which was significant in 
most files. All other exercises have been accumulated into a single column and categorized 
as "other". DIS traffic is assumed to be on UDP port 6994. 
Wednesday November 30, 1994 
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luay4 
I Day4 
I Day4 
I Day4 
Day4 
Day4 
Uay4 
uay4 
uay4 
Day4 
IDay4 
IDay4 
I Day4 
I Day4 
Day4 
Day4 
Day4 
'Day4 
Day4 
Day4 
uay4 
Day4 
I Day4 
IDay4 
Day4 
IDay4 
IDay4 
IDay4 
IUay4 
I Day4 
I Day4 
IDay4 
IUay4 
I Day4 
luay4 
luay4 
IDay4 
IDay4 
luay4 
luay4 
1 
0 
0 
0 
0 
0 .36 
11.4 
9 .15 
0 
0 
0 
0 .11 
0 
0 
0 
0 .91 
1.66 
2.07 
1.18 
1.68 
3.28 
2 .29 
9.32 
1.33 
2 .21 
1.2 
2.3 
1.52 
1.6 
0.65 
0.84 
0.74 
0 .64 
2.31 
1.2 
0 .64 
0 .12 
1.31 
0.08 
0.42 
1.1 
0 .93 
0.98 
0 
0 
o.u:.! 
Thursday December 1, 1994 
2 4 5 6 7 8 9 10 11 12 13 
0 0 0 0 2 .38 0 0 0 0 83.8 0 
0 0 0 0 3.76 0 0 0 0 74.5 0 
0 0 0 0 3.79 0 0 0 0 74.4 0 
0 0 0 0 4 .08 0 0 -0 0 80.9 0 
0 0 0 0 1.36 0 0 0 0 98.2 0 
0 0 0 0 0 0 0 0 0 88.5 0 
0 0 0 0 0 0 0 0 4 .96 85.8 0 
o 0 .18 0 0 0 0 0 0 o 99.8 0 
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