Factorization algorithms for recovering structure and motion from an image stream have many advantages, but they usually require a set of well tracked features. Such a set is in general not available in practical applications. There is thus a need for making factorization algorithms deal effectively with errors in the tracked features.
Introduction
The reconstruction of structure and motion of a rigid object from an image stream is one of the most studied problems within computer vision. A popular way of addressing this problem is to extract and track features through the image sequence and then limit the problem to estimating the structure and motion of these tracked features. A family of effective and popular algorithms for solving this estimation problem are the so called factorization algorithms, see e.g. [6, 7, 16, 17, 18, 20, 22, 28] .
These factorization algorithms work by linearizing the camera observation model and give good results rapidly and without an initial guess for the solution. Hence the factorization algorithms are good candidates for solving the structure and motion problem, either as a full solution or as initialization to other algorithms such as bundle adjustment, see e.g. [25, 30] .
The factorization algorithms assume that the correspondence or feature tracking problem has been solved. The correspondence problem is, however, one of the most difficult fundamental problems within computer vision. No perfect and truly general solution has yet been presented.
For most practical purposes one must deal with erroneously tracked features as input to the factorization algorithm. This fact poses a considerable challenge to factorization algorithms, since they implicitly assume independent identical distributed Gaussian noise on the 2D features (the 2-norm is used as error function on the 2D features). This noise assumption based on the 2-norm is known to perform rather poorly in the presence of outliers induced by such erroneous data. These errors typically arise from mismatching 2D features or from a 2D feature being absent due to occlusion. It is common for badly tracked features to disturb the estimation of structure and motion considerably.
Previous attempts have been made at addressing this problem. Irani and Anandan [16] assumes that the noise is separable in a 3D feature point contribution and a frame contribution. In other words if a 3D feature point has a relatively high uncertainty in one frame it is assumed that it has a similar high uncertainty in all other frames. However, large differences in the variance of the individual 2D feature points is critical to the implementation of robust statistical techniques that can deal with feature point noise, missing features, and feature mismatch in single frames.
Morris and Kanade [20] propose a bilinear minimization method as an improvement on top of a standard factorization. The bilinear minimization incorporates directional uncertainty models in the solution. However, the method does not implement robust statistical techniques. Tomasi and Kanade [28] and Jacobs [17] address the problem of missing data points by the use of heuristics.
Attempts at solving similar linear problems, in the presence of missing and erroneous data, has also been made, e.g. [24] .
Here we propose a combined approach that deals effectively with missing features and is robust towards errors in the matching of the 2D features in a factorization framework. This is achieved by allowing for an arbitrary noise model on the 2D features -i.e. we are not restricted to a Gaussian model. Hereby the proposed approach is capable of dealing effectively with mismatched features or outliers by the use of robust statistics. Arbitrary noise models also deal with missing 2D features by emulating them as being located arbitrarily in the image with very high noise variance.
The proposed approach is implemented as an improvement to the factorization algorithm of Christy and Horaud [6] . The Christy-Horaud algorithm has the advantage, that it assumes a perspective camera model as opposed to a linearized version, e.g. [28] . The Christy-Horaud algorithm with the proposed approach incorporated deals efficiently with real and simulated data containing large feature errors.
The presentation is organized by giving an overview of the factorization algorithms in Section 2 followed by a discussion of how to deal with erroneous data in Section 3. In Section 4 a new numerical algorithm for estimating the optimal subspace of a matrix with weighted entries is proposed. In Sections 5 and 6 schemes improving the robustness of the factorization approach are presented, followed by experimental results in Section 7.
Factorization Overview
As a courtesy to the reader and to introduce notation a short overview of the factorization algorithm is presented. For a more thorough introduction the reader is referred to [5] . All the factorization methods cited utilize some linearization of the pinhole camera with known intrinsic parameters: 
where Å is the ¾ ¢ ¿ 'linearized motion' matrix associated with frame . When Ò features have been tracked in frames, ¾ ½ and ¾ ½ Ò , the observations from (2) can be combined to:
where Å is a ¾ ¢ ¿ matrix composed of the Å and È is a ¿ ¢ Ò matrix composed of the È .
Thus the elements of Ë are given by:
The solution to this linearized problem is then found as the Å and È that minimize:
where AE is the residual between model, ÅÈ, and the data, Ë. The residuals, AE, are usually minimized using the Frobenius norm. This is equivalent to minimizing the squared Euclidean norm of the reprojection error, i.e. the error between the measured 2D features and the corresponding reprojected 3D feature. Thus the objective function is:
where Ë and È denote the Ø column of Ë and È, respectively. In this case the solution to Å and È can be found through the singular value decomposition, SVD, of Ë. It is noted, that for any invertible ¿ ¢ ¿ matrix, :
Hence the solution is only defined up to an affine transformation. In [6] an Euclidean reconstruction is achieved by estimation of an , such that the rotation matrices, Ì , are as orthonormal as possible. Further details and an improved approach is presented in Section 6. 
Christy-Horaud Factorization
The factorization algorithm that the proposed method extends on is that of Christy and Horaud [6] , see Figure 1 . The Christy-Horaud algorithm is an extension to the work in [22, 28] partly by incorporating the work of [8] . The algorithm has the advantage of iteratively achieving a solution to the original non-linearized problem, thus achieving perspective reconstruction. This is achieved by iteratively solving a linearized version of the problem, and then modifying the data to approach the perspective camera. The update formula for the data, i.e. Ë or Ü Ý is [6] :
where´ Ü Ý µ is the updated data,´Ü Ó Ý Ó µ is the object origin projected onto frame and¯ is the scaled depth defined as:
For further details the reader is referred to [5, 6] .
3 Dealing with Imperfect Data
Types of Errors
A framework for dealing with imperfect data should be geared towards the types of errors expected. Three types of errors have been identified, the first two originating from [31] .
Bad Feature Locations. The locations of a 2D feature is distorted. If this distortion is anisotropic and/or the covariance structure varies the Frobenius norm is sub-optimal.
This is the problem addressed in [16, 20] .
False Matches. There has been a mismatch of 2D features, i.e. two 2D feature originating from different 3D features have been matched as originating from the same 3D feature.
Missing Feature. The projection of a 3D feature can not be found or matched, e.g. due to occlusion or simply by 'breakdown' of the feature matching algorithm. This is addressed in [17, 28] .
Our proposed method deals with all these types of errors by attaching an uncertainty to the individual 2D features. It is implemented by associating a weighting structure to Ë. This mainly effects the solution of (5), but in the case of Christy-Horaud it also effects the object frame origin (see Section 5) . When weights are introduced (5) becomes:
where Î is an ¾ ¢ ¾ weighting matrix representing the weights of the Ø column of Ë. The minimization of (9) is the subject of Section 4. The Î Ì Î is seen to be the inverse covariance structure of Ë and (9) is equivalent to minimizing the Mahalanobis distance. The variance, ¦ , of the noise on Ë is incorporated by:
An approach with this uncertainty formulation is seen to deal with the three types of identified errors:
Bad Feature Locations. Assuming Gaussian noise, the weights can be constructed to incorporate the uncertainty structure of the 2D features as shown above. This approach can even deal with arbitrary Gaussian noise. With the presented formulation of the weightsone Î matrix per column -covariance between the Ü and Ý coordinates can be expressed.
An extension to general covariance between all features would require a 3D tensor formulation of the weights.
False Matches. A mismatched 2D feature can be down weighted, even approaching zero, leaving it out of the optimization to any desired extent.
Missing Features. Is equivalent to predicting that the missing 2D feature is located some where in the image, but that the uncertainty of the prediction is very high.
The information of missing features should be apparent from the feature matching algorithm and should be directly expressed in ¦ . If prior knowledge about the distribution of bad feature location is present, this can also be expressed in ¦ . However this not a requirement. False Matches are almost by nature unknown a priori so robust statistical techniques are employed to deal with these errors. Note that in the absence of prior knowledge, the ¦ is initialized as the identity matrix.
Adaptive Weighting
As described in [14, 29, 31] relatively low (considerably lower than 50%) false matches can be dealt with effectively by diminishing the effect of outliers. In practice, this is done via a robust error function. Popular robust functions are the truncated quadratic and Huber's M-estimator (sometimes called Huber Norm), see Figure 2 . For a detailed discussion the reader is referred to [2] . The use of robust error functions efficiently deals with the problem of false matches.
These error functions are implemented via Iteratively Reweighted Least Squares (IRLS). IRLS
works by iteratively fitting the model to the data by minimizing the weighted least squares of the residuals. These weights are then altered such that the residuals are re-weighted according to the desired error function and not the 2-norm. In this approach, the weights, Û , from the . . .
and incorporated by letting:
In case of a Gaussian prior on the 2D features with covariance ¦ , the Î are given by:
As an example, the reweighting formula for the truncated quadratic is:
where AE is the residual on datum , Û is the corresponding weight and is a user defined constant relating to the image noise. Here ¡ ¦ denotes the Mahalanobis distance induced by ¦ . If no prior is available the 2-norm is used. The parameter is an indication of the general image noise in the image. For a detailed discussion of how to choose refer to [13] . It is noted, that the experimental results (see Figure 20) show that the proposed method is rather robust towards the choice of .
It is also noted, that almost arbitrary error functions can be implemented via the IRLS approach.
This allows an arbitrary noise model on the bad feature locations by enabling the implementation of the induced error function. The scheme for combining IRLS with the weighted factorization is illustrated in Figure 3 . 
Separation with Weights
The main computational problem in the proposed approach is to determine a solution to the weighted least squares problem (9) . The solution to (9) is Å and È given Ë and Î . Note that a SVD can not be applied as for (5) . To solve (9), a method similar to the idea in the ChristyHoraud factorization algorithm [6] is proposed. This method is generally known as surrogate modeling, see e.g. [3] . Surrogate modeling works by applying a computationally 'simpler' model to iteratively approximate the original 'hard' problem.
The best known example of surrogate modeling is probably the Newton optimization method.
Here a ¾ Ò order polynomial is approximated to the objective function in each iteration and a temporary optimum is achieved. This temporary optimum is then used to make a new ¾ Ò order approximation, and thus a new temporary optimum. This is continued until convergence is achieved.
Here (5) is used to iteratively approximate (9) getting a temporary optimum, which in turn can be used to make a new approximation. The approximation is performed by modifying the original data, Ë, such that the solution to (5) with the modified data, Ë, is the same as (9) with the original data. By letting denoting modified data, the goal is to obtain:
where AE AE ½ AE Ò denotes the residuals:
AE Ë ÅÈ
Hereby the subspace, Å, can be found via SVD and È via the normal equations once Å is known. Let Õ denote the iteration number, then the algorithm goes as follows: 
Separation Performance with Given Weights
A quasi-Newton method could also be used to solve (9) . One of the most effective quasiNewton methods is the Broyden,Fletcher,Goldfarb & Shanno method (BFGS) [4, 10, 11, 23] .
However this is not recommended, since the proposed method is faster and more reliable.
Partly because with a 'standard' optimization method the problem is very likely to become ill-conditioned due to the potentially large differences in weights.
To illustrate this, the proposed method and the BFGS were tested against each other, see Table 1 .
The Ë matrix was formed by (3) with noise added from a compound Gaussian distribution. The compound distribution consisted of two Gaussian distributions, one with a standard deviation 10 times larger than the other. A formal proof of convergence seems to be infeasible. However this is a common problem for most numerical optimization schemes. The convergence has been followed closely during the tests of the algorithm. These empirical results show that the convergence has been very good.
A thorough investigation of the numerical properties of the algorithm is presented in [21] . Here the proposed method for separation is also compared to other alternatives besides BFGS with favorable results. Among these are the types of algorithms where Å is estimated given È and vice versa in an iterative manner, like the one presented in [24] .
The Object Frame Origin
In order to achieve robust factorization, the calculation scheme of the object frame origin, Ü Ó Ý Ó µ applied in the Christy-Horaud algorithm needed to be improved. The object frame origin is the point around which the camera model is linearized, and errors here will propagate to the rest of the estimation. Making the estimation origin robust is essential to deal efficiently with erroneous data. In the Christy-Horaud algorithm, the 2D features corresponding to an arbitrary 3D feature is chosen. This scheme is error prone with erroneously tracked features, e.g. if the chosen feature corresponds to a false feature match.
A natural alternative, would be to iteratively calculate the center of mass from the estimated structure and reproject it onto the estimated camera positions. This however turns out to be unstable.
We still choose to use the center of mass, but calculated from the 2D features and the reprojected 3D features in a similar manner as (7). Combining 2D features and the reprojected 3D features allows us to diminish the influence of the 2D features with high uncertainty, while stabilizing the estimation with the reliable 2D features. The formula for the object frame origin of frame is given by:
where¯ is defined in (8) and´ Ü Ý µ is a weighted mean between the 2D feature and the reprojected 3D feature defined by.
Here denotes the weight. 
Euclidean Reconstruction
The objective of Euclidean reconstruction is to estimate the in (6) such that the estimated , and of (1) are as orthonormal as possible. In the paraperspective case [22] , which is the linearization used by Christy and Horaud [6] , the Å 's composing Å are given by:
where´Ü Ó Ý Ó µ is the object origin projected in frame .
Since the paraperspective approximation is obtained by linearizing ½ Ø Þ Ì ¡ È the orthonormal constraints are restricted to and .With É Ì these constraints can be formulated as [6, 22] :
With noise, this cannot be achieved for all and a least squares solution is sought. In order to avoid the trivial null-solution the constraint [6, 22] and the problem is linear in the elements of É.
Unfortunately it is impossible to reconstruct if É has negative eigenvalues. This problem indicates that an unmodeled distortion has overwhelmed the third singular value of Ë [22] . This is a fundamental problem when the factorization method is used on erroneous data.
where Ê´ µ is a rotation matrix with the three Euler angles denoted by . The term Ì ½ É ½ Ì ½ É ½ ½ is replaced by Ø´ µ ½, such that the overall scale of is much more robust and less sensitive to the noise in a particular frame.
Hence the estimation of É is a nonlinear optimization problem in six variables, with a guaranteed symmetric positive definite É. Our experience shows that this approach to the problem is well behaved with a quasi-Newton optimization method.
Experimental Results
In order to illustrate the proposed algorithms ability to deal with the errors identified, it has been applied to a set of real images. To provide a more systematic test, it was then applied to a set of simulated data, where arbitrary errors could be induced.
Real Data
The proposed approach was run on three sequences, demonstrating different properties. The first sequence was the hotel sequence [19] with accompanying features, see Comparing with the Christy-Horaud approach it is seen that the mismatch error in Figure 7 effects the overall estimation of feature 64's 3D position. To give a more quantitative evaluation, the residuals of the non erroneous features were summed up -it is assumed that there were no more than 5% errors. It is seen from Table 2 that due to the capability to implement a robust error function, the fit to the non-erroneous data is improved significantly.
3.40 Ô Ü Ð× ¾ Table 2 : Comparison of the 95% smallest residuals. It is noted, that without sub-pixel feature location this number is highly unlikely to be lower than 1.
To illustrate the reweighting process, the evolution of the weights off the mismatched feature 64 is depicted in Figure 10 . After the first iteration all the 2D features are down weighted, since only an erroneous 3D estimate exists due to the mismatch features and the uniform weighting.
In the following iterations the correctly located features obtains increasing weights whereas the weights of the mismatch feature decrease toward zero. The plot directly shows how the proposed method can be used to detect mismatched features.
To demonstrate the proposed approach's ability to deal with missing features, it was run on the kitchen sequence [19] , see Figure 11 . Here some of the accompanying features were missing, e.g. feature 5 in figure 13 . Note that the back projection of feature 5 in figure 13 is located correctly, indicating that the 3D estimate is correct. From the depicted residuals, which are hardly visible, it is seen that the missing features does not disrupt the structure and motion estimation. Thus giving the desired result in dealing with missing features.
The proposed modification to the Christy-Horaud algorithm should not considerably decrease it's ability to deal with perspective reconstruction. To validate this, both approaches were applied to a sequence with considerable depth, see Figure 14 . The 2D features were carefully hand-tracked to ensure that the algorithms were directly comparable. The results were evaluated by comparing the two estimated structures via the standard shape distance measure from statistical shape analysis, the Procrustes distance [9, 12] . The Procrustes distance is obtained by normalizing the two structures and the applying the similarity transform [14] such that the mean squared error is minimized. The remaining mean squared error is then the Procrustes distance.
The resulting Procrustes distance was 0.03. This implies that the Christy-Horaud method with the proposed enhancement maintains it's ability to deal with perspective data.
Simulated Data
To perform a more systematic test of the proposed algorithms ability to deal with errors in the tracked data a simulated data set was created, see Figure 15 . Several kinds of errors were introduced into this data set, hereby testing the approach with respect to the three identified types of errors. The Hubers M-estimator and truncated quadratic error functions were applied evaluated by the Procrustes distance [9, 12] . In the extreme cases where an estimation process did not converge, this is denoted by a missing measurement.
The first experiment consists of corrupting the 2D features of the simulated data by a compound distribution of two Gaussians one with a standard deviation of 0.005 and the other 10 times larger. Two different error functions were applied; the Huber M-estimator and the truncated quadratic. For comparison the Christy-Horaud algorithm was also applied. From Figure 16 it is seen, that the choice of error functions has a considerable effect on the result, and that the proposed approach is capable of implementing them.
In the second experiment, an increasing number of the 2D features were removed from the data set. These missing features were emulated as being located in the center of the frame in question with a weight equal to ½¼ of the weight of the normal 2D features. From the results, it is seen that the proposed approach is highly robust towards this type of error, since up to 40% missing features corrupts the estimated structure by less than ½¼ ¾ , see Figure 17 . The approach of Christy and Horaud could not work on this data and was not included.
To test the tolerance to mismatched features, we emulated these by swapping 2D features of the simulated data. The results in Figure 18 illustrate that the proposed approach also deals efficiently with mismatched features and has been shown to be robust toward the identified types of errors.
To challenge the proposed approach all the experiments on the simulated data are performed with up to 35-40% errors. It should be noted, that the algorithm works very well with up to 10-20% errors. This is the amount of errors that the proposed approach is expected to work on. To evaluate the effect of the proposed approach for estimating the object frame origin noise was added exclusively to the feature that Christy-Horaud uses as object frame origin. The evaluation were performed on the simulated data and the noise was Gaussian with a standard deviation of 0.05. Five experiments were conducted comparing the Christy-Horaud approach to the proposed approach. The results are shown in Table 3 . It is seen that significant improvement is obtained with respect to error as well as convergence. For validation purposes the same experiment was made, but this time noise was added to a different feature then the one used as object origin by Christy-Horaud. In this case the two approaches gave similar results. Note also, that the original approach for estimation of the object frame origin could be problematic to use with missing features, since the 2D feature chosen as object frame origin is likely to be missing in at least one frame.
In order to demonstrate the benefits of the proposed method for Euclidean reconstruction, the
Factorization

Percent Mean Procrustes
Approach
Convergence Distance
Christy-Horaud 60% 0.0153
Proposed Approach 100% 0.0055 Table 3 : Results with noise exclusively on the feature Christy-Horaud uses as object frame origin. This amounts to 1% of the data being erroneous. experiments with mismatched features was repeated without the proposed approach. Instead the original method for Euclidean reconstruction proposed in [6, 22] was applied. The number of runs that did not converge have been summed up with and without the proposed method. The change is dramatic.
To illustrate, that the proposed method is not overly sensitive to the choice of error function and the involved parameters, these were varied. This was done with the truncated quadratic error function in the experiments with mismatched features, see Figure 18 . The parameter was altered with ¦ ¼±. From the results in Figure 20 it is seen that the proposed approach is not overly sensitive to the choice of parameters in the error function.
Conclusion and Discussion
An approach for applying arbitrary error functions in the factorization algorithms for structure and motion has been presented. This ability has been exploited to implement robust statistical techniques, whereby errors in the 2D features have been dealt with effectively. The algorithm has been implemented as an extension to the Christy-Horaud factorization algorithm [6] , whereby perspective reconstruction is achieved. The core of the approach is however so general, that it can also be applied to most other factorization schemes like [1, 15, 26, 27, 22, 28] . This approach has been applied to both simulated and real data, where it is demonstrated that the algorithm deals well with all the expected types of errors. Thus making the proposed approach a robust factorization method.
To further investigate the possibilities of the proposed approach, we aim at implementing it with other factorization algorithms, e.g. [15] , hence making a robust factorization algorithm with uncalibrated cameras. The proposed method also allows for more elaborate noise structures incorporating covariance within and between images. This covariance structure has been implemented with the algorithm of Section 4 and sparsely tested, but should be thoroughly tested on real image data, in order to evaluate it's robustness. This is the goal of ongoing research.
