INTRODUCTION
Reference [1] introduces a method for the computation of the Floquet matrix, which is a time-history solution of a periodic-coefficient system over one period. Reference [2] generalizes both first order and second order forms to the case for which all coefficients are periodic. Numerical results for rotor flap-lag response show the Sinha method to be much more efficient than conventional time-marching algorithms. Thus, the method has been shown to be a viable alternative for stability analysis of periodic coefficient systems.
In this present note, we wish to show that the method is actually a type of PetroffGalerkin scheme, often referred to as a p-version finite element method in the time domain. In particular, the procedure for first order systems is a weak mixed method, and the procedure for second order systems is a weak displacement method. Having identified the approach as a p-version finite element method, one can then use the theorems and results of finite-element theory to show how the method might be improved even further. This will be done with supporting documentation from numerical results.
An inherent feature of the Sinha method (in addition to the finite-element character) is the use of special operational matrices to compute the numerical integrals required by the theory. These operational matrices are predicated on the use ofChebyshev polynomials for the trial functions. As it turns out, these matrix operators could also be used to do the quadratures in conventional p-version finite elements. Thus, an interesting line of investigation would be to compare numerical quadrature by the Chebyshev matrices with conventional methods (such as Gauss quadrature). Such an investigation was not done in reference [1] or [2] but will be pursued here.
BACKGROUND
Before a comparison of the Sinha method with p-version finite elements, it might be good to give a short review of finite elements in time. The idea of finite elements in time goes back some 25 years [3] [4] [5] . Time finite elements are special cases of the method of weighted residuals (specifically, the Petroff-Galerkin method). Such methods can be classified both by the order of the differential equations and by the conditions imposed on the end values. Methods applied to the second order differential equations (or to the corresponding first order energy-action equations) are called "displacement", and those applied to first order differential equations (in which velocities and displacements are expanded in separate series) are called "mixed". Methods in which displacements or velocties must exactly match at interfaces (or on boundaries) are said to be "strong" in those variables, and methods in whch these quantities only approach continuity (or boundary values) are said to be "weak" in those variables. Another classification of finite elements is that of the type of domain and convergence. Applications in which the step 617
Having laid the foundation of time finite elements, we wish to demonstrate that the Sinha approach for first order systems is exactly the weak mixed method (see Appendix A) . The proof given below is for a single degree of freedom, but the reader will see that it is only a trivial extension to consider the proof to be for a generic element of a multi-degree-of-freedom system. We begin with a first order, homogeneous system, equation (6) of reference [2] :
A(t)x + B(t)x = 0,
x(O) = uo.
(1,2) (We note that there is really no need to separate A into steady and periodic parts, as is done in reference [2] . Thus, we leave A(t) general.) The finite element approach is given in Appendix A. In finite elements, the approximation for x(t) (which we denote by u(t) to distinguish it from the exact solution) is expanded as in equation (AI). this yields linear equations for the expansion coefficients, equation (A2), where the appropriate matrices for the weakest form are given by equations (A3) and (A4). Now, let us compare with the Sinha approach. In that method, u(t) is expanded in Chebyshev polynomials, equations (lOd, e) of reference [2] :
Thus, the T/ are exactly the trial functions, cp;, of time finite elements. In the Sinha derivation, equation (3) is substituted into equation (1), integrated from 0 to t, and then the coefficient of each Chebyshev polynomial is set to zero to obtain J + 1 equations. We note that extraction of Chebyshev polynomial coefficients is numerically equivalent to multiplication by the functions ortho-normal to T/ followed by integration from 0 to T. From reference [17] , we find the orthonormal functions to be
where
Thus, finding the fJjcoefficients is the numerical equivalent of the integral in equation (6) .
Let us now look to the details of the Sinha procedure. Integration of equation (1) yields
Integration by parts then yields the equivalent of equation (9) of reference [2] :
[Pleasenote the misprint in equation (9) of reference [2] on the sign of A*x -A *(O)x(O)].
Next, x(t) is replaced by its approximation u(t); and the entire equation is (in effect) multiplied by Ti and integrated from 0 to T in order to extract the Chebyshev coefficients. We say "in effect" because the collection of coefficients is done through an operational notation. That, is in the Sinha approach, one need not formally multiply by Tj and integrate. Because the integration from 0 to t and the integration by parts are done in operator notion, the Chebyshev coefficients are formed explicitly through the matrix manipulations. However, because the Chebyshev coefficients are unique, the equations for each coefficient thus obtained must be numerically identical to the coefficient that would be obtained from literal performance of the integral, equation (6) . It follows that the Sinha equation for Ph equation (12) of reference [2] , must have exactly the same numerical coefficients as the equation given below: (8) [r A TiTj* dt -r Ti fATj * d1Jdt + r Ti fBTj * d1J dtJpj = r Ti dtA(O)uo. (9) Equation (9) is, therefore, equivalent to the Sinha equation.
It should be noted that an implicit step has been added between equations (8) and (9) [equations (9) and (11) of reference [2] ] which is not spelled out in references [1, 2] . In particular, x(O) has been replaced with the exact initial condition Uoand not with the approximation u(O). This is equivalent to saying that equation (9) has had the term [u(O)-uo]adjoined to it making it weak in u (just as in finite elements). If we now define test functions ljIi== rTi d1J, i = 0, J, (10) and recall that the trial functions are, using equation (3),
we can easily show that equation (9) , the equivalent of equation (12) of reference [2] , can be written as
which is exactly equations (A2)-(A4). Thus, Sinha's first order method is precisely a weak mixed-method time finite element (such as is applied in reference [19] ) with Chebyshev polynomials as trial functions and the integrals in equation (10) as test functions. Note that u(O) #-Uoin this method because it is weak. Also note that, because this 1jI(T)= 0 in equation (10) , the Lagrange multiplier UTis lost from equation (A4). Thus, in Sinha's approach, the weakness property of u is not utilized at t = T.
LETTERS TO THE EDITOR

ANALYSIS OF SECOND ORDER METHOD
Next, we consider the method for second order systems. We begin with the homogeneous equtions, equation (1) of reference [2] :
Again, there is no need to segregate M into steady and periodic parts. The Sinha procedure is to expand u = LIX; T;*, substitute into equation (13) , integrate this equation from 0 to t twice, integrate by parts to eliminate any x derivatives, and then (in effect) multiply by f} and integrate 0 to T to extract the Chebyshev coefficients. As with the first order system, an implicit step occurs between equations (2) and (4) 
If one defines <P;== T;*, t/J; == rr 1'i dl1d" then equation (14) can easily be shown to be identical to equations (AIO}-(A!!). Thus, the Sinha method for second order systems is numerically equivalent to the weak displacement formulation of the finite element method. Note that t/Ji(T)= 0 and t/i;(T) = 0, which eliminates UTand PT from equation (All). Thus, the weakness properties are not utilized at t = T.
RATE OF CONVERGENCE
Now that we see that the Sinha methods are p-version finite elements in time, we can study their convergence and suggest improvements based on known p-version results. Generally, the convergence of a p-or hp-version element can be expressed in terms of the relative error E (error/exact value) versus the CPU ratio LI (ratio of CPU to some reference value),
where N is the convergence rate and k is the overhead associated with each application. Usually, N is only method dependent; and every method will have a characteristic slope, N, for a given definition of error. The overhead k, on the other hand, is dependent both on the method and on the problem. It is most sensitive to the cost of function evaluations of the equation coefficients. Usually, methods with higher convergence rates, N, pay for this by a larger overhead, k. Thus, there is a trade-off among methods; and low-overhead, low-rate methods are generally better at nominal error criteria; but high-overhead, high-rate methods are better at more stringent error criteria. This is illustrated in Figure 1 with a log-log plot of two "typical" error curves. Method 2 has a steeper slope but a larger k than method 1. At error criteria less stringent than 10-2, method 1 has the lower CPU; but, at errors smaller than 10-2, method 2 has the lower CPU. Thus, when comparing methods, one must be very careful to remember that the question of the "better" method is both problem specific and error-criterion specific. Of course, for methods with the same overhead, the method with the higher rate of convergence is always better.
With this as background, we wish to examine (first of all) the convergence rates, N, of the Sinha methods and then compare these with rates for other p-version elements. Since reference [2] offers data at 10-4 and 10-7 accuracies in damping, this gives a basis for such an analysis. The results of this analysis are given in Table 1 . We see that (for this error definition) the "direct" (i.e., second order) and "state-space" (i.e., first order) Sinha methods have convergence rates of 12.5 and 16,8, respectively; and these are much larger than the rates for typical time-marching methods (4.8-8.8). Now, similar damping errors from finite elements are given in reference [6] on a log-log plot from which N can be extracted; and these are also shown in Table 1 . Although the rotor conditions are different than in reference [2] this has no bearing on the convergence rate. This can be seen by the fact that Hamming's predictor-corrector results in reference [7] have the identical slope as the results from the similar Adams-Moulton method in reference [2] (N = 7'5). Thus, we can compare the methods of references [2] and [7] . One can see that the Sinha's direct method (i.e., weakest p-version) has the same convergence rate as do the strong p-version element and the variational p-version element with u(T) from reference [7] , N = 12,5-13,0. Thus, the Sinha method is established both theoretically and numerically as a p-version element. Sinha direct Sinha state-space Runge-Kutta Adams-Moulton Gear
Reference [7] Hamming's p -c The above comparison suggests a potential improvement in Sinha's second order method. In particular, reference [6] shows that the convergence rates of p-version finite elements are increased dramatically when the Lagrange multipliers rather than the expansions are used for the end values (i.e., when the weakness property is utilized). in particular, the variational method with ur (the Lagrange multiplier) gives N = 31.0 (see Table 1 ), which is over twice the convergence rate as with u(T) but with no increase in overhead. Thus, one would expect the use of Urand pr to increase the rates of convergence of Sinha's direct and state-space methods from 12.5 and 16.8 (respectively) to 31.0 with no extra overhead. These more accurate estimates are easily found from the Sinha equations. For the first order method, equation (8) yields the more accurate x(T): (19) where
which is equivalent to equations (A3)-(A9) for Ur with tf;= 1. Equations (18)- (20) can be computed easily either by numerical quadrature or by the Sinha matrix manipulations; and the resultant x(T) = Ur in equation (19) should give a dramatic increase in convergence.
Similarly, equation (13) can be integrated from 0 to Tto give the equivalent of equations (A 7) and (A8) with tf;i= 1:
which gives a coupled equation for UT and Pr = M(x)x(Y) once rx;has been found:
Then, equation (13) can be integrated a second time (as in equation (14)) to give the equivalent of equations (A7) and (A8) with 1/1; = T -t:
giving a second equation for UT.Thus, UTcan be found from equation (26) with the known rx;solution; and then PTand x(Y) can be found from equation (23). Again, all of the above integrals can be found either from quadrature or from the Sinha operational matrices with little extra computation; and they should dramatically increase convergence with little increase in overhead.
Stability, however, is a separate question. Theoretically, both the weakest displacement version and the mixed method could have the same convergence problems as does the strongest displacement version due to the violated Babuska-Brezzi condition. Thus, an alternative version to be considered would be a variational version of the Sinha method (displacements strong, velocities weak), equations (A8) and (A9), in which U and v are chosen from the same space.
It should be noted that, in most p-version finite elements, both 1/1; and cjJjare taken from the same set of functions which are most often integrals of Legendre polynomials. Thus, there is another potential improvement to the Sinha method in which Chebyshev polynomials would be replaced with Legendre polynomials. In fact, in reference [18] ,Gauss quadratures for Legendre polynomials in p-version elements are replaced with an operational approach not unlike the Sinha method.
IMPROVEMENT IN OVERHEAD
In the previous section, comparison of convergence rates (N) with those ofreference [12] led to potential improvements in the Sinha methods. In this section, we wish to compare the overhead factor (k) between references [2] and [6] to see if there might be further improvements that could be gained. Although references [2] and [6] compute the Floquet damping of two different rotor systems, it is nevertheless possible to compare efficiencies between the two cases. This comparison is possible, first of all, because both papers represent error versus computer time for cases in which the cost of evaluation of periodic coefficients is done only once in the analysis. (In reference [2] , this is done by storing the Chebyshev coefficients of M, C and K; and, in reference [6] , it is done by storing M, C and K at specific times.) Second, each paper has data for a similar time-marching method (Hamming's and Adams-Moulton). Thus, all that is needed to correlate the relative computer time is to correlate the time marching methods. In reference [2] , the time marching method does not store periodic coefficients while, in reference [6] . the time marching does save this data. Thus, what is needed is a measure of the number of floating-point evaluations per coefficient in reference [2] .
The flap-lag equations used by Sinha are given in reference [19] . The average element requires one sine and one cosine evaluation and 21 additional floating-point multiplications. Thus, we can estimate 6 x 2 + 21 = 33 floating-point operations per coefficient. According to reference [7] , this implies a factor of (1 + (3/2) . 33) = 50.5 in CPU time between a time-marching code that stores coefficients and one that computes coefficients at every time step. Therefore, we can correlate the data from references [2] and [6] by assuming that, for the same size problem, the time marching routines (Hamming's and Adams-Moulton) would differ by a horizontal offset of log 50,5 = 1.78 at the 10-7 error (a common point).
This comparison is shown in Figure 2 . the first interesting aspect is that, although the Sinha second order method has the same slope as the strong p-version and variational versions, the Log (ERROR) = 0 intercepts differ by about 0,78 (a CPU factor of 6'0). One would have expected the Sinha offset to be identical with that of the other methods. The reason for the difference can be found in the number of polynomials requried. The p-version curves are, in fact, calibrated based on the number of Legendre polynomials utilized. Thus, the 10-4 and 10-7 error levels from reference [6] correspond to six and nine polynomials, respectively. In contrast, the Sinha method utilizes 18-25 polynomials over the same error range. Evidently, Chebyshev polynomials are not as efficient as Legendre polynomials for Floquet problems so that three times as many are needed. This might have been expected since Chebyshev polynomials are based on square-root singularities at the end points (such as in airfoil theory), and the zeroes are concentrated near the ends. There are no such singularities in time marching, making Chebyshev polynomials of the second kind inefficient for time-marching applications. A switch to Legendre-based polynomials should give a factor of six improvement in efficiency.
QUADRATURE VERSUS OPERATIONAL
At this point, it is informative to do a theoretical count of the efficiency of conventional Gauss quadrature versus the Sinha operational matrices to see if this confirms the numerical findings. We assume, to be consistent with Figure 2 , that all functions and polynomials have been precalculated at Gauss points for the quadratures and that the (27) one symmetric and one non-symmetric array. We assume M = I (as in flap-lag) and that the <P; are orthonormal as in conventional p-version elements based on the integrals of Legendre polynomials. If the number of polynomials is n, then the highest order of any polynomial is n -1; therefore, 2n -1 Gauss points will be required. Also, there are two multiplications within the integrals. thus, the total number of multiplications for quadrature is NQ = n(n:; 1) (2n -1)(2) + n2(2n -1)(2) = (3nZ+ n)(2n -1).
(28)
For the Sinha method, we have matrix multiplications of the nearly lower-triangular matrix, G, and the full matrices KpI, Cpl and Cpz:
If we take complete advantage of the sparsity of G, we need compute only n2(n + 3)/4 multiplications for each G product. Thus, the total number of multiplications for the Sinha method is
As n becomes large, the ratio of Gaussian operations to Sinha operations approaches 4.8(nQ/nd. Thus, one might expect the Sinha method to be 4.8 times better than Gauss. However, since three times as many polynomials are required in the Sinha method (ns/nQ = 3), the advantage swings to Gauss quadrature of Legendre polynomials with an improvement factor of (3)3/4.8 = 5.6. This is in excellent agreement with the numerical results in Figure 2 that show a factor of 6.0 between the p-version and Sinha. Thus, both the numerical results and the count of floating-point operations agree that conventional p-version elements are about 5-6 times more efficient than Chebyshev polynomials with the operational notation.
However, the above also shows that the operational approach has the potential of being as efficient or more efficient than Gauss quadrature if the polynomials were better chosen. Therefore, we would suggest development of operational matrices for Legendre polynomials, following the present Chebyshev approach coupled with the use of a Lagrange multiplier. This could make the Sinha method competitive with other p-version elements.
Furthermore, the Sinha first order method seems to have an overly large overhead factor which is 2-5 times that of the second order method. Perhaps a closer look at the sparsity of the mixed system could alleviate this discrepancy. Finally, reference [7] shows that the hp trade-off in time finite elements can give much improved performance over a single element when the polynomial order and element size are matched to the error criterion. This, then, is another area for potential research on how to improve the Sinha method.
Chebyshev coefficients have been likewise pre-calculated for the Sinha method. Thus, we count only the operations required for the computation of the W matrix. In p-version finite elements, t/1i = <Pi and we must compute rK( t)<pi<Pj dt, rC( t)<Pi<Pj dt; (27) one symmetric and one non-symmetric array. We assume M = I (as in flap-lag) and that the <Pi are orthonormal as in conventional p-version elements based on the integrals of Legendre polynomials. If the number of polynomials is n, then the highest order of any polynomial is n -1; therefore, 2n -1 Gauss points will be required. Also, there are two multiplications within the integrals. thus, the total number of multiplications for quadrature is NQ = n(n:; 1) (2n -1)(2) + n2(2n-1)(2) = (3n2+ n)(2n -1).
For the Sinha method, we have matrix multiplications of the nearly lower-triangular matrix, G, and the full matrices Kpj, Cpj and Cp2:
If we take complete advantage of the sparsity of G, we need compute only n2(n+ 3)/4 multiplications for each G product. Thus, the total number of multiplications for the Sinha method is
As n becomes large, the ratio of Gaussian operations to Sinha operations approaches 4.8(nQ/ns)3.Thus, one might expect the Sinha method to be 4,8 times better than Gauss. However, since three times as many polynomials are required in the Sinha method (ns/nQ = 3), the advantage swings to Gauss quadrature of Legendre polynomials with an improvement factor of (3)3/4.8 = 5.6. This is in excellent agreement with the numerical results in Figure 2 that show a factor of 6,0 between the p-version and Sinha. Thus, both the numerical results and the count of floating-point operations agree that conventional p-version elements are about 5-6 times more efficient than Chebyshev polynomials with the operational notation.
Furthermore, the Sinha first order method seems to have an overly large overhead factor which is 2-5 times that of the second order method. Perhaps a closer look at the sparsity of the mixed system could alleviate this discrepancy. Finally, reference [7] shows that the hp trade-off in time finite elements can give much improved performance over a single element when the polynomial order and element size are matched to the error criterion. This, then, is another area for potential research on how to improve the Sinha method. 1. The methods are numerically equivalent to weak forms of p-version finite elements in time with Chebyshev polynomials as trial functions and integrals of these polynomials as test functions, although the coefficients are computed by operational matrices rather than by explicit quadratures.
2. Comparisons of error vs. damping of these methods show them to be less efficient than conventional p-version elements by a factor of 9-10.
3. The convergence rate of the methods could be greatly increased if end values were computed from Lagrange multipliers rather than from the expansions themselves.
4. The convergence and stability of the displacement version could be improved if the variational form (i.e., first integral) were used rather than the second integral.
5. The efficiency of the methods could increase if Legendre polynomials (or their integrals) were used instead of Chebyshev polynomials.
6. The operational form of coefficients has a potential of being more efficient than conventional Gauss quadrature, but more work is needed to see if that potential can be fulfilled. 
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One of Xo,XTis given; the other is unknown. Let u(t) be an approximation (trial function) for x(t), displacement, 0~t~T. Let vet) be a test function, virtual displacement, O~t~T.
A.1.2. Second order (displacement)
M(t)x + C(t)x + K(t)x = F(t),
Two of the four above must be specified, and two are unknown. p = momentum, q = virtual momentum, and 
(O) -prljl;(T) -[M(O)t(J;(O)+ M(O)IjI;(O) -C(O)IjI;(O)]uo
+ [M(T)t(Ji(T)+ M(T)IjI;(T)-C(T)ljIi(T)]Ur.
(All) (AlO) Extra unknowns Pr and Ur= 1= J + 2, or: set 1jI;(T)= 0, t(J;(T)= 0 and eliminate u.T, pr.
Next, solve for rJ.;then introduce 1jIJ+ I = 1, 1jIJ+2 = t (or T -t) to solve for Ur,pr. We would like to thank the author for showing an exceptional amount of interest in our work. Unfortunately, this article does not do justice to either Sinha's work or the original contributions made by earlier authors. We do not believe that the author can clearly see the similarities and/or the differences among the three methods, viz., (I) the finite element method, (2) the spectral method and (3) the recursive method. The finite element and the spectral methods are applicable to more general systems as compared to the recursive method where it is essential that the coefficients of the operators appear as polynomials of the independent variable. The major difference between the finite element techniques and the spectral methods lies in the fact that in finite elements one divides the domain (or interval) into a number of sub-intervals, and uses local functions which are polynomials of low fixed degree. On the other hand, spectral methods use global basis functions each of which are high degree polynomials defined over the entire interval. Each of these methods have their own advantages and disadvantages in terms of computational efficiency. In so-called "h-version of finite element" methods, higher accuracy is obtained by reducing the interval size h while keeping the degree of polynomial p fixed at a low value in each interval. In contrast, the "p-version of finite elements" keep the interval length fixed and increase p in order to obtain more accuracy. This is similar to the spectral method except that in a pure spectral method a single approximation is used for the entire domain (interval). In both of these methods the coefficients of basis functions are obtained by minimizing the residual.
The third approach, called the "recursive method", is totally different from the finite element or the spectral method. This is the oldest technique developed for the solution of linear differential equations with variable coefficients which can be expressed as power series converging in a specified interval. This approach has nothing to do with the residual function.
As summarized by Fox and Parker [I], a simple power series solution is not the best convergent solution on a finite interval. Instead, if the solution is expressed in terms of Chebyshev polynomials, higher accuracy and better convergence are achieved. Sinha's approach [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] is simply a vector-matrix adaptation of the recursive approach suggested in reference [I] with specific applications to time-periodic systems. In sections 3 (and 4), the author is incorrect in making the claim that equation (9) In order to see the distinction, it is instructive to look at the differential formulation of Sinha's approach. Consider n (t), the shifted Chebyshev polynomials of the first kind defined on the interval [0, 1] by
where 
This may be written in vector form as
where D is the m x m differentiation operational matrix given by where OT denotes the transpose of the quantity O.
Since the process of differentiating k times reduces the order of the polynomials by k, the D matrix is a nilpotent matrix of rank (m -1) containing zeros on its main diagonal and having both a zero row and a zero column. 
and T*(t) = (n(t) n(t) . . . T:-I(tW is an m x 1 column vector of the polynomials. From the differentiation property of Chebyshev vectors, it can also be shown that
or (5) to (m -k). Since there are (m -1) subdiagonals of an m x m D matrix (respectively superdiagonals of DT), the multiplication of D (respectively DT) by itself (m -1) times removes all of the non-zero elements (i.e., Dm= [DT]m = 0), and so the index of nilpotence is simply m. Now consider an n-dimensional linear system of second order differential equations of the form
where yet) is an n x 1 state vector (YI(t) Y2(t) . . . Yn(t)Y and M*(t), C*(t) and K*(t) are time-periodic matrices with period T. Equation (6) is similar to the author's equation (13) . The transformation t = Tr normalizes the period of these matrices to 1 and, after multiplying through by T2, the resulting equation is
In the following, the solution of equation (7) is obtained in terms of shifted Chebyshev polynomials of the first kind via the differentiation operational matrix.
Letting XI(-r) = y(-r) and x2(-r) = y(-r), equation (7) can be rewritten in the state space form as
where X(t) is a 2n x 1 state vector (xT(!) xI(!)y and the 2n x 2n state space matrices are defined as
with I and 0 being n x n identity and null matrices, respectively. The 2n x 2n periodic matrices can be written as Ak(!) = CJk(!), k = 0, 1 where he!) = he! + 1) are periodic with period 1 and Ck are constant 2n x 2n matrices. Equation (8) is similar to the author's equation (1). At this stage the I-periodic functions h (!) are expanded in m terms of shifted Chebyshev polynomials of the first kind with known coefficients d7and the state vector X(!) is similarly expanded but with unknown coefficients hi. These take the forms
where Ti*(!) (0 :;:;! :;:;1) are the shifted Chebyshev polynomials of the first kind and Xi(!) are the elements of the state vector XC!). Substituting equation (10) 
and @ refers to the Kronecker product as defined in references [8, 11] . 12nand 1mare 2n x 2n and m x m identity matrices, respectively,and Qk are the product operational matrices corresponding to the functions fi (,) and are defined in references [3, 4, 6, 8, 11] in terms of the Chebyshev coefficient vectors dk. Since TT(,) is not zero in general, equation (11) results in a set of algebraic equations for the coefficients B of the state vector given by ZB=O,
As a result of the singular row of DTdiscussed preivously, DTcontains 2n singular rows (from the Kronecker product operation) which are located in the imth rows, where i = 1, . . . , 2n. The corresponding rows of Z and 0 may therefore be removed and replaced by the 2n initial conditions expressed in terms of the Chebyshev coefficients as
This guarantees that the initial conditions are satisfied and equation (8) is transformed to a set of 2nm non-homogeneous algebraic equations for the elements of B given by ZB = xo, where Z is the modified Z matrix appearing in equation (14) and ( 
Since the application of the differentiation operational matrix results in the removal of one of the Chebyshev polynomials, it is, therefore, necessary to increase the number of polynomials used in this process by one in order to provide an equivalent accuracy [I, 13] with the "integral formulation" used in references [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . This "differentiation formulation" outlined above has also been successfully applied to pth order systems of linear differential equations with periodic coefficients, where p is an arbitrary positive integer [13] .
As an example we consider the well-known problem of the Mathieu equation, yet) + (a + b cos (Qt))y(t) = 0,
which has period T = 2n/Q and parameters a and b. Transforming to state space form and normalizing with t = Tr:yieldsequation (8) (15). The resulting system of 2m algebraic equations is of the form of equation (16) and may be solved for the Chebyshev coefficients B to obtain the solution.
The numerical results for the case of a = I, b = -0,32 and Q = 3 were computed over one period and compared with the results obtained previously by Sinha and Wu [3] for the "integral formulation" and a Runge-Kutta (DVERK) routine in the IMSL library. For expansions of 10 and 12 terms, the results using the "differentiation method" agree precisely up to six significant figures with those of the integration method for 10-and 12-term expansions, respectively, and with the Runge-Kutta routine up to five significant figures. We believe that from the analysis presented above it is abundantly clear that Sinha's approach is purely a recursive scheme and has nothing to do with the "p-version of finite element" technique.
The material presented in sections 5-9 is not relevant because it is not applicable to Sinha's method, which is a recursive scheme. An error bound analysis for this method has been presented in reference [3] .
In conclusion, we do not agree with the author's statement that Sinha's method is nothing but a weak, p-version finite element method in time. While in section 2 he provides a long background on finite elements in time, he does not acknowledge the previous works related to Sinha's approach which date back to the late 1950s and early 1960s! We are referring to the well known and noted contributions by Clenshaw [14] , Fox [16, 17] , Elliot [15, 16] , Wright [19] and others. These are summarized in the book by Fox and Parker [I] . Most of the references listed by the author deal with finite elements in time, which the author has pursued over the years. The very first reference on finite elements in time appeared in 1969 and most of the work (including the author's) has been reported in the late 1980s and early 1990s. If for the moment we assume that Sinha's approach is the same as the p-version of finite elements in time (which, of couse, is NOT true), then why did all these researchers (including the author) not see the similarity of their approach to the existing works of Clenshaw, Fox and others which provided the foundation for Sinha's work? ACKNOWLEDGMENT Financial support for this work was provided by the Army Research Office, monitored by Dr. Gary L. Anderson under contract numbers DAAL03-92G-0364 and DAAH04-94G-0337.
