Space-time convolutional codes have shown considerable promise for providing improved performance for wireless communication through combined diversity and coding gain. However, systematic design procedures for space-time convolutional codes have not yet been developed. To date, the few existing example space-time codes have been developed using hand design. Systematic design procedures are presented here, which are based on a few theorems addressing necessary and su cient conditions on spacetime codes which achieve maximum diversity gain. Other theorems provide methods for calculating and bounding coding gain. A new simple, but highly useful, measure of coding gain is also suggested which can augment existing measures. The use of a possible design procedure is illustrated and new codes are provided which outperform all existing space-time convolutional codes of similar complexity.
A general procedure for designing space-time convolutional codes was not discussed in 1]-13]. That is the topic of this paper. The space-time convolutional codes developed in 1, 3, 4] through \hand design" show the great promise of the approach, but without a systematic design procedure, developing codes for di erent applications can be di cult if the exact codes developed in 1, 3, 4] are unusable. We provide a systematic design procedure in this paper. There is also the question of if the codes designed in 1, 3, 4] are optimum based on the criteria employed in 1, 2, 3, 4] . We show here that this is not generally the case, speci cally for the coding gain.
We consider a fairly general class of space-time convolutional codes, which includes those considered in 1] as a special case. While we explicitly consider only phase shift keying (PSK) constellations, the extension to more general constellations is straight forward. The performance criterion we consider is the one proposed for the case of slow quasistatic fading in 1]. Fast fading cases are also considered in 1] and the criterion employed has some similarity and some di erence. These cases will be the topic of future papers. In Section 2
we review the system model and the performance measure introduced in 1, 2] for slow quasistatic fading. Section 3 develops the tools to design and analyze space-time codes. In particular, necessary and su cient conditions are given for codes which provide optimum diversity gain. Also, upper and lower bounds on coding gain are presented with a method for calculating the exact value of coding gain. In Section 4 we illustrate the application of these results to some of the cases considered in 1]. We demonstrate the use of our procedure to nd codes for the cases in 1] and we present numerical results that illustrate that our codes are better than any of those in 1] or in any other papers to date on space-time convolutional codes. A new simple but e ective measure of coding gain is suggested and its use illustrated.
Conclusions are provided in Section 5.
System Model and Criteria
Consider a communication system employing n transmit antennas and m receive antennas. The data to be transmitted enters the space-time coder which will produce n streams of modulated constellation symbols which will be transmitted using the n antennas. Let p E s c i (k) denote the baseband constellation symbol transmitted by antenna i during time slot k. We will assume c i (k) is normalized in magnitude so that E s is the average energy in each transmitted constellation symbol. The symbols p E s c 1 (k); : : : ; p E s c n (k) are transmitted simultaneously during time slot k, possibly from a base station.
We assume the observed signal at each receive antenna is a noisy superposition of the n transmitted signals corrupted by Rayleigh fading. A quasistatic, at-fading channel is assumed here. Under these assumptions, the sampled version of one frame (`time slots) of the received signal after matched ltering at antenna j can be represented as r j (k) = n X i=1 ij q E s c i (k) + n j (k) j = 1; : : : ; m k = 1; : : : ;` (1) where r j (k) is the received signal at antenna j and time slot k, n j (k); j = 1; : : : ; m; k = 1; : : :d enotes a sample of a complex white Gaussian random sequence with V arfRefn j (k)gg = V arfImfn j (k)gg = N 0 =2 (Re denotes taking the real part and Im denotes taking the imaginary part) and ij is the complex fading amplitude for the channel from transmit antenna i to receive antenna j. The sequence ij ; i = 1; : : : ; n; j = 1; : : : ; m is modeled as a white Gaussian random sequence with zero-mean and unit variance. Each ij is constant over the frame duration`.
We shall assume in the following that the values of the fading coe cients and signalto-noise ratio are known by the receiver (for example by highly accurate estimations) and that the optimum, minimum probability of error, receiver will be employed for this case.
Then as shown in several previous papers, for example 1, 2], the probability of transmitting the codeword c = (c 1 (1); : : : ; c n (1); : : : ; c 1 (`); : : : ; c n (`)) and deciding erroneously in favor of a di erent codeword e = (e 1 (1); : : : ; e n (1); : : : ; e 1 (`); : : : ; e n (`)) is bounded by P(c ! ej 1;1 ; : : : ; n;m ) exp
where the notation reminds the reader that the particular fading coe cients appearing are assumed to be known and correct. The quantity in (2) is commonly called the pairwise error probability. If (2) is further averaged using the assumed Rayleigh distributions of the fading coe cients, after some algebra we obtain
where r is the rank of the matrix (a denotes the conjugate of a complex number a)
A(c; e) = (2) c n (`) ? e n (`) . For asymptotically large signal-to-noise ratios, performance is determined by the largest pairwise error probabilities, so we de ne as the minimum value of ( Q r i=1 i ) 1=r over all codeword pairs. Due to the similarity of (3) to an error bound for trellis coded modulation rm is called the diversity gain (the slope of the pairwise error probability on a log-log plot) and is called the coding gain 1 ( ?rm is an o set on a log-log plot). Previous researchers 1, 2] have suggested using space-time codes that achieve maximum coding gain for a xed diversity gain. Achieving maximum diversity gain of rm = nm is also stated as highly desirable. Similar expressions are available for Ricean fading and for fast fading cases 1, 2] and we shall provide design approaches for these cases in future papers.
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Tools for Space-time Code Design
First consider a set of convolutional codes which can be represented by 
and a = (a k;1 ; a k;2 ; : : : ; a k;R ; a k?1;1 : : : ; a k?1;R ; : : : ; a k?Q+1;1 : : : ; a k?Q+1;R ):
The input to the encoder at time slot k is a k;1 ; a k;2 ; : : : ; a k;R , where each a i;j 2 f0; 1g for j = 1; : : : ; R and i = 1; 2; : : : ;`, so R bits are input during each time slot. The state is
given by a k?1;1 : : : ; a k?1;R ; : : : ; a k?Q+1;1 : : : ; a k?Q+1;R . An e cient structure for generating the outputs of (6) uses a set of R binary shift registers, each of size Q?1 and we will refer to this structure later as being implied by (6) since thinking in terms of this structure promotes clarity.
For the theorems in Section 3, we make the following assumption.
Assumption 1 None of the rst or last R rows of G are zero.
Under assumption 1, the number of states is 2 states if g (Q?1)R+i;j = 0 for i = 2; : : : ; R; j = 1; : : : ; n. The theorems we shall give will hold for these cases with slight modi cation as we shall explain using an example in Section 4.
For space-time convolutional coding using (6), the outputs x 1 (k); x 2 (k) : : : ; x n (k) are each mapped into a constellation and transmitted simultaneously from n antennas. In this case the g ij ; i = 1; : : : ; QR; j = 1; : : : ; n must be in an alphabet whose size is equal to the constellation size. 
is rank n (has n linearly independent rows) for all possible values ofd s ;b s and all possible values ofd andb with at least one of the rightmost R bits ofd and with at least one of the leftmost R bits ofb nonzero, then this space-time code achieves maximum diversity gain of mn. If Q < n maximum diversity gain can not be achieved.
Outline of the proof. Consider two distinct codewords whose paths diverge at time t 1 and remerge at a time t 2 > t 1 . Since we start and end in state zero, this must occur at least once (for some t 1 ; t 2 ) for all pairs of distinct codewords. First, we de ne what we mean by divergence and remergence. The di erence sequence (c 1 (k)?e 1 (k); : : : ; c n (k)?e n (k)); k = 1; : : : ;`is zero for k prior to t 1 at which divergence occurs and it is also zero for k greater than t 2 at which remergence occurs. The di erence may be nonzero at t 1 and t 2 . Thus both codes follow exactly the same path through the trellis diagram for k t 1 and for k > t 2 .
Let the convolutional code outputs from (6) which produce codeword c be x 1c (k); : : : ; x nc (k); k = 1; : : : ;`with a similar notation for e. Using (6) (10) where we used (6) and (x 1c (k); : : : ; x nc (k)) = aG (11) and (x 1e (k); : : : ; x ne (k)) = ( a + a)G: (12) Thus a is the di erence in the vectors a from (6) (describing the input and state) at time slot k which produce (c 1 (k); : : : ; c n (k)) and (e 1 (k); : : : ; e n (k)).
First consider the divergence at t 1 . By the de nition of divergence, the last states must have matched. Thus the di erence at t 1 must have been caused by a di erence in the a k;1 : : : ; a k;R (the inputs) which produced the two codewords so a = ( a k;1 : : : ; a k;R ; 0; : : : ; 0)
should be used in (10) . Now consider the time slot just after t 1 . ; a k?Q+1;1 : : : ; a k?Q+1;R ) : (13) Thus, after divergence, the number of nonzero components of a increases by R each time slot until all components are nonzero. Halfway through the divergence through remergence sequence, the number of nonzero components begins decreasing as shown in (13) . Of course (13) assumes t 2 ? t 1 is large enough so that this whole sequence may unfold. We shall use the notation a k ; t 1 k t 2 to denote the vector a at the proper time in the sequence in (13) . Constructing a t 1 ; : : : ; a t 2 requires the proper shifting which will ensure the proper components are set to zero. A similar de nition for a k ; t 1 k t 2 will be used to represent the common part of a in (11) and (12) . Now in order to guarantee maximum diversity gain, we can show that some group of n vectors taken from the columns of (5), which occur in the sequence from t 1 to t 2 , is rank n. The rst condition we need is that the shortest possible divergence through remergence sequence includes at least n nonzero values of (c 1 (k)?e 1 (k); : : : ; c n (k)?e n (k)) for t 1 k t 2 .
The shortest possible divergence through remergence sequence, which is of length Q, would result from a nonzero input di erence in a k at only the single time slot k = t 1 . Thus from (6) we need Q n. If this condition is met we select n time slots in the divergence through remergence sequence. De ne t m1 = t 1 + dn=2e ? 1 and t m2 = t 2 ? bn=2c + 1. In order to include the shortest path for all values of Q n, which occurs for Q = n, we consider the time slots t 1 ; t 1 + 1; : : : ; t m1 and t m2 ; t m2 + 1; : : : ; t 2 .
Using this approach, we construct the matrix 
We can guarantee maximum diversity gain ifB(c; e) is rank n for any possible divergence and remergence combinations. Note thatB(c; e) is part of B(c; e) in (5) and the rank of B(c; e) and B(c; e) T are the same. Using (10) , (14) 
and the similarity of (15) to (9) is clear. Now a su cient condition for maximum diversity gain is that (15) be rank n for all possible values of the binary vectors a k and a k for each time slot k which appears in (15) . Recall the time evolution of the binary vector a k must follow the pattern in (13) and two shift registers d(p) and b(p) can be used as described in this theorem to generate this pattern. All values of the binary wordsd andb shifted into these shift registers that can cause divergence and remergence must be tested as stated in the theorem. This leads to the requirement of a one in the R bits at the proper end of each word. Now consider the vector a k in (15) . Acknowledging the shift register structure inherent in (6) and the relationship it imposes on a k as k changes, we can use the binary wordsd s ;b s and shift registers d s ; b s as described in (9) Remark 1 If the conditions of Theorem 1 are not satis ed, the space-time code may still achieve maximum diversity gain. The reason for this is that the intermediate time-slots, which we did not consider, may make B(c; e) become rank n. Due to this, if Q > n it makes sense to consider Q slots in Theorem 1 instead of n time slots since all possible divergence through remergence sequences must last at least Q time slots. This requires replacing each \n" in Theorem 1 with a \Q" except that we still want (9) to be rank n (also maximum diversity gain is still mn). After doing this, we get Q rows in (9), for example. We will use this convention in employing Theorem 1 in all our examples. Of course, if n < Q then using n in Theorem 1 is less computationally demanding. A necessary condition for a space-time code from (6) with a given G and Q n to achieve maximum diversity gain of mn is that 0
has rank n for all possible values ofd s and all possible nonzero values ofd.
Outline of the proof. The result follows by using (15) and the discussion in the outline of the proof of Theorem 1. However, now we require that the case of the shortest possible connected divergence through remergence sequence (length Q), with t 2 ? Q = t 1 ,
give a B(c; e) of rank n. Clearly this is necessary if maximum diversity gain is to be achieved.
Notice that even if n = Q, the case considered in this theorem adds extra structure to the problem, over the case in Theorem 1, by essentially adding a relationship between the variables in rows dn=2e and bn=2c of the matrix in ( Remark 3 Note that we can keep extending the length of the error events we consider in our necessary conditions to essentially make them more encompassing and also more complex.
Instead we turn our attention to coding gain. Outline of the proof. From the discussion in Section 2, if maximum diversity gain is achieved the coding gain is = min c;e Remark 4 Theorem 4 de nes an upper bound on the coding gain by using the minimum length error event which lasts L = Q time slots. We denote this bound by CP (Q) since it considers the minimum of (19) when computed for all c; e pairs that produce error events with connected paths of length Q time slots in the divergence through remergence sequence.
We can also consider the minimum of (19) 
are non-negative de nite Hermitian matrices 14]. For example E H = E and E = E H sr E sr so for any column vector X, X H EX = X H E H sr E sr X = (E sr X) H (E sr X) 0 (D can be expressed similarly using a sum). Thus denote the co-factor of the elementD i;j . Using (a 1 = 1 ; a 2 = = a n = 0) 
Consider a space-time code from (6), with a given G with Q n, which provides maximum diversity gain mn. and so by Lemma 1 we see that leaving any term out of the sum will decrease (or keep the same) the overall determinate computed in (19). Thus the minimum determinate must be larger than (or the same as) that which one gets from considering just the rst dn=2e time slots (from divergence) in an arbitrary error event and also the last bn=2c time slots (up to remergence) in an arbitrary error event. We have already considered such cases in Theorem 1
and we have already assembled the required matrices in (9). Thus, similar to the steps in Theorem 4, using (9) asB T in jBB H j 1=n must be a lower bound on (19). 2
Remark 5 Theorem 5 de nes a lower bound on the coding gain using only n time slots of a general error event. We denote this bound by AP (n) since it considers a lower bound on the minimum coding gain of all error events (all paths) lasting n time slots or longer. We can also consider a lower bound on the minimum coding gain of all error events lasting L time slots or longer which we denote as AP (L). In computing AP (L) we essentially follow 
Examples of Analysis and Design
The theorems we have presented in the last section can be employed in a number of ways.
For example, we can test if a speci c space-time code provides maximum diversity gain.
Likewise we can nd bounds on the coding gain, or search for the exact coding gain, for any particular space-time code. In fact, we will illustrate such calculations in the discussion to follow with slight emphasis on designing space-time codes.
Since the diversity gain comes into (3) as an exponent, it is clear that achieving maximum diversity gain is more important than achieving high coding gain at all but extremely low signal-to-noise ratios. Further, recall that performance may not be completely determined by for smaller signal-to-noise ratios, other pairwise coding gains may need to be considered. Thus our approach will be to nd schemes that achieve maximum diversity gain rst and of these we prefer those that maximize coding gain 4 . Due to the similarity of the calculations needed in the above theorems which consider these two issues, highly e cient computer programs can be produced.
One approach is to rst check all possible (or some subset of) G in (6) to see if they meet the su cient conditions of Theorem 1. After application of Theorem 1, we consider only those schemes we know achieve maximum diversity gain. If we prefer a simple, but suboptimum design procedure we next use Theorem 4 and Theorem 5 to compute upper and lower bounds on the coding gain for these schemes and select those with favorable coding gain bounds. If we desire optimum schemes and we can a ord more complexity in our calculations, we can instead use Theorem 6 (and Remark 6) to search for the exact value of coding gain for each scheme. Probably, a combination of the two approaches is in order where some codes are removed from consideration by using the bounds. We don't consider a detailed study of these issues here. Instead, we just illustrate some uses of the theory from Section 3. It is worth noting that the other theorems we have provided in Section 3, Computing all of these pairwise coding gains can be computationally demanding. However, in Theorem 5, we computed the pairwise coding gain due to only the beginning and ending of each possible pair of distinct codewords and we showed the the actual pairwise coding gain for each pair of codewords must be larger than the values we computed since truncation always lowers the pairwise coding gain. Thus if we nd that all of the values computed in Theorem 5 are very large for a particular code, then we can be sure the pairwise coding gains are large for this particular code. Further, since in Theorem 5 we enumerate the cases corresponding to all possible distinct codeword pairs, while may tell us only the value for the pairwise coding gain for one pair of codewords, we get di erent information from Theorem 5. This information may assure us that the pairwise coding gain for other codeword pairs, besides the pair producing , are also large. Also, since most codeword pairs will yield error events lasting much longer than the number of time slots considered in Theorem 5, we intuitively expect the pairwise coding gains associated with these error events will be much larger than the quantities computed in Theorem 5. However, what about error events lasting on the order of the number of time slots considered in Theorem 5? We know the coding gains of these events are bounded by the quantities in Theorem 5, but they might also be much larger. If this is the case, it would be good to know this. We can get some information on this from the quantities computed in Theorem 4, which correspond to the pairwise coding gains for the codewords corresponding to minimum length error events.
While even the quantities computed in Theorem 4 and 5 do not give complete information about FER, these quantities can be useful as we now illustrate.
In order to reduce the number of quantities reported here we de ne LB to be the . While we felt it necessary to comment on the limitations of , it is clearly the simplest criterion to use and we return to this useful criterion in the remainder of this paper.
The 8-state 2 b/s/Hz 4-PSK space-time code case considered in 1] is not actually allowed in the exact statements of our theorems, but this is a case of the type discussed in reference to Assumption 1 and such cases are easily handled as we now discuss. We take n = 2, Q = 3, R = 2 and s = 4 in (6) and set the last row of G to zero. Actually, our theorems still hold, provided we recognize that there is a single error event (only one value of d) in this case of length 2. Also when we apply our theorems we must be careful to restrict the quantities liked;b, so that they specify an input di erence which will lead to an error event lasting the desired number of time slots (as assumed in the theorems) after the last row of G is set to zero. Since there is only one error event of length 2, it is not necessary to compute AP (2) in this case. We compute the gain of the single error event of length 2, which is CP (2) . This quantity is very easy to compute in this case. Then we compute AP (3).
Then we know all error events of length 2 or longer have a coding gain greater than or equal to the minimum of these two. In fact if CP (2) (2) is used as the upper bound as discussed in Remark 6) we nd = 4 for each code. After checking all other cases with n = 2, Q = 3, R = 2 and s = 4 in (6) with the last row of G set to zero, we found none of these gave a value of CP (2) larger than 4, which implies the codes in (33) are optimum in that they provide the largest of all such codes. Optimum codes could not be found for this case in 15] due to the high complexity of their global search over all codeword pairs.
Monte Carlo simulation results also con rmed the superior performance of the space-time codes in (33) when compared to the one from 1]. Some speci c results are given in Figure 2 for the same frame size used in Figure 1 . A comparison of the performance of the 8-state codes from (33) with the 4-state code from (32) is given in Figure 3 . As expected, better performance can be achieved by using more states and this is re ected in the coding gain and also in the FER.
Conclusions
New techniques for analyzing the diversity gain and the coding gain of space-time convolutional codes are provided. These techniques are presented in the form of two sets of theorems.
The rst set of theorems give necessary and su cient conditions on codes that achieve maximum diversity gain. The second set of theorems provide exact calculations along with upper and lower bounds for the coding gain that can be achieved by these codes. These theorems can be used in systematic design procedures for space-time convolutional codes, which have been lacking. Some possible systematic design procedures were suggested. The use of one design procedure was illustrated and new space-time convolutional codes were produced that perform better than any existing space-time convolutional codes of similar complexity. A new simple and e ective measure of coding gain is suggested which can augment existing measures and its use is illustrated.
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