Clustering analysis plays an important role in scientific research and commercial application. K-means algorithm is a widely used partition method in clustering. However, it is known that the K-means algorithm may get stuck at suboptimal solutions, depending on the choice of the initial cluster centers. In this article, we propose a technique to handle large scale data, which can select initial clustering center purposefully using Genetic algorithms (GAs), reduce the sensitivity to isolated point, avoid dissevering big cluster, and overcome deflexion of data in some degree that caused by the disproportion in data partitioning owing to adoption of multi-sampling.
INTRODUCTION
Data mining is supported by a host of models capture the character of data in several different ways. Clustering is one of these models, where clustering is to find groups that are different from each other's, and whose members are very similar to each other. Clustering is a process in which a group of unlabeled patterns are partitioned into a number of sets so that similar patterns are assigned to the same cluster, and dissimilar patterns are assigned to different clusters. There are two goals for clustering algorithms: determining good clusters and doing so efficiently.
A popular category of clustering algorithms dealing with kcenter clustering problems is the so-called K-means clustering. The conventional K-means algorithm classifies data by minimizing the MSE objective function. However, the clustering procedure assumes that data must be presented with a known number of clusters, which in turn allows for a simple implementation of K-means clustering.
However, the classical K-means suffers from several flaws. First, the algorithm is very sensitive on the choice of the initial cluster centers. Second, k-means can't deal with massive data.
Nowadays, people who have been affected from hepatitis virus are found all over the world. Liver's swelling and redness without indicating any particular reason is referred to as Hepatitis [1] .It is currently estimated that approximately 170-300 million people worldwide (roughly 3 % of the present global population) are infected with HCV and the global burden of disease attributable to HCV-related chronic liver diseases is substantial [2] .
In this paper, we present an improved genetic k-means algorithm (IGK) to handle large scale data, which can select initial clustering center purposefully using genetic algorithms (GAs). GAs based clustering technique provides an optimal clustering with respect to the clustering metric being considered.
A Genetic algorithms (GAs) is a procedure used to find approximate solutions to search problems through the application of the principles of evolutionary biology. Genetic algorithms use biologically inspired techniques, such as genetic inheritance, natural selection, mutation, and sexual reproduction (recombination, or crossover) [3] .
An excellent survey of GAs along with the programming structure used can be found in [4] . Genetic algorithms have been applied to many classification and performance tuning applications in the domain of knowledge discovery in databases (KDD).
CLUSTERING
Cluster analysis, an important technology in data mining, is an effective method of analyzing and discovering useful information from numerous data [5] [6] [7] [8] [9] [10] [11] . Cluster algorithm groups the data into classes or clusters so that objects within a cluster have high similarity in comparison to one another, but are very dissimilar to objects in other clusters [12] . Dissimilarities are assessed based on the attribute values describing the objects. Often, distance measures are used. As a branch of statistics and an example of unsupervised learning, clustering provides us an exact and subtle analysis tool from the mathematic view.
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The K-means algorithm [12] [13] [14] is by far the most popular clustering tool used in scientific and industrial applications [3] . It proceeds as follows. First, it randomly selects k objects, each of which initially represents a cluster mean or center. For each of the remaining objects, an object is assigned to the cluster to which it is the most similar, based on the distance between the object and the cluster mean. It then computes the new mean for each cluster. This process iterates until the criterion function converges. Typically, the squared-error criterion is used, defined as:
Where J c , is the sum of square-error for all objects in the database, c number of clusters, n j number of objects in each cluster, x k is the point in space representing a given object, and m is the mean of cluster c j .
Adopting the squared-error criterion, K-means works well when the clusters are compact clouds that are rather well separated from one another and has difficulty detecting the natural clusters, when clusters have widely different sizes, densities, or non-spherical shapes [11] .For attempting to minimize the square-error criterion, it will divide the objects in one cluster into two or more clusters. In addition to that, when applying this square-error criterion to evaluate the clustering results, the optimal cluster corresponds to the extremum. Since the objective function has many local minimal values [15] , if the results of initialization are exactly near the local minimal point, the algorithm will terminate at a local optimum. So, random selecting initial cluster center is easy to get in the local optimum not the entire optimal.
For overcoming that square-error criterion is hard to distinguish the big difference among the clusters, one technique has been developed which is based on representative point-based technique [16] . Besides, there are various approaches to solving the problem that the performance of algorithm heavily depends on the initial starting conditions: the simplest one is repetition with different random selections [17] ; some algorithms also employ simulation anneal technique to avoid getting into local optimal [18] ; GA-clustering algorithm [5] and Improved Kmeans algorithm [11] have been proposed to solve the clustering problem; some algorithms used GAs to solve the clustering problem [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . In literature [31] , Bradley and Fayyad present an iterative refinement approach for sampling dataset many times and clustering twice to get the optimal initial values of cluster center. The idea is that multiple sub-samples are drawn from the dataset clustered independently, and then these solutions are clustered again respectively, the refined initial center is then chosen as the solution having minimal distortion over all solutions.
Aiming at the dependency to initial conditions and the limitation of K-means algorithm that applies the square-error criterion to measure the quality of clustering, this paper presents a new improved Genetic K-means algorithm that is based on effective techniques of multi-sampling and once-clustering to search the optimal initial values of cluster centers. Our experimental results demonstrate that the new algorithm can obtain better stability and excel the original K-means in clustering results.
ORIGINAL K-MEANS CLUSTERING
In this section, we briefly describe the original K-means algorithm.K-means algorithm [15] is the most popularclustering algorithmbut it is suffers from some drawbacks as shown above. The steps ofK-means algorithm as follows:
Input: The number of clusters k and a dataset containing n objects x i .
Output: A set of k clusters C j that minimize the squared-error criterion.
GA-CLUSTERING ALGORITHM
Algorithm: GA-clustering (S, k), S = {x1, x2,…xn}.
Input:
The number of clusters K and a dataset containing n objects Xi. Output: A set of k clusters Cj that minimize the squared-error Begin 1. m=1; 2. initialize k prototypes; //arbitrarily chooses k objects as the initial centers. 3. Repeat for i=1 to n do begin for j=1 to k do Compute ( , ) ,
end;// (re)assign each object to the cluster based on the mean if m=1 then 
IMPROVED K-MEANS ALGORITHM
Algorithm: Improved K-means (S, k), S = {x 1 , x 2 ,…,x n }.
Input: The number of clusters K'(K'>K) and a dataset containing n objects X i .
PROPOSED ALGORITHM
Original K-means algorithm choose k points as initial clustering centers, different points may obtain different solutions. In order to diminish the sensitivity of initial point choice, we employ a mediod [12] , which is the most centrally located object in a cluster, to obtain better initial centers.
The demand of stochastic sampling is naturally bias the sample to nearly represent the original dataset, that is to say, samples drawn from dataset can't cause distortion and can reflect original data's distribution. The example of original data set is depicted on the left of Fig. 1 , while sampling results are shown on the right of Fig. 1 . Fig. 1 Dataset and sub-sample.
Comparing two solutions generated by clustering sample drawn from the original dataset and itself using K-means respectively, the location of clustering centroids of these two are almost similar. So, the sample-based method is applicable to refine initial conditions [26] . In order to lessen the influence of sample on choosing initial starting points, following procedures are employed. First, drawing multiple sub-samples (say J) from original dataset (the size of each sub-sample is not more than the capability of the memory, and the sum for the size of J subsamples is as close as possible to the size of original dataset). Second, use Genetic K-means for each sub-sample and producing a group of mediods respectively. Finally, comparing J solutions and choosing one group having minimal value of square-error function as the refined initial points.
To avoid dividing one big cluster into two or more ones for adopting square-error criterion, we assume the number of clustering is K' (K' >K), K' depends on the balance of clustering quality and time). In general, bigger K' can expand searching area of solution space, and reduce the situation that there are not any initial values near some extremum. Subsequently, reclustering the dataset through Genetic K-means with the chosen initial conditions would produce K' mediods, then merging K' clusters (which are nearest clusters) until the number of clusters reduced to k.
The mean steps of proposed algorithm can be summarized as follows:
Algorithm: Improved Genetic K-means (S, k), S = {x 1 , x 2, …x n }.
Input:
The number of clusters K'(K'> K) and a dataset containing n objects X i .
Output: A set of k clusters C j that minimize the squared-error criterion Improved algorithm works on very small samples compared with whole dataset and needs significantly less iteration.
EXPERIMENTAL RESULTS
We run experiments on three real-life data sets. Vowel data, this data consists of 871 Indian Telugu vowel sounds [32] . These were uttered in a consonant-vowel-consonant context by three male speakers in the age group of 30-35 years. The value of K is therefore chosen to be 6 for this data. Iris data, this data represents different categories of irises having four feature values. The four feature values represent the sepal length, sepal width, petal length and the petal width in centimeters [33] . It has three classes (with some overlap between classes 2 and 3) with 50 samples per class. The value of K is therefore chosen to be 3 for this data. Crude oil data, this overlapping data [34] has 56 data points, 5 features and 3 classes. Hence the value of K is chosen to be 3 for this data set.
We also run experiments on three synthetic datasets denoted as A1, A2 and A3 [35] , which are shown in Fig. 2 . ental: the population size = 15, selection is roulette introduced in section 2.2.4, crossover is single point crossover demonstrated in section 2.2.5, the probability of crossover = 0.8, mutation is an occasional random alteration of a character in GA clustering algorithm and the probability of mutation = 0.001.
The results of implementation of the K-means algorithm, GAclustering algorithm, improved K-means algorithm and improved Genetic K-means algorithm are shown, respectively, in Table 1 for vowel dataset, Table 2 for iris dataset , Table 3 for Crude oil dataset , Table 4 for A1 dataset , Table 5 for A2 dataset and Table 6 for A3 dataset. All the algorithms were run for 10 iterations. For the purpose of demonstration, five different initial configurations of the K-means algorithm and improved Kmeans algorithm and five different initial populations of the GAclustering algorithm and improved Genetic K-means algorithm are shown in the tables. Table 3 : J c for Crude Oil after 100 iterations when k = 3. Before proceeding for model fitting, we have applied some datareduction techniques in order to trim down the dimensionsbecause the data have the problem of dimensionality's curse.We have applied principal component analysis on the nineteenindependent variables, after which we realized that the first sixprincipal components cover more than 98% of the totalvariability of the continuous data space [2] .
Therefore, we have acquired six independent variables afterapplying data reduction approaches, these six autonomousvariables are age, bilirubin, Alk phosphate, serum glutamicoxaloacetic transaminase (SGOT), Albumin and prothrombintime (PROTIME).
The results of implementation for Hepatitis C dataset are shown in Table 7 . Table 7 : J c for Hepatitis C after 10 iterations when k = 2.
We have proposed an approach to perform clustering on time series data using GAs and K-means. The proposed approach takes the advantage of the global search capacity of GAs and uses K-means for local fine tuning.
CONCLUSION
Along with the fast development of database and network, the data scale clustering tasks involved in which becomes more and more large. K-means algorithm is a popular partition algorithm in cluster analysis, which has some limitations when there are some restrictions in computing resources and time, especially for huge size dataset. Genetic algorithm has been used to search for the cluster centers which minimize the clustering error. The improved Genetic K-means algorithm presented in this paper is a solution to handle large scale data, which can select initial clustering center purposefully using GAs, reduce the sensitivity to isolated point, avoid dissevering big cluster, and overcome deflexion of data in some degree that caused by the disproportion in data partitioning owing to adoption of multisampling.
