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Abstract
Commutation of multidimensional vector fields leads to integrable
nonlinear dispersionless PDEs arising in various problems of mathe-
matical physics and intensively studied in the recent literature. This
report is aiming to solve the scattering and inverse scattering prob-
lem for integrable dispersionless PDEs, recently introduced just at a
formal level, concentrating on the prototypical example of the Pavlov
equation, and to justify an existence theorem for global bounded so-
lutions of the associated Cauchy problem with small data.
1 Introduction
Integrable soliton equations, like the Korteweg - de Vries [37], the Nonlinear
Scrho¨dinger [79] equations and their integrable (2 + 1) dimensional gener-
alizations, the Kadomtsev - Petviashvili [32] and Davey - Stewartson [11]
equations respectively, play a key role in the study of waves propagating
in weakly nonlinear and dispersive media. The Inverse Spectral Transform
(IST) method, introduced by Gardner, Green, Kruskal and Miura [25], is the
spectral method allowing one to solve the Cauchy problem for such PDEs,
predicting that a localized disturbance evolves into a number of soliton pulses
+ radiation, and solitons arise as an exact balance between nonlinearity
and dispersion [77],[3],[10],[2]. There is another important class of integrable
PDEs, the so-called dispersionless PDEs (dPDEs), or PDEs of hydrodynamic
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type, arising in various problems of Mathematical Physics and intensively
studied in the recent literature (see, f.i., in the multidimensional context,
[78, 74, 33, 38, 39, 66, 67, 68, 75, 40, 69, 16, 17, 18, 19, 36, 59, 29, 62, 13, 21,
61, 8, 34, 35]). The class of integrable dPDEs includes relevant examples,
like the dispersionless Kadomtsev - Petviashvili (dKP) equation [44],[70],[80],
describing the evolution of weakly nonlinear, nearly one-dimensional waves
in Nature, in the absence of dispersion and dissipation [44], [70], [80], [54],
the first and second heavenly equations of Plebanski [64], relevant in complex
gravity, and the dispersionless 2D Toda (or Boyer-Finley) equation [22, 9],
whose elliptic and hyperbolic versions are relevant in twistor theory [9, 26] as
integrable Einstein - Weyl geometries [31, 30, 72], and in the ideal Hele-Shaw
problem [60, 73, 41, 43, 58].
Since integrable dPDEs arise from the condition of commutation [L,M ] =
0 of pairs of one-parameter families of vector fields, implying the existence
of common zero energy eigenfunctions (elements of the common kernel):
[L,M ] = 0 ⇒ Lψ =Mψ = 0, j = 1, 2, (1)
they can be in an arbitrary number of dimensions [78], unlike the soliton
PDEs. In addition, due to the lack of dispersion, these multidimensional
PDEs may or may not exhibit a gradient catastrophe at finite time. To
investigate integrable dPDEs, a novel IST for vector fields, significantly dif-
ferent from that of soliton PDEs, has been recently constructed in [46, 47, 48],
just at a formal level, i) to solve their Cauchy problem, ii) obtain the long-
time behavior of solutions, iii) costruct distinguished classes of exact implicit
solutions, iv) establish if, due to the lack of dispersion, the nonlinearity of
the dPDE is “strong enough” to cause the gradient catastrophe of localized
multidimensional disturbances, and v) to study analytically the breaking
mechanism [46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56].
It is important to remark that this novel IST is based on some critical
assumptions, like existence of analytic eigenfunctions. In soliton theory we
know that, in contrast with 1+1 systems, the relevant eigenfunctions for
many 2+1 PDEs (like KPII) are not analytic [1], and the inverse problem
is formulated as a ∂¯-problem. But the methods used in soliton theory for
proving the existence of the relevant eigenfunctions fail in the dispersionless
case, since the corresponding operators are unbounded. In addition, since
the Lax operators are vector fields, the kernel space is a ring, and the inverse
problem is intrinsically nonlinear. Al last, the dispersionless theory lacks
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of explicit regular localized solutions (solitons or lumps do not exist), and
gradient catastrophes of different nature may occur at finite time.
For all these reasons, it is clearly important to make the IST for vector
fields rigorous (even more important than for the case of soliton PDEs); and
this is the main goal of this work.
To do that, we choose, as illustrative example, the simplest integrable
nonlinear dPDE available in the literature, the so-called Pavlov equation
[62], [21], [13]
vxt + vyy + vxvxy − vyvxx = 0, v = v(x, y, t) ∈ R, x, y, t ∈ R, (2)
arising in the study of integrable hydrodynamic chains [62], and in Differ-
ential Geometry as a particular example of Einstein - Weyl metric [13]. It
was first derived in [12] as a conformal symmetry of the second heavenly
equation.
As it was pointed out to the authors [76], the terms vxt + vxvxy − vyvxx
in equation (2) are in common (up to the interchange of x and y) with the
zero pressure Prandtl’s equation for the potential Φ [20]:
Φyt − Φyyy + ΦyΦxy − ΦxΦyy = 0. (3)
The main difference between these two equations is that the friction term
of the Prandtl’s equation is replaced by the diffraction term of the Pavlov
equation. While the zero-pressure Prandtl’s equation with suitable boundary
conditions gives rise to blow-up at finite time [20]. We prove in this paper
that localized and sufficiently small initial data for Pavlov equation remain
smooth at all times.
The inviscid Prandtl’s equation
Φyt + ΦyΦxy − ΦxΦyy = 0 (4)
can be linearized using some partial Legendre transformation, and it also
shows formation of singularities at finite time (unpublished result by V.E.
Kuznetsov [42]).
Equation (2) arises as the commutativity condition (1) of the following
pair of vector fields [13]
L ≡ ∂y + (λ+ vx)∂x,
M ≡ ∂t + (λ2 + λvx − vy)∂x, (5)
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and is the u = 0 reduction of the following integrable system of dispersionless
PDEs [48]
uxt + uyy + (uux)x + vxuxy − vyuxx = 0,
vxt + vyy + uvxx + vxvxy − vyvxx = 0, (6)
describing the most general integrable Einstein - Weyl metric [14], [15]. This
system reduces instead, for v = 0, to the celebrated dKP equation:
uxt + uyy + (uux)x = 0, u = u(x, y, t) ∈ R, x, y, t ∈ R, (7)
the simplest prototype integrable model for the study of wave breaking in
multidimensions [50],[55].
Let us point out that, although the linearized versions of the Pavlov and
dKP equations coincide, the formal IST predicts a regular dynamics for the
Pavlov equation, and the gradient catastrophe at finite time for the dKP
equation.
In our paper we prove the following result:
Theorem 1.1. Suppose that v0(x, y) is a Schwartz function with compact
support and satisfies a small norm condition (see Definition 3.1). Then
the IST method provides us with a real function v(x, y, t) such that v(x, y, 0) =
v0(x, y), the functions ∂xv(x, y, t), ∂yv(x, y, t), ∂
2
xv(x, y, t), ∂y∂xv(x, y, t), ∂t∂xv(x, y, t),
∂2yv(x, y, t) lie in C(R × R × R+) ∩ L∞(R × R × R+) and satisfy the Pavlov
equation (2).
Remark 1.1. The behavior of ∂tv(x, y, t) at t = 0 requires an extra investi-
gation.
Since the realization of the scheme described above requires a rather big
amount of technical work, including estimates on the behavior of the integral
equations kernels, to make our text more transparent, we moved the proofs
of the analytic estimates to the last section of our paper.
The authors would like to dedicate this paper to the memory of S. V.
Manakov who successfully devoted the last period of his life to the construc-
tion of the IST method for vector fields, and to its applications to the theory
of integrable dispersionless PDEs in multidimensions.
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2 The Inverse Scattering Transform: a short
summary
We find it convenient to summarize here the basic formal steps associated
with this novel IST for the vector field L in (5), allowing one to solve the
Cauchy problem for the Pavlov equation [46, 47, 49], whose rigorous aspects
will be investigated in the following sections.
The Direct Problem In our paper we always assume that v(x, y) is
a real-valued function. In analogy with the IST for KPI equation (whose
Lax operator in the non-stationary Schro¨dinger operator, see [45], [23]), we
make essential use of two sets of eigenfunctions – the real Jost eigenfunctions
ϕ±(x, y, λ), λ ∈ R, and the complex-analytic in λ ones: Φ+(x, y, λ), Im λ ≥ 0;
Φ−(x, y, λ), Imλ ≤ 0
Lϕ±(x, y, λ) = 0, LΦ
±(x, y, λ) = 0, (8)
ϕ±(x, y, λ)→ x− λy as y → ±∞. (9)
The direct spectral transform consists of two steps
• Using the real Jost eigenfunctions we construct the scattering data
σ(ξ, λ).
• Using the complex-analytic eigenfunctions we construct the spectral
data χ(ξ, λ) through the scattering data.
Step 1. For real λ, all eigenfunctions of L have the following property:
they are constant on the trajectories of the following ODE:
dx
dy
= λ+ vx(x, y) (10)
defining the characteristics of L. Indeed, if the potential v is sufficiently
regular and well-localized, the solution of the Cauchy problem x(y0) = x0
for the ODE (10) exists unique globally in the (time) variable y, with the
following free particle asymptotic behavior
x(y)→ λy + x±(x0, y0, λ), y → ±∞. (11)
The asymptotic positions x±(x0, y0, λ) are obviously constant when the point
(x0, y0) moves along trajectories. Therefore x±(x0, y0, λ) are solutions of the
vector field equation
[∂y0 + (λ+ vx0(x0, y0))∂x0 ]x±(x0, y0, λ) = 0.
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Due to (11) we have
x±(x0, y0, λ)→ x0 − λy0 as y0 → ±∞,
therefore they coincide with the real Jost eigenfunctions
ϕ±(x0, y0, λ) = x±(x0, y0, λ). (12)
Definition 2.1. Denote by σ(ξ, λ) the classical time-scattering datum, con-
necting the asymptotic behavior of the solutions at y → +∞ and at y → −∞
x+(x0, y0, λ) = x−(x0, y0, λ) + σ(x−(x0, y0, λ), λ),
therefore
ϕ+(x, y, λ)→ x− λy + σ(x− λy, λ) as y → −∞. (13)
Step 2. The problem of existence for complex (analytic) eigenfunctions Φ±
of a vector field is usually highly nontrivial, and in all previous works by
Manakov and Santini was only postulated and motivated by the analyticity
properties of the Green’s functions of the undressed vector fields. In our
paper we present a proof based on the following observation:
For λ ∈ C/R , by the change of variables z = x−λy, z¯ = x− λ¯y, the Lax
equation LΦ(x, y, λ) = 0 can be transformed into a linear Beltrami equation
and can be solved. Moreover, we do not have to assume, at this stage, that
the potential v(x, y) has small norm.
We show below that the limiting functions Φ±(x, y, λ) = Φ(x, y, λ± i0),
λ ∈ R are also well-defined. Both real Jost eigenfunctions ϕ±(x, y, λ) enu-
merate the trajectories of our vector field, therefore any eigenfunction of L
for λ ∈ R can be represented as a function either of ϕ+(x, y, λ) or ϕ−(x, y, λ),
and we have:
Φ−(x, y, λ) = ϕ−(x, y, λ) + χ−(ϕ−(x, y, λ), λ) = ϕ+(x, y, λ) + χ+(ϕ+(x, y, λ), λ)
Φ+(x, y, λ) = Φ−(x, y, λ). (14)
defining the spectral data χ±(ξ, λ).
Assuming that the small λI = Imλ behaviour be sufficiently good, we
see that, for λI → 0, the eigenfunction Φ(x, y, λ) is almost constant on the
trajectories of the vector field Lˆ ≡ ∂y + (λR + vx)∂x; these trajectories are
6
2D  y |λ |I
ξ
ξ+σ(ξ,λ)
z
Figure 1: The trajectories of the vector field for Imλ≪ 1.
straight lines Re z = const outside the support of v(x, y) and connect the
lines Re z = ξ and Re z = ξ+σ(ξ, λ) as they go from −∞ to +∞ (see Fig 1).
Assume now that λI < 0, |λI | ≪ 1; then Φ−(x, y, λ) is holomorphic in z
outside a small neighbourhood of R: Φ−(x, y, λ) = Φˆ(z, λ) and, due to the
almost constant behavior on the trajectories:
Φˆ(ξ − iǫ, λ) ∼ Φˆ(ξ + σ˜(ξ, λ) + iǫ, λ). (15)
In the limit λI → 0− we have
Φˆ(ξ − i0, λ) = Φ−(x, y, λ), y < −Dy, (16)
Φˆ(ξ + i0, λ) = Φ−(x, y, λ), y > Dy, (17)
(18)
therefore equation (14) implies
Φˆ(ξ − i0, λ) = ξ + χ−(ξ, λ), Φˆ(ξ + i0, λ) = ξ + χ+(ξ, λ).
Hence the spectral data χ±(ξ, λ) of the Pavlov equation satisfy the shifted
Riemann-Hilbert (RH) problem
σ(ξ, λ) + χ+(ξ + σ(ξ, λ), λ)− χ−(ξ, λ) = 0, ξ ∈ R,
∂ξ¯χ = 0 for ξ ∈ C±, χ→ 0 as |ξ| → ∞.
(19)
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Equation (19) defines the spectral data χ±(ξ, λ) in terms of the scattering
data σ(ξ, λ). No small norm assumption is required also at this step.
Evolution of the spectral data. The evolution of the scattering and
spectral data, following from the asymptotics (9) and (13), is given by the
explicit formula [48, 49]:
σ(ξ, λ, t) = σ(ξ − λ2t, λ, 0),
χ±(ξ, λ, t) = χ±(ξ − λ2t, λ, 0), (20)
implying that, from the eigenfunctions ϕ±,Φ
± of L, one can constructs the
common eigenfunctions ψ±,Ψ
± of L and M through the formulas
ψ±(x, y, t, λ) = ϕ±(x, y, t, λ)− λ2t, Ψ±(x, y, t, λ) = Φ±(x, y, t, λ)− λ2t,
(21)
connected through equations
Ψ−(x, y, t, λ) = ψ−(x, y, t, λ) + χ−(ψ−(x, y, t, λ), λ) = ψ+(x, y, λ) + χ+(ψ+(x, y, λ), λ)
Ψ+(x, y, t, λ) = Ψ−(x, y, t, λ). (22)
The inverse problem The reconstruction of the real eigenfunction ψ− at
time t from the spectral data χ− is provided by the solution of the nonlinear
integral equation
ψ−(x, y, t, λ)−Hλχ−I
(
ψ−(x, y, t, λ), λ
)
+χ−R
(
ψ−(x, y, t, λ), λ
)
= x−λy−λ2t,
(23)
where χ−R and χ−I are the real and imaginary parts of χ− , and Hλ is the
Hilbert transform operator wrt λ
Hλf(λ) =
1
π
∞?
−∞
f(λ′)
λ− λ′dλ
′. (24)
We remark that, since χ−(ξ, λ) is analytic wrt ξ in the lower half-plane, its
real and imaginary parts satisfy the relation χ−R − Hξχ−I = 0. Equation
(23) expresses the fact that the RHS of (22) for Ψ− is the boundary value of
a function analytic in λ in the lower half-plane.
Once ψ− is reconstructed from χ− solving the nonlinear integral equation
(23), equation (22) gives Ψ±, and v is finally reconstructed from:
v(x, y) = − lim
λ→∞
(
λ[Ψ−(x, y, λ)− (x− λy − λ2t]
)
, (25)
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or, better, as we shall see, from
v(x, y, t) = −1
π
∫
R
χ−I(ψ−(x, y, t, ζ), ζ)dζ. (26)
Remark 2.1. The main difficulty associated with the direct problem is in
the proof of the existence of the analytic eigenfunction and of its limits on
the real λ axis from above and below. While such a proof can be made in the
Pavlov case, see subsection 3.2, in the dKP case the existence of the analytic
eigenfunctions is proven, at the moment, only sufficiently far from the real
λ axis [28]. We also remark that, soon after the formulation of the direct
problem through the RH problem (15) [46], an alternative integral equation,
obtained taking the Fourier transform of (15), was also suggested [47],[48]. It
turns out that, while the construction of the spectral data from the scattering
data through the RH problem with shift (15) does not present difficulties,
the construction that makes use of the integral equation in Fourier space
requires additional effort, due to the bad behavior of its kernel, and will not
be considered in this paper.
Remark 2.2. A second inverse problem, a nonlinear RH (NRH) problem
on the real line, was also introduced at a formal level [46, 47, 48], and in-
tensively used i) to study the longtime behavior of the solutions of the target
dPDE [50, 51, 52]; ii) to detect if a localized initial disturbance evolving ac-
cording to such a PDE goes through a gradient catastrophe at finite time
(f.i., no gradient catastrophe for the second heavenly equation [47, 51] and
for the Pavlov equation [49] was found, while a gradient catastrophe was
indeed found for the dKP [52] and for the dispersionless 2D Toda [52] equa-
tions); iii) to investigate analytically the wave breaking mechanism of such
multidimensional waves [50, 52]; iv) to construct classes of RH data giv-
ing rise to exactly solvable NRH problems, and to distinguished exact im-
plicit solutions of the dispersionless PDEs through an algorithmic approach
[53, 7, 50, 51, 52]; v) to detect integrable differential reductions of the as-
sociated hierarchy of PDEs [5, 6], like the Dunajski interpolating equation
vxt + vyy + cvxvxx + vxvxy − vyvxx = 0 [14], an integrable PDE interpolating
between the dKP and the Pavlov equations, corresponding to the reduction
u = cvx of system (6). The rigorous aspects of such a NRH inverse prob-
lem, as well as the connections with the above inverse problem, will also be
investigated in a subsequent paper.
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3 Direct spectral transform
3.1 The real eigenfunction
Throughout this paper,
Sx,y = {f : R2 → R| ‖f‖(µ,ν)(k,h) = |(1 + |x|)k(1 + |y|)h∂µx∂νyf |L∞ <∞},
Lp(R, dλ) = {f : R→ C| ‖f‖Lp(R,dλ) = (
∫
R
|f(λ)|pdλ) 1p <∞},
W k,2(R, dλ) = {f : R→ C| ‖f‖W k,2(R,dλ) =
k∑
j=0
∥∥∥∂jλf∥∥∥L2(R,dλ) <∞}.
We shall also use the Sobolev spaces with additional weights:
W k,2(R, dλ)(µ) = {f : R→ C| ‖f‖W k,2(R,dλ)(µ) =
k∑
j=0
µk
∥∥∥∂jλf
∥∥∥
L2(R,dλ)
<∞}, µ > 0.
For all positive µ these norms are equivalent, but in some situations it is
necessary to choose an appropriate µ to guaranty the contraction property
for our integral operators.
In our paper we assume that the potential v(x, y) has compact support in
x, y. We expect that these constraints are not critical and can be weakened
(for example, it should be enough to assume that the potential decays suffi-
ciently fast as x2+y2 →∞), but it may require a serious additional analytic
work. To be more precise, let Dx, Dy be a pair of positive numbers, n > Dy,
and v ∈ Gx,y such that
v(x, y) = 0 for |x| > Dx or |y| > Dy. (27)
The real eigenfunctions ϕ±(x, y, λ) for the Pavlov equation are defined by
the solution of the boundary value problem: for each fixed λ ∈ R, [51]
∂yϕ± + (λ+ vx) ∂xϕ± = 0, for x, y ∈ R, (28)
ϕ± − ξ → 0, as y → ±∞, (29)
where
ξ = x− λy. (30)
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Lemma 3.1. Suppose v ∈ Sx,y satisfying (27). The real eigenfunctions ϕ±
exists uniquely and ϕ± − (x− λy) are smooth bounded functions.
Proof. The solvability and uniqueness of the boundary value problem of the
first order partial differential equation (28), (29) can be derived by solving
the ordinary differential equation
dx
dy
= λ+ vx(x, y), x = x(y; x0, y0, λ), x(y0; x0, y0, λ) = x0, (31)
or, equivalently,
dh
dy
= vx(h+λy, y), h = h(y; ξ0, y0, λ), h(y0; ξ0, y0, λ) = ξ0 = x0−λy0, (32)
where
h(y) = x(y)− λy.
Using the Picard iteration method on the integral equation defining the
solution (see, for example, [4])
h(y; ξ0, y0, λ) = h0 +
∫ y
y0
vx
(
h(y′; ξ0, y0, λ) + λy
′, y′
)
dy′ (33)
one shows that x±(x0, y0, λ) = h(±n; x0 − λy0, y0, λ) are smooth functions,
h(±n; x0 − λy0, y0, λ) − h0 are also bounded. Here we used the fact that
h(y; x0 − λy0, y0, λ) are constant in y in the regions y ≥ n, y ≤ −n due to
the compact support of v(x, y).
We see, that
σ(ξ0, λ) = h(n; ξ0,−n, λ)− ξ0 =
∫ ∞
−∞
vx
(
h(y′; ξ0,−∞, λ) + λy′, y′
)
dy′
is also a regular function and the map ξ → ξ + σ(ξ, λ) is regularly invertible
for all λ. We do not require the small norm assumption at this step.

For simplicity and convenience, we will use the following agreement: C
denotes a constant, possibly dependent of ‖v‖(µ,ν)(k,h), but independent of x,
y, t, and λ throughout this paper. To construct the spectral data from
the scattering data by solving the shifted Riemann-Hilbert problem, it is
necessary to control the behavior of the scattering data and its derivatives
for large λ. For solving the inverse problem we also need some estimates for
large λ and ξ ∼ λ2.
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Proposition 3.1. Suppose v ∈ Sx,y such, that v(x, y) ≡ 0 for |y| > Dy.
Let us define the following constants Bk = bk[v], k = 0, 1, 2, 3, Bˆk = bˆk[v],
k = 0, 1:
B0 =
+∞∫
−∞
[
max
x∈R
|vx(x, y)|
]
dy, (34)
B1 = exp

 +∞∫
−∞
[
max
x∈R
|vxx(x, y)|
]
dy

− 1, (35)
B2 =

 +∞∫
−∞
[
max
x∈R
|vxxx(x, y)|
]
dy

 (1 +B1)3, (36)
B3 =

 +∞∫
−∞
[
max
x∈R
|vxxx(x, y)|
]
dy

 3(1 +B1)2B2+ (37)
+

 +∞∫
−∞
[
max
x∈R
|vxxxx(x, y)|
]
dy

 (1 +B1)4, (38)
Bˆ0 =


+∞∫
−∞


√√√√√
+∞∫
−∞
|vx(x, y)|2dx

 dy

 · 1√
1−B1
, (39)
Bˆ1 =


+∞∫
−∞


√√√√√
+∞∫
−∞
|vxx(x, y)|2dx

 dy

 · 1 + B1√
1−B1
. (40)
Then we have the following estimates on the scattering data:
|σ(ξ, λ)| ≤ B0, |σξ(ξ, λ)| ≤ B1, |σξξ(ξ, λ)| ≤ B2, |σξξξ(ξ, λ)| ≤ B3. (41)
Moreover, if B1 < 1,
‖σ(ξ, λ)‖L2(dξ) ≤ Bˆ0, ‖σξ(ξ, λ)‖L2(dξ) ≤ Bˆ1.
The proof of Proposition 3.1 is moved to the last Section. It is rather
straightforward and is based on some standard estimates from the ODE
theory,
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Definition 3.1. A potential v(x, y) satisfies the small norm condition
if the following inequalities are fulfilled:
1. B0 ≤ 14 ,
2. B1 ≤ 12 ,
3. 8B0 + 4B2 + 2
√
2Bˆ0 < π,
4. 2B1+
1
π
(64B1+16Bˆ1)+
1
π
(8B3+16B
2
2+56B1+16B
2
1)
(
B0 +
2
π
[2B0 + Bˆ0]
)
<
tan
(
π
8
)
.
The meaning of the combinations of constants arising in this definition will
be explained later.
Proposition 3.2. Suppose v ∈ Sx,y satisfying (27) and |λ| is sufficiently
large. Let us introduce new variables
λ˚ =
1
λ
, ξ˚ =
ξ
λ
.
Then, for sufficiently small λ˚, the function
σ˚(ξ˚, λ˚) = σ(ξ˚/˚λ, 1/˚λ)/˚λ2
has the following properties:
1. It vanishes outside the interval |ξ˚| ≤ Dy + |˚λ|Dx.
2. It is smooth in both variables ξ˚, λ˚.
As a corollary we obtain that there exists a collection of positive constants
C(µ,k), such that
‖∂kλ∂µξ σ(ξ, λ)‖L∞ <
C(µ,k)
1 + |λ|2+µ+k , µ ≥ 0, k ≥ 0, (42)
‖∂kλ∂µξ σ(ξ, λ)‖L2(dξ) <
C(µ,k)
1 + |λ|3/2+µ+k , µ ≥ 0, k ≥ 0, (43)
As usual, we move the proof to the last section of our paper.
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3.2 The complex eigenfunction
In this section, we prove that there exists a unique eigenfunction Φ(x, y, λ)
for each λ ∈ C±. Moreover, Φ(x, y, λ) is holomorphic in λ ∈ C±, its boundary
values on R, denoted as Φ±(x, y, λ), are well-defined and can be characterized
by the shifted Riemann-Hilbert problem (62).
For λ ∈ C±, we introduce the following complex notations:
z = x− λy, z¯ = x− λ¯y,
x =
1
λ¯− λ(λ¯z − λz¯), y =
1
λ¯− λ(z − z¯),
∂z¯ = − 1
λ¯− λ(∂y + λ∂x), ∂z =
1
λ¯− λ(∂y + λ¯∂x),
∂x = ∂z + ∂z¯, ∂y = −(λ¯∂z¯ + λ∂z).
(44)
So W 2,p(dxdy) = W 2,p(dzdz¯) = W 2,p for each λ ∈ C±.
Theorem 3.1. For v ∈ Sx,y and λ ∈ C±, there exist a unique continuous
eigenfunction Φ(x, y, λ) and a positive function ǫ(λ) such that
Φ = z + ∂−1z¯ α(z, z¯, λ), z = x− λy, α ∈ W 2,p(dzdz¯), where |p− 2| < ǫ(λ)
and
∂yΦ+ (λ+ vx) ∂xΦ = 0, for x, y ∈ R, (45)
Φ(x, y, λ)− (x− λy)→ 0, as x2 + y2 →∞. (46)
Moreover, Φ(x, y, ·) is holomorphic for λ ∈ C±, and
Φ(x, y, λ) = Φ(x, y, λ¯). (47)
If λI → ±∞ we have
Φ(x, y, λ) = x− λy − 1
λ
v(x, y) + o
(
1
λ
)
. (48)
Proof. Equation (45) takes the following form:
[
∂z¯ +
1
λ− λ¯vx(z, z¯)(∂z + ∂z¯)
]
Φ(z, z¯, λ) = 0, (49)
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or equivalently
[∂z¯ + b(z, z¯, λ)∂z] Φ(z, z¯, λ) = 0, (50)
where
b(z, z¯, λ) =
vx(z, z¯)
2iλI + vx(z, z¯)
. (51)
The function vx(z, z¯) is real-valued, therefore
|b(z, z¯, λ)| < 1. (52)
Using the representation
∂z∂
−1
z¯ f =
1
2πi
"
f(ζ, ζ¯)
(ζ − z)2dζ ∧ dζ¯,
and the Zygmund-Calderon operator theory, it is easy to show that for any
fixed λ ∈ C± there exist ε2 > 0 and µ > 0 such that for |p−2| < ε2 the norm
of the operator
f ∈W 2,p(µ)→ b(z, z¯, λ)∂z∂−1z¯ f ∈ W 2,p(µ) (53)
is smaller than 1 [65]. Then we can write [71]:
Φ(z, z¯, λ) = z + ∂−1z¯ α(z, z¯, λ) (54)
where α(z, z¯, λ) satisfies the following equation:
[1 + b(z, z¯, λ)∂z∂
−1
z¯ ]α(z, z¯, λ) + b(z, z¯, λ) = 0. (55)
This equation is uniquely solvable in the spaces W 2,p, |p − 2| < ε2. There-
fore ∂−1z¯ α(z, z¯, λ) is a decaying at infinity continuous function by Sobolev’s
theorem, and
‖∂−1z¯ α‖L∞(dzdz¯) ≤ C1(ε2)‖α‖L2−ε2 (dzdz¯) + C2(ε2)‖α‖L2+ε2 (dzdz¯).
We also have:
det
∣∣∣∣∣ ∂zΦ ∂z¯Φ∂zΦ ∂z¯Φ
∣∣∣∣∣ = (1− |b(z, z¯, λ)|2)|∂zΦ|2 ≥ 0, (56)
therefore for all regular points of the map (z, z¯) → (Φ,Φ) the Jacobian is
positive, and the number of preimages is the same for all regular points. It
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means that the number of preimages is the same for all regular points. This
map is one-to-one at infinity, therefore it is invertible and we can use w = Φ
as a global coordinate on the z-plane. In this coordinate all solutions of
(45) are functions holomorphic in w (see Chapter II in [71]). So Liouville’s
theorem implies that asymptotics (46) fixes the solution uniquely.
Let us show that Φ(x, y, λ) is holomorphic in λ outside the real line.
Differentiating (45) by λ¯ we obtain
L∂λ¯Φ(x, y, λ) = 0, (57)
and
∂λ¯Φ(x, y, λ) = o(1) as x
2 + y2 →∞. (58)
Therefore ∂λ¯Φ(x, y, λ) is a regular holomorphic function in w decaying at
infinity, and by Liouville’s theorem ∂λ¯Φ(x, y, λ) ≡ 0.
The reality condition (47) follows from applying Liouville’s theorem and
the reality conditions v(x, y) = v(x, y).
Let |λI | ≫ 1. Taking into account, that dz ∧ dz¯ = 2iλI dx ∧ dy we see,
that
‖ . . .‖Lp(dzdz¯) = p
√
|2λI | · ‖ . . .‖Lp(dxdy), max
z
|b(z, z¯, λ| = O
(
1
λ
)
,
α(z, z¯, λ) = −b(z, z¯, λ) + α1(z, z¯, λ),
‖α1(z, z¯, λ)‖|Lp(dzdz¯) ≤
max
z
|b(z, z¯, λ)|
1−max
z
|b(z, z¯, λ)| ·‖b(z, z¯, λ)‖|Lp(dzdz¯) = O

 p
√
|λI |
λ2I

 ,
and
Φ(z, z¯, λ) = z− 1
2iλI
∂−1z¯ vx(z, z¯)+o
(
1
λI
)
= z− 1
2iλI
∂−1z¯ (∂z¯+∂z)v(z, z¯)+o
(
1
λI
)
,
but
∂z = − λ¯
λ
∂z¯ − 1
λ
∂y,
therefore
Φ(z, z¯, λ) = z− 1
2iλI
∂−1z¯
(
∂z¯ − λ¯
λ
∂z¯
)
v(z, z¯)+o
(
1
λI
)
= z− v(z, z¯)
λ
+o
(
1
λI
)
.

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Starting from this point we will work with the Jost eigenfunction ϕ− only;
therefore we shall denote it simply by ϕ, omitting the subscript:
ϕ(x, y, λ) = ϕ−(x, y, λ). (59)
Theorem 3.2. Suppose v ∈ Sx,y satisfying (27). The complex eigenfunction
Φ(x, y, λ) has continuous extensions on C± ∪R. Moreover, denote the limits
on both sides of R as Φ±, then ∂µx (Φ
± − x+ λy) ∈W 1,2(R, dλ),
Φ−(x, y, λ) = ϕ(x, y, λ) + χ−(ϕ(x, y, λ), λ) (60)
Φ+(x, y, λ) = Φ−(x, y, λ), (61)
where χ−(ξ, λ) is characterized by the Riemann-Hilbert problem with the shift
function σ(ξ, λ).
σ(ξ, λ) + χ+(ξ + σ(ξ, λ), λ)− χ−(ξ, λ) = 0, ξ ∈ R,
∂ξ¯χ = 0, ξ ∈ C±,
χ→ 0, |ξ| → ∞. ξ ∈ C
(62)
As before, we move the proof to the last Section.
Theorem 3.2 implies
Φ+(x, y, λ)− Φ−(x, y, λ) = −2iχ−I(ϕ(x, y, λ), λ), λ ∈ R, (63)
and, due to (48)
Φ(x, y, λ) = x− λy − 1
π
∫
R
χ−I(ϕ(x, y, ζ), ζ)
ζ − λ dζ, λ ∈ C
±, (64)
v(x, y) = −1
π
∫
R
χ−I(ϕ(x, y, ζ), ζ)dζ. (65)
3.3 The shifted Riemann-Hilbert problem
In subsection 3.2 the following characterization for the boundary value of the
complex eigenfunction
Φ−(x, y, λ) = ϕ(x, y, λ) + χ−(ϕ(x, y, λ), λ), for λ ∈ R, (66)
was justified. Here χ−(ξ, λ) satisfies the shifted Riemann-Hilbert problem
(62).
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The problem (62) can be converted into the following linear equation [24]
χ−(ξ, λ)− 1
2πi
∫
R
f(ξ, ξ′, λ)χ−(ξ
′, λ)dξ′ + g(ξ, λ) = 0, (67)
where
f(ξ, ξ′, λ) =
∂ξ′s(ξ
′, λ)
s(ξ′, λ)− s(ξ, λ) −
1
ξ′ − ξ ,
g(ξ, λ) = − 1
2
σ(ξ, λ) +
1
2πi
?
R
∂ξ′s(ξ
′, λ)
s(ξ′, λ)− s(ξ, λ)σ(ξ
′, λ)dξ′
s(ξ, λ) = ξ + σ(ξ, λ).
(68)
Under the assumptions that the mapping ξ → ξ+σ(ξ, λ) be invertible for all
λ, that σ(ξ, λ) decay sufficiently fast for any fixed λ and be Ho¨lder continuous,
the unique solvability of χ is proven in [24] by showing a Fredholm alternative
for (67). Also this step does not require the small norm assumption.
Our goal in this section is to obtain some analytic estimates on the spec-
tral data χ±, including the large λ-asymptotic estimates, which are important
in characterizing the complex eigenfunction and are indispensable for solving
the inverse problem.
To simplify the calculations we shall use the following agreement in Lem-
mas 3.2-3.3: we omit the λ-dependence in all formulas. It is convenient to
denote:
Kψ =
1
2πi
∫
R
f(ξ, ξ′, λ)ψ(ξ′)dξ′ (69)
It is natural to solve the integral equation (67) iteratively. Therefore we
have to estimate the norm of K, ∂tK.
Lemma 3.2. Assume that the scattering data σ(ξ), ξ ∈ R satisfy the follow-
ing estimates:
1. σ(ξ) is 2 times continuously differentiable in ξ.
2. |σ(ξ)| ≤ C0 ≤ 14 .
3. |σ′(ξ)| ≤ C1 ≤ 12 .
4. |σ′′(ξ)| ≤ C2.
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5. ‖σ′(ξ)‖L2(dξ) ≤ Cˆ1.
Then we have the following estimate
‖K‖L∞ ≤ 1
π
[4C0 + 2C2 +
√
2Cˆ1].
Assume that, in addition, the scattering data σ(ξ), ξ ∈ R satisfy the following
extra estimates:
1. σ(ξ) is 3 times continuously differentiable in ξ.
2. C2 ≤ 12 .
3. |σ′′′(ξ)| ≤ C3.
Then K maps the space L∞(dξ) into the space C1(ξ). Moreover, if h2(ξ) =
(Kh1)(ξ), then
|h2,ξ(ξ)| ≤ 1
π
(2C3 + 4C
2
2 + 14C1 + 4C
2
1) · ‖h1(ξ)‖L∞(dξ).
The proof of this Lemma is moved to the last Section.
We also require some estimates on the function g(ξ)
Lemma 3.3. Assume that the scattering data satisfy the same estimates as
in Lemma 3.2 and
1. ‖σ(ξ)‖L2(dξ) ≤ Cˆ0.
2. ‖σ′(ξ)‖L2(dξ) ≤ Cˆ1.
Then we have:
1. |g(ξ)| ≤ C0
2
+ 1
π
[2C1 + Cˆ0].
2. |gξ(ξ)| ≤ C12 + 1π [16C2 + 4Cˆ1].
Moreover, if σ(ξ) has compact support: σ(ξ) = 0 for |ξ| ≥ R− 1, then
|g(ξ)| ≤ C0
2
+
6R
π
C1 ≤ 8R
π
C1, (70)
|gξ(ξ)| ≤ C1
2
+
24R
π
C2 ≤ 26R
π
C2,
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The proof of this Lemma is moved to the last Section.
Combining the estimates from Lemmas 3.2-3.3 we obtain the following:
Proposition 3.3. Assume that the potential v(x, y) satisfy the small norm
constraints formulated in the Definition 3.1. Then we have
|χξ(ξ, λ)| ≤ 1
4
tan
(
π
8
)
. (71)
We show below, that this property guaranties the unique solvability of the
inverse problem.
Proof. Equation (67) can be written in the short form:
χ− = Kχ− − g, (72)
If ‖K‖ < 1, it can solved iteratively and
‖χ−(ξ, λ)‖ ≤ 1
1− ‖K‖‖g‖.
By Lemma 3.2, Condition 3, the small norm conditions list means exactly
that
‖K‖L∞(dξ) ≤ 1
2
;
therefore
‖χ−‖L∞(dξ) ≤ 2‖g‖L∞(dξ) ≤ B0 + 2
π
[2B1 + Bˆ0].
By differentiating equation (72) with respect to ξ, we obtain:
χ−ξ = (Kχ−)ξ − gξ,
and
‖χ−ξ‖L∞(dξ) ≤ ‖(Kχ−)ξ‖L∞(dξ) + ‖gξ‖L∞(dξ).
By Lemma 3.2, in the small norm case
‖(Kχ−)ξ‖L∞(dξ) ≤ 1
π
(2B3 + 4B
2
2 + 14B1 + 4B
2
1) · ‖χ−‖L∞(dξ).
By Lemma 3.3
‖gξ‖L∞(dξ) ≤ B1
2
+
1
π
[16B2 + 4Bˆ1].
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Therefore
‖χ−‖L∞(dξ) ≤ 1
π
(2B3+4B
2
2+14B1+4B
2
1)·
(
B0 +
2
π
[2B1 + Bˆ0]
)
+
B1
2
+
1
π
[16B2+4Bˆ1] ≤
≤ 1
4
tan
(
π
8
)
<
1
4
.

The solution of the inverse problem also requires some estimates on χ(ξ, λ)
and its derivatives at λ→∞. Let us show that, at large λ, the leading term
of the asymptotic behavior is determined by the linear part of (68).
More precisely,
Lemma 3.4. If v ∈ Sx,y and v(x, y) = 0 for |y| ≥ Dy, then, for λ→∞, we
have the following estimates:
1. ‖K(λ)‖L∞(dξ) = O
(
1
λ2
)
.
2. For every sufficiently large λ, operator K(λ) maps the space L∞(dξ)
into the space C∞(ξ) and there exists a constant C1(λ) such that
‖(K(λ)f)ξ‖L∞(dξ) ≤ C1(λ) · ‖f‖L∞(dξ), C1(λ) = O
(
1
λ2
)
Proof. To prove this Lemma it is sufficient to compare formulas (42)-(43)
with the estimates from Lemma 3.2. 
Remark 3.1. Using the same approach, it is possible to prove analogous
estimates for all derivatives; in particular, there exists a constant C2(λ) such
that
‖(K(λ)f)ξξ‖L∞(dξ) ≤ C2(λ) · ‖f‖L∞(dξ), C2(λ) = O
(
1
λ3
)
Proposition 3.4. Assume that v ∈ Sx,y and v(x, y) ≡ 0 for |y| > Dy. Then.
for λ→∞, we have the following estimates
χ(ξ, λ) = −g(ξ, λ) +O
(
1
λ4
)
, (73)
χξ(ξ, λ) = −gξ(ξ, λ) +O
(
1
λ4
)
.
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If, in addition, v(x, y) satisfies the compact support condition (27), i.e. v(x, y) ≡
0 for |x| ≥ Dx, then
‖χ(ξ, λ)‖L∞(dξ) = O
(
1
λ2
)
, (74)
‖χξ(ξ, λ)‖L∞(dξ) = O
(
1
λ3
)
.
Remark 3.2. Using the same approach, it is possible to prove that in the
compact support case
‖χξξ(ξ, λ)‖|L∞(dξ) = O
(
1
λ4
)
.
Proof of Proposition 3.4.
Proof. From (68), Proposition 3.2, Lemmas 3.3, 3.4 and the formula R(λ) =
Dx + |λ|Dy + 1 it follows immediately, that
‖χ(ξ, λ) + g(ξ, λ)‖L∞(dξ) ≤ ‖K(λ)‖L
∞(dξ)
1− ‖K(λ)‖L∞(dξ) · ‖g(ξ, λ)‖L
∞(dξ) = O
(
1
λ3
)
,
‖χξ(ξ, λ) + gξ(ξ, λ)‖L∞(dξ) ≤ C1(λ)‖χ(ξ, λ)‖L∞(dξ) = O
(
1
λ4
)
.

Proposition 3.5. Suppose v ∈ Sx,y with compact support and v is small.
Consider a curve in the (ξ, λ)-plane:
ξ(λ) = x− λy − λ2t+ ω(λ).
Then for fixed t > 0 and ω(λ) = O(1), we have, as λ→∞,
|∂µξ χ−(ω(λ) + x− λy − λ2t, λ)| = O
(
1
1 + |λ|3+2µ
)
. (75)
Proof. Suppose the support of v is contained in {|x| ≤ Dx, |y| ≤ Dy}.
Therefore the support of σ(ξ, λ) lies in the area |ξ| ≤ |Dx + |λ|Dy|, ξ ∈ R.
Outside this area σ(ξ, λ)) ≡ 0, hence χ(ξ, λ) is holomorphic in ξ in the
complex plane outside the cut [−Dx − |λ|Dy, Dx + |λ|Dy] on the real line.
Therefore,
χ(ξ, λ) =
1
2πi
∫ Dx+|λ|Dy
−Dx−|λ|Dy
(χ+(τ, λ)− χ−(τ, λ))
τ − ξ dτ,
22
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Figure 2: The support of χ(ξ, λ) and the trajectory ξ(λ), t > 0.
and
∂ξχ(ξ, λ) =
1
2πi
∫ Dx+|λ|Dy
−Dx−|λ|Dy
(χ+(τ, λ)− χ−(τ, λ))
(τ − ξ)2 dτ.
It follows that, for |ξ| > Dx + |λ|Dy,
|∂µξ χ−(ξ, λ)|
≤ 1
π
· [‖χ−(ξ, λ)‖L∞ + |χ+(ξ, λ)‖L∞] · (Dx + |λ|Dy) · sup
τ∈[−Dx−|λ|Dy,+Dx+|λ|Dy]
∂µξ
[
1
(τ − ξ)
]
≤ C µ!
(1 + |λ|)[|ξ| − (Dx + |λ|Dy)]µ+1
Therefore (75) follows if t > 0. 
4 The inverse problem
4.1 The reconstruction of the real eigenfunction
Assume that the spectral data χ−(ξ, λ) = χ−R(ξ, λ)+ iχ−I(ξ, λ) are given,
where ξ, λ ∈ R. Let us recall that χ−(ξ, λ) is assumed to be analytic in ξ the
lower half-plane, or equivalently
χ−R −Hξχ−I = 0, (76)
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where Hξ denotes the Hilbert transform wrt. the variable ξ.
Our current aim is to construct the common eigenfunctions of the Lax
pair for the Pavlov equation starting from the spectral data. By the Plemelj
(Sokhotski) formula [24], Theorem 3.1, and 3.2, we have
ϕ(x, y, λ) + χ−R(ϕ(x, y, λ), λ) = x− λy − 1
π
?
R
χ−I(ϕ(x, y, ζ), ζ)
ζ − λ dζ. (77)
Therefore, keeping in mind the time evolution (20) of the spectral data
and the definition (21) of the common eigenfunctions of the vector field Lax
Pair, the nonlinear integral equation of the inverse problem reads:
ψ(x, y, t, λ)+χ−R(ψ(x, y, t, λ), λ) = x−λy−λ2t− 1
π
?
R
χ−I(ψ(x, y, t, ζ), ζ)
ζ − λ dζ
(78)
The solution of the inverse problem consists of two steps:
• We show that, if some appropriate constraints are imposed on the spec-
tral data, the nonlinear integral equation (78) has a unique solution
ψ(x, y, t, λ).
• We show that the function ψ(x, y, t, λ) is the real Jost eigenfunction for
the Pavlov Lax Pair wth the proper behavior at y → −∞, where the
potential v(x, y, t) is defined by formula (109).
Theorem 4.1. (Global solvability for the IST equation (78) – part
1.) Suppose that the spectral data χ−(ξ, λ) satisfy the following constraints
1. χ−(ξ, λ), ∂ξχ−(ξ, λ) are well-defined continuous functions.
2.
|∂ξχ−R(ξ, λ)| ≤ 1
4
tan
(
π
8
)
, |∂ξχ−I(ξ, λ)| ≤ 1
4
tan
(
π
8
)
.
3. There exists a positive constant C such that
|χ−(ξ, λ)| ≤ C
1 + |λ|
Then, for all x, y, t ∈ R, t ≥ 0, equation (78) has a unique solution ψ(x, y, t, λ)
such that ψ(x, y, t, λ) = x−λy−λ2t+ω(x, y, t, λ), where ω(x, y, t, λ) ∈ L2(dλ).
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Proof. The proof is based on the standard iteration procedure for contracting
nonlinear maps. Equation (78) is equivalent to
ω(x, y, t, λ) = R
[
ω(x, y, t, λ) + x− λy − λ2t
]
, (79)
where R is defined by
(R[f ])(λ) = −χ−R(f(λ), λ)− 1
π
?
R
χ−(f(ζ)), ζ)
ζ − λ dζ (80)
or equivalently,
(R[f ])(λ) = Hλ ◦ χ−I(f(λ), λ)− χ−R(f(λ), λ).
From the constraints on the spectral data it immediately follows that the
maps
f(λ)→ χ−R(f(λ), λ), f(λ)→ χ−I(f(λ), λ)
map all measurable functions of λ into the space L2(dλ); moreover the image
of the map is located inside the ball of radius R0 =
√
2C. Hλ is a unitary
operator in the space L2(λ); therefore, for any measurable function f(λ), we
know that R[f ] ∈ L2(dλ), and ‖R[f ]‖L2(dλ) ≤ 2
√
2C.
Let us check that operator R is a contraction. Let f(λ) be a measurable
function, g(λ) ∈ L2(dλ). We have
‖R[f + g]−R[f ]‖L2(dλ) ≤
≤ ‖Hλ◦[χ−I(f(λ)+g(λ), λ)−χ−I(f(λ), λ)]‖L2(dλ)+‖χ−R(f(λ)+g(λ), λ)−χ−R(f(λ), λ)‖L2(dλ) =
= ‖χ−I(f(λ)+g(λ), λ)−χ−I(f(λ), λ)‖L2(dλ)+‖χ−R(f(λ)+g(λ), λ)−χ−R(f(λ), λ)‖L2(dλ)
We know, that
|χ−I(f(λ) + g(λ), λ)− χ−I(f(λ), λ)| ≤ max
ξ,λ
|∂ξχ−I(ξ, λ)| · |g(λ)| ≤ 1
4
|g(λ)|,
|χ−R(f(λ) + g(λ), λ)− χ−R(f(λ), λ)| ≤ max
ξ,λ
|∂ξχ−R(ξ, λ)| · |g(λ)| ≤ 1
4
|g(λ)|,
therefore
‖R[f + g]−R[f ]‖L2(dλ) ≤ 1
2
‖g‖L2(dλ).
Hence the iteration procedure:
ω0(x, y, t, λ) = 0 (81)
ωn+1(x, y, t, λ) = R[ωn(x, y, t, λ) + x− λy − λ2t], (82)
perfectly converges in L2(dλ). 
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Let us check now that the functions constructed above have the Jost
property. Namely:
Theorem 4.2. Assume that the spectral data χ−(ξ, λ) satisfy the same con-
straints as in Theorem 4.1, and
1. For each λ ∈ R the function χ(ξ, λ) is holomorphic in ξ in the lower
half-plane.
2. ∂λχ−(ξ, λ), ∂ξ∂λχ−(ξ, λ), ∂
2
ξχ−(ξ, λ) are well-defined continuous func-
tions.
3. There exists a positive constant C such, that
|χ−(ξ, λ)| ≤ C
1 + |λ|2 , (83)
|χ−(ξ, λ)| ≤ C
1 + |ξ| , (84)
|∂ξχ−(ξ, λ)| ≤ C
1 + |λ|3 , (85)
|∂ξχ−(ξ, λ)| ≤ C
1 + |ξ|2 , (86)
|∂2ξχ−(ξ, λ)| ≤ C, (87)
|∂λχ−(ξ, λ)| ≤ C
1 + |λ| . (88)
4. For any D > 0, there exists a positive constant C(D)) such that, for
all λ such that |λ| ≤ 4D
|∂λχ−(ξ, λ)| ≤ C(D)
1 + |ξ| , (89)
|∂ξχ−(ξ, λ)| ≤ C(D)
1 + |ξ|2 , (90)
|∂λ∂ξχ−(ξ, λ)| ≤ C(D)
1 + |ξ|2 , (91)
|∂2ξχ−(ξ, λ)| ≤
C(D)
1 + |ξ|3 . (92)
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Then, for the functions constructed in Theorem 4.1 with fixed τ, t, λ0 ∈ R,
t ≥ 0, we have
ω(τ + λ0y, y, t, λ0)→ 0 for y → −∞. (93)
Remark 4.1. Let us point out that all conditions from Theorem 4.2 holds
for the spectral data constructed in the framework of the direct spectral trans-
form (we assume again that our Cauchy data v0(x, y) have compact support).
Almost all of them were proved above, and the proof of the remaining ones
are rather standard. Let us check, for example, (84)
Let |ξ| be sufficiently large. We have 2 regions.
1. Let |λ|2 ≥ |ξ|. Then the second condition immediately follows from
(74)
2. Let |λ|2 < |ξ|. From Proposition 3.3 and (74) we obtain that there
exists a constant C0 such that
∞∫
−∞
|χ+(τ, λ)− χ−(τ, λ)|dτ < C0 for all λ. (94)
If |ξ| > 2|Dx +
√
|ξ|Dy|, then we can use the same estimates as in
Proposition 3.4, and
|χ(ξ, λ)| ≤ C0
π|ξ| (95)
It completes the proof.
Remark 4.2. One can consider equation (78) without assuming that the
spectral data χ−(ξ, λ) is holomorphic in ξ in the lower half-plane (or, equiv-
alently, we do not assume that equation (76) is fulfilled). In this situation
the function ψ(x, y, t, λ) will be also an eigenfunction for the Pavlov Lax op-
erators L, M for some v(x, y, t) (see Theorem 4.3), but the normalization of
this eigenfunction will be different from(93).
We also require to study the linearized version of equation (78).
Lemma 4.1. Suppose that the scattering data χ−(ξ, λ) satisfy the same con-
straints as in Theorem 4.1 (which are fulfilled if χ−(ξ, λ) was constructed
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through the small norm Cauchy data v(x, y)). Then, for ∀g ∈ Lp(R, dλ),
p = 2, 4 the integral equation
f(x, y, t, λ) =
1
π
?
R
∂ξχ−I(ψ−(x, y, t, ζ), ζ)
λ− ζ f(x, y, t, ζ) dζ
− ∂ξχ−R(ψ−(x, y, t, λ), λ)f(x, y, t, λ) + g(λ).
(96)
admits a unique solution f such that
‖f(x, y, t, λ)‖Lp(R,dλ) ≤ 2‖g‖Lp(R,dλ). (97)
Proof. The Hilbert transform is a unitary operator in L2(R, dλ) and the norm
of the Hilbert transform in Lp(R, dλ), 2 ≤ p < ∞ is equal to cot
(
π
2p
)
(see
[27, 63]); therefore for p = 2 or p = 4 one has
∥∥∥(∂R/∂ξ)|ψ− (f)
∥∥∥
Lp(R,dλ)
≤ 2 cot
(
π
8
)
‖∂ξχ(ξ, λ) f‖Lp(R,dλ)
≤ 2 cot
(
π
8
)
‖∂ξχ(ξ, λ)‖L∞‖f‖Lp(R,dλ)
≤ 1
2
‖f‖Lp(R,dλ).
(98)
Therefore [1− (∂R/∂ξ) |ψ−] is an invertible map on Lp(R, dλ) and the norm
of the inverse operator in Lp(R, dλ) is not greater than 2:
f(x, y, t, λ) =
(
1− ∂R/∂ξ|ψ−
)−1
g ∈ Lp(R, dλ)
and the estimate (97) follows. 
Below we use the following simple corollary of the Sobolev embedding
theorem:
Lemma 4.2. Let f(λ) be an element of H1(dλ), λ ∈ R. Then f(λ) is a
continuous function and
|f(λ)| ≤
√
‖f‖L2(dλ) · ‖fλ‖L2(dλ) (99)
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Theorem 4.3. (Global solvability for the IST equation (78) – part
2.) Suppose that χ(ξ, λ) satisfies the same constraints as in Theorem 4.1
and, in addition,
‖∂nξ χ(ξ, λ)‖L∞(dξ) = O
(
1
λ2+n
)
, n = 0, 1, 2, 3,
‖∂nξ ∂λχ(ξ, λ)‖L∞(dξ) = O
(
1
λ3+n
)
, n = 0, 1. (100)
Let us denote:
ω = ω(x, y, t, λ) = ψ(x, y, t, λ)− (x− λy − λ2t)
Then:
1. For all x, y ∈ R, t ≥ 0 the function ω(x, y, t, λ) lies in the space H1(dλ)
and continuously depends on x, y, t as an element of L2(dλ)∩L∞(dλ).
The norm of ω in the space L2(dλ) is uniformly bounded in x, y, t (but
the H1-norm may be unbounded).
2. For all x, y ∈ R, t ≥ 0 the following derivatives of ω:
∂xω, ∂yω, ∂tω, ∂
2
xω, ∂
2
yω, ∂x∂yω, ∂t∂xω,
are well-defined as elements of the space L2(R, dλ), and ψ(x, y, 0, λ) =
ϕ(x, y, λ), continuously depend on x, y, t and are uniformly bounded in
R× R× R+.
Proof. 1. To construct ω, it is convenient to run the iteration procedure
(78), simultaneously for ω and ωλ:
ω(n+1) =− χ−R(x− λy − λ2t+ ω(n), λ) +Hλ
[
χ−I(x− λy − λ2t+ ω(n), λ)
]
ω
(n+1)
λ =g
(n)
λ − ∂ξχ−R(x− λy − λ2t+ ω(n), λ)ω(n)λ +
+Hλ
[
∂ξχ−I(x− λy − λ2t+ ω(n), λ)ω(n)λ
]
,
(101)
where Hλ is the Hilbert transform with respect to λ,
g
(n)
λ =− ∂λχ−R(x− λy − λ2t+ ω(n), λ)+
+Hλ
[
∂λχ−I(x− λy − λ2t+ ω(n), λ)
]
+
+ (∂ξχ−R(x− λy − λ2t+ ω(n), λ)) · (y + 2λt)−
−Hλ
[
(∂ξχ−I(x− λy − λ2t+ ω(n), λ)) · (y + 2λt)
]
(102)
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In any compact area in the x, y, t space the function g
(n)
λ is bounded in
L2(dλ) uniformly in ω. If ‖g(n)λ ‖L2(dλ) < F , then for all n, ‖ω(n)λ ‖L2(dλ) <
2F . Therefore by Lemma 4.2 the L2(dλ) convergence of ω(n) implies
the L∞(dλ) convergence of ω(n) and the convergence of ω
(n)
λ in L
2(dλ).
2. By taking derivatives of both sides of (78), we obtain the linearized
integral equation by:
ψx + ∂ξχ−R(ψ, λ) · ψx = 1 +Hλ [∂ξχ−I(ψ, λ)ψx(x, y, t, λ)] , (103)
ψy + ∂ξχ−R(ψ, λ) · ψy = −λ−Hλ [∂ξχ−I(ψ, λ)ψy(x, y, t, λ)] , (104)
ψt + ∂ξχ−R(ψ, λ) · ψt = −λ2 +Hλ [∂ξχ−I(ψ, λ)ψt(x, y, t, λ)] . (105)
In terms of ω(x, y, t, λ), equations (103)-(105) take the form:
ωα(x, y, t, λ) = gα +Hλ[∂ξχ−I(ψ, λ)ωα]− ∂ξχ−R(ψ, λ)ωα (106)
where α ∈ {x, y, t}, and
gx(x, y, t, λ) =Hλ[∂ξχ−I(ψ, λ)]− ∂ξχ−R(ψ, λ),
gy(x, y, t, λ) =−Hλ[∂ξχ−I(ψ, λ)λ] + ∂ξχ−R(ψ, λ)λ,
gt(x, y, t, λ) =−Hλ[∂ξχ−I(ψ, λ)λ2] + ∂ξχ−R(ψ, λ)λ2.
(107)
From (100) it follows that gx, gy, gt ∈ L2(R, dλ)∩L4(R, dλ). Therefore
the existence of ψx, ψy, ψt such that ∂x(ψ − (x − λy − λ2t)), ∂y(ψ −
(x− λy − λ2t)), ∂t(ψ− (x− λy − λ2t)) ∈ L2(R, dλ) ∩L4(R, dλ) follows
from Lemma 4.1.
For the second derivatives of the wave function we have:
ψαβ = −∂2ξχ−R(ψ, λ)ψαψβ − ∂ξχ−R(ψ, λ)ψαβ +
+Hλ
[
∂2ξχ−I(ψ, λ)ψαψβ
]
+Hλ [∂ξχ−I(ψ, λ)ψαβ] = (108)
= gαβ − ∂ξχ−R(ψ, λ)ψαβ +Hλ [∂ξχ−I(ψ, λ)ψαβ] ,
where
gαβ = −∂2ξχ−R(ψ, λ)ψαψβ +Hλ
[
∂2ξχ−I(ψ, λ)ψαψβ
]
.
From (100) and the properties of the first derivatives we obtain that
gxx, gxy, gxt, gxy belong to L
2(R, dλ); therefore equations (108) are
uniquely solvable in L2(R, dλ).
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Taking into account that ω is continuous in x, y, t as an element of
L∞(dλ), we obtain that all coefficients of the linear equations are con-
tinuous in L∞(dλ). This implies that the solutions are also continuous.

4.2 Eigenfunctions of the Lax equation and the Cauchy
problem
Theorem 4.4. (Global solvability for small initial data) Suppose
v0(x, y) ∈ Sx,y satisfying (27) and the sufficiently small condition from Def-
inition 3.1. Let ψ(x, y, t, λ) be the solution of the nonlinear inverse problem
(78) obtained in Theorem 4.3 with the data χ(ξ, λ) constructed from v0(x, y)
through the direct problem. Define
v(x, y, t) = −1
π
∫
R
χ−I(ψ(x, y, t, λ), λ)dλ, (109)
Then
1.
v(x, y, t) = v(x, y, t), (110)
v, vx, vy, vxx, vxy, vxt, vyy ∈ C(R× R× R+) ∩ L∞(R× R× R+),
(111)
2. Assume, in addition, that for χ(ξ, λ) we have estimates from Proposi-
tion 3.5. Then, for all t > 0, the function vt(x, y, t) is well-defined and
continuous in all variables.
3. Function ψ(x, y, t, λ) satisfies the Lax equations in the space L2(dλ).
More precisely, for each x, y, t, functions Lψ, Mψ are well-defined el-
ements of L2(dλ) and
Lψ = ∂yψ + (λ+ vx) ∂xψ = 0, (112)
Mψ = ∂tψ +
(
λ2 + λvx − vy
)
∂xψ = 0 (113)
for almost all λ ∈ R.
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4. Let us define a pair of functions Ψ±(x, y, t, λ), λ ∈ R by
Ψ−(x, y, t, λ) = ψ(x, y, t, λ) + χ−(ψ(x, y, t, λ), λ),
Ψ+(x, y, t, λ+ i0) = ψ(x, y, t, λ) + χ−(ψ(x, y, t, λ), λ). (114)
Then, for each x, y ∈ R, t ≥ 0, these functions admit natural analytic
continuation in λ to the lower half-plane C− and the upper half-plane
C
+ respectively.
5. Denote by Ψ(x, y, t, λ), λ ∈ C\R the function, coinciding with the an-
alytic continuation of Ψ+(x, y, t, λ) for Im λ > 0 and with the analytic
continuation of Ψ−(x, y, t, λ) for Im λ < 0. Then we have the following
integral representation:
Ψ(x, y, t, λ) = x−λy−λ2t− 1
π
∫
R
χ−I(ψ(x, y, t, ζ), ζ)
ζ − λ dζ, λ ∈ C
±. (115)
Denote by ωˆ = ωˆ(x, y, t, λ) the regular part of the wave function: ωˆ =
[Ψ− (x− λy − λ2t)].
Then for each fixed λ ∈ C±\R we have:
ωˆ, ωˆx, ωˆy, ωˆt, ωˆxx, ωˆxy, ωˆxt, ωˆyy ∈ C(R× R× R+) ∩ L∞(R× R× R+),
(116)
and for any λ ∈ C±\R the analytic wave function Ψ(x, y, t, λ) satisfies
the Lax pair
LΨ = ∂yΨ+ (λ+ vx) ∂xΨ = 0, (117)
MΨ = ∂tΨ+
(
λ2 + λvx − vy
)
∂xΨ = 0, (118)
identically in x, y, t.
6. For t = 0 the function v(x, y, t), constructed in terms of the inverse
spectral transforms via (109), coincides with the Cauchy data v0(x, y)
for the direct spectral transform:
v(x, y, 0) = v0(x, y), (119)
Proof. 1. The reality condition (110) follows from the fact that the inverse
scattering equation (78) is real for real λ, and (109) has real coefficients.
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By differentiating (109) we obtain
vα(x, y, t) = −1
π
∫
R
∂ξχ−I(ψ, λ)ψαdλ, (120)
vαβ(x, y, t) = −1
π
∫
R
[∂ξξχ−I(ψ, λ)ψαψβ + ∂ξχ−I(ψ, λ)ψαβ] dλ, (121)
α, β ∈ {x, y, t}. Using the properties (100), it follows that the only
integral requiring regularization is the integral for vt. This means that,
for t = 0, the function vt may be discontinuous.
2. Let t > 0. We have
vt(x, y, t) = −1
π
∫
R
∂ξχ−I(x− λy − λ2t+ ω(x, y, t, λ), λ)ψtdλ (122)
and ω is a bounded function of λ, therefore the convergence of integral
immediately follows from Proposition 3.5.
3. To calculate Lψ, Mψ we use the following simple formula. Let f(λ)
be a function such that f(λ) ∈ Lp(dλ), λf(λ) ∈ Lp(dλ), 1 < p < ∞.
Then
λHλ[f(λ)] = Hλ[λf(λ)] +
1
π
∫
R
f(λ)dλ. (123)
Applying L to (78) we obtain:
Lψ = vx − L(χ−R(ψ, λ)) + (∂y + λ∂x + vx∂x)Hλ[χ−I(ψ, λ))] =
= vx − ∂ξχ−R(ψ, λ)Lψ +Hλ[Lχ−I(ψ, λ))] + 1
π
∫
R
∂xχ−I(ψ, λ))dλ =
(124)
= vx − ∂ξχ−R(ψ, λ)Lψ +Hλ[∂ξχ−I(ψ, λ))Lψ]− vx.
We obtain that LΨ ∈ L2(dλ) and solves the homogeneous equation;
therefore, by Lemma 4.1, it is a zero element of L2(dλ).
Analogously,
Mψ = λvx − vy − ∂ξχ−R(ψ, λ)Mψ +Hλ[∂ξχ−I(ψ, λ))Mψ]+
+λ
1
π
∫
R
∂xχ−I(ψ, λ))dλ+
1
π
∫
R
λ∂xχ−I(ψ, λ))dλ+ vx
1
π
∫
R
∂xχ−I(ψ, λ))dλ =
= ∂ξχ−R(ψ, λ)Mψ +Hλ[∂ξχ−I(ψ, λ))Mψ]+ (125)
+λvx − vy − λvx − v2x +
1
π
∫
R
λ∂xχ−I(ψ, λ))dλ
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Taking into account that
λ∂xχ−I(ψ, λ)) = −∂yχ−I(ψ, λ))− vx∂xχ−I(ψ, λ)), (126)
we obtain that Mψ ∈ L2(dλ) and
Mψ = ∂ξχ−R(ψ, λ)Mψ +Hλ[∂ξχ−I(ψ, λ))Mψ]; (127)
therefore
Mψ = 0.
4. This property is exactly equivalent to the inverse problem equation
(78).
5. From (114) it follows that
Ψ+(x, y, t, λ)−Ψ−(x, y, t, λ) = −2iχ−I(ψ(x, y, t, λ), λ), λ ∈ R (128)
in L2(R, dλ). The standard solution of the Riemann factorization prob-
lem in terms of the Cauchy integral immediately gives us (115).
Combining Theorem 4.3 and the Ho¨lder inequality, we obtain (116) for
fixed λ ∈ C±\R.
6. Finally, restricting (115) to t = 0, (128) yields (63) and (77). So
ψ(x, y, 0, λ) = ϕ(x, y, λ), Ψ(x, y, 0, λ) = Φ(x, y, λ). Comparing (64),
(65) with (115), (109) we obtain (119).

Theorem 4.5. Suppose v0(x, y) ∈ Sx,y with compact support and satisfies the
sufficiently small condition from Definition 3.1. Then the Cauchy problem
of the Pavlov equation
vxt + vyy = vyvxx − vxvxy, ∀x, y ∈ R, t ∈ R+,
v(x, y, 0) = v0(x, y)
(129)
admits a real solution v = v(x, y, t) such that v, vx, vy, vxx, vxy, vxt, vyy ∈
C(R× R× R+) ∩ L∞(R× R× R+).
Proof. Applying Proposition 3.5 and computing the compatibility of the Lax
pair (112) and (113), we obtain
(vxt + vyy − vyvxx + vxvxy) ∂xΨ ≡ 0.
Hence we obtain (129) by (116). 
34
5 Summary of the results and concluding re-
marks
We have shown that the direct problem consists of the following steps:
• From the potential v(x, y) we construct the scattering data σ(ξ, λ),
solving the ODE (10).
• From the scattering data σ(ξ, λ) we construct the spectral data χ(ξ, λ)
solving the shifted Riemann problem (19).
These two steps do not require small norm assumptions.
The inverse problem consists of the following two steps:
• From the spectral data χ(ξ, λ) we construct the real Jost eigenfunctions
solving the nonlinear integral equation (23), under the small norm as-
sumption.
• From the real eigenfunctions we construct the potential v(x, y, t) using
formula (109).
The following remark is important.
Remark 5.1. A careful reader may notice that the above basic steps do not
involve explicitly the analytic eigenfunctions; therefore, strictly speaking, the
Cauchy problem for the Pavlov equation can be solved without introducing
them. However, their existence pervades the whole IST. Indeed, not only it is
crucial in motivating the shifted Riemann problem (19) of the direct problem,
but it is also equivalent to the nonlinear integral equation (23) of the inverse
problem.
6 The analytic estimates
In this section we present the proofs of some of the analytical estimates we
use in our paper.
Proof of Proposition 3.1.
The main tool for proving these estimates in the Gronwall’s inequality.
By definition,
σ(τ, λ) = lim
y→+∞
h(y, τ, λ)− τ,
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where h = h(y, τ, λ) denotes the solution of the vector field ODE:
dh
dy
= vx(h+ λy, y, λ), (130)
with the boundary condition:
lim
y→−∞
h(y, τ, λ) = τ.
Therefore:
σ(τ, λ) =
+∞∫
−∞
vx(h(y, τ, λ) + λy, y)dy,
and
|σ(τ, λ)| ≤
+∞∫
−∞
[
max
x∈R
|vx(x, y)|
]
dy = B0,
The function hτ satisfies the linearized equation:
dhτ
dy
= vxx hτ (131)
with the boundary value
lim
y→−∞
hτ (y, τ, λ) = 1.
Equation (131) can be written as:
d
dy
log(hτ ) = vxx(h(y, τ, λ) + λy, y),
therefore
| log(hτ (y, τ, λ))| ≤
+∞∫
−∞
[
max
x∈R
|vxx(x, y)|
]
dy,
exp
(
−
[
max
x∈R
|vxx(x, y)|
]
dy
)
−1 ≤ hτ (y, τ, λ)−1 ≤ exp
([
max
x∈R
|vxx(x, y)|
]
dy
)
−1 = B1,
and
|hτ (y, τ, λ)− 1| ≤ B1, |hτ (y, τ, λ)| ≤ B1 + 1,
which automatically implies the necessary estimate on |στ (τ, λ)|.
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The next step is to estimate the solutions of the equation for hττ
dhττ
dy
= vxxx h
2
τ + vxx hττ (132)
with the boundary condition:
lim
y→−∞
hττ (y, τ, λ) = 0.
We have an inhomogeneous linear equation; therefore we can use the standard
estimate:
|hττ (y, τ, λ)| ≤

 +∞∫
−∞
[
max
x∈R
|vxxx(x, y)|
]
dy

 · [max
y,τ∈R
|hτ (y, τ, λ)|2]·
· exp

 +∞∫
−∞
[
max
x∈R
|vxx(x, y)|
]
dy

 ,
which implies the estimate on |σττ (τ, λ)|. Equation for hτττ has the form
dhτττ
dy
= vxxxx h
3
τ + 3vxxx hτ hττ + vxx hτττ (133)
with the boundary condition:
lim
y→−∞
hτττ (y, τ, λ) = 0.
Again we can estimate the function |στττ (τ, λ)| as product of the integral of
the modulus of the inhomogeneous term times the exponent of the modulus
of the homogeneous coefficient:
|hτττ (y, τ, λ)| ≤



 +∞∫
−∞
[
max
x∈R
|vxxxx(x, y)|
]
dy

 · [max
y,τ∈R
|hτ (y, τ, λ)|3]+
+3

 +∞∫
−∞
[
max
x∈R
|vxxx(x, y)|
]
dy

 · [max
y,τ∈R
|hτ (y, τ, λ)|] · [max
y,τ∈R
|hττ (y, τ, λ)|]

 ·
· exp

 +∞∫
−∞
[
max
x∈R
|vxx(x, y)|
]
dy

 ,
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which implies the estimate on |στττ (τ, λ)|.
Let us denote h(y, τ, λ) = τ + h˜(y, τ, λ). Equations (130), (131) can be
interpreted as ODEs for the functions h˜(y, τ, λ), h˜τ (y, τ, λ) in the Hilbert
space L2(dτ). We obtain:
dh˜
dy
= vx(h˜ + τ + λy, y), (134)
dh˜τ
dy
= vxx(h˜+ τ + λy, y) + vxx(h˜ + τ + λy, y)h˜τ (135)
We see that
‖h˜(y, τ, λ)‖L2(dτ) ≤
+∞∫
−∞
‖vx(h˜ + τ + λy, y)‖L2(dτ)dy,
‖h˜τ (y, τ, λ)‖L2(dτ) ≤

 +∞∫
−∞
‖vxx(h˜+ τ + λy, y)‖L2(dτ)dy

·exp

 +∞∫
−∞
[
max
x∈R
|vxx(x, y˜)|
]
dy˜

 ,
We assume now, that B1 < 1. We know, that
‖ . . . ‖L2(dτ) ≤ ‖ . . . ‖L2(dx) ·
√
max
dτ
dx
=
‖ . . . ‖L2(dx)√
min dx
dτ
,
for a fixed y, λ, but dx
dτ
= hτ (τ, y, λ), therefore
‖vx(h˜ + τ + λy, y)‖L2(dτ) ≤ 1√
1− B1
· ‖vx(x, y)‖L2(dx),
‖vxx(h˜ + τ + λy, y)‖L2(dτ) ≤ 1√
1− B1
· ‖vxx(x, y)‖L2(dx),
which completes the proof.
Proof of Proposition 3.2.
Due to Definition 2.1, it is sufficient to prove the Lemma for |λ| ≫ 1. Thus
we always assume |λ| ≫ 1 in the following proof. The cases λ → +∞ and
λ→ −∞ are completely analogous, therefore we assume now that λ→ +∞.
Let us rewrite the definition of the scattering data using ξ and x as new
coordinates on the (x, y)-plane. The x-coordinate is expressed through ξ, y
using the following formulas:
x = h˜(y; ξ,−∞, λ) + λy = ξ + λy +
∫ y
−∞
vx(ξ + λy
′ + h(y′; ξ,−∞, λ), y′)dy′.
(136)
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From the implicit function theorem, this map can be inverted with respect
to y:
y = H(ξ, x, λ) =
x− ξ
λ
+
H1(ξ, x, λ)
λ2
, H1 = O(1)
where
∂y
∂x
=
∂H(ξ, x, λ)
∂x
=
1
λ+ vx(x,H(ξ, x, λ))
, (137)
or, equivalently
∂H1(ξ, x, λ)
∂x
= −
vx
(
x, x−ξ
λ
+ H1(ξ,x,λ)
λ2
)
1 + vx
(
x, x−ξ
λ
+ H1(ξ,x,λ)
λ2
)
/λ
, (138)
H1(ξ,−∞, λ) = 0.
We see, that
σ(ξ, λ) = −H1(ξ,+∞, λ)
λ
.
Let us denote
H˚1(ξ˚, x, λ˚) = H1(ξ˚/˚λ, x, 1/˚λ).
Taking into account that
λ˚ =
1
λ
, ξ˚ =
ξ
λ
,
we obtain
∂H˚1(ξ˚, x, λ˚)
∂x
= −
vx
(
x,−ξ˚ + λ˚x+ λ˚2H˚1(ξ˚, x, λ˚)
)
1 + λ˚vx
(
x,−ξ˚ + λ˚x+ λ˚2H˚1(ξ˚, x, λ˚)
) , (139)
For |˚λ| < 1
2max |vx(x,y)|
the right-hand side of (139) is smooth in ξ˚, λ˚. We solve
this equation in the finite interval −Dx ≤ x ≤ Dx; therefore H˚1(ξ˚,+∞, λ˚) =
H˚1(ξ˚, Dx, λ˚) smoothly depends on the parameters. It is easy to check that,
for |− ξ˚| > Dy+ |˚λ|Dx, the right-hand side of (139) is identical to 0, therefore
σ˚(ξ˚, λ˚) ≡ 0 in the region |ξ˚| > Dy + |˚λ|Dx.
Expanding (139) at λ˚ = 0 we obtain:
∂H˚1(ξ˚, x, λ˚)
∂x
= −vx
(
x,−ξ˚
)
+O(˚λ); (140)
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therefore
H˚1(ξ˚,+∞, λ˚) =
Dx∫
−Dx
vx
(
x,−ξ˚
)
dx+O(˚λ) = v(Dx,−ξ˚)−v(−Dx,−ξ˚)+O(˚λ) = O(˚λ).
From the Hadamard’s lemma it follows, that
σ(ξ˚/˚λ, 1/˚λ)
λ˚2
= −H˚1(ξ˚,+∞, λ˚)
λ˚
is a regular function of ξ˚, λ˚ for sufficiently small λ˚. We proved the first part.
To prove the corollary, let us point out that, in the new variables,
∂λ = −λ˚2∂λ˚ − λ˚ξ˚∂ξ˚, ∂ξ = λ˚∂ξ˚.
Therefore any differentiation of the scattering data with respect to λ, ξ in-
creases the order of zero with respect to λ˚ at the point λ˚ = 0 by one. Taking
into account that
‖‖L2(dξ) =
‖‖L2(dξ˚)√
|˚λ|
,
we finish the proof.
Proof of Theorem 3.2.
To prove the Theorem, let us make an appropriate change of variables.
It will be done in 5 steps.
Step 1 : Consider a point (x, y) ∈ R2. Denote by hˆ(y′; x, y, λR) the solution
of the ordinary differential equation
dhˆ
dy′
= λR + vx(hˆ, y
′) (141)
with the boundary condition
hˆ(y; x, y, λR) = x. (142)
The first change of variables F1 : (x, y)→ (x1, y1) is defined by:

x1 = lim
y′→−∞
hˆ(y′; x, y, λR)− λRy′ = ϕ−(x, y, λR) = ϕ(x, y, λR), y < 0
x1 = lim
y′→+∞
hˆ(y′; x, y, λR)− λRy′ = ϕ+(x, y, λR), y > 0
y1 = y
(143)
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Of course the map is discontinuous on the line y = 0, and
(ϕ±)y + (λR + vx) (ϕ±)x = 0. (144)
In the new variables we have
L = ∂y + (λ+ vx)∂x = ∂y1 + iλIκ(x1, y1)∂x1 , (145)
where
κ(x1, y1) =
∂ϕ±
∂x
(x, y, λR)|(x,y)=F−1
1
(x1,y1)
, y , 0. (146)
Moreover, there exists a pair of positive constants C1, C2 such that:
0 < C1 ≤ κ(x1, y1) ≤ C2. (147)
Step 2 : To investigate the boundary behaviors of the complex eigenfunction,
we observe that, for λ = λR + iλI , |λI | ≪ 1, it is natural to conjecture that
Φ(x, y, λ) is almost constant on the trajectories of the vector field
Lˆ ≡ ∂y + λR∂x + vx∂x. (148)
These trajectories are defined by (141) and (142). Hence, if
hˆ(x, y, y′, λR) = ξ + λR y
′ as y′ → −∞, (149)
then
hˆ(x, y, y′, λR) = ξ + σ(ξ, λR) + λR y
′ as y′ → +∞, (150)
where σ(ξ, λR) is defined by Definition 2.1 (see the proof of Lemma 3.1).
Recall that z = x − λy. Assume that the support of vx(z, z¯) is located
inside the strip |zI | < ε, ε ≪ 1. Then Φ(z, z¯, λ) is holomorphic in z outside
a small neighbourhood of the real line and we have
Φ(ξ + σ(ξ, λ) + iǫ, λ) ∼ Φ(ξ − iǫ, λ) for λI < 0, (151)
Φ(ξ + σ(ξ, λ)− iǫ, λ) ∼ Φ(ξ + iǫ, λ) for λI > 0. (152)
Consider the Riemann-Hilbert problem with shift (62), or, via function
w(ξ, λR) = ξ + χ(ξ, λR), (153)
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w(ξ + σ(ξ) + i0, λR) = w(ξ − i0, λR), ξ ∈ R, (154)
w(z) = z + o(1) as z →∞.
Then the hypothetical formulas for Φ−(x, y, λR), Φ
+(x, y, λR) read:
Φ−(x, y, λR) = w(ϕ−(x, y, λR)− i0, λR) = w(ϕ+(x, y, λR) + i0, λR) (155)
Φ+(x, y, λR) = Φ−(x, y, λR).
Step 3 : Assume λI < 0 from now on. Let us use the following rescaling:
F2 : (x1, y1)→ (x2, y2) 

x2 = x1
y2 = λIy1
z2 = x2 − iy2.
(156)
In the new variables
L = λI(∂y2 + iκ
(
x2,
y2
λI
)
∂x2). (157)
Step 4 : Let us define a new complex variable z3, F3 : (x2, y2)→ z3 by
z3 = x2 − iy2 + χ(x2 − iy2, λR), (158)
where χ(ξ, λ) is the solution of the shifted Riemann-Hilbert problem (62)
(existence of the solution is proved in [24]). Note that the composition F3 ◦
F2 ◦ F1 is continuous by the property:
If F1(x,−0) = (ξ, 0) then F1(x,+0) = (ξ + σ(ξ, λR), 0). (159)
Consequently, (45) takes the form
[∂z¯3 + q(z3, z¯3, λ)∂z3]Φ = 0 (160)
where
|q(z3, z¯3, λ)| < C3[v](λR) < 1, (161)
the support of q(z, z¯, λ) has area of order O(λI).
It is natural to consider Beltrami equation (160) in the space L2+ǫ(dz3dz¯3)∩
L2−ǫ(dz3dz¯3) where ǫ is sufficiently small. Again we can write
Φ(z3, z¯3, λ) = z3 + ∂
−1
z¯3
α(z3, z¯3, λ) (162)
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where
[1 + q(z3, z¯3, λ)∂z3∂
−1
z¯3
]α(z3, z¯3, λ) + q(z3, z¯3, λ) = 0. (163)
Taking into account (161) we see that
|α(z3, z¯3, λ)|Lp = O(λI), |p− 2| < ǫ. (164)
Using the estimates from [71] we see, that
‖Φ(z3, z¯3, λ)− z3‖L∞(dz3dz¯3) = O(λI),
and Φ(z3, z¯3, λ) uniformly converges to z3.
Step 5 : Consider the function Φ(x, y, λ) on the line y = y0 < −Dy. We see,
that
z2 = ξ + i|λI |y0, where ξ = x− λRy,
therefore
Φ(x, y0, λ− i0) = z3(z2)
∣∣∣∣
z2=ξ−i0
= ξ + χ−(ξ, λ).
On this line
φ−(x, y, λ) = ξ,
therefore
Φ(x, y, λ− i0) = φ−(x, y, λ) + χ−(φ−(x, y, λ), λ).
The proof is completed.
Proof of Lemma 3.2.
To start with, let us point out that
f(t, τ) = ∂τ log sˆ(t, τ),
where
sˆ(t, τ) =
s(t)− s(τ)
t− τ =
1∫
0
s′(αt+ [1− α]τ)dα,
∂kt ∂
l
τ sˆ(t, τ) =
1∫
0
αk[1− α]ls(k+l+1)(αt+ [1− α]τ)dα.
Therefore
|∂kt ∂lτ sˆ(t, τ)| ≤ max
ξ
|s(k+l+1)(ξ)|.
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We see that, if the corresponding derivatives exist,
f =
sˆτ
sˆ
, ft =
sˆtτ
sˆ
− sˆtsˆτ
sˆ2
, ftt =
sˆttτ
sˆ
− 2 sˆtsˆtτ
sˆ2
− sˆttsˆτ
sˆ2
+ 2
sˆ2t sˆτ
sˆ3
,
and
|f(t, τ)| ≤ max |s
′′|
min |s′| , |ft(t, τ)| ≤
max |s′′′|
min |s′| +
max |s′′|2
min |s′|2 ,
|ftt(t, τ)| ≤ max |s
′′′′|
min |s′| +
3max |s′′′|max |s′′|
min |s′|2 +
2max |s′′|3
min |s′|3 .
(165)
We know that
‖K‖L∞ = 1
2π
max
t∈R
∫
R
|f(t, τ)|dτ = 1
2π
[I1(t) + I2(t)],
I1(t) =
∫
|τ−t|≤1
∣∣∣∣∣ s
′(τ)
s(τ)− s(t) −
1
τ − t
∣∣∣∣∣ dτ,
I2(t) =
∫
|τ−t|≥1
∣∣∣∣∣ s
′(τ)
s(τ)− s(t) −
1
τ − t
∣∣∣∣∣ dτ ≤ I21 + I22,
I21(t) =
∫
|τ−t|≥1
∣∣∣∣∣ 1s(τ)− s(t) −
1
τ − t
∣∣∣∣∣ dτ,
I22(t) =
∫
|τ−t|≥1
∣∣∣∣∣ σ
′(τ)
s(τ)− s(t)
∣∣∣∣∣ dτ,
From (165) we see, that
|f(t, τ)| ≤ C2
1− C1 ≤ 2C2,
and
I1 ≤
∫
|τ−t|≤1
2C2dτ = 4C2.
Let us estimate now I21. We have s(τ) − s(t) = τ − t + σ(τ) − σ(t). We
assumed that |σ(τ)− σ(t)| ≤ 2C0 ≤ 1/2; therefore∣∣∣∣∣ 1s(τ)− s(t) −
1
τ − t
∣∣∣∣∣ =
∣∣∣∣ 1τ − t
∣∣∣∣
∣∣∣∣∣∣
1
1 + σ(τ)−σ(t)
τ−t
− 1
∣∣∣∣∣∣ ≤
4C0
(τ − t)2 ,
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and
I21 ≤ 8C0.
To estimate I22, we use the Ho¨lder inequality
I22(t) ≤
√√√√
∫
|τ−t|≥1
|σ′(τ)|2dτ ·
√√√√√
∫
|τ−t|≥1
1
(s(τ)− s(t))2dτ ≤
≤ ‖σ′(τ)‖L2(dτ) ·
√√√√√
∫
|τ−t|≥1
4
(τ − t)2dτ =
√
8Cˆ1.
Combining estimates for I1, I21, I22 we complete the proof of the first part.
To prove the second part, we use the standard estimate:
|h′2(t)| ≤

max
t∈R
∫
τ∈R
|∂tf(t, τ)| dτ

 · ‖h1(t)‖L∞(dt).
We have: ∫
τ∈R
|∂tf(t, τ)| dτ ≤ I1 + I2,
where
I1 =
∫
|τ−t|≤1
|∂tf(t, τ)| dτ,
I2 =
∫
|τ−t|≥1
|∂tf(t, τ)| dτ.
From (165), we see that
I1 ≤ 2
[
C3
1− C1 +
C22
(1− C1)2
]
≤ 4C3 + 8C22 .
Let us introduce the following notation:
y = Oˆ(x), if |y| ≤ |x|.
Let us estimate I2. We have:
∂tf(t, τ) =
s′(τ)s′(t)
(s(τ)− s(t))2 −
1
(τ − t)2 =
45
=
1
(s(τ)− s(t))2 +
σ′(τ) + σ′(t)
(s(τ)− s(t))2 +
σ′(τ)σ′(t)
(s(τ)− s(t))2 −
1
(τ − t)2
By definition,
s(τ)− s(t) = τ − t+ σ(τ)− σ(t) = (τ − t)
[
1 + Oˆ (C1)
]
1
(s(τ)− s(t))2 =
1
(τ − t)2
[
1 + Oˆ (6C1))
]
= Oˆ
(
4
(τ − t)2
)
.
Therefore
|I2| ≤
∫
|τ−t|≥1
[
6C1
(τ − t)2 +
8C1
(τ − t)2 +
4C21
(τ − t)2
]
dτ = 28C1 + 8C
2
1 .
Finally we obtain
∫
τ∈R
|∂tf(t, τ)| dτ ≤ 4C3 + 8C22 + 28C1 + 8C21 .
Proof of Lemma 3.3.
We have
g(ξ) = g1(ξ) + g2(ξ),
where
g1(ξ) = −1
2
σ(ξ),
g2(ξ) =
1
2πi
∫
R
σ(s−1(ξ′′))
ξ′′ − s(ξ) dξ
′′,
or, equivalently,
g2(s
−1(η)) =
1
2πi
∫
R
σ(s−1(η′′))
η′′ − η dη
′′,
where s−1(η) = s−1(η, λ) denotes the inversion of the function η = s(ξ, λ)
with respect to ξ:
s(s−1(η, λ), λ) ≡ η.
Let us denote:
gˆ2(η) = g2(s
−1(η)), σˆ(η′′) = σ(s−1(η′′)).
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We have:
gˆ2(η) =
1
2πi
∫
R
σˆ(η′′)
η′′ − ηdη
′′, gˆ2,η(η) =
1
2πi
∫
R
σˆη′′(η
′′)
η′′ − η dη
′′,
2π|gˆ2(η)| =
∣∣∣∣∣∣∣
∫
|η′′−η|≤1
1
η′′ − η σˆ(η
′′)dη′′ +
∫
|η′′−η|≥1
1
η′′ − η σˆ(η
′′)dη′′
∣∣∣∣∣∣∣ ≤ I1 + I2,
where
I1 =
∣∣∣∣∣∣∣
∫
|η′′−η|≤1
σˆ(η′′)− σˆ(η)
η′′ − η dη
′′
∣∣∣∣∣∣∣ ≤ 2max |σˆη(η)|,
and I2 can be estimated using the Ho¨lder inequality
I2 =
∣∣∣∣∣∣∣
∫
|η′′−η|≥1
σˆ(η′′)− σˆ(η)
η′′ − η dη
′′
∣∣∣∣∣∣∣ ≤ ‖σˆη‖L2(dη)·
√√√√√
∫
|η′′−η|≥1
1
(η′′ − η)2dη
′ =
√
2‖σˆ‖L2(dη).
We obtained:
|gˆ2(η)| ≤ 1
2π
· [2max |σˆη(η)|+
√
2‖σˆ‖L2(dη)].
Similarly:
|gˆ2,η(η)| ≤ 1
2π
· [2max |σˆηη(η)|+
√
2‖σˆη‖L2(dη)].
We have
σˆη(η) =
dξ
dη
· σξ(s−1(η)), σˆηη(η) =
(
dξ
dη
)2
· σξξ(s−1(η)) + d
2ξ
dη2
· σξ(s−1(η)),
dξ
dη
=
(
dη
dξ
)−1
,
d2ξ
dη2
= −d
2η
dξ2
·
(
dη
dξ
)−3
, dη =
dη
dξ
· dξ
We assumed that B1 <
1
2
; therefore
1
2
≤ dξ
dη
≤ 2, 1
2
≤ dη
dξ
≤ 2,
∣∣∣∣∣d
2ξ
dη2
∣∣∣∣∣ ≤ 8|σξξ|, (166)
|σˆη(η)| ≤ 2|σξ(s−1(η))|, |σˆηη(η)| ≤ 8|σξξ(s−1(η))|, |g2,ξ(ξ)| ≤ 2|gˆ2,η(s(ξ))|,
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‖ . . .‖L2(dη) ≤
√
2‖ . . .‖L2(dξ).
Therefore
|g2(ξ)| ≤ 1
2π
· [4max |σˆη(η)|+ 2‖σˆ‖L2(dη)].
Similarly:
|g2,ξ(ξ)| ≤ 1
π
· [2 · 8max |σξξ(ξ)|+ 2 · 2‖σˆξ‖L2(dξ)].
Let us proof the second part.
Assume that |η| ≤ 2R. Then
gˆ2(η) =
1
2πi
∫
|η′′−η|≤3R
σ(η′′)
η′′ − ηdη
′′ =
1
2πi
∫
|η′′−η|≤3R
σ(η′′)− σ(η)
η′′ − η dη
′′.
We have:
|gˆ2(η)| ≤ 1
2π
· 6R ·max
η′
|∂η′σ(η′)| ≤ 6R
π
· C1.
Consider now the case |η| ≥ 2R. Then
gˆ2(η) =
1
2πi
∫
|η′′|≤R
σ(η′′)
η′′ − ηdη
′′,
|gˆ2(η)| ≤ 1
2π
· ‖σ(η)‖L∞(dη) ·
∣∣∣∣∣∣∣
∫
|η′′|≤R
1
η′′ − ηdη
′′
∣∣∣∣∣∣∣ ≤
≤ C0
2π
· log
( |η|+R
|η| −R
)
≤ C0
2π
· log(3) ≤ C0
π
.
For a finite support function
|σ(ξ)| ≤ R · ‖σξ(ξ)‖L∞(dξ), i.e. C0 ≤ RC1.
The proof of the second formula is absolutely the same, but we take into
account (166).
Proof of Theorem 4.2.
In this part we always assume that t > 0 is fixed, D is an arbitrary fixed
positive constant, y < 0, |y| is sufficiently large (more precisely, |y| > 64Dt),
|x| ≤ D|y|.
This proof consists of 3 steps:
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1. We show that it is sufficient to obtain some L2(dλ) estimates on ω and
ωλ.
2. We show, that it is sufficient to estimate the first iteration of ω and ωλ
in L2(dλ).
3. We estimate the first iteration of ω and ωλ in L
2(dλ) for y → −∞.
Step 1.
From Lemma 4.2 it follows, that it is sufficient to prove the following:
‖ω(x, y, t, λ)‖L2(dλ) · ‖ωλ(x, y, t, λ)‖L2(dλ) → 0 as y → −∞,
uniformly in x in the interval |x| ≤ D|y|.
Step 2.
Let us recall that we use the following iteration procedure:
ωn+1(x, y, t, λ) =− χ−R(x− λy − λ2t+ ωn(x, y, t, λ), λ)+ (167)
+Hλ
[
χ−I(x− λy − λ2t+ ωn(x, y, t, λ), λ)
]
,
ωn+1,λ(x, y, t, λ) =I1 + I2 + y · I3, (168)
where
I1 =− χ−R,λ(x− λy − λ2t+ ωn(x, y, t, λ), λ)+ (169)
+Hλ
[
χ−I,λ(x− λy − λ2t+ ωn(x, y, t, λ), λ)
]
+
+ 2t χ−R,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ) · λ−
− 2tHλ
[
χ−I,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ) · λ
]
,
I2 =− χ−R,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ) · ωn,λ(x, y, t, λ)+
+Hλ
[
χ−I,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ) · ωn,λ(x, y, t, λ)
]
,
(170)
I3 =χ−R,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ)− (171)
−Hλ
[
χ−I,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ)
]
.
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It is convenient to write:
I3 = I31 + I32
I31 = χ−R,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ)− χ−R,ξ(x− λy − λ2t, λ)−
(172)
−Hλ
[
χ−I,ξ(x− λy − λ2t+ ωn(x, y, t, λ), λ)− χ−I,ξ(x− λy − λ2t, λ)
]
,
I32 = I32(x, y, t, λ) = χ−R,ξ(x− λy − λ2t, λ)−Hλ
[
χ−I,ξ(x− λy − λ2t, λ)
]
.
From (88), (85) we immediately obtain that there exists a constant C1 > 0
such that
‖I1‖L2(dλ) < C1 for any ω(λ). (173)
Using the same arguments as in Theorem 4.1 we immediately obtain
‖I2‖L2(dλ) < 1
2
‖ωn,λ‖L2(dλ). (174)
From (87) we immediately obtain that there exists C2 > 0 such that
‖I31‖L2(dλ) < C2‖ωn‖L2(dλ). (175)
We also know that
‖ωn‖L2(dλ) ≤ 2‖ω1‖L2(dλ). (176)
Combining all these estimates we obtain:
‖ωn+1(x, y, t, λ)‖L2(dλ) < C1+1
2
‖ωn,λ‖L2(dλ)+2|y|·C2‖ω1‖L2(dλ)+|y|·‖I32‖L2(dλ).
(177)
Therefore, to prove Theorem 4.2, it is sufficient to show that
‖ω1‖L2(dλ) = o

 1√
|y|

 , ‖I32‖L2(dλ) = o

 1√
|y|

 as y → −∞, (178)
uniformly in x for |x| ≤ D|y|, where D is an arbitrary positive con-
stant.
Step 3.
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The proof of both estimates are absolutely similar; moreover the second
one is a little easier from a technical point of view. Let us estimate ω1:
ω1(x, y, t, λ) = Hλ
[
χ−I(x− λy − λ2t, λ)
]
− χ−R(τ − λy − λ20t, λ).
It is convenient to represent χ−(ξ, λ) as a sum of three functions:
χ−(ξ, λ) = χ
(1)
− (ξ, λ) + χ
(2)
− (ξ, λ) + χ
(3)
− (ξ, λ) (179)
χ
(1)
− (ξ, λ) =
{
χ−(ξ, λ), |λ| ≤ 4D
0, |λ| > 4D, (180)
χ
(2)
− (ξ, λ) =
{
χ−(ξ, λ), 4D < |λ| ≤ |y|/4t
0, otherwise,
(181)
χ
(3)
− (ξ, λ) =
{
χ−(ξ, λ), |λ| > |y|/4t
0, |λ| ≤ |y|/4t. (182)
From (83) it follows immediately that there exists a constant C3 > 0 such
that
‖χ(3)− ‖L2(dλ) ≤
C3
|y|3/2 . (183)
If 4D < |λ| ≤ |y|/4t, |x| ≤ D|y| then |x− λy − λ2t| > |λy|/2, and
|χ(2)− (ξ, λ)| ≤
2C
|λ| · |y| , (184)
‖χ(2)− ‖L2(dλ) ≤
4C
|y|
√√√√√
∞∫
4D
dλ
λ2
(185)
Let us denote by ω(1) the function:
ω(1)(x, y, t, λ) = Hλ
[
χ
(1)
−I(x− λy − λ2t, λ)
]
− χ(1)−R(x− λy − λ2t, λ).
We have shown that
‖ω(1) − ω1‖L2(dλ) = O
(
1
|y|
)
;
therefore it is sufficient to estimate ‖ω(1)‖L2(dλ). We have
‖ω(1)‖L2(dλ) ≤ ‖ω(1)‖L2(dλ),|λ|≤2D+‖χ(1)−R‖L2(dλ),2D≤|λ|≤4D+‖Hλ
[
χ
(1)
−I
]
‖L2(dλ),|λ|≥2D.
(186)
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For sufficiently large |y| and 3
2
D ≤ |λ| ≤ 4D we have
|χ(1)− (x− λy − λ2t, λ)| ≤
4C
D|y| , (187)
and
‖χ(1)−R‖L2(dλ),2D≤|λ|≤4D ≤
16C
|y| . (188)
Let us estimate the L2-norm of Hλ
[
χ
(1)
−I(x− λy − λ2t, λ)
]
on the interval
|λ| > 2D. We have
Hλ
[
χ
(1)
−I(x− λy − λ2t, λ)
]
=
1
π
∫ 4D
−4D
χ
(1)
−I(x− µy − µ2t, µ)dµ
λ− µ = I1(λ)+ I2(λ),
(189)
where
I1(λ) =
1
π
∫ 3
2
D
− 3
2
D
χ
(1)
−I(x− µy − µ2t, µ)dµ
λ− µ , (190)
I2(λ) =
1
π
∫
3
2
D≤|µ|≤4D
χ
(1)
−I(x− µy − µ2t, µ)dµ
λ− µ . (191)
From (187) it follows that
‖I2(λ)‖L2(dλ) ≤ ‖χ(1)−I‖L2(dλ), 3
2
D≤|λ|≤4D ≤
20C
|y| . (192)
For |λ| > 2D we have
|I1(λ)| ≤1
π
1
|λ| − 3
2
D
∫ 3
2
D
− 3
2
D
|χ(1)−I(x− µy − µ2t, µ)|dµ ≤ (193)
≤ 1
π
1
|λ| − 3
2
D
∫ 3
2
D
− 3
2
D
Cdµ
1 + |x− µy − µ2t| ≤
C4 + C5 log |y|
|y|(|λ| − 3
2
D) . (194)
‖I1(λ)‖L2(dλ),|λ|≥2D ≤ 2
√
2 · C4 + C5 log |y||y| . (195)
To complete the proof, we have to estimate ω(1)(x, y, t, λ) in the interval
−2D ≤ λ ≤ 2D.
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For y < 0 the function χ−(x − µy − λ2t, λ) is holomorphic in µ in the
lower half-plane; therefore
χ
(1)
−R(x− λy − λ2t, λ) = Hµ
[
χ
(1)
−I(x− µy − λ2t, λ)
]
µ=λ
, (196)
and
ω(1)(x, y, t, λ) = (197)
= −χ(1)−R(x− λy − λ2t, λ) +Hλ
[
χ
(1)
−I(x− λy − λ2t, λ)
]
=
=
1
π
∫ 4D
−4D
χ
(1)
−I(x− µy − µ2t, µ)dµ
λ− µ −
1
π
∫ ∞
−∞
χ
(1)
−I(x− µy − λ2t, λ)dµ
λ− µ =
=
1
π
∫ 4D
−4D
χ
(1)
−I(x− µy − µ2t, µ)− χ(1)−I(x− µy − λ2t, λ)
λ− µ dµ+ I3,
where
I3 = −1
π
∫
|µ|>4D
χ
(1)
−I(x− µy − λ2t, λ)dµ
λ− µ . (198)
If |y| > 4Dt, then
|I3| ≤ 1
π
∫
|µ|>4D
4C
|y||µ|2dµ =
1
|y|
2C
πD . (199)
1
π
∫ 4D
−4D
χ
(1)
−I(x− µy − µ2t, µ)− χ(1)−I(x− µy − λ2t, λ)
λ− µ dµ = I4 + I5, (200)
where
I4 =
1
π
∫ 4D
−4D
χ
(1)
−I(x− µy − µ2t, λ)− χ(1)−I(x− µy − λ2t, λ)
λ− µ dµ, (201)
I5 =
1
π
∫ 4D
−4D
χ
(1)
−I(x− µy − µ2t, µ)− χ(1)−I(x− µy − µ2t, λ)
λ− µ dµ. (202)
We see, that
I4 =
1
π
∫ 4D
−4D
t(λ+ µ)χ
(1)
−I,ξ(ξˆ, λ)dµ, where ξˆ ∈ [x− µy − λ2t, x− µy − µ2t],
(203)
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Denote:
I4 = I41 + I42, (204)
where
I41 =
1
π
∫
|µ|≤4D,|x−µy|>64D2t
t(λ + µ)χ
(1)
−I,ξ(ξˆ, λ)dµ (205)
I42 =
1
π
∫
|µ|≤4D,|x−µy|≤64D2t
t(λ + µ)χ
(1)
−I,ξ(ξˆ, λ)dµ,
|I42| ≤ 1024CD
3t2
π|y| , (206)
|I41| ≤ 8Dt
π
∫
|µ|≤4D
C
1 + |x−µy|
2
4
dµ ≤ 16CDt
π|y|
∞∫
−∞
1
1 + µ˚2
dµ˚ =
16CDt
|y| . (207)
Analogously,
I5 =
1
π
∫ 4D
−4D
χ
(1)
−I,λ(x− µy − µ2t, µˆ)dµ, where |µˆ| ≤ 4D, (208)
I5 = I51 + I52, (209)
I51 =
1
π
∫
|µ|≤4D,|x−µy|>64D2t
χ
(1)
−I,λ(x− µy − µ2t, µˆ)dµ (210)
I52 =
1
π
∫
|µ|≤4D,|x−µy|≤64D2t
χ
(1)
−I,λ(x− µy − µ2t, µˆ)dµ,
|I52| ≤ 128CD
2t
π|y| , (211)
|I51| ≤ 1
π
∫
|µ|≤4D
C
1 + |x−µy|
2
dµ ≤ 4C
π|y|
5
2
D|y|∫
0
1
1 + µ˚
dµ˚ =
4C
π|y| log
(
5
2
D|y|
)
.
(212)
We have shown that there exist positive constants C6 = C6(D), C7 =
C7(D) such that
‖ω(1)‖L2(dλ) ≤ C6 + C7 log |y||y| . (213)
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Analogously, there exists a constant C8 = C8(D) such that
‖I32(x, y, t, λ)‖L2(dλ) ≤ C8|y| (214)
(χ−, ξ(ξ, λ), χ−, ξλ(ξ, λ) decay at |ξ| → ∞ as 1/|ξ|2, therefore we have no
logarithmic terms).
The proof is completed.
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