Abstract-Our primary motivation in this paper is to determine whether evolved texture feature extraction programs are competitive with human derived programs for a difficult real world texture classification problem. The problem involves distinguishing images of three classes of bulk malt. There are subtle differences between the three classes. We have used a number of human derived methods, Haralick, Gabor, Haar, histogram and Galloway, to get feature vectors for the malt problem. We have also used a number of feature extraction programs that were evolved from thirteen Brodatz textures. We performed classification with a 1 nearest neighbour classifier. The evolved features gave an accuracy of 67% which is considerably better than the 53% achieved with the Haar features, but not as good as the 77% achieved with the Galloway features. Analysis of the evolved features suggested that they are capturing some texture regularities not captured by the human derived methods. We conclude that the evolved features are competitive with the human derived features and can provide enhanced accuracy when used in conjunction with human derived features.
I. INTRODUCTION
Evolutionary computing, and genetic programming in particular, has a long history of use in image classification. The conventional approach to image classification is a two step process, the first step being feature extraction and the second step classification. For image classification problems involving texture, feature extraction is usually done by using one or more human derived methods, for example Haralick, Gabor and Haar. The Haralick approach, which is based on computing a data structure called a grey level co-occurrence matrix, has been the most frequently used. Many different classifiers have been used, including decision trees, neural networks and support vector machines. Genetic programming has been used for both steps, that is, as a way of computing features for subsequent classification by a conventional classifier and for evolving classification programs which use the feature vectors from human derived methods. There has also been a stream of work in evolving one-step classifiers that operate on the raw pixel values with no explicit feature extraction.
In this paper we investigate a form of the two step approach. Rather than using human derived features we will use feature extraction programs evolved by genetic programming in the first step and a one-nearest neighbour classifier in the second step. In most previous work on evolving feature extraction programs the task is to find features for a specific problem. In contrast, we expect our evolved feature extraction programs to work across a wide range of texture classification problems. We will compare the performance of the evolved features with human derived ones on a difficult real world problem involving malt classification.
In many computer vision applications, and particularly those involving texture, the programmer faces the difficult problem of determining which image features to use. A good choice of features can result in satisfactory classification accuracy, while a poor choice can result in unacceptably poor performance. There is a very large number of published methods, many with parameters, to choose from. There are few guidelines for choosing feature sets. Generally the only way to determine whether a particular set of features will be useful is by trial and error. The programmer must perform a two level search manually. The first level is the method, for example Haralick, Haar, Gabor, ..... The second level is a search for parameter values. For example, if the programmer has chosen Haralick features, they must then determine one or more displacements, d = 1..ImageSize and one or more angles, θ = 1..360.
The evolved feature extraction programs that we are using in this work are parameterless. If they can be shown to be competitive with other feature extraction methods on difficult real world problems, then programmers can avoid much of the trial and error of choosing feature extraction methods and, in particular, the second level of search.
A. Research Questions
Our overall goal is to determine whether texture features generated by genetic programming can make a good contribution to a difficult practical problem such as distingishing different classes of malt. In particular:
1) How competitive are the evolved features compared to human derived features? 2) Have the evolved features captured any texture regularities not captured by human derived features? We will compare feature extraction programs generated by genetic programming with the well established approaches of Haralick, Gabor, Haar, Histogram and Galloway. In addition we will include a comparison with a one-step classifier evolved 
II. THE CLASSIFICATION PROBLEM
Malt is a key ingredient in the brewing of beer. The quality of the beer produced is highly correlated to the quality of the malt used. Malt is made by soaking barley grains in water and allowing them to germinate for a certain duration. The germination process slightly alters the appearance of the grains and is halted by heating. The extent to which the grains have germinated is referred to as the index of modification. Knowing the index of modification of a batch of malt is of major importance for the subsequent brewing process. As the malt germinates the size of the acrospire, a hump on the barley kernel, increases (figures 1 and 3). The index of modification is directly related to the length of the acrospire.
A current method of determining index of modification is to measure the size of the acrospire of an individual kernel. This is a time consuming process and many kernels are required to get a reasonable estimate of the index of modification of a whole batch. We would like to find out if index of modification can be determined from images of bulk malt.
Our conjecture is that malt with a higher index of modification will have subtly different texture characteristics from malt with a low index of modification and that these differences will be reflected in different values of texture features. We briefly survey three areas of related work: Evolution of features extraction programs, evolution of one-step classifiers and image analysis of grains, including barley.
A. Evolution of Feature Extraction Programs
In this section we describe work involving the evolution of feature extraction programs.
Zhang and Rockett [1] describe an evolutionary method using genetic programming for extracting new features from exising feature vectors. The evolution uses the original feature values and ephemeral random constants as terminals and an extensive set of operators including {+, −, ×, /max, min, sqrt, log, pow2, if − then − else} to generate the new features. The evolved features give improved classification accuracy on a number of the UCI data sets.
Kowaliw et al [2] used Cartesian genetic programming to evolve 6×6 image transforms for detecting a form of muscular dystophy in segmented cell images. Combinations of the transforms act as feature extractors for the deformed nuclei.
Krawiec and Bhanu [3] present a linear genetic programming approach to evolving feature extraction programs for object recognition in synthetic aperture radar imagery. Feature extraction programs are constructed from procedures selected from the Intel image processing library and the OpenCV library.
Chen and Lu(2007) [4] have computed Haar wavelet features for 5 Brodatz textures (D1 Woven aluminium wire, D22 Reptile skin, D24 Pressed calf leather, D56 Straw matting and D92 Pigskin) and evolved a series of binary genetic programming classifiers. The final class determination is made by majority voting. The chosen textures are visually very different and the method achieved a classification rate of 99%.
Aurnhammer [5] used a variation our method as originally presented in [6] and summarized in section V. The difference was using Haralick grey level cooccurrence features as inputs and the Fisher discriminant as the fitness function. She achieved slightly higer accuracy on problems involving Brodatz texture classification.
Lai, Yamin and Huanrong [7] used a genetic programming classifier based on the feature values from the Haralick grey level coocurrence method to distinguish the bark of 20 different plant varieties. Five features computed in four directions were used and and they claimed an accuracy of 96%. However, the classifier is poorly described and it is not clear how or whether they implemented a 20-class classifier.
B. One-Step Classifiers
In this approach genetic programming classifers are evolved directly from the raw pixel values or primitive calculations on pixel values. There is no separate feature extraction step.
Zhang, Ciesielski and Andreae [8] describe the evolution of one-step classifiers for finding different classes of small objects in large images directly from pixel values. Bhanu and Lin [9] describe a similar approach to object detection, but the inputs [10] describe the evolution of one-step classifiers for texture classification by genetic programming. The evolved classifiers achieved good performance on classification problems involving Brodatz textures. The work was subsequently extended to fast and accurate segmentation of image mosaics composed of different Brodatz texture regions [11] .
C. Image Analysis of Grains
Krishna et al [12] used a machine vision system to measure the morphological properties of individual malt kernels during drying. The following morphological properties were used: convex perimeter, breadth, length, perimeter, compactness, roughness, elongation and projected area. They found that the index of modification was highly correlated to bed shrinkage and bulk density.
Churchill [13] used neural network and partial least-squares regression models to predict malt extract yields based on size and shape features of barley kernels. She found that there was a correlation between malt extract yield and size and shape features.
Garcia del Moral et al [14] investigated the possibility of predicting malting quality of barley using image analysis and chemical compositions. They found that the bigger the grain size, the higher the grain protein content and the less spheric the grain shape, the lower the protein content.
Utku et al [15] classified individual barleys according to their malting qualities and achieved 60 to 94.7% accuracy using morphological properties such as roundness, equivalent diameter, form factor, area, compactness, perimeter, aspect ratio, major axis, minor axis, maximum moment and minimum moment.
Majumdar and Jayas [16] used textural features to classify bulk samples of wheat, barley, oats and rye. The accuracy achieved was 100%. The textural features used included histograms, grey level co-occurrence matrices and grey level run length matrices.
Ninomiya et al [17] classified malting barley variety by texture analysis of wrinkles on the husk and achieved 96% accuracy. The work was carried out on individual kernels at high magnification.
Much work has been carried out in identification and classification of barley kernels using morphological approaches and to a lesser extent using texture features. The application of texture analysis to determine the index of modification of malt on a bulk basis has not previously been reported.
IV. HUMAN DERIVED METHODS
There is a very large number of published feature extraction methods and comparisons with all of the methods are not feasible. We have chosen the Haralick, Gabor, Haar, Histogram and Galloway methods because they are commonly used in many applications and were used in earlier comparison work [6] , [18] , and because source code is readily available.
For the Haralick method we computed the necessary grey level co-occurrence matrices and used 4 displacements at 1, 3, 5, 7 and 65 with 13 features at each displacement and at the 4 principal angles making a total of 5×13×4 = 260 features.
For the Gabor method, we computed 132 transform features based on wavelengths of 2, 4 and 8 and orientations of 0, 45, 90 and 135 degrees.
For the Haar transform features we used mean and standard deviation for bandwidths of 1-24 giving 48 features.
For the histogram method, we used 256 histogram features. For the Galloway method, we computed run length matrices in the four principal directions and used 5 features from each, giving a total of 20 features.
V. EVOLUTION OF TEXTURE FEATURE EXTRACTION PROGRAMS
The texture feature extraction programs were evolved using genetic programming. The methodology is described in detail in [6] . In this section we summarize the approach.
The goal of the work described in [6] was to get feature extraction programs that are general enough to be used for a wide range of texture classification problems. We used a 'learning set' of images from a range of textures in the evolution and a fitness function, described below, that encouraged wide separation of values for the different classes. Our hope was that the evolution would capture enough of the texture regularities to be useful on textures not in the learning set.
The configuration for genetic programming is shown in Figure 4 . We constructed the learning set from the 13 
A. Terminals
For each example we compute the normalized grey level histogram, giving 256 inputs. We did not use ephemeral random constants.
B. Functions
Originally we used the function set {+, −, * , /}. However we found that using just + gave feature extraction programs that were just as accurate as those using all four operators but were considerably easier to understand. Thus all subsequent work was carried out using just the + function.
C. Fitness Function
Our fitness function is based on the following intuition: Suppose we are trying to discriminate between texture 1 and texture 2. We apply a feature extraction program to examples of texture 1 for examples of texture 1 are in one tight cluster, those for 2 in another tight cluster and the clusters are well separated, then a classifier using this feature will be highly accurate. In practice this kind of situation is unlikely to occur, however feature extraction programs which result in a small overlap between the clusters are likely to lead to high classification accuracy. This kind of situation is illustrated in figure 6 . In this example the averages of the feature values for each class give cluster centroids at 561 and 323. The mid point of the two centroids is the cluster boundary, that is 443. There are 4 cluster1 feature values below the boundary and 6 cluster2 features above it, thus 10 points are incorrectly clustered. Equivalently, it can be considered that there are 10 errors. The number of errors is the fitness function. By taking the 13 textures in the learning set two at a time we get 78 feature extraction programs. These 78 programs were used on the malt problem and are referred to as 'GP features' in what follows. More details of this approach can be found in [6] .
VI. EVOLUTION OF ONE-STEP CLASSIFIER
As mentioned earlier there has been a considerable amount of work done by evolving classifiers directly from training images without the feature extraction step. In this approach genetic programming is used to evolve a program do the classification directly from raw pixels and pixel statistics. We evolved a 3 class classifier using the dynamic range selection method described in [21] . In this method each evolved individual has its own associated range of output values for each class, and in fact, there may be several non contiguous ranges for each class. Such classifiers tend to be more accurate and require shorter evolution times. The malt images were too big for the one-step procedure so they were cut into smaller 64×64 windows. Details of the configuration are given in figure 7 .
A. Terminals
The terminals used for the one-step classifier were the raw pixel values of the 64×64 images. There were no ephemeral random constants.
B. Functions
We experimented with a range of function sets involving +, −, ×, /, if, sqrt. There was not very much variation in the accuracies achieved, however, the best performing function set was {+, −, sqrt}.
C. Fitness Function
An individual was evaluated by determining its classification performance on the 2,400 examples in the training set. In all runs the fitness did not improve significantly after 500 generations.
VII. RESULTS
For the one-step classifier we estimated the error rate with three fold cross validation. For the other methods we used ten fold cross validation with a one-nearest neighbour classifier. Since we are comparing feature performance and not seeking the best possible accuracy, the specific classifier is not important as long as it is used consistently. We use the one-nearest neighbour classifier because it was the one used with earlier comparison work with these methods [18] , [6] .
A. Classification Accuracy
The classification accuracy for each method is shown in the second column of table I. The one-step classifier is clearly the worst performer and not competitive with the other methods being 14% below the Gabor method, the next worst. This is due to the fact that it was necessary to use 64×64 windows. A window of this size barely captures one malt kernel and it appears that this is not enough for this problem. Further work with 80×80 windows did not result in significantly increased accuracies.
The entries from Gabor to Galloway in table I show that the GP features performed better than the Gabor and Haar features, at about the same level as conventional histogram features but worse than the Haralick and Galloway methods. These results indicate that the GP features are competitive with the human derived methods on this problem. The other entries in this table are discussed below in section VII-C.
The above results are somewhat surprising given that it is very difficult to tell the differences between the three classes with the naked eye. Conceivably the accuracy achieved could be due to some artifact of the image collection process, for example, slightly different lighting, rather than the subtle texture differences. To check for these kinds of artifacts we performed the following checks. We took the the images at index of modification 33, randomly split them into two classes and ran the same classifiers on this two class problem. We did the same for the other two indexes of modification. We then took all of the images and randomly assigned them to two classes and ran the classifiers on this two class problem. In all three cases the classification accuracy was around 50% which gives us confidence that the classification accuracy on the three class malt problem is due to the extracted texture features. Table I shows that in all cases except Galloway the addition of the evolved features improves accuracy. However, the influence of the various features is not apparent from this table.
B. Feature Importance
To determine the importance of the various features we used a number of feature selection algorithms. Feature selection algorithms are heuristics for determining the importance of the features to the classification. There are two kinds of such algorithms -subset selection and ranking. The subset selection algorithms return a subset of the original features while the the ranking algorithms return a ranked list of all of the features. Table II shows the results of two subset algorithms from the Weka system. The first two columns are the same as in table I. The next column shows the accuracy of the selected features after correlation based feature selection. The next column gives the number of GP features selected out of the total number of selected features. The last two columns give the same information for consistency based feature selection. For example, when the Gabor and GP features were put together and correlation based feature selection was applied, 16 features were selected. Of these, 14 were GP features. A one nearest neigbour classifier gave an accuracy of 72% with these 14 features. When consistency based feature selection was used 13 features were selected, all of them were GP features and the accuracy of the classifier was 61%.
In all cases except Galloway there is an improvement in accuracy when only the selected features are used by the classifier. There are always some GP features in the selected subsets. In some cases, for example Gabor+GP, the GP features are dominant. Table III shows the results of using five feature ranking methods from the Weka system. The table shows the number of GP features in the top 20 as ranked by the method used. For expample, the Chi-square ranking method applied to the Galloway+GP feature set gives 13 of the top 20 features as GP features. The overall pattern is similar to the one in table II. In all but 2 cases GP features are among the top 20 ranked features and in some cases they are the dominant features.
The results of the feature selection analysis indicate that the GP features are important contributors to achieving good classification accuracy on the malt problem.
C. Capture of Texture Regularities
In this section we address the question of whether the GP features have captured texture regularities not captured by the human derived methods. As noted earlier, the third column column of table I shows the resulting accuracies when the human derived features are augmented with the GP features and a one-nearest neighbour classifier is used. In the case of Gabor the improvement is 14% which suggests that the GP features have captured some texture regularities not captured by the Gabor method. A similar argument can be made for the Haar and Haralick methods. There is no improvement in accuracy with the histogram method, which is not surprising considering that histograms form the inputs to the GP features. It appears that that the Galloway method is already capturing the kinds of texture regularities captured by the GP features. The 'Combined' entry in table I shows the result of combining all of the human derived methods together, that is, Gabor+Haar+Histogram+Haralick+Galloway. The resulting accuracy is 81% which is not improved by also including the GP features.
The last line of table II is particularly interesting. The accuracy of the combined human derived and GP features is 81% which improves to 88% after correlation based feature selection and 40 out of the 46 selected features are GP features. For consistency based feature selection the accuracy improves to 84% and 5 out of the 6 selected features are GP features.
So while we can conclude that the evolved features have captured regularities not captured by Gabor, Haar and Haralick, we cannot conclude that the evolved features have captured completely novel regularities not captured any human derived method.
VIII. CONCLUSIONS
The overall goal of the work presented in this paper was to determine whether texture features generated by genetic programming could make a good contribution to the problem of distinguishing different classes of malt. This is a particularly difficult problem as the differences between the classes are not evident to the naked eye. We found that the evolved features on their own gave accuracies comparable to some human derived methods and could be used in conjunction with human derived methods to improve classification accuracy.
On the question "How competitive are the evolved features compared to human derived features?" we found that the evolved features were superior to two human derived methods (Gabor and Haar), equivalent to one human derived method (Histograms) and not as good as two human derived methods (Haralick and Galloway). A number of experiments with feature selection showed that the evolved features were important contributors to accuracy, the most accurate feature subsets always contained several evolved features. In particular a classification accuracy of 84% was possible with 5 evolved features and one human derived feature. We conclude that the evolved features are competitive with human derived features.
On the question "Have the evolved features captured any texture regularities not captured by human derived features?" we found that the evolved features had captured regularities not captured by the Gabor, Haar and Haralick methods. However, there were no new regularities with respect to the Galloway and Histogram methods. Also, the evolved features did not capture any novel texture regularity not captured by a human derived method.
Our results with the evolved feature extraction programs are particularly pleasing as these programs were evolved with the aim of being useful in a wide range texture problems. This is in contrast to most work in feature evolution where the evolved features are specific to the problem being addressed.
The evolved features have the advantage that they are parameterless. They relieve the programmer of the need to search for optimal parameter values that is necessary in most human derived methods.
A. Future Work
The evolved feature extraction programs were generated from a learning set of 13 Brodatz textures. Further work is needed to determine how sensitive the evolution is to this choice of learning set. Possibly using more, or different, textures in the learning set will give better evolved features. Possibly including some of the malt images images in the learning set will give better features specifically for the malt problem.
