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1. I~TR00ucT10N 
Les questions arithmttiques m&lant les structures additive et multi- 
plicative des entiers sont en general diffkiles-les probltmes de Waring et 
de Goldbach sont deux exemples parmi d’autres dune telle situation. 
Dans le cadre de Etude des diviseurs d’un entier, on peut d&ire ce 
phenombne comme la traduction dun “conflit” entre les deux structures 
d’ordre naturelles dont on peut munir l’ensemble des diviseurs de n. La 
structure d’ordre additif est la trace de l’ordre de Z. La structure d’ordre 
multiplicatif est induite par l’ordre lexicographique: si la decomposition 
canonique de n est n = n r G ic k p;f, les diviseurs sont les entiers de la forme 
d=nIGiG,pgi, avec O<fii<cri (l<i<k), et l’on peut les ranger en 
associant a chaque d le “mot” /IkBk _ 1 . . . /J, . 
Ces definitions ont Cti introduites dans le recent livre de Hall et Tenen- 
baum [6], qui est devolu a la description des principales mithodes dis- 
ponibles pour aborder ce type de problemes. On peut aussi envisager une 
interpretation probabiliste: si D, est la variable aleatoire qui prend les 
valeurs log d, lorsque d parcourt les diviseurs de n, avec tquiprobabilite 
l/r(n), on a la decomposition canonique 
D,= c D,v 
P”Iln 
ou les D, sont indtpendantes. La repartition de chaque D,, est triviale, 
celle de D, est souvent inaccessible. 
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Dans ce contexte, une classe de problemes naturels, mais delicats, est 
constitute par les questions pokes en termes de diviseurs cons&&ifs. Plus 
precisement, si nous designons par 
1 = d, < d, < . . . < d, = n (1.1) 
la suite ordonnte des diviseurs de n, il s’agit d’etudier des proprietes faisant 
intervenir explicitement les rapports entre di et d, +, (1 <i< z(n)). La 
conjecture d’Erdos, ricemment resolue par Maier et Tenenbaum [9], selon 
laquelle 
E(n):=min{di+,/di:ldi<r(n))+l p.p. 
(ou, ici et dans la suite, la mention p.p.-presque partout-indique que la 
relation ainsi designee a lieu sur une suite de densite unite), est un exemple 
dune telle situation. 
Dans cet article, nous nous proposons de poursuivre l’etude specihque, 
abordee dans [3-51, des fonctions arithmetiques lites aux diviseurs 
constcutifs. Une de nos motivations initiales est la fonction apparemment 
inoffensive 
f(n) :=card{iE [l, r(n)[ : (di, di+,)= 11. 
Alors que la fonction “duale” 
g(n) :=card{iE [l, r(n)[ : diId,+,) 
fait l’objet de resultats relativement satisfaisants quant a son comportement 
normal ou moyen-cf. [4, 5, 11 ]-les proprietts de f(n) demeurent encore 
bien mysterieuses. 
L’enonce de notre premier resultat depend dune suite de constantes 
numeriques B, = 3 .2 -‘I3 < B, < . . < B, < . < 1, dont la definition 
precise est don&e a la section 2. Nous nous contentons de mentionner ici 
les deux proprittes suivantes (demontrees au lemme 2.3): 
(a) B,<exp (v = 1, 2, . ..). 
(b) lwB,- -$ (v + co). 
Les premieres valeurs numtriques sont rassemblees dans le tableau suivant. 
Y 1 2 3 4 5 
B” 0.94 494 0.97 398 0,98 449 0,98 959 0.99 248 
Comme c’est l’usage, nous designons respectivement par Q(n) et o(n) le 
nombre des facteurs premiers de n comptes avec, ou sans, leur ordre de 
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multiplicite. Nous introduisons tgalement la famille des fonctions additives 
w,, d&pendant du parametre entier v > 1, et dtfinies par 
o,(n):=card{p:pIn,p’+‘In}. (1.2) 
Ici, comme dans tout l’article, la letrre p designe exclusivement un nombre 
premier. 
THBOREME 1. Pour tous n, v > 1, on a 
De plus, on a Pgalement 
(1.3) 
(l-4) 
L’inegalite (1.3) implique en particulier 
avec c = 3 - log 3/lag 2 = 0,08 170 . . . . lorsque n est sans facteur car&. 11 est 
probable qu’une telle estimation persiste en fait pour tout n, mais nous ne 
savons pas le demontrer. 
Le probleme de la valeur moyenne de j(f(n) a tte aborde dans [S]. 11 est 
tres delicat : comme Erdos et Hall le remarquent dans [3], une interversion 
de sommations ne semble pas pertinente, alors meme que f(n) est dtfinie 
sous forme dune somme. La majoration (1.3) utilisee avec v = 1 fournit 
immediatement le resultat suivant. 
COROLLAIRE. On a pour x infini 
(1.7) 
auec c1= 2B, - 1 = 3 .4-‘/3 - 1 = 0,88988..., 
Cette estimation amtliore sensiblement celle de [5] ou l’exposant du 
logarithme valait (1 + log log 2)/lag 2 = 0,91392... 
La majoration (1.5) peut, au premier abord, paraitre faible. Le resultat 
suivant montre que I’exposant f ne petit y etre remplace par une constante 
d&passant 1. 
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THI~OR~ME 2. Pour une infinitt d’entiers n, on a 
f(nMn) 2 l/CWn)). (1.8) 
Nous Ctablissons cela a la section 3. Nous construirons explicitement une 
suite d’entiers satisfaisant (1.8). Ces entiers sont tels que Q(n) - m. 
Ainsi, s’il existe une constante c telle que (1.6) soit realisee pour tout n 2 1, 
on a necessairement c < f. 
La question de la minoration de la valeur moyenne de f(n) est restee 
longtemps en suspens. On a 
f(n)2w(n) (n>l) (1.9) 
car chaque diviseur premier de n contribue a f(n). Cela implique que 
l’ordre moyen de f(n) est au moins log log n et Erdos et Hall conjecturent 
dans [3] qu’il d&passe toute puissance de log log n. 
Nous sommes aujourd’hui en mesure d’etablir cette conjecture, sous une 
forme plus forte. Nous obtenons le resultat d’une man&e quelque peu 
inhabituelle: il dtcoule dune estimation de l’ordre normal dune autre 
fonction like aux diviseurs consecutifs, a savoir 
h(n) :=C 
i 
-$: 1~ii7(n),(di,di+,)=1 . 
r+l I 
TH~ORBME 3. On a 
h(n)= (logn)‘“g3-1+o(1) p.p. (1.10) 
COROLLAIRE 1. Pour x > 3, on a 
~~Xf(n)~x(logx)‘“g3~‘+o’1’. (1.11) 
11 est vraisemblable que la moyenne ( 1.11) est dominie par des entiers n 
possedant sensiblement plus de (1 + o( 1) log log n facteurs premiers. Cela 
suggtre que l’exposant du logarithme dam (1.11) n’est pas optimal. 
Bien entendu, l’estimation (1.10) fournit aussi une minoration de l’ordre 
normal def(n). En lui associant la majoration correspondante ttablie dans 
[S], nous pouvons Cnoncer : 
COROLLAIRE 2. On a 
(loi3 n) l~~3--1+o(l)~f(,)~(logn)l"g2-'/2+""' P*P. (1.12) 
11 semble difficile de se faire m&me une opinion heuristique sur la valeur 
exacte de l’exposant normal. 
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L’ordre maximal de f(n) prkente egalement un probleme ouvert. Nous 
pouvons montrer le resultat suivant, deja mentionne dans [2], qui 
amkliore considerablement l’estimation de ErdGs et Hall apparaissant dans 
c31. 
TH~OR~ME 4. Pour x 2 3, on a 
(1.13) 
Ici et dans la suite nous dtsignons par log, la k-ieme iteree de la fonction 
logarithme. 
Posons 
D(x) := max z(n). 
n<x 
I1 est bien connu que 
log D(x) N log 2 . log x/log, x 
et il serait souhaitable de savoir s’il existe une constante positive c telle que 
max f(n) > D(x)‘. 
n<x 
Dans [3], on dtduit une gentralisation de f(n) en posant pour tout 
entier r >, 2 
On a done f2(n)=f(n). P our r > 3, il n’existe pas de minoration non 
triviale def,(n) analogue a (1.9). Plus precidment, nous pouvons montrer 
le resultat suivant. 
THBOR~ME 5. Soit r 2 3. Pour tout k B 1, il existe au moins un entier n 
tel que 
o(n)=k et .fA@={~ i:Ti{. 
11 serait interessant d’estimer avec precision la quantite 
F,(x):=max{r(n):n<x,f,(n)<l}. 
La construction utiliste pour la demonstration du thtortme 5 fournit 
FJX) > log x/log 4 (x 2 16). (1.14) 
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A l’oppose, il semble dificile d’exhiber des entiers pour lesquels f,(n) 
prend de grandes valeurs. La mtthode conduisant au theoreme 4 ne 
fonctionne pas lorsque r 2 3, et nous ne pouvons obtenir dans ce cas 
qu’une minoration beaucoup plus faible. 
THBORBME 6. Soit r 2 3. On a pour x 3 16 
Ff; f,(n)2exp{O+ o(l))(log, xY/hih x>. (1.15) 
Cette borne est a rapprocher de celle qui a ete obtenue pourf(n) =fi(n) 
dans [3]. Nous utilisons la m&me methode ici. 
Dans [7], Ivic et de Koninck introduisent une autre fonction like aux 
diviseurs constcutifs, 
H(n) := 1 (di,, - di)-’ (n > 2). 
I =z I < r(n) 
On sait que les diviseurs dun entier “normal” ou “moyen” ont tendance a 
cro?tre exponentieilement (cf. par exemple [6, theorem 13)). 11 faut done 
s’attendre a ce que H(n) soit usuellement assez petite. Partant, la valeur de 
Z-Z(n) doit etre trb sensible a la presence de diviseurs proches, et l’on peut 
considtrer H(n) comme une mesure de la proximite des diviseurs de n. Par 
exemple si E(n)=min(d,+,/d,)32, on a H(n)< 1. 
IviC et de Koninck montrent dans [7] qu’il existe une constante 
B = 1,77... telle que 
1 H(n)=Bx+O(x(logx)-l/3). (1.16) 
” < x 
Nous verrons a la section 7 que l’on peut amtliorer notablement le terme 
d’erreur de cette estimation (formule (7.3)). 
En ce qui concerne le comportement normal de H(n) nous pouvons 
montrer le rbultat suivant. 
TH~ORCME 7. La fonction arithmttique H(n) possPde une mesure de 
rkpartition. 
Ainsi pour presque tout z > 0 la suite des entiers n tels que H(n) <z 
possede une densite asymptotique d(z). Nous ne savons pas si d(z) peut 
etre prolongee en une fonction continue sur [0, + co [. Par (1.16), on a 
so” (l-d(z))dz=B. 
Le probleme des grandes valeurs de H(n) est loin d’$tre rtsolu. On a par 
exemple 
H(n)>K(n):=card{d:d(d+l)[nJ 
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mais la fonction I semble retive a tome estimation non triviale. I1 est 
ainsi tres probable que I $ ~(n)~ pour n 2 1, mais mCme une majoration 
du type I $ ~(n)‘-~ avec c>O apparait hors de port&e. La meilleure 
minoration de l’ordre maximal de K(H) actuellement connue est celle 
d’Erd6s et Hall [3] 
rf$if K(n) > (log x)A+0(” (x + co). (1.17) 
En faisant appel a un resultat r&cent de Ivic et Tenenbaum [S] sur les 
entiers sans grand facteur premier et sans facteur car&, nous obtenons une 
estimation de l’ordre maximal de H(n) bien superieure a celle qui dtcoule 
de (1.17). 
THBOREME 8. On a 
max H(n) 3 exp{ (log x)“2+0(r))} (x + 00). 
” < ‘: 
(1.18) 
Nous ignorons si l’exposant t figurant dans (1.18) est optimal. On peut 
majorer H(n) en remarquant (cf. section 7) que l’on a 
H(n),< 1 k-‘f(n/k) (n22). (1.19) 
kin 
En utilisant alors les estimations du thtoreme 1, nous obtenons le resultat 
suivant. 
THI~ORI~ME 9. On a uniformiment pour n 3 2, v > 1, 
H(n) -4 t(n) B, odn) log( 1 + w(n)). (1.20) 
De plus 
H(n)/z(n) 4 {log( 1 + Q(n))/i2(n)}“‘3 log( 1 + o(n)). (1.21) 
On a done H(n) + t(n)/(log r(n))& pour n > 2 et tout 6 < I/3. Ici encore il 
serait souhaitable de pouvoir disposer dune majoration du type 4 s(n)’ -‘. 
Les auteurs tiennent a remercier A. IviC pour ses utiles remarques sur 
une premiere version de ce travail. 
2. DEMONSTRATION DU T&OR&E 1 
Nous exploitons ici systematiquement un argument non publit d’Erd6s 
et Simonovits correspondant au cas dun entier n sans facteur carre. 
Pour chaque entier v 3 1, nous introduisons la fonction delinie sur [O, l] 
A”(8) :=(l +v-‘)(v@@(f -Q)i-6. 
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On a 
AXWA”(8) = log(W(l - Q), (2.1) 
de sorte que A,(8) decroit de 1 + l/v A 1 sur [0, l/(v + l)] et croit de 1 a 
v+ 1 sur [l/(v+ l), 11. 
Pour v > 1, n B 1, nous dtfinissons Cgalement une fonction fortement 
additive m H u,(m, n) par 
o,( p’, n) := 
i 
1 (si p’+’ Jn) 
0 (si p”+ ’ 1 n), 
En particulier, on a o,,(n, n)= w,(n) pour tout n >, 1. De plus 
o,(m, n) = o(m) d&s que 
v3 V(n) :=max{v: p’ 11 n}. 
LEMME 2.1. (i) Pour v> 1 et OGe<$, on a 
r(n)-‘card{d:dln,o,(d,n)~e~o,(n)} <A,(e)-Wv(n). (2.2) 
(ii) Pour v 2 1 et 0 < 8 < l/(v + l), on a 
z(n)-1card{d:dJn,o,(d,n)~(l-8)w,(n)),<A,(B)-”~(fl). (2.3) 
Df?monstration. Soit y, 0 < y < 1, un parametre que nous fixerons plus 
loin. Le membre de gauche de (2.2) n’exdde pas 
7(n)-’ c Y 
%(dzn) -h(n) _ - 
* 4 n 
j < Y 
Pour chaque y < 1, le terme general de, ce produit est une fonction 
decroissante de j. Cette expression est done 
Pour le choix optimal y = t9/( 1 - 0) < 1, on obtient la majoration annoncke. 
Pour ttablir le point (ii), on procede de man&e analogue, en se donnant 
un parametre z > 1. L’expression suivante est alors un majorant du membre 
de gauche de (2.3) 
( 1 +vz < I+vsz 0-1 wV(n) > . 
La valeur optimale de z est (1 - 0)/A > 1, d’ou le resultat souhaitt. 
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LEMMJZ 2.2 Pour chaque v 2 1, l’equation 
= A,(e) (2.4) 
posssde une solution unique 8, duns I’interualie IO, l/(v + 1 )[. En posant 
alors 
B, := A,(&-’ < 1, (2.5) 
on a 
f(n) < 37(n) B:‘“’ (n> 1). (2.6) 
DPmonstration. Pour 0 < 0 < l/(v + 1 ), on peut icrire 
= ew{a,(Q) 
avec 
a,(O):=log i+t +ei0g(ve)+~(i-e)i0g(i-e) 
( > 
-t(i +e)iog(i +e). (2.7) 
On vCrifie saris peine que l’on a 
a,(O) = log( 1 + l/v) > 0, 
et 
a;(e) = i0g(vej&i7) < 0. 
Cela ttablit l’existence et l’unicitk de 0,. Lorsque v = 1, on a tvidemment 
8, = f, d’0d 
B1 = A&)-’ = 3 .2-5’3 =0,94494... . 
Montrons (2.6). Lorsque l’indice is [1, T(n)[ contribue B f(n), l’une au 
moins des trois iventualitks suivantes est ntcessairement rlaliste : 
(a) w(4, n) < it1 -eJ w(n), 
(b) o,(di+l,n)dt(l-e,)w,(n), 
(C) mv(didi+ 13 n) > (1 - 0,) w,(n). 
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Par le lemme 2.1(i), le nombre total des occurrences 
depasse pas 




25(n) A, -+ = 2z(n) By”‘. 
De plus, pour chaque diviseur d de n, l’equation d = didi + 1 possbde au plus 
une solution en ig [l, T(n)[. Le lemme2.l(ii) implique done que la 
condition (c) est realisee pour un nombre d’indices i n’excedant pas 
t(n) A,(8,,)p”~‘“‘= z(n) BF(“‘. 
Cela Ctablit la conclusion souhaitee. 
LEMME 2.3. On a 
log B,- -$ (v + co). (2.9) 
Dkmonstration. On a, pour 0<06+, 
l-8 logA* -y-- ( ) =;{(l+“)log(l+e)+(l-B)log(l-B)] 
=f~“log(+-$)dlI2;e~. (2.10) 




Posons h = A. En remarquant que, pour 0 d 6’ 6 1, on a 
(1+e)iog(i+e)-(1-8)i0g(i-e)=~n(2+i0g(l-t’2))d~~2~, 
0 
on deduit de (2.7) 
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avec Q(h) := log h - 1 + l/h = 0,12299 > log(i). Cela Ctablit (2.11) lorsque 
v 2 8. On v&lie numkriquement que cette inkgalitt per&e pour 1 d v < 7. 
Pour montrer (2.9), on remarque d’abord que (2.10) implique 
log B, - - +O; (v-a) (2.12) 
car st log(( 1 + v)/( 1 - u)) dv - 8* lorsque 0 + 0. Maintenant, d’aprh le 




t, log t” - t, + 1 -+ 0 (v--+00) 
et halement 
I,-+ 1 (v + co). 
Par (2.12), cela tquivaut $ (2.9). 
Fin de la dbmonstration du ThPorime 1. Compte tenu de (2.6), il ne reste 
$ dCmontrer que (1.4) et (1.5). Appliquons d’abord (2.6) avec v = V(n), en 
majorant B, selon (2.8). 11 vient 
f(n)/z(n) d 3 exp{ -w(n)/5( V(n) + I)‘}. (2.13) 
Cette majoration n’est eflicace que lorsque V(n) n’est pas trop grand. Dans 
la circonstance oppode, on remarque simplement que l’on a 
fWW 6 2/t V(n) + 1) (2.14) 
puisque, Ctant don& un p tel que p ‘(“)lJn, l’un ou l’autre de deux diviseurs 
conskcutifs compths parf(n) est premier B p. En reportant tout d tour dans 
(2.13) les minorations trivials 
o(n) 2 Q(nW(n), o(n) 2 log(M)llog( V(n) + 1)) 
on obtient done 
f(n)/z(n) < y; min{ 3e -n(n)i(5U3), 2/u} 
, 
et 
f(n)/z(n) < y:; min{3z(n)~1”5”2’“gv), 2/u}. 
Cela implique facilement (1.4) et (1.5). 
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3. DEMONSTRATION DU TH~OR~~ME 2 
Now allons montrer que l’intgalitt (1.8) est satisfaite pour tous les 
entiers de la forme 
n=pkm 
oti m=p,p, . . . pr-, est sans facteur carre et vtrifie les conditions 
suivantes 
(a) k+ 1=2’, 
(b) (1 + 1/2/k) 2’ < log pj/log p < (1 + l/2/? + 1/2k*) 2’ (0 <j< r). 
D’apres le thtorbme des nombres premiers, il existe pour tout couple {k, r} 
satisfaisant (a) un entier N= N(k, r) tel que les conditions (b) soient 
realisables d&s que p > N. 
Pour chaque S, 0 < s d k, considerons la decomposition dyadique 
et designons par m, le diviseur de m detini par 
m, = n ~7~~). 
O<j-er 
La condition (b) implique 
log 4 -< 
1% P 
(O<sdk) (3.1) 
de sorte que la suite ordonnee des diviseurs de m est exactement 
Pour chaque j, 1~ j< k, on a 
Nous allons voir que mjP I et pj sont consecutifs en tant que diviseurs de n. 
En effet, considtrons un diviseur d de n tel que d < pj. I1 existe alors un 
couple {h, t } E [0, j - 11’ tel que d = phm,. Par (3.1), on peut done ecrire 
h+t<j-1. 
FONCTIONSARITHMhTIQUES 297 
En appliquant maintenant la majoration de (3.1), il vient 
Cela implique d<mj_, lorsque ha 1. Mais si h=O, on a d=m,<mj-1. 
Nous avons done montre que mjP 1 est le plus grand des diviseurs de n 
inferieurs a pj. Comme (m, p) = 1, il suit 
j+)>k>(k+1)2 
2(k + r) 252(n) 
Cela acheve la demonstration du theoreme 2. 
4. DEMONSTRATION DU TH&ORJ%E 3 
Soit a un parametre reel, -cc < CI < 1. La fonction arithmetique 
U(n, a) := card{d, d’: dd’ln, (d, d’) = 1, Ilog(d’/d)( < (log n)‘} 
a tte Ctudiee dans [6, chap. 4 et 51. On montre en particulier que l’on a 
pour chaque c1 l’evaluation 
U(n,C1)-1 +(logn)‘“~‘-‘+“+“‘l’ p.p. (4.1) 
Ce resultat est le point de depart de notre demonstration. 11 contient en 
particulier une confirmation de la conjecture d’Erdiis mention&e dans 
l’introduction-qui correspond au cas a < 0. 
Heuristiquement, notre id&e pour appliquer (4.1) a l’etude de h(n) est 
tres simple. Elle repose sur l’hypothbe que, pour a < 0, presque tous les 
couples (d, d’} comptes dans U(n, a) sont en fait constitds de diviseurs 
consecutifs. Nous verrons que la mise en Deuvre effective de ce principe, qui 
fournit la partie “minoration” de la formule asymptotique 
h(n) = (log n)‘Og3 - ’ + O(l) p.p., (4.2) 
se heurte a des dilhcultb technique non negligeables. 
11 est, en revanche, t&s facile d’obtenir la majoration de h(n) contenue 
dans (4.2) a partir de la formule (4.1). On a effet pour tout n > 1 et tout 
ae]--oo, l] 
h(n) < $J(n, a) + z(n) exp{ -(log n)‘}. (4.3) 
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Chacun des deux termes du membre de droite majore respectivement la 
contribution a h(n) des indices ie [l, r(n)[ tels que log(d,+ ,/di) est 
inferieur, ou non, a (log n)‘. Comme on a classiquement 
z(n) = (log n)‘@ + O(l) P.PY 
on voit que la majoration de (4.2) decoule immediatement de (4.1) et et 
(4.3). 
Le reste de cette section est devolu a la preuve de la minoration contenue 
dans (4.2). 
Soit a un nombre rtel fix& 0 < a < log 3 - 1. Pour chaque couple (4 d’], 
d-cd’, compte dans U(n, -ct), on a 
l/e < d/d’ -c 1. 
On peut done Ccrire 
h(n)2; U(n, -a)- W(n, -a) (4.4) 
avec 
W(n, -a) :=card{d, d’: dd’ln, (d, d’)= 1, 
Autrement dit, W(n, -a) compte exactement le nombre de couples {d, d’} 
contribuant a U(n, -a) et qui ne sont pas contituts de diviseurs consecutifs 
de n. Nous dtduirons la minoration attendue pour h(n) de l’estimation 
W(n, -a) < (log n)‘Og3 - I -2a +O(‘) 
valable pour chaque a > 0 fix& 
p.p., (4.5) 
Pour tvaluer l’ordre normal de W(n, -a), nous avons recours a la 
“methode parametrique ” d&rite dans [6] et employee en particulier pour 
majorer U(n, - cc)-cf. [6, Chap. 51. Posons 
Q(n, t) := C v. 
p’ II n 
p<f 
Un resultat bien connu d’Erdos (cf. [6, chap. 11) implique 
sup IQ(n, t) -log, 3tl = o(log, n) P,P. 
1srsn 
de sorte que, pour chaque valeur du parametre y, 0 < y < 1, on peut ecrcrire 
W(n, -a) < (log n)‘(l)W*(n) p.p. (4.6) 
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avec 




oti l’apostrophe indique que la sommation est restreinte aux couples de 
diviseurs {d, d’} tels que 
(d, d’)= 1 et Jlog(d’/d)l < (log n)-‘. 
Nous allons montrer que, pour un choix convenable du parametre y, 
on a 
s*(x) I-2 W*(n) -4 x(log x)‘o+ ’ -2a(log2x)Y (4.8) xcnsr 
11 est clair que (4.8) et (4.6) impliquent bien (4.5). Dans les calculs qui 
suivent, nous ferons systematiquement appel a la majoration 
(4.9) 
valable uniformement pour 0 < y < 1, 2 d t < x d z2. Cela decoule par 
exemple d’un theorbme de Shiu [lo]. 
Soit n E ]A, x]. Lorque la somme interieure de (4.7) est non vide, 
posons m = (d, t), m’ = (d’, t). I1 existe alors des entiers r, r’, s, h 2 1 tels que 
d = mr, d’ = m’r’, t = mm’s, n = mm’rr’sh. 
De plus, l’ensemble des conditions de sommation de (4.7) implique 
mr < mm’s < m’r’ < mr( 1 + q) (4.10) 
oti I’on a pose 
r] := 2(log x)-a. 
11 est capital de remarquer des a present que now devons 
impkrativement tirer avantage du fait que les deux premieres inegalitts de 
(4.10) sont strictes: si I’tgalite Ctait permise, on pourrait avoir m = r’ = 
s = 1, ce qui correspond essentiellement a remplacer IV*(n) par U(n, -a)- 
et interdit ipsofucto une estimation telle que (4.8). 
D’apres (4.10), mr 2 l/q. Done d + co avec x et l’on a pour x assez grand 
k := mm’rr’s < d4, 
&Oil 
SZ(k, d) 3 Q(k) - 3. 
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On peut done icrire 
s*(x) < y - 3 c+ (log 3mr) ~ 108 yYmm’rr’s1 
mm’rr’s c x 
x c F-(h*mr) 
h < xlmm’rr’.s 
oh I’obele indique que les variables de sommation sont soumises g la 
condition (4.10). D’aprks (4.9), la somme intkrieure ci-dessus est 
4 ---& ((log 3mr)“- l+ (log(3x/m*m”s’))‘~ ‘1. (4.11) 
Nous dksignons respectivement par ST et ST les contributions h S*(x) 
provenant 
m2mr2p 
des sous-domaines dttinis par les inkgalitizs m2m12s5/2 i ,,h et 
> &. On vkifie aisiment que le premier des deux termes entre 
accolades de (4.11) domine dans ST, le second dans S:. 
ConsidCrons d’abord ST. La somme partielle en r’ ne dkpasse pas 
c p(“)(r’)-’ -+‘I log, x. (log 3ms)“-‘. (4.12) 
ms<r’<ms(l+q) 
C’est ici que l’on utilise de man&e cruciale le fait que l’inkgalitt: ms -=z r’ est 
stricte, qui implique done ms > l/r]. Lorsque ms > l/q’, la relation (4.12) 
dtcoule de (4.9). Dans le cas contraire, on a l/q < ms ,< l/q’ et l’on peut se 
contenter de la majoration triviale obtenue en rempla$ant y par 1. 
On peut traiter similairement la somme en r. Posant A := y - 1 -log y, 
on obtient 
c (log 3mr)AyR”‘rp’ 
m’s/( 1 + 7) -c r < m’s 
6 rj log x. (log 3mm’s)A(10g 3m’s)y-‘. 
11 vient ainsi 
ST Gu (r] log, x)* 1 (log 3ms)“-‘(log 3m’s)Y-1 
m%d% d 2x 
x (log 3mm’s)AyR(mm’s)(mm’s) - ‘, (4.13) 
oh, par symttrie, nous pouvons supposer que m’ < m. La somme en s relbve 
de (4.9). En considtkant stparkment les intervalles 1 <s < m’, m’ < s G m, et 
s > m, que l’on traite par sommation d’Abe1, on trouve qu’elle est 
<y (log 3m)B(log 3m’)C 
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avec B:=2y-2-logy, C:=2y-1, pourvu que I’on ait C<O et 
B + C < 0. Ces deux dernilres conditions sont sOrement satisfaites lorsque 
a< y<j. 
On peut done ecrire 
S: <.” x(rj log, x)’ T 
avec 
Q(m) Q(m’) 
T := c (log 3m)+ 1 (log 3m+-. 
m<x m’<m m’ 
Par sommation d’Abe1, a partir de (4.91, on montre que la somme 
interieure est 
4 y log, x . (log 3m)D 
avec D := max(3y - 1, 0). En faisant encore une fois appel a (4.9), il vient 
tinalement 
T<, log,x(log x)~ 
avec E:=y+B+D=3y-2-logy+max(3y-l,O)>O. Pour le choix 
y=f, on a E=log3-1, d’oti 
ST < x(log x)1@ - l- 2”(log2x)3, (4.14) 
c’est-a-dire une majoration compatible avec l’estimation souhaitie (4.8). 
Le traitement de S,* est semblable a celui de ST ; nous nous contenterons 
den indiquer les grandes lignes. Les sommes partielles en r et r’ &ant 
major&es comme precedemment, on parvient a l’estimation pendante de 
(4.13) 
s: +y x(rj log, x)2(log x)-“--l-‘“g-“V (4.15) 
avec 
v:= c (log 3m’s)Y-*(log(3x/m2m’2s3))Y-1y~““”’”’/mm’s. 
J; -z mh?l~%’ Q 2.x m’<m 
Nous Cvaluons la somme intirieure en s, disons C (m, m’), en distinguant 
deux cas, selon que l’on a ou non m2mt5 < x. 
Dans le premier cas on obtient g&e a (4.9), en considerant tour a tour 
les intervalles de sommation s < m’ et m’ < s 6 (2x/m2m’2)1’3, 
C (m, m’) $ (log(3x/m2m’S))Y-‘(log 3m’)2Y-1, 
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a condition que 0 < y < l/2. La contribution correspondante a V est 
c2(mm’) 
4-V c (log 3m’)“-‘(log(3x/mz~‘5))“.~‘y- 
mhn’~ < i mm’ 
<Jog, “.,y& (log(3x/m2))“.-‘+“““‘3~~‘.0’~ 
m 
&v log2 x. (log x)2~- 1 +mW%- 1.01. 
Dans le second cas, on a necessairement s <m’. Done 
1 (m, m’) Gy (log 3m’)y~‘(log(3x/m2m’2))2Y- ‘. 
La contribution correspondante a V est alors 
Gy 1 (log 3m’)Y-‘(log(3x/m2m’z))2-“-’ c 
mAd= < 2x 
MS5 > .x/m2 
a condition que $ < y < 4. 
Finalement, nous obtenons 
v 4.” log, x . (log x)2’- ’ + max(3y - 1-O). 
En reportant cette estimation dans (4.15) et en choisissant y = 4, on voit 
que la majoration (4.14) est egalement valable pour S:, et partant pour S*. 
Cela acheve la preuve de (4.8), et done de (4.2). 
5. DEMONSTRATION DU T&OR&ME 4 
Puisque f(n) < t(n), un entier n susceptible de fournir de grandes valeurs 
def(n) doit possider “beaucoup” de diviseurs. Notre choix, qui n’est peut- 
&tre pas optimal, consiste a considerer un produit de nombres premiers 
constcutifs. Plus precidment, si 2 = p1 < p2 < . . . dbigne la suite croissante 
des nombres premiers, nous introduisons le plus grand entier k = k(x) tel 
que 
k 
n:= n Pi<X. 
i=l 
On a bien entendu k-log x/log, x. 
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Maintenant, le principe des tiroirs nous permet d’affirmer l’existence dun 
reel t tel que n posdde au moins 
z(n)/( 1 + log n) N 2k/k log k (5.1) 
diviseurs dans l’intervalle It, et]. Nous designons par {di: 1 <j< r(n)} la 
suite croissante des diviseurs de n et supposons que t < d,<et pour 
r<j<r+s. 
Les couples (d,, d,, , }, r < j < r + S, sont constitues de diviseurs conse- 
cutifs mais pas necessairement premiers entre eux. Nous detinissons un 
processus iteratif pour obtenir simultanement les deux proprietes. A chaque 
couple { dj, dj+ , } nous associons le couple {d,., df + , } od j’ est l’unique 
indice tel que df = dj/(dj, dj+ 1). Bien entendu j’ n’appartient pas 
necessairement a ]r, r + s[. Si (dy , dy + 1) = 1, nous sommes parvenus a 
nos tins, sinon nous recommencons la mCme operation. Au bout d’un 
nombre tini d’iterations nous atteignons ainsi un couple-image, disons 
{d/z(j), d/z(j)+ 11. tel we (d/z(j), dh(,)+ 1 ) = 1. La fonction jH h(j) est a valeurs 
dans [ 1, r + s[ et possede les proprittts evidentes 
(4 dh(j) I dj 
(b) dh(j)+Ildh(j)~dj+Ildj. 
Notre tlche consiste maintenant a minorer le cardinal de h(]r, r + s[). I1 
est nature1 d’introduire a cet effet la fonction de multiplicite 
m(h):=card{j:r<j<r+s,h(j)=h) 
et l’ensemble image 
H:= {h: 1 <h<r+s,m(h)>O}. 




11 nous faut done une majoration de m(h). 
Soit h E H un indice fixt et j, < jz < . . . < j,, avec m = m(h), les indices 
de ]r, r + s[ tels que h( j,) = . . . = h(j,) = h. D’apres (b) nous pouvons 
Ccrire 
On a done 
r<J.<r+S l<u<m 
2 (d,,+ ,/d,Y> (1 + l/d,)“. 
m=m(h)< {lOg(l+l/d,)}-'<d,+l. (5.3) 
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Cette majoration nous sera utile lorsque dh n’est pas trop grand. Dans le 
cas contraire, nous avons recours a I’estimation 
qui decoule immediatement du point (a). Comme on a trivialement 
il vient 
m < 2”d; ~~~2l~~~ pk. 
On deduit tinalement de (5.3) et (5.4) que l’on a pour tout h E H 
(5.4) 
m(h) < max min(d+ 1, 2kd-‘og2~‘ospk). 
1Cdsn 
Ce maximum est atteint lorsque d est solution de l’equation 
d+ 1 = 2kd-~~n~lbSPk~ 
Cela implique 
( 1 + log 2/lag Pk) log d < k log 2, 
et, puisque log Pk - log k, 
m(h) G 2k exp (k-a). 
En reportant cette estimation dans (5.2), on obtient une minoration de 
card H qui tquivaut au resultat souhaite. 
6. ETUDE off, LORSQUE t-2 3 
Montrons d’abord le theorbme 5. Pour chaque entier k> 1, nous 
pouvons construire par recurrence un entier n = p, p2 . . . PL satisfaisant a la 
propriete 
avec la convention usuelle qu’un produit vide vaut 1. Les diviseurs de n 
sont les 2k entiers de la forme 
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ou les sj valent 0 ou 1. De plus, la condition (6.1) implique immediatement 
que les diviseurs d sont ranges selon l’ordre lexicographique sur les mots 
Ek.?&l”‘&,. En particulier, l’egalitt (di, di + 1 ) = 1 n’a lieu que si di + 1 = pj 
pourunj, l<j<k. Sij=l, ona {d,,dz,d~}={l,pI,P2} etl’indicei=l 
contribue h&(n). Si j> 1, on a di+z=p,pj, done (di+l, di+*)> 1. Cela 
montr quef3(n) = 1, f,(n) = 0 (r > 4), et achtve la preuve du theoreme 5. 
Les inegalites (6.1) impliquent immediatement que p1 = 2 et, par 
recurrence sur j, que 
2’- 2 d log pj /log 2 < 2’- l (1 <j<k). 
Si l’on choisit, pour x> 16, k= [(l/log 2) log(log x/log 2)], on a done 
x’14 < n 6 x et 
z(n) = 2k > log x/log 4. 
Cela Ctablit (1.14). 
Dtmontrons maintenant le theorbme 6. Comme dans le cas r = 2, il est 
nature1 de supposer quef,(n) prend de grandes valeurs lorsque n posdde 
beaucoup de facteurs premiers. Nous choisissons ici n de la forme 
n= r-I P (6.2) 
Y-=PGZY 
oii le parametre reel y est aussi grand que possible sous la contrainte n < x. 
D’apres le thtoreme des nombres premiers, on a 
y-logx (x+ a). (6.3) 
Dtsignons par z := n(2y) - n(y) le nombre de facteurs du produit (6.2) 
et donnons nous un parambtre entier k satisfaisant a 
k < log y/log 2. (6.4) 
11 y a exactement m := (;) diviseurs de n possidant k facteurs premiers. Ces 
diviseurs sont tous dans l’intervalle Jy”, (2~7)~] et la condition (6.4) 
garantit qu’aucun autre diviseur de n n’appartient a cet intervalle. 11 existe 
done un indice t E [l, 2’- m] tel que, avec la notation (l.l), la suite des 
diviseurs de n ayant k facteurs premiers soit 
{d,: t< j<t+m}. 
641/31/3-5 
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En utilisant simplement le fait que, pour j# k, (d,, dk) > 1 implique 
(d,, dk) > y et done Id, - dkl > y, on peut alors ecrire 
card{iE [t, t+m-r+ 11: max t&d,)> 1) 
t<i<kcr+r 
dcard{iE]r,t+m-r+l]:di+,-,-d,>y} 
< y ~- ’ c (d,+.-,-d,)dr(2k-l)yk-‘. 
,<,s,+m--r+l 
I1 vient done 
fAnI> +l-r[1+(2k-l)yk ‘1. 
Pour le choix k = [log y/2 log, y], on vtritie facilement que le membre de 
droite de (6.5) vaut 
Zk 




Au vu de (6.3), cela acheve la preuve du theoreme 6. 
7. BTUDE DE H(n) 
Le lemme suivant, proud dans [6, lemma A2, p. 1591 nous sera utile 
pour ttablir le theoreme 7. Pour toute suite d’entiers d, nous designons 
par dd (resp. &Z) sa densite naturelle (resp. densite superieure). 
LEMME. Soit F une fonction arithmttique rPelle. Supposons que, pour 
chaque E > 0, il existe une fonction n H a(n, E) telle que 
(i) lim,,,limsup,,, a{n 2 1: a(n, E) > T} = 0, 
(ii) lim, _ 0 a{n> 1: IF(n)-F(a(n, &))I >E} =O, 
(iii) la den&C d{n > 1: a(n, E) = a} existe pour chaque entier a jixt. 
Alors F posst?de une fonction de rippartition. 
Nous voulons appliquer ce resultat au cas de F = H, avec 
a(n, E) := n p” 
PV II n 
p Q ., 
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oh y = y(s) est un parambtre qui sera precise par la suite. Le point (i) est 
realise: on a en fait (cf. [6, theorem 071) 
;l{n>,l:a(n,s)>T)<exp{-clogT/logy} 
pour une constante absolue positive c. La condition (iii) est tgalement 
facile a verifier: la densite en question vaut 
u-’ n (1-Q). 
p < .v 
11 reste a ttablir la propriete (ii). Designons par P(n) le plus grand 
facteur premier de n-avec la convention P( 1) = 1. On a pour tout n 2 1 
O<H(n)-H(a(n,c))<G(n,y):= c (d,+,-dj)-l. 
l$i<r(n) 
P(d,d, + I ) > .L 
L’inegalite de droite est triviale. Celle de gauche provient, par it&don, de 
l’inegalite tvidente 
(w-u)-‘<(w-o)-‘+(u-u)-’ (O<u<o<w). 
Nous allons montrer que l’on a pour x > 1, y 2 2, 
xp’ 1 G(n, y) * y-‘(log y)‘. (7.1) 
n < x 
I1 est clair que cette majoration implique (ii) en choisissant par exemple 
Y(E) = l/E? 
On a 
<x 1 (u-u)-l[u, u]-‘. 
U-z” 
P(w) > j  
Dans cette double somme, on a v 2 P(w) >y, d’ou 
avec 
R(y):= f c (v-u)-‘[u,u]-‘. 
u = I c > max(u, 1.) 
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La somme inttrieure peut encore s’ecrire 
c u-1v-1 (v-u)-’ 1 cp(4 ” > maxfu. y) 4 (u.u) 
m-‘d-‘(md-u)-’ 
m  z max(uld, v/d) 
m-‘(m - u/d)-‘. 
dlu m  > max(u/d, F/d) 
En comparant la somme interieure a une integrale, on montre sans 




R(YH~$$ 1 f$) 
dl u 
O” T(U) log 224 
$’ u(u+y) 4Y-1(logY)3 (7.2) 
oti la dernibre estimation decoule, par sommation d’Abe1, de I’evaluation 
classique 
,;, t(u)6wlog2w (w21). 
. 
Cela achbve la demonstration du thtorbme 7. 
La majoration (7.2) permet d’ameliorer Ia qua&C du terme d’erreur dans 
la formule asymptotique (1.16) due a Iv% et de Koninck. On a en fait 
1 H(n) = Bx + O(x(log x) -‘(log, x)3). (7.3 1 
” s i 
Pour etablir cela, on remarque d’abord que le principle d’inclusion- 
exclusion fournit pour tous u, v, u < u, x > 0, 
card{mdx:u<d<v=-djm[u,v]}=xR(u,v)+0(2”-”) 
oti la constante impliqde par le symbole de Landau est absolue et oh 
R(u, a) satisfait a 0 < R(u, u) < l-cf. [7, lemma 23. Posons 
Hl(ny y) := C (di+ 1 -di)-l, H,h Y) := ml) - fflh Y). 
l<i<r(n) 
d,+lGj 
FONCTIONS ARITHMkTIQUES 309 
On peut alors ecrire pour ~22, x>O, 
et 
Cette demiere estimation implique la convergence de la double somme de 
(7.4) et T&valuation 
NM, v) 
.<~&-m4 01 
= B + O( y-‘(log y)3). 
D’Oh 
Jx W) = kc + O( xy -‘(log y)’ + y*29 
et fmalement (7.3) en choisissant y = log X. 
Preuve du Thkorkme 8. Posons 
w, Y) := 1 1, yl(z, Y) := 1 p(m)*. 
m<; mSZ= 
P(m) s .t’ P(m) c y 
Notre demonstration repose sur les deux resultats suivants, dus respec- 
tivement a de Bruijn [ 11 et Ivic-Tenenbaum [S] 
Y,(z, y) g>, z1’2+E’5 ((logz)2+“<y~z) (7.5) 
Yl(Z? Y) P,, wz, Y) ((logz)2+“dygz). (7.6) 
Considerons un entier n de la forme 
*= n P 
PCY 
oti y est aussi grand que possible sous la contrainte n < x. Si 
1 =d, <d,< . . . cd, = n dbigne la suite croissante des diviseurs de n, 
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alors Y,(z, y) est tgal au nombre des indices j tels que d, < z. De plus, on a 
trivialement 
max dj+ l/d,< y (7.7) I < j-c?(n) 
(en fait, cette quantite est Cgale a 2-f [4, p. 19]-mais nous n’en aurons 
pas besoin). 
Soit E > 0. Posons z = exp{ $/2-C}, et dtsignons par k le plus grand 
indice tel que dk <z. On a 
i 
l/2 
Y&9 Y)’ c 16 1 (dj+,-djlp’ C (dj+,-dj) 
l<j<k 1 <j&k 1sjCk i 
6 {ff(n)d,+,}“*< {ff(n).YZ}“2, 
oh la derniere inegalite decoule de (7.7). En utilisant (7.5) et (7.6), il vient 
done 
H(n) k Y,(z, y)2y-‘z-’ ge ZE’3; 
comme y -logx, il suit 
H(n)gCexp ~(logx)1i2-E(l +0(l)) 
d’ou (1.18), puisque E peut Ctre choisi arbitrairement petit. 
Preuve du Thiortme 9. On a clairement pour tout n > 2 
H(n)<C km-’ c 1. (7.8) 
kin (d,.4+1)=k 
Pour chaque k fix&, posons m = nfk et dtsignons les diviseurs successifs de 
mpar l=m,-Cm,< ..’ cm, = m. Dans la somme interieure de (7.8), on a 
necessairement 
di = mjk, di+l=mj+,k 
pour un certain j, 1 < j < r, tel que (mj, mj+ 1 ) = 1. On peut done ecrire 
H(n) < C kp’f(n/k). (7.9) 
kin 
En utilisant la majoration (1.3) pour estimer f(n/k) et en remarquant 
que la fonction multiplicative m I--+ t(m) B, ov(m) est croissante sur chaque 
sujte { pj: i= 1, 2, . ..}. il suit 
H(n) < 3z(n) B:(“) c k-’ 
kin 
-+ z(n) B+“) exp 2 p-l . 
i i Pin 
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Comme on a Cpln P-’ C&,, p - ’ ,< log,(2 + w(n)) + O( 1 ), cela Ctablit 
(1.20). 
Pour montrer (1.21), on fait appel A (1.5) pour majorer f(n/k) dans (7.9). 
Nous laissons au lecteur la vCrification facile du fait que la fonction 
M(n) := r(n){log( 1 + Q(n))/Q(n)}1’3 
satisfait 
MPm)2wm) (m22, ~22). 
Cela implique 
H(n)<4M(n) C k-‘<M(n)log(l +o(n)) 
kin 
et achkve ainsi la dtmonstration du thtorkme 9. 
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