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 Abstract. Adaptive algorithm for background segmentation is extremely 
important in image processing, because with the result of these algorithms it is 
possible to develop many applications in different areas of knowledge. This 
paper presents a study on three adaptive algorithms available in literature, 
your characteristics, behavior and complexity. Moreover, it presents the 
results of tests with these algorithms too. Based on the tests done, it was 
possible to observe that the algorithm that shows the shortest processing time 
is the adaptive average. The algorithm that shows the smallest number of false 
detections is the median algorithm of a range. 
Keywords: Background Segmentation, Image Processing.  
Resumo. Algoritmos adaptativos de segmentação de background são de suma 
importância para o processamento de imagem, pois com o resultado desses 
algoritmos é possível desenvolver diversas aplicações nas mais diversas áreas 
do conhecimento. Este artigo apresenta um estudo sobre três algoritmos 
adaptativos disponíveis na literatura, suas características, seu funcionamento 
e sua complexidade. Além disso, são apresentados também resultados obtidos 
com testes feitos em cada algoritmo. Através desses testes, foi possível 
observar que o algoritmo que apresenta o menor tempo de processamento é o 
algoritmo da média adaptativa. Já o algoritmo que apresenta menor 
quantidade de falsas detecções é o algoritmo da mediana de um intervalo. 
Palavras-chave: Segmentação de background, Processamento de Imagens.  
1. Introdução 
No processamento de imagem separar o que faz parte do cenário e o que não faz parte 
do cenário é muito importante, pois assim é possível ter o objeto de interesse destacado 
em relação ao que é fundo da imagem, isso é conhecido como segmentação de 
background, ou seja, separar o que é fundo do que não faz parte do fundo da imagem. 
Uma das primeiras etapas do processamento de imagens de vídeo, geralmente é 
identificar o que está em movimento na cena, com isso é possível reconhecer o que está 
em movimento, seguir este objeto na cena, tirar informações deste objeto e do cenário 
em si, dependendo da aplicação em que se encontra o processamento [Gagvani 2008].  
Existem inúmeras aplicações que podem utilizar a segmentação de background, 
um exemplo de aplicações que utilizam segmentação de background é em sistemas de 
  
vigilância utilizados para identificar movimento no cenário. Porém, existem diversas 
outras aplicações que necessitam retirar o que é o fundo do cenário, entre elas: 
reconhecimento facial, tracking de objetos, contagem de objetos, cálculo de velocidade 
de objetos, identificar formas de objetos, classificar objetos, entre outras aplicações.  
O foco deste trabalho está em algoritmos adaptativos de segmentação de 
background para sistemas de vídeo vigilância, uma vez que os esses sistemas estão se 
tornando cada vez mais essenciais para a sociedade moderna, principalmente depois de 
alguns atentados terroristas ocorridos nos últimos anos. Para a segurança da população, 
tais sistemas são geralmente instalados em áreas onde o crime pode ocorrer, tais como 
bancos, estacionamentos, estações de metrô, bem como em áreas onde é alta a 
possibilidade de acidentes tais como vias expressas, e locais de obras (construções) 
[Mustafah et al. 2007]. 
Devido a grande complexidade em monitorar inúmeros monitores, os sistemas de 
vigilância devem se tornar mais autônomos, ou seja, capazes de tomar algumas decisões 
[Valera e Velastin 2005]. Segundo Tanembaum (2007), um sistema autônomo segue 
uma definição de sistema distribuído, ou seja, “coleção de computadores independentes 
que se apresenta ao usuário como um sistema único e consistente”. Grande parte desses 
sistemas possuem uma arquitetura centralizada, pois esses sistemas são implementados 
de modo que um único servidor executa algoritmos e armazena os dados em uma 
máquina específica no sistema. Essa arquitetura possui um problema, pois o servidor 
pode se transformar em um gargalo à medida que o número de câmeras e algoritmos a 
serem tratados cresce. Ainda que exista uma capacidade de processamento e 
armazenamento praticamente ilimitada, a comunicação com o servidor acabará por 
impedir o crescimento do sistema de vigilância no futuro [Tanembaum 2007]. 
Com um sistema de vigilância integrado e autônomo, o processamento não fica 
apenas no servidor. Primeiramente a imagem passa por um pré-processamento em um 
sistema embarcado que possui uma câmera embutida. Isso oferece uma transparência na 
distribuição do processamento, principalmente em relação ao acesso, que oculta do 
usuário a diferença em representação de dados e o modo como os recursos podem ser 
acessados [Tanembaum 2007]. Isso acaba tornando o sistema capaz de identificar 
pessoas e objetos, seus comportamentos, suas trajetórias e, através dessas identificações, 
fazer uma análise e em caso de alguma anomalia, tomar alguma decisão pré-determinada 
ou apenas soar um alarme [Valera e Velastin 2005]. 
Para alcançar sistemas de vigilância integrados e inteligentes, torna-se relevante a 
pesquisa e o desenvolvimento de sistemas que não utilizem apenas câmeras como 
sensores, mas também microfones e outros tipos de sensores disponíveis no mercado. 
Também torna-se viável a pesquisa em sistemas distribuídos, ou seja, que não necessitem 
apenas de um servidor central para o processamento. Pesquisas nessa área seriam de 
suma importância, pois aumentariam a escalabilidade do sistema de vigilância tanto em 
tamanho, quanto no que diz respeito à adição de recursos e usuários ao sistema; quanto 
em termos administrativos, ou seja, fácil gerenciabilidade [Tanembaum 2007]. Com essa 
escalabilidade o sistema torna-se mais robusto já que é possível aumentar o tamanho do 
sistema, incluindo mais sensores, e muitas vezes até melhorar o modo como são 
gerenciadas as imagens. 
 Para se ter um sistema inteligente, é necessário que o sistema seja capaz de 
detectar situações não esperadas ou situações de risco na cena. Para isso é necessário 
que o objeto em movimento seja detectado. Isso é possível através do processamento de 
imagens, mais especificamente na etapa de segmentação de fundo, ou separação de 
background e foreground.  
Como existem diversos algoritmos com a finalidade de detectar objetos em 
movimento, neste artigo será apresentado um comparativo entre alguns algoritmos 
adaptativos de segmentação de background. Os algoritmos apresentados são: Algoritmo 
adaptativo de segmentação de background estimado pela média adaptativa; Algoritmo 
adaptativo de segmentação de background estimado pela média de um intervalo; e 
Algoritmo adaptativo de segmentação de background estimado pela mediana de um 
intervalo. 
Na comparação será feita com base na complexidade de cada algoritmo e também 
no resultado obtido com base em experimentos feitos nas implementações em software 
desses algoritmos. A complexidade apresentada não trata o tamanho da imagem, apenas 
o tamanho do vetor de profundidade de cada pixel. Este vetor de profundidade é 
utilizado pois alguns algoritmos utilizam um histórico de frames para compor o novo 
background, como a alteração no tamanho desse vetor interfere diretamente no 
processamento do algoritmo, foi avaliada a complexidade com base neste vetor. 
2. Segmentação de background 
Existem diversas técnicas para segmentação de background, vale destacar uma técnica 
bastante utilizada, a subtração de fundo. Subtração de fundo é um dos métodos mais 
comuns de segmentação, principalmente em situações em que o fundo é relativamente 
estático. A subtração de fundo consiste em selecionar ou compor um frame que servirá 
como fundo da imagem, o qual não pode conter objetos em movimento ou qualquer 
outro tipo de objeto que não pertença ao fundo. Em seguida, é calculada a diferença 
pixel a pixel entre o frame atual e o frame referência. Se essa diferença for menor que 
um limiar, esse pixel pertence ao fundo, caso contrário, pertence ao objeto a ser 
detectado [Wang et al. 2003]. 
Existem inúmeras abordagens, as quais se diferem quanto ao modelo de 
background e o processo utilizado para atualizar o modelo de fundo. Uma modelagem 
simples do modelo de background é a média temporal da imagem, uma aproximação do 
background que é similar à cena estática corrente [Wang et al. 2003]. Algumas 
pesquisas estão sendo feitas em cima de adaptação de modelos de background para 
redução das mudanças dinâmicas na cena para segmentação de movimentos. 
  Muitos algoritmos de segmentação de background não tratam as imagens com 
suas cores originais, elas são transformadas em tons de cinza. Uma das técnicas para 
transformar uma imagem em tons de cinza é a das médias ponderadas para os diferentes 
espectros de cores, conforme a Equação 1.  
B*0.114 +G *0.587 + R*0.299 Gray  
Equação 1. Equação da transformação para tons de cinza 
  
2.1. Segmentação de background estimado pela média adaptativa 
Com objetivo de resolver alguns dos problemas de algoritmos não adaptativos, como por 
exemplo a utilização dos algoritmos em ambientes não controlados, Horprasert; 
Haritaoglu e Wren (1998) e McFarlane e Schofield (1995) desenvolveram um formato 
adaptativo para o modelo de fundo. Neste modelo adaptativo usa-se uma taxa de 
aprendizado  que indica quanto o quadro atual i  influencia no modelo do fundo atual. 
O modelo do fundo iB  é inicializado como o primeiro quadro e os próximos quadros 
atualizam o modelo conforme a Equação 2, em que )1,0( . 
2   se  















Equação 2. Cálculo do background pela média adaptativa 
O alvo iA  é calculado conforme a Equação 3, na qual o alvo é calculado como 
sendo a diferença simétrica maior ou igual ao limiar  entre o quadro atual if  e o 
modelo atual iB . 
 )()()( xBxfxA ii  
Equação 3. Equação do cálculo do alvo 
Mesmo sendo um algoritmo robusto em relação a alterações de iluminação e 
alterações no cenário, ele apresenta um problema: encontrar uma taxa de aprendizado  
que funcione bem com a sequência. Caso  seja muito perto de zero, o fundo se adapta 
muito lentamente às alterações no cenário, ou seja, o cenário pode ser modificado e o 
modelo do fundo pode não corresponder a esse cenário, causando problemas como 
detectar falsos positivos durante longos períodos. Outro caso de mau funcionamento do 
algoritmo se dá quando  é muito próximo de 1, em que o fundo adapta-se rapidamente 
às alterações no cenário e essa velocidade na adaptação pode fazer com que partes dos 
alvos sejam perdidas por serem rapidamente consideradas como integrantes do fundo 
[Lara 2006]. 
 A Figura 1 apresenta o funcionamento do algoritmo no frame de captura número 
250, utilizando uma taxa de aprendizado 2,0  e threshold = 10, escolhidos 
empiricamente. Nessa figura as marcações em vermelho apresentam os locais onde 
existiam movimentações na cena e foram detectadas pelo algoritmo, e as marcações em 
amarelo apresentam os locais em que o algoritmo não considerou como estando em 
movimento. É possível observar que o algoritmo não detectou todos os locais onde 
existiam movimentos na cena. No entanto, o algoritmo não apresentou falsas detecções.  
 
Figura 1. Segmentação de background estimado pela média adaptativa, 10  e 
2,0  
   Para esse algoritmo foram feitos testes variando o α e o threshold. A Tabela 1 
apresenta a quantidade de ciclos de clocks gastos em cada teste feito sobre os diferentes 
alfas, porém o mesmo threshold. Nessa tabela a coluna „Média‟, „Mínimo‟ e „Máximo‟ 
correspondem à quantidade de ciclos gasta apenas no processamento de 1 frame. Já a 
coluna „Desvio Padrão‟ corresponde ao desvio padrão médio de todos os frames 
analisados e também é apresentada em quantidade de ciclos de clock. Foram utilizados 
1001 frames nas tomadas de tempo e os dados apresentados na tabela são as médias de 
trinta tomadas de tempo diferentes. 
Tabela 1. Tabela de tempos gastos no processamento do algoritmo adaptativo de 
segmentação de background estimado pela média adaptativa 
α Threshold Média Mínimo Máximo Desvio Padrão 
0,3 10 18.770 10.000 40.000 168 
0,5 10 18.770 10.000 40.000 169 
0,8 10 18.690 10.000 40.000 167 
 Com base na Tabela 1 é possível observar que o algoritmo sofre variação na 
quantidade de ciclos de clocks utilizadas no seu processamento quando o alpha é 
variado. A quantidade de ciclos cai, mas não é tão significativa essa diferença, pois o 
nível de processamento do computador utilizado chega na casa dos 3 GHz, isso significa 
que 100 ciclos de clock seriam processados em 30 micro segundos. Um valor 
insignificante para o algoritmo, pois o tempo máximo gasto para processar um único 
frame gastou 40.000 ciclos, aproximadamente 130 mili segundos. 
 O desvio padrão apresentado na tabela apresenta que o algoritmo é bastante 
estável, pois a cada amostra recebida, o tempo de processamento varia em torno de 168 
ciclos de clock, aproximadamente 30 micro segundos de variação a cada frame. Um 
desvio padrão baixo significa que o algoritmo é bastante homogêneo quanto ao tempo de 
processamento. Neste artigo está sendo considerado um algoritmo estável quando o 
desvio padrão está abaixo de 250 ciclos de clock. 
 Em relação à complexidade do algoritmo, como ele não possui um vetor de 
profundidade, ou seja, a cada novo frame recebido ele recalcula o background sem a 
necessidade de um histórico, a complexidade é O(1). Pois variando a quantidade de 
frames recebidos o algoritmo terá a mesma velocidade de processamento. Isso ocorre 
devido a complexidade neste artigo estar relacionada apenas ao vetor de profundidade 
que armazena os n frames para cálculo, não está relacionando o tamanho da imagem 
utilizada. 
2.2. Segmentação de background estimado pela mediana de um intervalo 
Diferente do algoritmo de segmentação de background estimado pela média adaptativa, 
este algoritmo não necessita de uma taxa de aprendizado para adaptar-se às alterações 
no cenário e na iluminação. Porém, necessita do histórico de frames recebidos. 
 Seja o inteiro ),1( nz , em que n  é o número de quadros da sequência, calcula-
se a mediana de cada pixel x  dos z  últimos quadros processados da sequência de 




















Equação 4. Cálculo do background pela mediana de um intervalo 
 Diferentemente do algoritmo adaptativo de segmentação de background 
estimado pela média adaptativa que possuía uma taxa de aprendizagem para ser 
parametrizada, nesta técnica deve ser parametrizada a quantidade de frames z  que o 
algoritmo utilizará, ou seja, quantos frames de histórico que serão utilizados pelo 
algoritmo [Lara 2006].  
 Uma técnica utilizada para aumentar o tempo de captura das amostras e reduzir o 
tempo de processamento do algoritmo, é utilizar um gap, ou seja, a cada g frames, um é 
selecionado para fazer parte dos n  frames que serão utilizados para compor o 
background.  
 Neste algoritmo o gap pode ser importante, pois se trata de um algoritmo 
adaptativo, o qual o gap acaba fazendo com que o background não se adapte tão 
rapidamente. Este „atraso‟ ao compor o novo background pode fazer com que um objeto 
não passe a fazer parte do fundo por estar parado durante um curto espaço de tempo. 
 A Figura 2 apresenta o comportamento desse algoritmo no frame de captura 
número 250, utilizando-se 20z , sem gap, esses valores foram escolhidos 
empiricamente. As marcações representam as regiões onde existiam movimento e o 
resultado da detecção. É possível observar que todos os pontos onde existiam 
movimento foram detectados. 
 
Figura 2. Segmentação de background estimado pela mediana de um intervalo, 10 , 
número de frames = 20 
 O algoritmo adaptativo de segmentação de background estimado pela mediana 
de um intervalo precisa reordenar todos os pixels de n frames e pegar sempre o pixel 
central, mediana. Algoritmos de ordenação que sejam rápidos farão a diferença na 
aplicação, pois dependendo do algoritmo de ordenação escolhido o processo pode 
demorar muito mais que o desejado. Por este motivo foram avaliados alguns algoritmos 
clássicos de ordenação quanto ao seu desempenho, avaliando seu tempo de 
processamento e complexidade. Entre os algoritmos avaliados temos os algoritmos 
Bubble Sort, Heap Sort, Insertion Sort, Merge Sort, Quick Sort, Selection Sort e Shell 
Sort. 
 A Tabela 2 apresenta a quantidade de ciclos de processador gastos para o 
processamento de cada algoritmo, nessas tomadas de tempo não foi aplicado nenhum 
gap para avaliar a média de tempos de 501 frames, foram testados os algoritmos trinta 
vezes cada implementação com o mesmo intervalo n. Os dados presentes na tabela 
 consistem na média das trinta tomadas de tempo, além da complexidade de cada 
algoritmo. 
Tabela 2. Tempos gastos no processamento dos diferentes algoritmos de ordenação 
Algoritmo Tempo médio Menor tempo Maior tempo Desvio padrão 
Complexidade 
big(O) 
Bubble Sort 738.900 590.000 1.040.000 13.331 n² 
Heap Sort 542.390 230.000 820.000 30.990 nn log  
Insertion Sort 358.850 125.000 540.000 45.938 n² 
Merge Sort 715.400 570.000 1.050.000 12.620 nn log  
Quick Sort 488.400 360.000 740.000 19.870 n² 
Selection Sort 463.510 380.000 660.000 33.461 n² 
Shell Sort 259.970 200.000 430.000 11.942 nn 2log  
 Com base na Tabela 2 é possível observar que o algoritmo de ordenação que teve 
um melhor desempenho em relação ao tempo de processamento e o mais estável (menor 
desvio padrão) foi o Shell Sort. Para ter uma ideia geral dos tempos gastos em segundos, 
100.000 ciclos de clock representam 33 mili segundos. Como esse tempo foi obtido 
através do processamento de um único frame, 33 mili segundos por frame processado 
acabam acarretando um grande atraso para o processamento. No vídeo analisado a 
frequência do vídeo era de 30 frames por segundo, cada frame tem que ser processado 
em no máximo 33 mili segundos para não acabar atrasando o vídeo e possivelmente 
prejudicando a tomada de decisões em tempo real caso o algoritmo seja implementado 
para este tipo de aplicação. Utilizando-se um gap esse tempo diminui, dependendo do 
valor do gap escolhido. 
 A complexidade desse algoritmo é O( xn 23 ), em que x consiste no big(O) 
do algoritmo de ordenação que foi utilizado. E n a quantidade de frames utilizados como 
histórico. Através da complexidade obtida, é possível observar que a complexidade da 
técnica de ordenação está diretamente relacionada à complexidade geral do algoritmo, 
pois é necessário reordenar o vetor de históricos a cada novo frame capturado. 
2.3. Segmentação de background estimado pela média de um intervalo 
O algoritmo adaptativo de segmentação de background estimado pela média de um 
intervalo é uma adaptação do algoritmo adaptativo de segmentação de background 
estimado pela mediana de um intervalo, ao invés de calcular a mediana do histórico de 
frames, é calculada a média desse histórico. Além disso, a utilização da média faz com 
que reduza o processamento dos frames, pois não é mais necessário ordená-los. 
 Seja o inteiro ),1( nz , em que n  é o número de quadros da sequência, calcula-
se a média de cada pixel x  dos z  últimos quadros processados da sequência de imagens 
V , conforme Equação 5. Do mesmo modo, o alvo iA  é calculado conforme a Equação 
3. 
)()( xfmediaxB ijzii  
Equação 5. Cálculo do background pela média de um intervalo 
  
Este algoritmo também é um algoritmo simples de ser parametrizado por não ser 
necessário parametrizar a taxa de aprendizagem, mas deve ser parametrizado o gap que 
será utilizado no algoritmo e o número de frames z  para ser calculada a média. 
A Figura 3 apresenta um exemplo do comportamento desse algoritmo utilizando-
se um 10z , sem gap e threshold = 20, escolhidos empiricamente. As marcações em 
vermelho apresentam os locais onde existiam movimentos na imagem e as marcações em 
amarelo apresentam os movimentos que não foram detectados.  
 
Figura 3. Segmentação de background estimado pela média de um intervalo, 20 , 
número de frames = 10 
Da mesma forma que o algoritmo adaptativo de segmentação de background 
estimado pela mediana de um intervalo, este algoritmo é bom para detecção dos 
movimentos, mesmo não detectando todos os locais que possuíam movimento, pois 
essas não detecções podem ser explicadas pelo valor de threshold escolhido ser baixo, 
tornando o algoritmo menos sensível. 
 Para esse algoritmo foram feitos testes variando o a quantidade de frames (n). A 
Tabela 3 apresenta a quantidade de ciclos de clocks gastos em cada teste feito sobre os 
diferentes n. Nessa tabela a coluna „Média‟, „Mínimo‟ e „Máximo‟ correspondem à 
quantidade de ciclos gasta apenas no processamento de 1 frame. Já a coluna „Desvio 
Padrão‟ corresponde ao desvio padrão médio de todos os frames analisados e também é 
apresentada em quantidade de ciclos de clock. Foram utilizados 501 frames nas tomadas 
de tempo e os dados apresentados na tabela são as médias de trinta tomadas de tempo 
diferentes sem a utilização de gap. 
 Tabela 3. Tabela de tempos gastos no processamento do algoritmo adaptativo de 
segmentação de background estimado pela média de um intervalo 
n Média Mínimo Máximo Desvio padrão 
10 23.600 10.000 66.000 340 
20 30.100 20.000 77.000 286 
50 61.200 40.000 173.000 576 
100 113.510 90.000 295.000 945 
É possível observar na Tabela 3 o aumento considerável na quantidade de ciclos 
de clock gastos com o aumento na quantidade de frames de histórico. Como a frequência 
do vídeo utilizado no teste era de 30 frames por segundo, um atraso no vídeo só seria 
percebido quando o tempo de processamento fosse maior que 100.000 ciclos de clock, o 
que representa um tempo de 33 mili segundos na arquitetura utilizada. 
Este algoritmo é menos custoso que o algoritmo adaptativo de segmentação de 
background estimado pela mediana de um intervalo, pois possui menos trocas de 
 posições de memória, porém é mais lento que o algoritmo de segmentação de 
background estimado pela média adaptativa, que só possui operações aritméticas.  
Já a complexidade deste algoritmo é O( 23n ), em que n representa a 
quantidade de frames no vetor de profundidade, lembrando que a complexidade 
apresentada neste artigo se refere apenas à complexidade do processamento pixel-a-
pixel. 
3. Conclusão 
Nesse trabalho foram apresentados alguns algoritmos adaptativos de segmentação de 
background, suas características e seu funcionamento. Foi possível observar os 
diferentes comportamentos de alguns algoritmos de segmentação de background. 
 Através dos testes feitos, foi possível observar que os algoritmos que estimam o 
background através de intervalos (mediana de um intervalo e média de um intervalo) 
conseguem fazer com que o fundo seja o mais próximo possível do real, como foi 
possível observar através das figuras, Figura 1.b, Figura 2.b e Figura 3.b, mas isso só se 
utilizar um intervalo de frames muito grande, caso o intervalo seja pequeno (menor que 
20), faz com que o fundo se adapte mais rapidamente. Já o algoritmo da média 
adaptativa faz com que o background se adapte a cada novo frame capturado, fazendo 
com que muitas vezes o objeto em movimento acaba fazendo parte do fundo. 
Quanto à quantidade de falsas detecções, os algoritmos que utilizam estimação 
através de intervalo se mostraram mais estáveis, detectando menos objetos em 
movimento (pontos em movimento) que o algoritmo da média adaptativa, isso se dá pelo 
fato de qual o método que compõem o fundo – esta conclusão foi tirada com um vídeo 
de 20 segundos, sabendo-se os objetos que existiam em movimento e comparando com o 
resultado obtido por cada algoritmo.  
A sensibilidade do algoritmo quanto à variação da iluminação é outro fator que 
depende do algoritmo que compõem o background. Os algoritmos que utilizam 
estimação do fundo através de intervalos se mostraram mais robustos quanto a variações 
de iluminação no ambiente, pois muitas vezes não detectavam essa variação como 
movimento. Já o algoritmo estimado pela média adaptativa considerava sempre essa 
variação como sendo um objeto em movimento. Dependendo da aplicação, detectar a 
variação da iluminação é importante, por exemplo, em condomínios para identificar se 
algum carro se aproxima. 
A Tabela 4 apresenta uma análise dos menores tempos gastos em cada algoritmo 
e qual situação o algoritmo obteve esses resultados. Através dessa tabela é possível 
observar que o algoritmo da média adaptativa é menos custoso ao processador, tendo 
também a menor complexidade no processamento pixel-a-pixel da imagem. 
Devido a esses fatores, é possível concluir que o algoritmo da média de um 
intervalo pode ser aplicado em ambientes não controlados. Em aplicações em que o 
fundo não deve se adaptar tão rapidamente podem ser utilizados os algoritmos de 
segmentação de background estimado pela média ou pela mediana de um intervalo, pois 
esses algoritmos utilizam um gap que pode controlar o quanto o objeto pode permanecer 
estático na cena antes de passar a fazer parte do fundo. 
  
Tabela 4. Análise dos menores tempos gastos em cada algoritmo 
Algoritmo Média Mínimo Máximo n Threshold Gap Complexidade 
big(O) 
Média adaptativa 18.683 10.000 40.000 - 20 - 1 
Mediana de um 
interval 
259.970 200.000 430.000 20 20 0 xn 23  
Média de um 
intervalo 
23.600 10.000 66.000 10 20 0 23n  
Para aplicações em sistemas de vigilância, é importante entender bem o 
funcionamento de cada algoritmo, seus tempos de processamento para cada frame 
capturado, velocidade de adaptação do background, sensibilidade quanto a variação na 
iluminação, falsas detecções. Entender esses quesitos são essenciais para determinar qual 
a aplicação de segurança que o algoritmo pode ou não ser utilizado. Por exemplo, para 
uma aplicação em que haja a necessidade de um algoritmo rápido para apenas detectar 
qualquer objeto em movimento, pode-se utilizar o algoritmo de segmentação de 
background estimado pela média adaptativa. Já para aplicações em que existe a 
necessidade de monitorar esses objetos em movimento, não é possível utilizar um 
algoritmo que tenha seu background atualizado rapidamente, é necessário utilizar algum 
algoritmo de fundo estimado por intervalos e também utilizar gap, pois assim é possível 
controlar o tempo que o objeto pode permanecer parado na cena sem que passe a fazer 
parte do fundo. 
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