Protein structure prediction is one of the most challenging problems in computational biology. Given a protein's amino acid sequence, a simplified version of the problem is to find an on-lattice self-avoiding walk that minimizes the interaction energy among the amino acids. In this paper, we present a memory-based local search method for the simplified problem using Hydrophobic-Polar energy model and Face Centered Cubic lattice. By memorizing local minima and then avoiding their neighbohood, our approach significantly improves the state-of-the-art local search method for protein structure prediction on a set of standard benchmark proteins.
INTRODUCTION
Local search methods for the protein structure prediction (PSP) problem have shown promising results in recent years [25, 14, 15, 36] . Given a protein's amino acid sequence, a simplified version of the PSP problem is to find an on-lattice self-avoiding walk that minimizes the interaction energy among the amino acid monomers. Local search methods are very quick in finding reasonably good solutions. However, they in general suffer from re-visitation and stagnation. When applied to large proteins, they often struggle to escape from local minima although they find near optimal energy values for small proteins (with less than 200 monomers).
To handle these difficulties in PSP, researchers [14, 15] have used tabu lists, adaptive or reactive measures, and various restarting mechanisms. Similar approaches have also been used in other domains such as propositional satisfiability [28] and quadratic assignment problem [6] . Moreover, there are several other approaches that make use of a cache of nogoods (e.g. conflict clauses in satisfiability, violating constraints and culprit variables in constraint problems) [17, 20] . However, these nogoods are used in capturing infeasibility and pruning the search space thereof, and thus bringing somewhat systematic nature within the search.
In this paper, we present a memory-based method to enhance the performance of local search algorithms for the simplified PSP problem. During the search, our method memorizes a proportion of the local minima visited and avoids future re-visitation of the proximate region of these stored local minima. Storing local minima is similar to caching of nogoods, but discarding the conformations of this large region risks obtaining the global minimum. The local minima are represented by the whole solutions. Using partial solutions seems to be not useful as the nature of the problem largely depends on the placements of all amino acids in the sequence and their interactions. The novelty of our method mainly lies in the purpose and usage of the local minima stored during the search for PSP in particular and other search problems in general.
We implemented our method on top of the state-of-the-art local search algorithm [14] for the simplified PSP problem using Hydrophobic-Polar (HP) energy model on the Face Centered Cubic (FCC) Lattice. We represent protein conformations (i.e. the structures produced by the on-lattice self-avoiding walk) using a relative encoding (based on relative directions between the positions on the lattice of consecutive amino acids). We use hamming distance to check the similarity between two conformations and discard any conformation that is found within the proximity of a stored local minimum. Our experimental results show that our method achieves a significant improvement over state-of-theart solvers on standard benchmark proteins.
The rest of the paper is organized as follows: Section 2 describes the PSP problem; Section 3 reviews the related work; Section 4 describes the local search framework; Section 5 describes our approach in detail; Section 6 discusses and analyzes the experimental results; and finally, Section 7 presents our conclusions and outlines our future work.
PROTEIN STRUCTURE PREDICTION
Proteins are the fundamental component of all living cells, participating virtually in every process within the cell including carrying oxygen (by hemoglobin), signaling cells (by insulin), fighting infection (by antibodies) and performing metabolism (by enzymes). Proteins are sequences of amino acids (or monomers). Since Anfinsen's famous thermodynamic hypothesis [2] , it has been believed that every protein has a unique and stable native three dimensional (3D) structure. The native structure has the lowest free energy possible. A protein needs to fold into its native structure to function properly. Mis-folded proteins cause many critical diseases such as Alzheimer's disease, Cystic fibrosis, and Mad Cow disease.
Proper knowledge of the native structure of a protein is of paramount importance in understanding the very basics of life and can have an enormous impact in the field of drug discovery of the related diseases. Due to the complex and dynamic nature of the folding process, and the unknown contributing factors of the energy function, PSP is one of the hardest problems in biology. Even the in vitro laboratory methods like X-ray crystallography and Nuclear Magnetic Resonance (NMR) spectroscopy are much slow and expensive [5] . These issues have attracted researchers from other fields [24, 21, 22, 16] to approach the problem using their own techniques.
A significant number of computational methods have been applied in PSP. Computational methods like homology modeling [5] and protein threading [32] depend on the templates (or structures) of known proteins while ab initio methods start from the basic principles and rely only on the given amino acid sequence. The PSP problem can be viewed as a search problem, where one has to find a stable, unique and kinetically accessible native structure from the space of all possible structures (also called conformations) regardless of how detailed the given model is. Unfortunately even for the simplified models, systematic search techniques are almost impractical since they perform exhaustive search and requires a huge amount of computational resources. In contrast, local search methods are normally very quick in finding a solution, although they suffer from re-visitation and stagnation, and require good heuristics.
Nevertheless, the performance of computational methods often degrades when applied to predict the real structures of proteins. There are two reasons behind this: the contributions of different forces to the free energy that stabilize the folded conformation are poorly understood, and the space of possible conformations is very large and complex. Moreover, very detailed atomic level models of proteins require huge amount of computational effort. Consequently, these have led researchers to model the problem in a simplified way e.g. by using lattice-based structures and low resolution energy functions. The simplified models, though lack many details, produce a realistic backbone for a protein. A backbone structure can be further refined to include more details by hierarchical methods [31] .
Simplified Model
In a simplified model, all monomers have an equal size and all bonds are of an equal length. Each amino acid monomer is represented by a single point and its position is restricted to a three dimensional lattice. A simplified energy function is used in calculating the energy of a conformation. The given amino acid sequence fits into a fixed lattice, where every two consecutive monomers in the sequence are neighbors to each other on the lattice (called the chain constraint) and two monomers can not occupy the same lattice point (called the self avoiding constraint). Lattice. A lattice L is a discretization of the continuum of real space where all lattice points are generated by some basis vectors v 1, · · · v k . Two lattice points p, q ∈ L are said to be in contact or neighbors of each other, if q = p + v i for some vector vi in the basis of L. Protein conformations are represented by a sequence of basis vectors (absolute encodings [37] ), or by the relative vectors that are relative to the previous basis vectors in the sequence (relative encodings [4] ). The Face Centered Cubic (FCC) lattice is preferred to cubic lattice (see Figure 1 ) due to the parity problem [13] . Moreover, the FCC lattice provides the densest packing [11] for spheres of equal size, and the highest degree of freedom for placing an amino acid monomer. Thus, it can provide a realistic discrete mapping for proteins. The FCC lattice is generated by the following basis vectors:
. The co-ordination number of the FCC lattice is 12; which means a point in the lattice has twelve neighbors.
Energy Model. Lau and Dill [24] proposed a simplified Hydrophobic-Polar (HP) energy model. In the HP model, all the amino acids are divided into two groups: hydrophobic (H), and hydrophilic or polar (P). The amino acid sequence of a protein is represented as a string s of the alphabet {H, P }. The free energy calculation for the HP model, shown in (1), counts only the energy interactions between two non-consecutive amino acid monomers.
Here, c ij = 1 only if two monomers i and j are neighbors (or in contact) on the lattice or 0 otherwise. The other term, e ij is calculated depending on the type of amino acids: e ij = -1 if si = sj = H or 0 otherwise. Minimizing the summation in (1) is equivalent to maximizing the number of non-consecutive H-H contacts. There are other simplified energy models in the literature, e.g. variants of HP-model [9] , and MJ matrix model [29] .
Using the HP energy model together with the FCC lattice, the simplified PSP problem is defined as: given a sequence s of length n, find a self avoiding walk p 1 · · · pn on the lattice that minimizes the energy defined by (1).
RELATED WORK
The protein structure prediction problem is a hard combinatorial problem, even for the simple square [12] and cubic lattices [7] . Yue and Dill [40] first introduced the ConstraintBased Hydrophobic Core Construction (CHCC) method to find the optimal solution in cubic lattice and HP energy model. The CHCC method supported only HP model and could not report degeneracy or non-unique structures for several protein sequences. The Constraint-based Protein Structure Prediction (CPSP) tool introduced by Backofen and Will [27] provides a solution to these problems. Palu et al. [30] used biologically inspired constraints and highly optimized propagators to obtain satisfactory results on small and medium sized instances. They developed a constraint solver [1] named COLA, that produced acceptable quality solutions for relatively larger protein sequences (length < 80).
Lesh et al. [25] used tabu search on a novel set of lattice transformation called pull moves for two-dimensional HP model with square lattice. Blazewicz et al. [8] also implemented tabu search meta-heuristics independently of that of Lesh et al. [25] . Unger and Moult [37] were first to apply genetic algorithms to solve the problem. Later, Hoque et al. [18] improved genetic algorithms by using hydrophobic core-directed moves and twin removal techniques. Jiang et al. [19] combined tabu search strategy with genetic algorithms in the two-dimensional HP Model. Most of these algorithms were tested on small proteins (length = 48) from the famous Harvard benchmark [41] .
Hybrid techniques combine the power of different strategies to gain better results. Using the pull moves, Klau et al. [23] proposed an interactive optimization framework called Human Guided Simple Search (HuGS). Using the same pull move set, Ullah et al. [35] proposed a two-stage optimization approach. It used the CPSP tool [27] to provide the initial structure for local search procedure on FCC lattice. Furthermore, Ullah et al. [36] combined local search and constraint programming approaches. They introduced a protein folding simulation procedure on FCC lattice and employed the COLA solver [1] to generate neighborhood states for a simulated annealing based local search. The MJ matrix comprising pairwise interactions between 20 amino acids was used. They tested their approaches on some real proteins (length < 80) from the Protein Data Bank (PDB).
Cebrian et al. [10] used tabu search to find 3D structures of Harvard instances [41] on FCC lattices for the first time. In their subsequent work, Dotu et al. [14, 15] applied Large Neighborhood Search (LNS) to further optimize the results found in [10] . They also improved the tabu search by adopting a new neghborhood selection technique [15] . Both of their works are implemented in COMET [38] . Other methods (such as Simulated Annealing [21] , Ant Colony Optimization (ACO) [33] , and Extremal Optimization [26] ) are also found in the literature.
LOCAL SEARCH FRAMEWORK
In this section, we describe the local search framework proposed by Dotu et al. [15] . The algorithm depends on a randomized structured initialization function, a new fitness function that is different from the HP energy model, and a specialized neighborhood switching policy for move selection with a tabu list. In this framework, only moves involving single monomer are allowed. For any given conformation c and a sequence position i, a move(i, p, c) that moves an amino acid i to a new position p is allowed if p is free and is in contact with both amino acids at positions i − 1 and i + 1, and i is not in the tabu list. The length of the tabu list takes a random value from [4, n/4], where n is the length of the sequence. A move is called a H-move or P-move depending on the type of the monomer to be moved. The fitness function minimizes the summation of HH-distances for all non-consecutive pairs of H-monomers and thus guides the search. The quality of the solutions is still determined by the HP energy value. The fitness function can be formally defined as the following:
where
.e. square of the Euclidean distance between the ith and jth amino acids in the current conformation c of a sequence s of length n. The algorithm is similar to that depicted in Algorithm 1 except the selectM ove() method at line 8 and at lines 11-13 where a local minimum is stored. The counter nonImp counts the non-improving steps after the latest best solution is found and stagnation is detected using the parameter maxStable. Every time the search faces stagnation, it restarts from the previously found best solution. The neighborhood selection policy periodically switches between two kinds of moves available (see Algorithm 2 for exact details). While selecting from the available P-moves, it selects randomly and in the case of Hmoves it selects the move that minimizes the fitness function. By the virtue of this fitness function, the algorithm quickly pulls H-monomers closer to form a compact core and thus achieves better solutions compared to when used with only the basic HP energy model. Currently, this approach [15] produces the best results for the benchmark proteins used with HP model and FCC lattice.
OUR MEMORY-BASED APPROACH
Local search algorithms in general suffer from stagnation and re-visitation, and perform poorly on large size proteins. To tackle the drawbacks, these algorithms use tabu lists and restart mechanisms. Moreover, a certain level of revisitation is allowed during the search. The rationale behind this is: if the neighborhood generation and/or their evaluation is not computationally expensive then number of re-visitation will not hamper the performance of the solver. Moreover, at each restart the search is assumed to start from a new region in the search space.
The search framework in [15] maintains a tabu list as memory to prevent re-visitation. Adaptive or reactive tabu search algorithms have been applied in other domains [6] , where they also keep a small list of recently visited solutions to dynamically adjust the tabu size. Such techniques can eliminate only those re-visitations that occur within a short period of time; long term re-visitations still occur. Even at the time of the restarts or while following alternative paths, the search visits the same region in the search space again and again; which is not prevented effectively. Few other approaches are found in the literature that maintain a cache of nogood solutions to prune the search space [17, 20] . Most of these methods are systematic in nature and maintain a cache of partial solutions which are called nogoods.
The fitness function used in [15] has an interesting property to note. Since it minimizes the distance between two H-monomers, it quickly forms a hydrophobic core. It is observed that the fitness function guides the H-type amino acids to be placed closer to each other and form a compact core at the center of the structure. Once the core is formed, it takes a significant amount of perturbations to destroy that compact core and find an alternative core to achieve a better solution. Moreover, there are cases where multiple cores are formed and they have to be broken in order to merge. The nature of the fitness function (depicted in Figure 2 ) suggests that the search oscillates within the region it is currently in, and improves if it can eventually escape that area. Even for a large tabu tenure the number of re-visitations is significantly large compared to the number of generated solutions. In Figure 2 , we report re-visitations of the tabu search [15] sequence with length 48 is taken from the famous tortilla benchmarks [41] , the other three sequences are taken from Sebastian Will's PhD thesis [39] . This huge number of re-visitations pose several problems regarding the performance of the local search. The algorithm spends a significant amount of time to generate duplicate solutions, which if prevented, can lead the search to new regions in the search space. The fitness function calculation for the generated conformations is also very often computationally expensive even for several simplified models. We suggest that by memorizing representative local minima of a specific region of the search space, it is possible to eliminate the re-visitation of its proximate search region. For this particular algorithm, since there is only a single monomer change in two successive conformations, we are able to eliminate a large neighborhood of the local minima depending on the similarity measure and the number of local minima stored. In each iteration, while selecting the candidates or after generating them, these candidates are discarded if they are found to be within a pre-defined proximity of any of the stored local minima and the search is diverted (see Figure  3) . If any search path path 2 falls within the proximity measure r of a local minimum l, found by a previous search path path 1, the search is diverted from the proximate region of that local minimum. The similarity measure depends on the representation of the protein conformation. We integrate our technique with Dotu et al.'s algorithm [15] . The differences are depicted in Algorithm 1: how to detect a local minimum and decide to store it (lines 11-13), and how a move is selected from the list of allowed moves for a particular neighborhood or move-type selected (line 8). Algorithm 2 outlines the neighborhood selection policy. The modified selectM ove() procedure is given in Algorithm 3.
Local Minima Detection. A conformation l is called a local minimum, if none of its neighbors has a lower fitness value, i.e. f (l) ≤ f (c) for all c ∈ N , where N is the set of all neighbors c of l. In our algorithm, we keep track of the trend of the fitness function and detect a local minimum by comparing its fitness function to that of the next selected candidate at the next iteration. Storing all possible local minimum is impractical, since it would then require huge time to search in the set of local minima. Hence we store only a proportion of the local minima encountered during the search. This selection is done randomly for the purpose of this paper and the effect of storing different proportions of local minima is described in the results section.
Representation. The solutions generated here are three dimensional Cartesian co-ordinates in the FCC lattice. They can be represented by the corresponding absolute direction between two points, which eliminates the problem of translational effects due to the moves performed. This type of representation is called the absolute encoding: every conformation c is then represented by a string in the alphabet with 12 different symbols since the number of absolute directions or basis vectors in FCC lattice is 12. However, the symmetry of the rotational effects is only eliminated by using the relative encoding. In this paper we followed the relative encoding scheme for FCC lattice proposed in [4] to represent a conformation. The alphabet size is also 12 when relative encodings are used.
Proximity measure. After a local minimum is detected, we store it in a list and at the time of candidate selection we search this list for similar conformations. We consider hamming distance for the similarity measure between two conformations. Given two conformations c 1="ABC AAADEF " and c 2 = "ABCGGGDEF ", the hamming distance between c 1 and c2 is h(c1, c2) = 3, since they differ only in 3 positions. In our case, for any conformation c and any local minimum l ∈ L (where L is the list of stored local minima), if the hamming distance h(c, l) ≤ r (where r is the proximity measure), we say a re-visitation has occurred. For r = 0, an exact stored local minimum is encountered. Whenever a re-visitation occurs, we discard the conformation and do not take the corresponding move. The hamming distance based similarity measure is correlated with the move used in this paper. Besides, it includes other conformations that have nearly matching representations within the proximity regions. Similar conformations have similar representations. Hamming distance thus can detect nearly similar conformations that are apparently distant based on move count between them. The effect of using different values for proximity measures is shown in the results section. Selection of Moves. Algorithm 3 depicts how moves can be selected. At each step, we generate a solution from a selected move and then search the list L. If no similarity is found then we select it; otherwise we discard it. The getN extCandidate() method at line number 2 in Algorithm 3 returns the candidate move according to the move type selected in selecteN eighborhood() method.
Implementation. There are several issues regarding implementation. In this framework, the local search generates all possible moves based on the neighborhood and selects the one that minimizes the H-H distances (in the case of Hmoves) or randomly (in the case of P-moves). In our C++ implementation, we maintain all the invariants needed to maintain the constraints and update the costs in an efficient way. It resulted in a very fast implementation which is almost 10 times faster than the COMET implementation [15] . However, our evaluations are mainly based on iterations.
Matching. The find(c, proximity) method called from the selectMove() procedure (line 4 in Algorithm 3) searches the list for a local minimum that is within the proximity measures of the selected candidate. The performance of this method depends on the data structure used in storing local minima and the matching technique of two conformations. In this paper, we implemented a simple array of compact byte-packed format to store the relative encoding of a conformation. It saved the memory space. Moreover, integer operations reduced the computational effort to find similarity. The matching is also faster due to the byte-packed format to store the conformations, since it allows integer operations to match. We take the bitwise xor of two packed conformations and search for equalities in parts of them. More efficient implementation of the memory is possible using complex data structures [6] and locality sensitive hashing techniques [34] .
EXPERIMENTS
We compared the performance of our algorithm with the tabu search by Dotu et al. [15] . 1 We ran experiments on the NICTA (www.nicta.com.au) cluster machine. The cluster has a number of machines, each equipped with two 6-core CPUs (AMD Opteron @2.8GHz, 3MB L2/6M L3 Cache) and 64GB Memory, running Rocks OS (a Linux variant for cluster). We ran both algorithms 50 times for each protein sequence. We were not able to compare our results with the hybrid method by Dotu et al. [15] that uses large neighborhood search, since we could not run the program on our system. The COMET program for the LNS approach exited with 'too much memory needed' error for the large size benchmark proteins that we have selected. We do not show results for small size Harvard instances (length = 48) or other smaller proteins. The difference of the energy level achieved for these small proteins are relatively small, since both of the algorithms reach near optimal solutions.
Results
We produced results for two sets of benchmarks. We choose six large proteins that are also used by Dotu et al. [15] . Results for these six proteins are shown in Table 1 . The R instances (length = 200) are originally taken from [3] and the f180 instances (length = 200) are provided by [15] . All these sequences can be found at the Peter Clote laboratory website.
2 LS-Mem denotes our memory based local search and LS-Tabu denotes the tabu search by Dotu et al. [15] . We ran both algorithms for 1 million iterations using the same maxStable parameter set to 10000 as suggested in [15] . The best, mean, and median energy levels and the time are reported in Table 1 . To show the time wise performance comparison, we also present the best, mean, and median energy level achieved by LS-Tabu within the same time spent by our algorithm for each of the proteins. Note that the values in the time columns indicate time in hours. In the case of memory based approach, 10% of the local minima were stored and proximity measure set was set to 3 (for f180 3), 6 (for R1, f180 1 and f180 2 ) and 9 (for R2 and R3). Details about this parameter setting are explained later in this section. The best energy levels reported by Dotu et al. [15] are also shown under the column LNS. Optimal lower bounds of energy values for these proteins are also reported under the column 'E l '. Note that these values are obtained by using exhaustive search methods [27] . 3 We also derived a second set of benchmark from the target list of Critical Assessment of Techniques for Protein Structure Prediction (CASP) competition. 4 We randomly chose six protein sequences of length 230 ± 50. We then converted them into HP sequences. Results for these six proteins are also given in Table 1 . The PDB id for each of the proteins is also reported. The parameter proximity measure was set to 6 (for 3no6, 3mqz, 3on7), 9 (for 3no3) and 12 (for 3mse, 3mr7). LNS column contains no data for these six proteins since they were not used in [15] .
Analysis
From Table 1 , it is evident that the memory-based approach finds conformations with significantly better energy levels when compared both iteration-wise and time-wise for all the 12 proteins. We performed statistical t-test for independent samples with 95% level of significance to verify the difference in performances. We report the new lowest energy levels (which are shown in bold-faced font in Table 1 ) for all six proteins in the first set (R and f180) w.r.t. incomplete search methods. We report the relative achievement of our approach measured in terms of the difference with the lower bound of energy level in Table 2 . This value is significant because it gets harder to find better conformations as the energy level of a protein sequence approaches the optimal. Relative Improvement = (E o − Er)/(E l − Er) × 100% where E o is the best energy level achieved by our approach, Er is the best energy level achieved by the tabu search, and E l is the lower bound of energy level. The values marked with * are those for which the CPSP tools didn't converge. In general, if we increase the proximity measure it results in an increased number of discarded solutions. The average hamming distance between two successive conformations is 3 due to the move used in this framework. We, therefore, ran experiments for different settings of proximity measures that are multiples of 3. In the left graph in Figure 4 , we show the effect of varying proximity measures for six different proteins. Other proteins show similar kind of behavior. For each of the cases, the number of discarded solutions increases as the proximity measure increases. For proximity measure set to 0, the number of solution is in the range of hundreds and there is a sharp increase after proximity measure 3. The energy level achieved does not necessarily increase with the increment in the proximity measure. This is because after a certain level, for each protein, a high 
The Effect of Variation in Proportion of Stored Local Minima.
The runtime performance degrades with the increase in the proportion, since it requires more time to search in a list with a larger number of local minima. For 1 million iterations with 5% of local minima stored, the runtime is usually around 20 minutes for the R sequences and it increases almost quadratically with an increase in the proportion. Moreover, the memory requirement increases linearly. For a protein with length n, the memory required for storing k% of the local minima is O(kn) KB. However, the energy level generally shows a non-decreasing trend for different levels of proportion. For a fixed value of the proximity measure, increase in the proportion of local minima stored generally increases the search space covered and hence eliminates the scope of re-visitation; which results in better energy levels achieved. The effect is shown in the left graph in Figure 4 .
Duplicates generated within the search.
With the same set of proteins shown in the table of Figure 2 , our memory-based search was able to reduce duplicate generation for all the 4 proteins. The percentage of duplicates generated reduced from 40.92% to 16.7% for H1, 31.19% to 12.58% for P3, 42.53% to 3.28% for S1, and 39.34% to 6.46% for R1, where number of conformations stored were only 2003, 1253, 1128 and 761 respectively over 100,000 iterations.
CONCLUSION AND FUTURE WORK
In this paper, we have presented a memory-based local search for simplified protein structure prediction and shown the improvement of performance in comparison to state-ofthe-art methods on several standard benchmark proteins and report the lowest levels of energy for them. We have also shown the effects of choosing different proximity measure and storing different proportion of local minima. In future, we wish to explore the selection criteria for storing local minima. We think that the use of more efficient data structures like digital hash trees will improve the performance of the algorithm. We wish to test this memory-based search on similar problems and other variants of the protein structure prediction problem. In future, we wish to investigate the applicability of our approach in other local search methods such as genetic algorithms and constraint-based local search.
