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ABSTRACT
Differential constraints are a class of finite difference equa-
tions specified over functions from the powerset of a finite
set into the reals. We characterize the implication problem
for such constraints in terms of lattice decompositions, and
give a sound and complete set of inference rules. We relate
differential constraints to a subclass of propositional logic
formulas, allowing us to show that the implication prob-
lem is coNP-complete. Furthermore, we apply the theory
of differential constraints to the problem of concise repre-
sentations in the frequent itemset problem by linking differ-
ential constraints to disjunctive rules. We also establish a
connection to relational databases by associating differential
constraints to positive boolean dependencies.
1. INTRODUCTION
Constraints (dependencies) have long been studied in the
area of relational databases. In the late 1970’s and early
1980’s, the theory of functional, multivalued, join, inclusion,
equality and tuple generating dependencies, etc was worked
out [1, 16]. However, recently some of these dependencies
have been re-visited, as in the context of XML databases [3,
15].
The study of constraints in data mining is more recent. Of
particular interest for this paper are constraints that sur-
face in the theory and the applications of the frequent item-
set problem (FIS) [2]; the objective in this problem is to
find itemsets that are frequently contained inside other sets
given in a list (list of baskets). To illustrate where con-
straints in the FIS problem arise, consider a list of baskets
B over some set of items S. The support function f associ-
ated with B gives for each itemset X ⊆ S, the value f(X)
which is the number of times that X is contained in sets
occurring in B. Given f , we can reason about B satisfying
certain types of constraints. For example, the constraint
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f(X) = 0 states that B does not have baskets containing X.
More generally, if k and l are integers, then the constraint
k ≤ f(X) ≤ l states that B has at least k, but not more
than l, baskets containing X. These types of support (fre-
quency) constraints were studied by Calders and Paredaens
[7, 9]. Here we study constraints of a different type. Con-
sider the constraint f(X) = f(X ∪ Y ) which states that
whenever B has a basket containing X, then that basket
must also contain Y . A more subtle example is the con-
straint f(X)− f(X ∪ Y ) = f(X ∪Z)− f(X ∪ Y ∪Z). This
constraint can be shown to mean that if B has a basket con-
taining X then that basket must also contain Y or Z, or
both. Observe that we can write these two last constraints
as finite difference equations, and from there the notion dif-
ferential constraints:
f(X)− f(X ∪ Y ) = 0
(f(X)− f(X ∪ Y ))− (f(X ∪ Z)− f(X ∪ Y ∪ Z)) = 0
A useful way to relate the work of Calders and Paredaens
with ours is that we consider constraints on the differentials
of support functions rather than on the support functions
themselves.
The main purpose of this paper is the study of differential
constraints and their associated implication problem, i.e.,
given a set of differential constraints C, what other differen-
tial constraints are implied by C? We develop this problem
in the context of the class of all functions from the powerset
of a finite set S into the reals. We also specialize the prob-
lem to certain subclasses of these functions, including the
class of all support functions.
We show that the differential constraints implication prob-
lem can be syntactically characterized using certain lattice
decompositions, a concept earlier considered by Demetro-
vics, Libkin, and Muchnik for functional dependencies [11].
We provide another syntactic characterization for the impli-
cation problem by providing a sound and complete system
of inference rules. (Such rules already appeared in [24, 25,
26], but in that work neither the connection to lattice de-
compositions, nor their completeness was shown.) We relate
the class of differential constraints with a class of proposi-
tional logic formulas, a technique pioneered in the study of
relational constraints for functional, multivalued and other
dependencies [12, 22]. The link to propositional logic en-
ables us to prove that the implication problem for differ-
ential constraints is complete for coNP. We then apply our
work to constraints that surface in the FIS problem and in
relational databases. For the FIS problem, we show that dif-
ferential constraints generalize the class of disjunctive rules
[6]. These constraints are used in algorithms for the FIS
problem because they permit concise representations of cer-
tain classes of frequent or infrequent itemsets [6, 8, 17]. In
particular, we show that the implication problems for dif-
ferential and disjunctive constraints are equivalent. Finally,
for relational constraints, we show how coupling certain real-
valued functions to the attribute space of relations, a tech-
nique introduced by Lee and Malvestuto [18, 19], and later
rediscovered by Dalkilic and Robertson [10], leads to a con-
nection between differential constraints and the class of pos-
itive boolean dependencies. Here too, we can show that the
implication problems are equivalent.
2. PRELIMINARIES
In this paper, S and all other sets, except the set of real
numbers, will be assumed to be finite sets. We will use the
notation F(S) to denote the set of all functions from 2S
into the reals. We will also use the notation A1A2 · · ·An to
denote the set {A1, . . . , An}. If Y is a set of subsets of S
then we use the notation
SY for the set SY ∈Y Y .
2.1 Differentials and density functions
Reconsider the following constraints discussed in the intro-
duction:
f(X) = 0 (1)
f(X)− f(X ∪ Y ) = 0 (2)
(f(X)− f(X ∪ Y ))− (f(X ∪ Z)− f(X ∪ Y ∪ Z)) = 0 (3)
We can write these constraints in a single format as follows:X
Z⊆Y
(−1)|Z|f(X ∪
[
Z) = 0,
where for constraint (1), Y = ∅, for constraint (2), Y =
{Y }, and for constraint (3), Y = {Y,Z}. This leads to
the definition of differentials and their associated density
functions. (Differentials were considered by the authors and
Gyssens [24, 25], however in a setting less general than here.)
Definition 2.1. Let Y be a set of subsets of S and let f ∈
F(S). The Y-differential of f , denoted DYf , is the function
in F(S) such that for each X ⊆ S,
DYf (X) =
X
Z⊆Y
(−1)|Z|f(X ∪
[
Z).
The density function of f , denoted df , is the function in
F(S) such that for each X ⊆ S,
df (X) = D
{{y}|y∈X}
f (X).
Example 2.2. Let S = {A,B,C,D} and let f ∈ F(S).
Then,
D
{{B},{C,D}}
f ({A}) = f({A})− f({A,B})
−f({A,C,D}) + f({A,B,C,D}),
or, more succinctly,
D
{B,CD}
f (A) = f(A)− f(AB)− f(ACD) + f(ABCD).
For df , at sets {A}, {A,C} and {A,D}, we have
df (A) = D
{B,C,D}
f (A)
df (AC) = D
{B,D}
f (AC)
df (AD) = D
{B,C}
f (AD)
Remark 2.3. There is a relationship between a function
f ∈ F(S) and its density function df . This relationship is
also exhibited in the work of Calders for support functions
in the frequent itemset problem [7]. Let f ∈ F(S). Then,
df is the only function d ∈ F(S), such that for each X ⊆ S,
d(X) =
X
X⊆U⊆S
(−1)|U|−|X|f(U) (4)
f(X) =
X
X⊆U⊆S
d(U). (5)
The function df is known as the Mo¨bius inverse of f .
Example 2.4. Continuing with Example 2.2, we have
df (A) = f(A)− f(AB)− f(AC)− f(AD) +
f(ABC) + f(ABD) + f(ACD)−
f(ABCD)
df (AC) = f(AC)− f(ABC)− f(ACD) + f(ABCD)
df (AD) = f(AD)− f(ABD)− f(ACD) + f(ABCD)
f(A) = df (A) + df (AB) + df (AC) + df (AD) +
df (ABC) + df (ABD) +
df (ACD) + df (ABCD)
f(AC) = df (AC) + df (ABC) + df (ACD) +
df (ABCD)
f(AD) = df (AD) + df (ABD) + df (ACD) +
df (ABCD)
2.2 Lattice decompositions
In order theory, a semilattice is defined as a partially or-
dered set wherein each pair of elements either have a meet
(infimum) or a join (supremum). Let R be an nonempty
partially ordered set, then R is called a meet-semilattice
(join-semilattice), if each pair of elements of R has a meet
(a join, respectively) in R [13]. In our context, R is a set
of subsets of S, and the meet (join) of any two sets in R is
their intersection (union, respectively). In this subsection,
we will introduce the notions of witness sets and lattice de-
compositions which are formed as the union of semilattices
associated with certain witness sets.
We begin with the definition of witness sets and lattice de-
compositions. We use the following notation: for X,Z ⊆ S,
[X,Z] denotes the interval {U | X ⊆ U ⊆ Z}.
Definition 2.5. Let Y be a set of subsets of S. A subset
W of S is called a witness set of Y if W ⊆ SY and for each
Y ∈ Y, Y ∩W 6= ∅. W(Y) denotes the set of all witness sets
of Y. (Observe that W(∅) = {∅}.)
Definition 2.6. Let X ⊆ S, and let Y be a set of subsets
of S. The lattice decomposition of Y relative to X, denoted
L(X,Y), is defined such that,
L(X,Y) =
[
W∈W(Y)
[X,W ].
Example 2.7. Continuing with Example 2.2,
W({B,CD}) = {BC,BD,BCD},
and therefore,
L(A, {B,CD}) = [A,BC] ∪ [A,BD] ∪ [A,BCD]
= {A,AC,AD}.
An example that highlights overlap is as follows:
W({BC,BD}) = {B,BC,BD,CD,BCD},
and therefore,
L(A, {BC,BD}) = [A,B] ∪ [A,BC] ∪ [A,BD]∪
[A,CD] ∪ [A,BCD]
= {A,AB,AC,AD,ACD}.
The use of lattice decompositions to study data dependen-
cies was first considered by Demetrovics, Libkin, and Much-
nik in their study of a lattice-theoretic formulation for the
implication problem for functional dependencies [11]. (If
X → Y is a functional dependency over S then the lattice
decomposition given by these authors is, in our notation,
L(X, {Y }).) More recently, Baixeries and Balca´zar, used
concept lattices (occurring in the theory of formal concept
analysis) to study the implication problems for functional
dependencies [4] and that for degenerate multivalued de-
pendencies [5].
The following proposition relates various lattice decomposi-
tions.
Proposition 2.8. Let S be a finite set, let X and Z be
subsets of S, and let Y be a set of subsets of S. Then,
L(X,Y) = L(X,Y ∪ {Z}) ∪ L(X ∪ Z,Y).
Proof. L(X,Y ∪ {Z}) ⊆ L(X,Y). Let U ∈ L(X,Y ∪
{Z}). Then there exists a witness set W of Y ∪ {Z} such
that X ⊆ U ⊆ W . Let W ′ = W ∩ SY. Then W ′ ⊆ SY,V
Y ∈Y Y ∩W ′ 6= ∅, and sinceW ′ ⊆W and U ⊆W , U ⊆W ′.
Thus W ′ is a witness set of Y. Consequently, U ∈ L(X,Y).
L(X ∪ Z,Y) ⊆ L(X,Y). Let U ∈ L(X ∪ Z,Y). Then there
exists a witness set W of Y such that X ∪ Z ⊆ U ⊆ W .
Clearly, U is in L(X,Y).
L(X,Y) ⊆ L(X,Y ∪ {Z}) ∪ L(X ∪ Z,Y). Let U ∈ L(X,Y).
Then there exists a witness set W of Y such that X ⊆
U ⊆ W . We consider 3 cases. Case 1: Z ⊆ U . Then
U ∈ L(X ∪ Z,Y). Case 2: Z ∩ W 6= ∅. Then W is a
witness set for Y ∪ {Z}, and therefore U ∈ L(X,Y ∪ {Z}).
Case 3: Z 6⊆ U and Z ∩W = ∅. Let W ′ = W ∪ (Z − U).
Then W ′ ⊆ SY ∪ Z, VY ∈Y Y ∩W ′ 6= ∅, Z ∩W ′ 6= ∅, and
U ⊆ W ′. Therefore, W ′ is a witness set of Y ∪ {Z}. Thus,
U ∈ L(X,Y ∪ {Z}).
The following proposition shows how differentials are related
to their associated density functions via lattice decomposi-
tions.
Proposition 2.9. Let X be a subset of S, let Y be a set
of subsets of S, and let f ∈ F(S). Then,
DYf (X) =
P
U∈L(X,Y) df (U).
Proof. By Definition 2.1, we have
DYf (X) =
X
Z⊆Y
(−1)|Z|f(X ∪
[
Z)
=
X
Z⊆Y
(−1)|Z|
X
X∪SZ⊆U⊆S df (U) (by (5))
=
X
X⊆U⊆S
df (U)
X
Z⊆{Y ∈Y|Y⊆U}
(−1)|Z|
(by commuting sums)
=
X
X⊆U⊆S& {Y ∈Y|Y⊆U}=∅
df (U).
(Note that
P
Z⊆{Y ∈Y|Y⊆U}(−1)|Z| equals 1 when {Y ∈ Y |
Y ⊆ U} = ∅, and equals 0, otherwise.) It suffices to show
that L(X,Y) = {U | X ⊆ U ⊆ S& {Y ∈ Y | Y ⊆ U} = ∅}.
Let U ∈ L(X,Y). Thus X ⊆ U ⊆ W , for some witness set
W of Y. Assume that {Y ∈ Y | Y ⊆ U} 6= ∅. Then there
exists a Y ∈ Y such that Y ⊆ U and, therefore, Y ⊆ W .
But this is impossible since W ∩ Y 6= ∅.
Let U be such that X ⊆ U ⊆ S and {Y ∈ Y | Y ⊆ U} = ∅.
LetW =
SY−U . Clearly,W ⊆ SY, and VY ∈Y W ∩Y 6= ∅
is true. Since U ∩ W = ∅, it follows that U ⊆ W , and
therefore, W is a witness set of Y. Thus, U ∈ L(X,Y).
Example 2.10. Examples 2.2 and 2.7 can be connected
as follows:
D
{B,CD}
f (A) =
P
U∈L(A,{B,CD}) df (U)
= df (A) + df (AC) + df (AD).
3. DIFFERENTIAL CONSTRAINTS
In this section, we introduce differential constraints. The
satisfaction of these constraints are defined in terms of den-
sity functions, in particular where these functions are 0. In
addition, we give a lattice-theoretic characterization for the
implication problem for differential constraints.
Definition 3.1. Let X be a subset of S, and let Y be a
set of subsets of S. Then X → Y is called a differential
constraint over S. If X ⊆ Y for some Y ∈ Y, then X → Y
is called a trivial differential constraint.
For a function f ∈ F(S), f satisfies X → Y if for each
U ∈ L(X,Y), df (U) = 0.
Example 3.2. Let S = {A,B,C}, and let f ∈ F(S)
such that f(∅) = f(C) = 2, and f = 1 elsewhere. Hence,
df (C) = df (ABC) = 1, and df = 0 elsewhere. f satisfies
the differential constraints A → {B} and B → {C} since
L(A, {B}) = {A,AC} and L(B, {C}) = {A,AB}. However,
f does not satisfy the differential constraint C → {A} since
L(C, {A}) = {C,BC}, and df (C) = 1.
We now define the implication problem for differential con-
straints.
Definition 3.3. Let C be a set of differential constraints
over S, let X → Y be a differential constraint, and let G ⊆
F(S). We say that C implies X → Y in G, denoted C |=G
X → Y, if for each f ∈ G that satisfies all the constraints
in C, f also satisfies X → Y. We denote by C∗G the set of
all differential constraints over S that are implied by C in
G. When G = F(S), we will write C |= X → Y instead of
C |=F(S) X → Y, and C∗ instead of C∗F(S).
Example 3.4. Continuing with Example 3.2, let
C = {A→ {B}, B → {C}}.
Then, C |= A → {C}. Indeed, if f ∈ F(S) that satisfies
all the constraints in C, then df (A) = df (AC) = df (B) =
df (AB) = 0. Thus, f also satisfies A→ {C}.
The following theorem gives a syntactic characterization for
the implication problem for differential constraints. (Given
a set C of differential constraints, we will use the notation
L(C) to denote the set SX′→Y′∈C L(X ′,Y ′).)
Theorem 3.5. Let C be a set of differential constraints
over S, and let X → Y be a differential constraint over S.
Then, C |= X → Y if and only if L(C) ⊇ L(X,Y).
Proof. If C |= X → Y then for each U ∈ L(X,Y),
df (U) = 0 for each function f ∈ F(S) that satisfies all the
constraints in C. Assume that L(X,Y) − L(C) 6= ∅, and let
U be an element of this set. Let c be a nonzero real number.
Define the function fU such that fU (W ) = c if W ⊆ U , and
fU (W ) = 0, otherwise. Therefore, dfU (U) = c and dfU = 0,
everywhere else. Clearly, fU satisfies all the constraints in
C, but fU violates the constraint X → Y, a contradiction.
If f satisfies the constraints in C then df (U) = 0 for each
U ∈ L(C). Since L(C) ⊇ L(X,Y), it follows that f satisfies
X → Y.
Demetrovics, Libkin, and Muchnik proved a result similar
to Theorem 3.5 for the implication problem for functional
dependencies in the relational model [11]: if F is a set of
functional dependencies over S, then F implies the func-
tional dependency X → Y if and only if (in our notation)
L(F ) ⊇ L(X, {Y }).
Triviality
Y ∈ Y & Y ⊆ X
X → Y
Augmentation
X → Y
X ∪ Z → Y
Addition
X → Y
X → Y ∪ {Z}
Elimination
X → Y ∪ {Z} X ∪ Z → Y
X → Y
Figure 1: A sound and complete inference system
for differential constraints.
Remark 3.6. Observe that if f ∈ F(S) satisfies the dif-
ferential constraint X → Y then DYf (X) = 0 by Proposi-
tion 2.9. However, the converse does not hold. Indeed, let
S = {A}, and let f(∅) = 0, and f(A) = 1. Then df (∅) = −1
and df (A) = 1 and therefore, D
∅
f (∅) = 0. But, f does not
satisfy ∅ → ∅ since L(∅, ∅) = {∅, A}.
The authors and Gyssens also studied differential constraints
[24, 25, 26]. However, instead of using the density-based
semantics for such constraints defined in this paper, they
considered a differential-based semantics. In particular, un-
der the differential-based semantics, a function f satisfies
the differential constraint X → Y if DYf (X) = 0. Thus,
if f satisfies X → Y under the density-based semantics,
then f satisfies X → Y under the differential-based seman-
tics. However, as shown in Remark 3.6, the converse does
not hold. Consequently, the implication problem for differ-
ential constraints under the density-based semantics is not
equivalent to the implication problem for such constraints
under the differential-based semantics. In fact, the relation-
ship between these two implication problems is not yet well-
understood. However, in the special case where we only
consider functions whose corresponding density functions
are nonnegative or nonpositive, the two logical implication
problems are equivalent. This follows from Proposition 2.9.
4. SOUND AND COMPLETE INFERENCE
SYSTEM
Consider the inference rules shown in Fig. 1. We will show
that the inference system consisting of these rules is sound
and complete for the implication problem for differential
constraints.
The inference rules in Fig. 1 were first considered by the
authors for certain subclasses of F(S), and the soundness of
the rules was proved for the differential-based semantics (see
Remark 3.6) [24]. But, that paper does not address the issue
of the completeness of the rules under this semantics, nor
the complexity of the implication problem. However, under
differential-based semantics, the authors and Gyssens gave
sound and complete inference systems for certain subclasses
of differential constraints whose righthand sides have at most
two subsets of S [25, 26].
Definition 4.1. Let C be a set of differential constraints
over S, and let X → Y be a differential constraint. We
write C ` X → Y to denote that X → Y can be derived
Chain rule
X → Y ∪ {Y } X ∪ Y → Y ∪ {Z}
X → Y ∪ {Y ∪ Z}
Projection
X → Y ∪ {Y ∪ Z}
X → Y ∪ {Y }
Transitivity
X → Y ∪ {Y } Y → Y ∪ {Z}
X → Y ∪ {Z}
Separation
X → Y ∪ {Y ∪ Z}
X → Y ∪ {Y } ∪ {Z}
Union
X → Y ∪ {Y } X → Y ∪ {Z}
X → Y ∪ {Y ∪ Z}
Figure 2: Derivable inference rules for differential
constraints.
from C using zero or more applications of the triviality, ad-
dition, augmentation, and elimination rules. Furthermore,
C+ denotes the set {X ′ → Y ′ | C ` X ′ → Y ′}.
4.1 Soundness
Proposition 4.2. Let C be set of differential constraints
over S. If C ` X → Y then C |= X → Y.
Proof. The soundness of the triviality rule follows since,
in that case L(X,Y) = ∅, and thus, by Theorem. 3.5, C |=
X → Y. The soundness of the addition, the augmenta-
tion, and the elimination rules follow from Theorem 3.5
since, by Proposition 2.8, L(X,Y ∪ {Z}) ⊆ L(X,Y), L(X ∪
Z,Y) ⊆ L(X,Y), and L(X,Y) ⊆ L(X,Y ∪ {Z}) ∪ L(X ∪
Z,Y), respectively.
In Fig. 2, we show additional inference rules for differential
constraints that can be derived from the triviality, addition,
augmentation, and elimination rules. These rules are useful
to show the completeness of the inference system.
Example 4.3. Let S = {A,B,C,D}, and let
C = {A→ {BC,CD}, C → {D}}.
We can derive the constraint AB → {D} as follows:
C → {D} (a) given
A→ {BC,CD} (b) given
A→ {BC,C} (c) projection on (b)
A→ {C} (d) projection on (c)
AB → {C} (e) augmentation on (d)
AB → {D} transitivity on (e) and (a).
4.2 Completeness
To prove the completeness of the inference system, we first
show how a differential constraint can be decomposed into
that of simpler constraints.
For a subset U of a set S, we will use the notation U for
the set {{u} | u ∈ U}, and the notation atom(U) for the
differential constraint U → {{z} | z ∈ U}. We refer to
atom(U) as an atomic differential constraint.
Definition 4.4. Let X → Y be a differential constraint
over S. The decomposition of X → Y, decomp(X → Y),
and the atomic decomposition of X → Y, atoms(X → Y),
are defined as follows:
decomp(X → Y) = {X →W |W ∈ W(Y)}
atoms(X → Y) = {atom(U) | U ∈ L(X,Y)}.
For example, let S = {A,B,C,D}. Then,
decomp(A→ {B,CD}) = {A→ {B,C},
A→ {B,D},
A→ {B,C,D}},
and for atomic decompositions,
atoms(A→ {B,CD}) = {A→ {B,C,D},
AC → {B,D},
AD → {B,C}}.
Remark 4.5. For each witness setW ∈ W(Y),W(W) =
{W}, and for each U ∈ L(X,Y), L(U, {{z} | z ∈ U}) = {U}.
Therefore, by Theorem 3.5, {X → Y}∗ = decomp(X →
Y)∗ = atoms(X → Y)∗.
Proposition 4.6. LetX → Y be a differential constraint
over S. Then, {X → Y}+ = decomp(X → Y)+.
Proof. If X → Y is a trivial differential constraint, then
W(Y) = ∅. The statement of the proposition then follows
from the triviality rule. In the rest of the proof we will
assume that X → Y is a nontrivial differential constraint.
{X → Y}+ ⊇ decomp(X → Y)+. Consider a constraint
X → W ∈ decomp(X → Y). By repeated application of
the projection rule, X → Y ` X → {Y ∩W | Y ∈ Y}.
Then, by repeated application of the separation rule, X →
{Y ∩ W | Y ∈ Y} ` X → W. (Recall W ⊆ SY, and
therefore
S
Y ∈Y Y ∩W =W .)
{X → Y}+ ⊆ decomp(X → Y)+. When Y = ∅, or when
Y consists of only singletons, then W(Y) = {SY}. Thus
decomp(X → Y) = {X → Y} and, again, the statement
of the proposition holds. Otherwise, Y contains a set Y
with two different, nonempty subsets Y1 and Y2 such that
Y = Y1 ∪ Y2. Let Y ′ = Y − {Y } and consider the following
constraints:
X → {Y1} ∪ Y ′ (a)
X → {Y2} ∪ Y ′ (b)
X → Y can be inferred from (a) and (b) using the union
rule. By a structural induction argument, we can assume
that X → {Y1} ∪ Y ′+ = decomp(X → {Y1} ∪ Y ′)+ and
X → {Y2}∪Y ′+ = decomp(X → {Y2}∪Y ′)+. Consequently,
{X → Y}+ ⊆ decomp(X → {Y1}∪Y ′)∪decomp(X → {Y2}∪
Y ′) ` X → Y. All that remains to show is decomp(X →
{Y1}∪Y ′)∪decomp(X → {Y2}∪Y ′) ⊆ decomp(X → Y). But
this follows from the fact thatW({Y1}∪Y ′)∪W({Y2}∪Y ′) ⊆
W(Y ).
Proposition 4.7. LetX → Y be a differential constraint
over S. Then, {X → Y}+ = atoms(X → Y)+.
Proof. If X → Y is a trivial differential constraint, then
L(X,Y) = ∅. The statement of the proposition then follows
from the triviality rule. In the rest of the proof we will
assume that X → Y is a nontrivial differential constraint.
{X → Y}+ ⊇ atoms(X → Y)+. A constraint in atoms(X →
Y) is of the form U → {{z} | z ∈ U}, where U ∈ [X,W ]
for some witness set W ∈ W(Y). By Proposition 4.6, {X →
Y}+ ⊇ {X → W}+. Applying the augmentation rule to
X → W results in the constraint U → W. Repeatedly
applying the addition rule to this rule yields the atomic
constraint atom(U).
{X → Y}+ ⊆ atoms(X → Y)+. By Proposition 4.6, all that
remains to show is that for each W ∈ W(Y), X → W ∈
atoms(X → Y)+. This can be done by considering the set
of atomic constraints of the form atom(U) for U ∈ [X,W ].
Each of these constraints is of the form U → W ∪ {{v} |
v ∈ S − (U ∪ W )}. What we need to do is successively
eliminate each element in S − (X ∪W ). This is done using
the elimination rule as follows. For v′ ∈ S − (U ∪ W ),
consider each pair of rules of the form U ∪ {v′} → W ∪
{{v} | v ∈ S − (U ∪W ) − {v′}} and U → W ∪ {{v} | v ∈
S − (U ∪W ) − {v′}} ∪ {v′}. By the elimination rule, we
can infer the differential constraint U → W ∪ {{v} | v ∈
S − (U ∪W )− {v′}}. We have now obtained a set of rules
where from v′ has disappeared and from which we can, in the
same manner, using the elimination rule, further eliminate
elements from S− (X ∪W ). After all these eliminations, we
will have derived X →W.
We are now ready to prove the completeness of the inference
system for differential constraints.
Theorem 4.8. Let C be set of differential constraints over
S, and let X → Y be a differential constraint over S. If
C |= X → Y, then C ` X → Y.
Proof. Since C |= X → Y, Theorem 3.5 implies that
L(X,Y) ⊆ SX′→Y′∈C L(X ′,Y ′). Therefore, atoms(X →Y) ⊆ SX′→Y′∈C atoms(X ′ → Y ′), and, thus atoms(X →
Y)+ ⊆ `SX′→Y′∈C atoms(X ′ → Y ′)´+. By Proposition 4.7,
it follows that {X → Y}+ ⊆ (SX′→Y′∈C atoms(X ′ → Y ′))+.
Since `S
X′→Y′∈C atoms(X
′ → Y ′)´+ =`S
X′→Y′∈C atoms(X
′ → Y ′)+´+,
it follows from Proposition 4.7 that
{X → Y}+ ⊆ `SX′→Y′∈C {X ′ → Y ′}+´+ = C+.
Thus, C ` X → Y.
5. PROPOSITIONAL LOGIC
In this section, we establish a characterization of the im-
plication problem for differential constraints in terms of the
logical implication problem for a fragment of propositional
logic.
Definition 5.1. Let S be a set of propositional variables
and let X be a subset of S. The minterm associated with X,
denoted X is the formula
V
A∈X A ∧
V
B∈X ¬B.
Let φ be a propositional formula over S. The minset of
φ, denoted minset(φ), is the set {X | X |= φ}, where |=
is the logical implication relation of the propositional logic.
The negative minset of φ, denoted negminset(φ), is the set
minset(¬φ).
The importance of minterms stems from the fact that for-
mulas φ and
W
X∈minset(φ) X are logically equivalent. Fur-
thermore, if Φ is a set of propositional formulas over S, and
φ is propositional formula over S, then it is well-known that
Φ |= φ if and only if negminset(φ) ⊆ Sφ′∈Φ negminset(φ′).
(Notice the resemblance with Theorem 3.5.)
Definition 5.2. Let S be a set of propositional variables,
let X be a subset of S, and let Y be a set of subsets of S.
Then X ⇒prop Y is called an implication constraint and it
denotes the formula
V
X ⇒ WY ∈Y VY .
Proposition 5.3. Let X → Y be an implication con-
straint over S. Then negminset(X ⇒prop Y) = L(X,Y).
For example, let α be A → B ∨ (C ∧ D), i.e ¬A ∨ B ∨
(C ∧ D). Since negminset(α) = minset(¬α), and ¬α =
A ∧ ¬B ∧ (¬C ∨ ¬D), then negminset(α) = {A,AC,AD}.
This corresponds to L(A, {B,CD}) (Example 2.7).
Now, by Theorem 3.5 and Proposition 5.3,
Proposition 5.4. Let C be a set of differential constraints
over S, and let X → Y be a differential constraint over
S. Let Cprop = {X ′ ⇒prop Y ′ | X ′ → Y ′ ∈ C}. Then,
C |= X → Y if and only if Cprop |= X ⇒prop Y.
Proposition 5.4 allows us to characterize the complexity of
the implication problem for differential constraints. The
proof is by reduction from the tautology problem for propo-
sitional logic [21].
Proposition 5.5. The implication problem for differen-
tial constraints is complete for coNP.
Proof. Since the logical implication problem for impli-
cation constraints is in coNP, we have that the implication
problem for differential constraints is in coNP.
We now show that the implication problem for differential
constraints is coNP-complete. Consider the class of proposi-
tional formulas in disjunctive normal form. The problem of
deciding whether a formula φ in this class is a tautology is
known to be coNP-complete. The formula φ is of the formW
Ψ where each formula ψ ∈ Ψ is a conjunction of literals,
i.e., ψ is of the form ^
Pψ ∧
^
q∈Qψ
¬q,
where Pψ and Qψ are sets propositional variables. Thus φ
is of the form _
ψ∈Ψ
(
^
Pψ ∧
^
q∈Qψ
¬q).
The formula φ is a tautology if and only if ¬φ is a contradic-
tion. The formula ¬φ can be written asVψ∈Ψ ((Wp∈Pψ ¬p)∨
(
W
q∈Qψ q)), or, equivalently as^
ψ∈Ψ
Pψ → {{q} | q ∈ Qψ}.
Since ¬φ is a contradiction if and only if Cφ |= ∅ → ∅,
where Cφ = {Pψ → {{q} | q ∈ Qψ} | ψ ∈ Ψ}, it follows
that the implication problem for differential constraints is
coNP-complete.
6. FIS CONSTRAINTS
In this section, we introduce the notion of frequency func-
tions and show that the implication problem for differential
constraints restricted to this class of functions is equivalent
to the implication problem for differential constraints over
the entire class of functions. In addition, we establish a
connection between differential constraints and disjunctive
rules, a class of constraints introduced in [6, 17, 20] in the
context of the frequent itemset problem [2]. We also indicate
how this connection allows reasoning about concise repre-
sentations of frequent itemsets [6, 8, 17].
A function f from 2S into the reals is called a frequency
function if for each set Y of subsets of S, DYf is a nonnegative
function. If X → Y is a differential constraint over S, and
f is a frequency function, then one can show that f satisfies
X → Y if and only if DYf (X) = 0. We denote the class of
all frequency functions over S by positive(S).
The importance of these functions stems from the fact that
it is possible to induce a basket space from each of these
functions, and vice versa.
6.1 The frequent itemset problem
The frequent itemset (FIS) problem is the following: given
a set S of items, a list B of subsets (baskets) of S, and a
nonnegative threshold κ, determine for each X ⊆ S whether
its support, sB(X), is at least κ, where sB(X) = |B(X)| and
B(X) = {i | X ⊆ B[i]}. If sB(X) ≥ κ then X is said to be a
frequent itemset. Otherwise, X is an infrequent itemset.
The support function sB is a frequency function. Indeed, let
dB be the function from 2S into the nonnegative reals such
that dB(X) = |{i | B[i] = X}|, for X ⊆ S. In other words,
dB(X) is the number of times X appears as an element in
the list of baskets B. Clearly, for each X ⊆ S, sB(X) =P
X⊆U⊆S d
B(U). Consequently, by (Remark 2.3), dsB =
dB. Hence dsB is a nonnegative function. Therefore, by
Proposition 2.9, sB is a frequency function.
6.1.1 Concise representations
The frequency status of an itemset, in the context of a list of
baskets, can be determined by explicitly counting the num-
ber of baskets that contain the itemset, or by deducing it
from the frequency statuses of other itemsets. Counting is
typically more expensive than deduction since it requires
visiting a potentially large database of baskets. Thus, algo-
rithms for the FIS problem try to optimize the number of
deductions.
The most commonly used deduction principle is the mono-
tonicity rule which states that if an itemset is infrequent then
so are all of its supersets. This rule is commonly known as
the Apriori rule and is at the core of the Apriori Algorithm
[2]. In fact, the Apriori Algorithm computes the negative
border associated with a list of baskets. This border con-
sists of minimal infrequent itemsets. Since each infrequent
itemset contains a subset that is minimally infrequent, the
negative border is a concise representation of the set of all
infrequent itemsets. (The notion of concise representations
was first introduced by Mannila and Toivonen [20]).
Besides the Apriori rule, other techniques to avoid explicit
counting were introduced in [6, 17, 20]. The main obser-
vation made in these papers is that if certain relationships
are known between the frequencies of particular itemsets,
then the frequencies of other itemsets can be derived. For
example, assume that B({a}) = B({a, b}). Then, clearly,
B({a, c}) = B({a, b, c}), and therefore, the support for item-
set {a, b, c} does not need to be counted if the support for
itemset {a, c} is known (note this is an example of applying
augmentation to pure association rules introduced in [25]).
Building on this idea, Bykowski and Rigotti introduced the
concept of disjunctive-free itemsets [6]. (Kryszkiewicz and
Gajek [17] considered a generalization of such itemsets.) Ac-
tually, for this purpose, it is easier to consider itemsets that
are not disjunctive-free. An itemset X is not disjunctive-free
if it contains a subset X ′ and two attributes y1 and y2 in
X −X ′ (y1 and y2 can be equal) such that B(X ′) = B(X ′ ∪
{y1})∪B(X ′ ∪{y2}). Therefore, by inclusion-exclusion rea-
soning on B(X − {y1}) and B(X − {y2}), sB(X) = sB(X −
{y1})+sB(X−{y2})−sB(X−{y1, y2}). Hence, the support
of an itemset X that is not disjunctive-free can be derived,
without counting, from the supports of the set X − {y1},
X −{y2}, and X −{y1, y2}. These insights lead us to intro-
duce the concepts of disjunctive constraints and disjunctive
itemsets.
Definition 6.1. Let X be a subset of S, and let Y be a
set of subsets of S. Then X ⇒disj Y denotes a disjunctive
constraint. We say that a list of baskets B satisfies X ⇒disj
Y if B(X) = SY ∈Y B(X ∪ Y ), i.e., if X is contained in a
basket B ∈ B then, for some Y ∈ Y, X ∪Y is also contained
in B.
Disjunctive rules [6] and generalized-disjunctive rules [17] are
special cases of disjunctive constraints introduced here. In
[6, 17], only nonempty sets containing only singleton item-
sets can occur in the righthand side of the constraints. For
us, the righthand side of a constraint can be empty, or con-
tain nonsingleton itemsets.
Definition 6.2. Let B be a list of baskets of S and let
X ⊆ S. We say that X is a disjunctive itemset of B if B
satisfies a nontrivial disjunctive constraint X ′ ⇒disj Y ′ such
that X ⊇ X ′ ∪ SY ′. An itemset is disjunctive-free if it is
not disjunctive.
Disjunctive-free itemsets [6] and generalized disjunctive-free
itemsets [17] are special cases of disjunctive-free itemsets.
We now relate the concept of disjunctive constraints to dif-
ferential constraints.
Proposition 6.3. Let X be a subset of S, and let Y be
a set of subsets of S. For each list of baskets B over S, B
satisfies the disjunctive constraint X ⇒disj Y if and only
if the support function of B, sB, satisfies the differential
constraint X → Y.
The following proposition links the implication problem for
differential constraints to the implication problem for dis-
junctive constraints. In this proposition, support(S) de-
notes the set of all support functions of lists of baskets over
S, i.e, support(S) = {sB | B is a list of baskets over S}.
Proposition 6.4. Let C be a set of differential constraints
over S, and let X → Y be a differential constraint over S,
and Cdisj and X ⇒disj Y be the corresponding disjunctive
constraints. Then, the following statements are equivalent:
(1) C |= X → Y
(2) C |=positive(S) X → Y
(3) C |=support(S) X → Y
(4) Cdisj |= X ⇒disj Y
Proof. Since, F(S) ⊃ positive(S) ⊃ support(S), (1)
implies (2) implies (3). By Proposition 6.3, (3) and (4) are
equivalent. All that remains to show is that (3) implies (1).
By Theorem 3.5, it suffices to prove that if C |=support(S) X →
Y then L(X,Y) ⊆ SX′→Y′∈C L(X ′,Y ′). In analogy with
the proof of Theorem 3.5, assume that L(X,Y)−L(C) 6= ∅,
and let U be an element of this set. Denote by fU the sup-
port function of the list of baskets (U). Therefore, dfU (U) =
1 and dfU = 0, everywhere else. Clearly, f
U satisfies all the
constraints in C, but fU violates the constraint X → Y, a
contradiction.
We conclude this section with a discussion on disjunctive
sets. Bykowski and Rigotti [6] introduced, for a list of bas-
kets B and some threshold κ, the sets FDFree(B, κ) and
Bd−(B, κ) which together constitute a concise representa-
tion for determining the frequency status of all itemsets,
and in the case of frequent itemsets also their frequencies.
FDFree(B, κ) consists of all frequent, disjunctive-free item-
sets, and Bd−(B, κ) is the set of all minimal itemsets of
FDFree(B, κ). Since
FDFree(B, κ) = Infreq(B, κ) ∪ Disjunctive(B),
disjunctive itemsets feature prominently in this representa-
tion.
If sB satisfies the nontrivial differential constraint X → Y,
then itemset X ∪SY is a disjunctive itemset. Furthermore,
by the augmentation rule, sB satisfies X ∪ Z → Y, and
therefore (X ∪SY) ∪ Z is also a disjunctive set. From this
we can deduce that if a set W is disjunctive, then all of its
supersets are also disjunctive. This idea is already present
in the [6]. However, our results concerning the inference
system for differential constraints permit additional infer-
encing for disjunctive itemsets. For example, assume that
{A,B,D} and {B,C,D} are disjunctive sets on account of
the constraints A→ {B,D} and B → {C,D}, respectively.
Then, by the transitivity rule, it follows that {A,C,D} is
disjunctive. Thus, it it not necessary to retain {A,C,D} as
a disjunctive set since it can already be derived.
This suggests that the theory of concise representations for
the frequent itemset problem can be advanced by consid-
ering how disjunctive constraints can be incorporated into
the representations themselves and how inferencing can be
utilized to reason about them. Practically this may be dif-
ficult since we can show that, given a set C of disjunctive
constraints over S, and a subset X of S, the problem of de-
ciding whether X is a disjunctive itemset, according to C, is
in the Σ2 complexity class of the polynomial hierarchy.
7. RELATIONAL CONSTRAINTS
In this section, we will show how differential constraints fea-
ture in the theory of relational database constraints. In par-
ticular, we show how differential constraints are related to
the class of positive boolean dependencies introduced by Sa-
giv, Delobel, Parker, and Fagin [22, 23]. To accomplish this,
we need to introduce the notion of the Simpson function of
a nonempty probabilistic relation.
Definition 7.1. Let r be a nonempty finite relation over
the relation schema S (with tuple-component values in some
finite set), and let p be a probability distribution associated
with r such that p(t) 6= 0 for all tuples t ∈ r, and p(t) = 0 for
all tuples t /∈ r. For X ⊆ S, define pX to be the marginal
probability distribution of p on X. Thus, for x ∈ piX(r),
pX(x) =
P
{t∈r|t[X]=x} p(t). The Simpson function over r
with distribution p is defined as follows:
simpsonr,p(X) =
P
x∈piX (r)
p2X(x)
The Simpson function simpsonr,p can be interpreted as mea-
suring, for attribute set X ⊆ S, the degree of uniformity,
according to p, among the X-components of the tuples in
r [24, 25, 26, 28]. The technique of associating a probabil-
ity distribution with a relation r, and then introducing a
function defined over the space of attributes sets was intro-
duced by Malvestuto and Lee [18, 19] to provide information
theoretic characterizations of functional and multivalued de-
pendencies. Instead of using the Simpson function, these
authors introduced a measure related to Shannon’s entropy
[27]. Later, but independently, Dalkilic and Robertson re-
discovered this technique [10]. (It remains an open problem
whether results in this section apply to Shannon functions.)
The class of all Simpson functions over S will be denoted
by simpson(S). It follows from the next proposition and
Proposition 2.9 that each Simpson function is a frequency
function.
Proposition 7.2. Let r be a nonempty relation and let
p be a probability distribution associated with p. Then
dsimpsonr,p , the density function of the Simpson function
simpsonr,p, is a nonnegative function such that, for X ⊆ S,
dsimpsonr,p(X) =
P
t,t′∈r & c(X,t,t′) p(t)p(t
′),
where c(X, t, t′) is the condition,
(t[X] = t′[X]) &
^
y∈X
t(y) 6= t′(y).
It is instructive to consider when dsimpsonr,p(X) = 0, for X ⊆
S. Then
P
t,t′∈r & c(X,t,t′) p(t)p(t
′) = 0, or equivalently, r
satisfies the statement
∀t, t′ ∈ r : t[X] = t′[X]⇒
_
y∈X
t(y) = t′(y).
In fact, we are able to show the following:
Proposition 7.3. LetX → Y be a differential constraint
over S, let r be a nonempty relation over S, and let p be a
probability distribution over r such that p(t) 6= 0 for each
t ∈ r. Then, simpsonr,p satisfies X → Y if and only if r
satisfies the statement:
∀t, t′ ∈ r : t[X] = t′[X]⇒
_
Y ∈Y
t[Y ] = t′[Y ] (6)
Formula (6) is an instance of the class of positive boolean de-
pendencies introduced in [22, 23] in the context of relational
databases. (Observe that boolean dependencies generalize
functional dependencies: set Y = {Y } for some subset Y
of S.) We will use the notation X ⇒boolean Y to denote
formula (6). Sagiv, Delobel, Parker, and Fagin established
an equivalence between the implication problem for positive
boolean dependencies and the corresponding propositional
formulas [22, 23]. An immediate corollary of this and Propo-
sitions 7.3 and 5.4 follows next.
Corollary 7.4. Let C be a set of differential constraints
over S and let X → Y be a differential constraint over
S. Then C |=simpson(S) X → Y if and only if Cboolean |=
X ⇒boolean Y.
8. CONCLUSION
The results of our paper are summarized in the following
theorem.
Theorem 8.1. Let C be a set of differential constraints
over S and let X → Y be a differential constraint over S.
Then the following statements are equivalent:
C |= X → Y
C |=positive(S) X → Y
C |=support(S) X → Y
C |=simpson(S) X → Y
Cprop |= X ⇒prop Y
Cdisj |= X ⇒disj Y
Cboolean |= X ⇒boolean Y
C ` X → Y
L(C) ⊇ L(X,Y)
Furthermore, each of these implication problems is complete
for coNP.
This theorem has two aspects to it, one positive, the other
negative. On the positive side, the theorem relates classes of
constraints that occur in different domains and shows that
their respective implication problems are equivalent. In ad-
dition, two syntactic characterizations are provided for these
problems, one with lattices, the other with inference rules.
On the negative side is the complexity of these implication
problems. However, here too progress can be made. In
particular, one could consider subclasses of differential con-
straints. For example, in the case where the righthand sides
of constraints only contain one element, it is possible to show
that the implication problem for such constraints is equiva-
lent to the implication problem for functional dependencies,
a problem in P.
In general, we think that by relating constraints from differ-
ent domains, cross-fertilization between these domains can
occur. In this regard, the authors and Gyssens [26] are
doing research on measure-based constraints. A subtopic
in this research is to discover the relationship between the
density-based semantics and the differential-based semantics
for differential constraints. The authors of [26] show that
measure-based constraints occur naturally in the FIS prob-
lem, relational databases, and also in the Dempster-Shafer
theory of reasoning about uncertainty. (A good exposition
of the Dempster-Shafer theory can be found in [14].)
It also our plan to consider more general differential con-
straints. In such constraints, it would be possible to specify
additional constraints on the density functions (for exam-
ple, requiring that the density functions obtain certain val-
ues (not necessarily equal to 0) at certain subsets of S. This
would permit a study of the relationship between such con-
straints and the frequency constraints considered by Calders
and Paredaens [7, 9].
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