ABSTRACT
INTRODUCTION
The focus of this study is to consider random differential item functioning (DIF) for polytomous items from a multilevel (3 level) logistic regression perspective. Often, in educational studies, three levels with nested variables are common (e.g., items scores for students nested in schools). A statistical model for detecting random DIF for polytomously scored items will be presented.
The random-effect DIF model will incorporate a multilevel (3 levels) approach. In order to parameterize this model for polytomous outcomes, a hierarchical generalized linear model (HGLM) will be utilized. This approach will be modified to include an item response theory (IRT) model for ordinal response data. In this model, DIF may be present between any levels of the categorical response.
This can be referred to as "inner-response DIF" or IDIF. In order to allow the DIF effect to randomly vary, the DIF parameters are given a random component in the level-3 model. This approach allows for the DIF effect to not be consistent across the level-3 groupings. The use of this procedure is demonstrated using real assessment data, with suggestions provided for interpreting the magnitude of the random DIF.
Background
Item bias represents a threat to the validity, and thus quality, of test scores in many different disciplines. An item is considered to be "biased" if the item unfairly favors one group over another (Buu, 2003; Holland & Wainer, 1993) .
More specifically, an item is considered to be biased if two conditions are met. First, performance on the item is influenced by sources other than differences on the construct of interest that are deemed to be detrimental to one group. Second, this extraneous influence results in differential performance across identifiable subgroups of examinees (Jensen, 1980) . One characteristic of bias is differential item functioning (DIF), in which examinees from different groups have differing probabilities of success on an item after being
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matched on the ability of interest (Borsboom, Mellenbergh, & van der Linden, 2002; Kamata & Vaughn, 2004) . DIF is a necessary but insufficient condition for item bias (Williams, 1997) . If an item is biased, then DIF is present. However, the presence of DIF does not imply item bias in and of itself.
An illustration of DIF is given in Figures 1 through 3 . In this example, suppose there are two groups of subjects (e.g., males and females) which have different probability of a dichotomous response on an item i, illustrated in Figure 1 .
A heavier weight signifies a higher probability of getting the item correct. In Figure 1 males have a higher probability of getting this particular item correct.
Since this item is an indicator of some latent trait, then the difference between the two groups is possibly attributable to the latent trait. Therefore, controlling for this latent trait ("matching criterion") should remove the relationship between the gender and the item score. If this is the case, the item is measurement invariant across the groups. This is illustrated in Figure 2 .
However, if the relationship between gender and item remains the same after controlling for the latent trait, then DIF is present. That is, the item measures something in addition to the latent trait that is differentially related to the group variable. This is shown in Figure 3 .
Polytomously scored data has the additional consideration that subjects can respond to or be labeled with more than two categories on a given item. For dichotomous data, the consideration of DIF is more simplistic as there are only two outcomes. But for polytomous outcomes, there is a possibility of an "innerresponse" DIF (IDIF). That is, there is the possibility that DIF may not exist uniformly across all response categories, but exist for certain responses within that item. Figure 4 illustrates an example where a particular 4-point Likerttype item displays DIF on lower ordinal responses, yet not on higher ordinal responses. This type of DIF can be referred to as a "lower" IDIF. This can exist, as an illustration, when the focal group tends to differentially vary in successfully scoring lower ordinal scores on a attitudinal measurement as compared to a reference group, while both groups have similar success in upper ordinal scoring 
Purpose
The primary focus of this study is to consider the social context of subjects when detecting DIF and potential item bias. Often, in educational studies, three levels with nested variables are common (e.g., item scores for students nested in schools). For each dichotomous or ordinal response, there is a probability associated with that response. Various characteristics at each level might have an effect on the response, and thus the probability of the response. These effects may be fixed or random.
However, due to the fact that probability is measured on a Uniform effects for all subjects are traditionally ideal, thus providing a fair and unbiased item and instrument.
One way of analyzing multilevel DIF is to focus on two levels: the first level being the item level, and the second level consisting of individual attributes. Often in these situations, DIF is considered to be as a fixed effect as shown in Figure 6 . That is, any DIF effect is considered consistent across level-3 units (e.g., Schools).
An explanatory variable identifying reference/focal group affiliation can easily be added to the level-2 model and used to help measure DIF. However, the inclusion of level-3 data can have a dramatic effect on DIF estimation, especially when significant level-3 variation exists as shown in Figure 7 . This variation in DIF among level-3 units is referenced as "random DIF" (RDIF). The third level will consist of grouping attributes (e.g., schools in typical educational studies). As in the case with level-2 analysis, a multi-level approach seeks to explain variation in DIF among these group attributes, as well as consider any interaction effect between the level-2 and level-3
variables.
Application
To test the effectiveness of a social context DIF model, an application of this model to real data was considered.
The data set used was the NELS:88 High School Effects Study (HSES), which was sponsored by the National Center for Education Statistics (NCES). The NELS:88 focused on a Of special note is the difference in male and female scoring at score level 5 on question 2 (eclipses). More students were rated the highest possible score (5) on this item than any of the other three questions, yet the ratio of male to female responses is considerable.
As seen in Table 1 . each question had missing data as there were a total of 2190 student records. One way to deal with this would be to use a listwise deletion method and exclude the entire subject scores if one or more 2190  34  59  413  338  862  484  Total   1090  15  25  209  195  416  230  Female   1100  19  34  204  143  446  254  Male  Q4   2190  92  111  168  566  506  747  Total   1090  37  47  81  257  269  399  Female   1100  55  64  87  309  237  348  Male  Q3   2190  218  49  441  721  357  404  Total   1090  50  19  174  357  236  254  Female   1100  168  30  267  364  121  150  Male  Q2   2190  75  154  208  315  661  777  Total   1090  25  55  82  133  340  455  Female   1100  50  99  126  182  321  322  Male  Q1   Total  5  4  3  2  1  0  Item Score values are missing. The method that was used in this study was replacing the missing data with a value of 0. These frequencies are presented in Table 2 .
There were no students who were missing all scores for the four questions. Therefore, it was assumed in this analysis that a student missing a score for a particular question did not complete it, or possibly did not know the answer. Thus, all unanswered items were scored as incorrect answers.
Although not shown in this study, a comparison in DIF analysis for this data and the data with listwise deletion showed consistent results. The dataset that was analyzed contained 2190 students from 109 schools. There were 1100 males and 1090 females. The average number of students per school was 20, with some schools reporting as few as one student while others reported a maximum of 40 students.
Parameter estimates for the random DIF model obtained using a Bayesian estimation method are presented in Table 3 and 4.
A dashed number appears beside each parameter to Table 5 . DIF results for real data study where n is the level 3 sample size, and n 1 degrees of freedom characterize the chi-square distribution. For the previous example, the chi-square test statistic would be 419.72 which would be significant at the 5% level.
However, the chi-square test is known to be sensitive to sample size and thus this approach is not recommended without the aid of the other suggestions.
A final recommended approach would be to incorporate the standard deviation of the random effect estimates from the Bayesian output to judge the magnitude in variability. This can be seen in the confidence intervals from the Gibbs sampling procedure for the posterior distribution as seen in Table 4 As an illustration of this, suppose that a school district gives a survey measuring student's attitudes on a given topic. If a particular item is found to display DIF, one might like to know whether the DIF effect is consistent across all schools in the district. If it is consistent, this would be referred to as "fixed" DIF. However, if the DIF effect varies greatly among schools, then this would be an example of "random" DIF.
In a traditional educational study involving student (level 2) and school (level 3) characteristics, a multi-level approach can reveal significant interactions between the levels for DIF. This can be of benefit in determining whether the nature of DIF is exclusively due to student attributes, or a particular combination of student and school attributes. That is, certain groups of students might be affected by certain type of schools, thus causing DIF on particular items. But a traditional DIF analysis might not detect this DIF since level 3 characteristics would be aggregated into level 2 data. By considering a third level, it is possible to detect DIF for which traditional means could not. In the above example, one might find that by considering whether a school is in an urban or rural area might have a major impact on the DIF effect. 
