To investigate the properties that make a word easy to recall, we added to existing norms for 925 nouns measures of availability, goodness, emotionality, pronunciability, and probability of recall in multiple-trial free recall. Availability, imagery, and emotionality were found to be the best predictors of which words were recalled. This result, which is stable across recall data collected in three separate laboratories, argues for the importance of availability as apredictor of recall and questions the role of the correlated variables of word frequency and meaningfulness. Consistent with earlier work on a smaller sample of words, six factors describe the numerous properties of words studied by psychologists. The six factors are composed of variables based on orthography, imagery and meaning, word frequency, recall, emotionality, and goodness.
What factors determine whether a particular word will be recalled by a particular subject under a specific set of experimental conditions? Over the history of the study of memory and learning, four separate aspects of the recall task have received attention (Jenkins, 1979) : (1) the nature of the material to be learned and the conditions of presentation; (2) the type of response or criterion task used; (3) the activities engaged in by the learner during study and at test, including depth of processing, rehearsal, and mnemonic strategies; and (4) the characteristics of the learner, including general knowledge, skills, and motivation.
In the study presented here, we addressed the first aspect of recall tasks, the nature of materials and the conditions of presentation, by trying to predict the probability of recall of individual words when the other three aspects of the recall task were randomized or held constant. Most of our emphasis was on the material itself because here, and in other studies (Rubin, 1980 (Rubin, , 1985 , presentation effects were minimal.
Consider a typical study investigating one or more item variables, such as frequency, concreteness, or age of acquisition. Words are selected to represent different portions of the range of the variables of interest (e. g., high frequency vs. low frequency). The recall performance of subjects learning these words is then compared. For our purposes, this form of experiment has four disadvantages. First, in selecting fixed lists of stimulus items, the researcher must deal with the confounding relationships between the variable(s) under study and other correlated variables. Holding the correlated stimulus variables constant eliminates the confound, but may produce lists of items which are not representative of the variable being studied, or which are confounded in new ways. For example, Paivio, Yuille, and Madigan (1968) noted that varying imagery while holding concreteness constant results in a set of words that varies in emotionality. Second, so many properties of the experimental procedure (e.g., presentation time, modality, etc.) and the subject population are held constant that the generality of the results may be questioned, and varying these properties in addition to the variables of interest is tedious. Third, when items are grouped into broad ranges of a stimulus variable (e.g., high, medium, low), researchers can assess whether or not the variable is related to recall, but it is difficult to assess the form of the relation or its magnitude. Fourth, many properties of words have been shown to affect recall. Comparing more than a few of these variables and their interrelations is not practical.
To surmount these difficulties, we adopted the following strategy. First, data on recall of a set of nouns were collected from a large set of experiments which employed varying presentation and study conditions. We argue that the probability that each word was recalled, averaged over all subjects and experiments, is the most representative general measure of recallability of individual items col-
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lected to date. Second, normativedata were collected on a widevarietyofword properties thought to predictrecall. Finally, several correlational analyses were designed to assess the relationships among the variablesand the relative contributions of each of the normative scales in predicting recall. Three selections had to be made in pursuing this approach: first, the set of words to be normed; second, the set of independent variableson whichto norm the words; and, third, the recall tasks to use. Only one large sample of words has an extensive set of previously normed variables. Paivio et al. 's (1968) listing ofvalues of concreteness (C), imagery (I), and meaningfulness (m) for 925 nouns is one of the most widely used articles in psychology, having over 900 citations, with not less than 50 in each of the last 10 years (Social Science Citation Index, 1974 -1985 . Scales available for these 925 nouns include the originally publishedvalues ofC, I, and m; easily obtainedfrequency measures (e.g., Kuöera & Francis, 1967; Thorndike & Lorge, 1944) ; values for first-and secondorder approximations to English; orthographic neighbor ratio (Rubin, 1981) ; availability (Rubin, 1983) ; and free recall (Christian, Bickley, Tarka, & Clayton, 1978) .
The choice of the set of independent variables can be guided by earlier work. Rubin (1980) obtained 51 scales for a set of 125 words which occurred both in Paivio et al. 's (1968) and Brownand Ure's (1969) norms. A factor analysis of these 51 scales produced six factors. To obtain at least one variable to represent each of the six factors found by Rubin(1980) , we addedemotionality and goodness to the variables already normed for the 925 nouns. In addition, the 51 scales were divided into 34 "independent" and 17 "dependent" variables, and multiple regressions were performed. To include all the variables that were noted as being good predictors in the multiple regressions, we added pronunciability. For reasons of generality, an additional measure of availability was also included. The resulting set of existing and new independent variablescontains measures of orthography, pronunciability, imagery, concreteness, meaningfulness, availability, familiarity, frequency of occurrence, goodness, and emotionality, and thus mosttheories thatpredict what kinds of words should be easy to recall are represented by a measure in the set of indepedent variables. In multipleregressions, thesevariables can be compared to each other to determine which best accounts for the relative probability of recall of a word.
The Rubin (1980) studyalso servedto demonstrate that the exact nature of the free-recall task has little effect on the relative ease of learning wordsin free recall. Although some tasks produced more recall than others, the relative level of recall of the 125 words changed little. This finding is important if values for the percentage of subjects recalling each word of a set of words are to be useful. Unless such a set of values can be generalized to a fairly wide range of situations, one such set of values would be of little theoretical or empirical use. The freerecall tasks used were: free recall with overt rehearsal, using a list length of 18 words and presentation rate of 5 sec/word; the same free-recall task, but with overt rehearsal of only the word being shown; free recall of a singlelist of all 125 words presented at a rate of one per second; surprise free recall following a lexical decision task; and surprise free recall following a paired-associate task. Differentgroups of approximately 30 subjects each took part in each task. Although there were large differences in the average number of items recalled in various conditions, the correlations amongthe various free-recall tasks approachedtheir reliabilities. The average correlation among all the tasks listed was .62, with an average reliability (Cronbach's alpha;Cronbach, 1951) of .70. For these tasks, reliability can be viewed as the correlation between the data actually obtained and the hypothetical datafrom a replication of the taskusingnewsubjects from the same subject population. Thus, the finding that the reliabilities are nearlyequivalent to the correlations among the tasks impliesthat the tasks correlate almost as highly witheach other as they wouldwith themselves if the same tasks were repeated with new subjects.
Similar differences in how many, but not which, units were recalled were found by Rubin (1985) , using three incidental learning tasks, and by Postman and Kruesi (1977) over a range of free-recall tasks that included incidental and intentional learning following ratings of pleasantness of meaning, pleasantness of sound, frequency of occurrence of the word, and average frequency of occurrence of the syllables of the word, as well as an intentionallearningcondition without any ratings. Over a wide range of tasks, the relative proportion of times that each word was recalled was nearlyinvariant within experimental error. Thus, free-recall values obtained from one specific set of experimental conditions were at leasta good approximation of the values obtainedfrom differentconditionsand, therefore, are of general theoretical and empirical interest (Rubin, 1985) .
In choosing a recal1 measure, we decided to use the data from an existingset of experiments that differed from all the previously mentioned tasks in that it used multipletrial free recall (Friendly & Franklin, 1980) .
METHOD
Rating Scales of Goodness, Emotionality, and Pronunciability By factor analyzing a large number of ratings of attributes of connotative meaning using the semantic differential scale, Osgood, Suci, and Tannenbaum (1957) found good-bad evaluation to be a major factor of connotative meaning. Emotionality, as measured by the absolute distance from neutral, regardless of direction in the semantic space of connotative meaning, was also important. These dimensions of goodness (Boucher & Osgood, 1969; Zajonc, 1968) and emotionality (Jenkins, 1960; Rapaport, 1942) probably have been the most studied dimensions of connotative meaning. In the present study, goodness was rated using a 7-point scale, based on Brown and Ure's (1969) scale, ofhow intensely good or bad a word's meaning is. The scale ranged from bad (I) to average (4) to good (7).
Goodness is very similar to the measure that loaded the highest on Osgood et al. 's evaluation factor. Emotionality was rated using a 7-point scale that ranged from not emotional (I) to avetage (4) to emotional (7).
Pronunciability was introduced by Underwood and Schulz (1960) as a predictor of paired-associate learning and was later scaled by Spreen and Schulz (1966) and by Ley and Karker (1974) . We adapted Underwood and Schulz's 9-point rating scale and instructions for use with words, instead of with trigrams. The scale ran from easy (I) to average (5) to hard (9) .
A fourth rating scale was calculated from one of the three variables actually measured. Emotional goodness was formed by taking the absolute distance from neutral of a word' s goodness rating. The rationale for forming this scale came from Brown and Ure's (1969) definition of emotionality, as weil as from the semantic differential's measure of emotionality as the absolute distance from neutral. Empirical support for the scale came from the observation of a marked curvilinear relation between emotionality and goodness found in Brown and Ure's (1969) norms: The extreme values on goodness were rated most highlyon emotionality. A scale of strength of evaluation, independent of direction, was therefore formed. In mathematical terrns, the equation is: emotional goodness = 1goodness -41, where 4 is neutral on a 7-point scale. Thus, the measure is identical to Jenkins's (1960) 0, measure calculated over the single evaluation dimension.
Because we feit that reliable ratings could not be obtained on all 925 words in one session, we had subjects rate either one third of the words in a half-hour session or two thirds of the words in an hour session. Three random orders of the 925 words, along with the reverse of these orders, were prepared. Three booklets were made for each complete order of925 nouns. The subjects. who were given credit toward a course requirement, received either one or two booklets, depending on the length oftheir sessions. When two booklets were received, each contained different words.
For scoring purposes, the booklets were combined to form complete lists of 925 nouns. Fifty-seven complete lists were obtained for each scale. Cronbach's alpha was calculated for these Iists and produced values of .983, .975, and .977 for the goodness, emotionality, and pronunciability scales, respectively. The norms obtained agree with previous values: goodness, emotionality, and pronunciability correlate .934, .921, and .940 with the values reported for 125 nouns in Rubin (1980) ; goodness correlates .948 with unpublished ratings of pleasantness collected by Paivio (1982) on 316 overlapping words; and pronunciability correlates .924 with unpublished ratings of pronunciability collected by Paivio (1982) for 341 overlapping words.
Availability
Availability, or associative frequency, is the converse ofNoble's (1952) meaningfulness. Instead of measuring how many associates are given to a word, availability measures the number of times a word is given as an associate to a sampie of stimulus words (Ervin, 1963; Howes, 1957) . Thus, availability is the ease with which a word comes to mind in free association and may be viewed as a measure of general response availability in Asch and Ebenholtz's (1962), Thorndike's (1932), and Tversky and Kahnernan's (1973) terms, or accessibility in Tulving and Pearlstone's (1966) terms. Availability has been calculated (Rubin, 1980 (Rubin, , 1983 as the 10glO of the number of times a word is given as an associate in the Palermo and Jenkins (1964) word-association norms. Palermo and Jenkins obtained first associations to 200 stimulus words from 250 boys and 250 girls in Grades 4, 5, 6, 7, 8, 10 , and 12 and from 500 male and 500 female undergraduates. If a word was given as an associate to a given stimulus word once in at least one grade-sex group, but did not occur more than once in any other grade-sex group, its exact frequency was not recorded in the Palermo and Jenkin's norms and was assumed to have a frequency of 2.
In addition to the multiple regressions based on 125 words that were reported earlier, it has been shown with the 925 words used here that high-availability words are judged to be more familiar and are easier to recall but harder to recognize than are low-PREDICTING RECALL 81 availability words, even with meaningfulness, imagery, length in letters, and frequency excluded as factors. Moreover, when used as foils in a recognition experiment, high-availability words attract more responses than do low-availability words (Rubin, 1983) . The findings to date, however, are limited in that they are all based on one measure of availability calculated from the Palermo and Jenkins (1964) word-association norms. Fortunately, another associativc study can provide a second measure. Kiss (1975; Kiss, Armstrong, & Milroy, 1972) provided each of 8,400 subjects from a collection of schools in Great Britain with 100 stimulus words, resulting in 840,000 responses (i.e., tokens), of which 55,000 were unique (i.e., types). With the exception ofthe initial, 2,000 or so stimulus words, all stimulus words were the responses ofprevious subjects. The resulting semantic network lists each of the 8,400 word nodes that were used as stimuli, along with the 100 responses each node produced, and the 55,000 different responses, along with the stimuli that produced them. Availability is the 10glO ofthe number of times a word was given as a response. In Appendix A, the values before the logarithms were taken are listed to allow greater precision. There are 97 zero values for the 925 words. As with previous work (Rubin, 1983) , zero values were replaced by one halfbefore logarithms were taken. If all 925 words are included, availability based on the Kiss norms correlates .777 with that based on the Palermo and Jenkins norms. If only the 457 words with nonzero values on both measures are included, the correlation is .770.
The Kiss et al. (1972) technique of using the novel responses of one set of subjects as the stimulus for the next set of subjects could be seen as a potential problem for the Kiss availability measure introduced here. If a word was used as a stimulus early in the process of forming an expanding semantic network, that word would introduce new nodes into the network which would be likely to add to the original word's availability. Words added later in the process would not have this opportunity, because responses to these later words would not be used as stimuli. This potential problem is extremely difficult to assess empirically because the time of entry of a word into the network is confounded with availability. This same confounding, however, provides a theoretical rationale for the measure of availability obtained. The method of expansion of a semantic network is a good model of how a semantic network might be searched, or activated, to produce an availability measure: Rather than starting at a new node each time, the search, or activation, would go from node to node. Nodes never reached, or those reached only rarely, would have less effect than nodes comrnonly accessed. Thus, the potential problem caused by Kiss et al.'s expansion method is not seen as a limitation for the measure introduced here.
Multiple-Trial Free Recall
Although Rubin' s (1980) study provided several free-recall measures for 125 words, only one free-recall measure exists for a large sampIe of words. Christian et al. (1978) provided values for 899 of Paivio's nouns, each value based on the immediate recalls of 32 subjects, who were presented with lists of 25 words, one word each 6 sec. The initial and final 5 words ofthe list were unscored buffers. This free-recall measure has a reliability of .57.
New measures of free recall, based on Friendly and Franklin's (1980) multiple-trial free-recall experiments, are included here. The percentage of times that subjects recalled these words on the first three trials and the number of subjects involved in each estimate are reported . The data reported came from 13 different free-recall experiments run in a common environment over a 5-year period. In all, over 500 students served as subjects. The database consists of 16,932 subject-items from each of three trials. The basic parameters of these experiments are sumrnarized in Table 1 .
Apparatus. Although the aims and designs ofthese experiments varied, certain features of the method were comrnon to a11 ofthem. All of the experiments were run under computer control using a standard CRT display terminal linked to an interactive mainframe (IBM/370 or OEC-IO). The computer program used in this research was derived from a general software system developed for running memory experiments (Friendly & Franklin, 1979). The computer system was designed to be completely driven by data and tables in external files. These files contained the words and experimental parameters, including se!ection parameters for the items, presentation rate, numbers of words, and number of trials. For a given subject, the control program selected a list of items from the word pool as described below. For each trial of the experiment, the control program prepared an appropriate presentation order, displayed the items on the CRT screen, and accepted the subject's typed recall responses. The responses were scored interactively using a spelling correction algorithm to minimize the influence of spelling errors, Item Selection. Items were sampled from the Paivio et al. (1968) norms. Ratings for imagery, concreteness, meaningfulness, frequency of occurrence, number of !etters, and number of syllables were the six selection variables. The word list for each subject was a random sampie of all words in the pool that fell within the range specified for each of the selection variables. The selection criteria, which were constant for each experiment, usually imposed restrictions on only two variables in the word pool: word frequency and length in letters. These served to eliminate long words (greater than 10-12 letters) and very infrequent words (less than 2-4 per million). As a result of these restrictions, in a given experiment, between 60 and 100 of the 925 words in the Paivio et al. list were eliminated from the sampling procedure.
The number of words actually used in a given experiment reflected random sampling within these limits. Variable I in Table I represents the number of items from the pool of 925 words which were selected for one or more subjects in the study. Since the sampling unit here is considered to be one subject-item, the number of observations (OBS) for one trial of an experiment is the product of subjects (S) and number of words (W). Thus, in Experiment 1, a total of 69 subjects each received 20 words for a total of 1,380 subject-items observations for each of three trials.
Procedure. The experiments in Table 1 were designed to investigate the effects of interactive presentation and recall conditions intended to enhance recall relative to the effects of standard freerecall conditions. In interactive presentation, the computer system scores each recall trial immediately, and presents the items to the subject on the next trial in a way that depends on what items the subject recalled on previous trials.
Except where noted below, items were individually presented to subjects on the computer screen for 2 sec each. In order to reduce recall trial immediately, and presents the items to the subject on the next trial in a way that depends on what items the subject recalled on previous trials.
Except where noted below, items were individually presented to subjects on the computer screen for 2 sec each. In order to reduce recall from immediate memory, subjects added two-digit numbers for 15 sec following presentation of the last item. Subjects were allowed 8 sec/item to type all the words they could recall on each test trial. The first trial always used a random order of presentation. All subjects were given two practice trials on a short list to familiarize themselves with the procedures before starting the main experiment.
Experiments 1-5 have the same basic design as that described in Friendly and Franklin (1980) , and differed only in the number of words and number of trials of !earning. The design for these studies was a 2 x 3 factorial with the six independent groups representing a two-Ievel "tagging" manipulation combined with three presentation orders. The tag factor represented whether or not nonrecalled words from the previous trial were printed with an asterisk (*) to make them distinctive. In the presentation order conditions, words were presented either randomly, or all previously recalled items were presented in their previous recall order at the beginning (B), or in their previous recall order, meshed with the previously nonrecalleditems. In the results presented in the Friendly and Franklin study, a few subjects were randomly eliminated to achieve equal numbers of subjects in all conditions. The present analyses made use of the original data files containing all available data.
Experiments 6, 7, and 8 are three unpublished studies designed to examine the effects of individual item presentation versus massed presentation for the same total study time, and the effects of various conditions of recall. Experiment 6 manipulated three factors in a 2 x 2 x 2 design: single item versus massed presentation, random presentation versus B plus tag, and single item recall versus 2D recall. The 2D recall was a modification of Buschke's (1973) procedure, in which subjects were asked to recall items in groups, according to which words "went together in their memory for the list. " In the computer implementation, subjects typed all the words that they remembered as a group on one line, before going on to the next subjective unit.
Experiments 7 and 8 each used four groups in a 2 x2 design: single versus massed presentationof items and standard recall versus 2D recall. In Experiment 7, recall was typed as usual; in Experiment 8, recall was given orally and typed by the experimenter.
Experiments 9, 10, and 11 investigated the effects ofpresenting items to a subject in a manner consistent with his or her own subjective memory units. For each experiment, we used the same design with three conditions. The random group received items one by one in a random order and recalled items one by one. Two other groups each recalled their memory groups with a 2D procedure. Subjects in one of those two groups were presented with their own recall units, all items in a memory group presented on the screen together. Items were assigned to memory groups using all previous recall trials. Subjects in the second group also received items presented in massed groups, but items were assigned to groups at random. The presentation time was 2.5 sec/item in these three experiments.
Experiment 13 contrasted a random condition with aB-plus-tag condition. In this experiment, however, subjects were told that they must recall all items in the list perfectly on two trials to complete the experiment. All subjects required at least four trials to reach this criterion.
As a group, the 13 experiments provide a varied collection of multiple-trial free-recall tasks. If the results were to differ from other recall studies, it would be difficultto know exactly what caused the differences. If, on the other hand, the results were similar to single-trial recall studies, some generality over the details of procedures would be gained.
RESULTS
The Appendix presents values for Paivio et al. 's (1968) 925 nouns for goodness (G), emotionality (E), emotional goodness (EG), pronunciability (PR), availability based on Kiss et al. 's (1972) semantic network (KA), probability of recall on each of the first three trials of the multiple-trial free-recall experiments (FRI, FR2, FR3), the average probability of recall on the first three trials ofthe multiple-trial free-recall experiments (FR), and the combined average free recall from the first three trials of the multiple-trial free-recall and the Christian et al. (1978) recall experiments weighted by the number of attempted recalls of each word (FRA). That is, FRA = (3 x NS x FR + 32 x FRC)/(3 x NS + 32), where NS is the number of subjects recalling each word in the three trials that led to the FR value, and 32 is the number of subjects in the FRC experiment. Table 2 lists and Table 3 presents correlations among both the newly collected and the previously published scales. Here and in all future analyses, in order to ensure stability in the values for FR, and FR1, FR2, and FR3, these values are included for a word only if at least 10 subjects attempted recalls on that word (i.e., NS > 9). For FR, this means that there are always 30 or more observations per word, a value similar to FRC's 32 observations per word. Similarly, FRA is included only if FR, FRC, or both are included. The correlations follow the pattern of earlier work on more limited sampies (e.g., Rubin, 1980) .
A Factor Analysis
The principal-factor orthogonal, varimax procedure used by previous researchers in this area (Frincke, 1968; Paivio, 1968; Rubin, 1980; Wimer, 1963) was chosen to reduce the 21 x 21 correlation matrix shown in Table 3 to an interpretable summary. The claim that is being made for this factor analysis is that variables that load on the same factor are related; in a hierarchical clustering solution they would cluster, and in a multidimensional scaling solution they would be near one another. The factor analysis solution presented in Table 4 is flawed on techical grounds, but still emerges when these flaws are corrected by removing variables so that no correlations greater than .85 remain and by removing all variables that were formed by summing other variables. Table 4 is similar to the factor analysis that resulted when 51 properties of 125 words were factor analyzed (Rubin, 1980) and is also in good agreement with other earlier work (Paivio, 1968; Wimer, 1963) . Five of the six factors found by Rubin (1980) are present. The sixth factor, goodness, is not present in Table 4 because only one variable that should load on this factor was included here. This variable of goodness does not load substantially on any of the five factors shown and has a low communality, indicating that if another related measure, such as rated pleasantness, were included, the earlier factor analysis would probably be completely matched. A factor analysis, based on the 800 words remaining when the 125 words used by Rubin (1980) were excluded, resulted in the same five factors shown in Table 4 , indicating that the similarity in results between the two studies is not due to the overlap in some of the stimuli used.
In addition to being in agreement with earlier work and possible expectations of researchers in this field, the factor structure is extremely simple. With the exception of availability and pronunciability, variables load highlyon one, and only one, factor. This implies that most of our commonly used variables can be collapsed into five (or more likely, six) factors or clusters and that any one selected variable will reasonably represent the other variables from a factor.
Factor 1 has its highest loadings from variables that could be formed without regard to whether or not the strings of letters scaled were words. Factor 2 consists of variables related to frequency of occurrence, and Factor 3 contains the recall variables. Factor 4 contains both imagery and meaningfulness variables. Although this combination is somewhat unsatisfying, it is one with some empirical precedent (Paivio, 1968; Rubin, 1980) . Factor 5 contains the emotionality variables and also has a moderate negative loading on concreteness, a finding hinted at in Rubin' s (1980) study. As noted by Paivio et al. (1968) , emotional words can be of any imagery value, but tend to be of low concreteness.
Multiple Regressions
For both the 925-word sample and 125-word sample used by Rubin (1980) , multiple regressions were performed on four measures of free recall available for Pai- vio's nouns. In both cases, all available predictor variables were included, with the exception of those that correlated greater than .85 with other predictor variables. This resulted in 13 predictor variables for the 925-word sampie (the first 15 variables listed in Table 4 , less firstand second-order approximations to English) and 25 predictor variables for the 125-word sampie. In addition, one free-recall measure, Free Recall Grouped, was added from the Rubin (1980) study. This variable is the percentage of214 subjects recalling each word when a collection of six incidental and intentionallearning tasks are combined. Thus, for the 925-word sampie, there are two completely independent recall measurcs (Free Recall and Free-Recall CBTC) and two recall measures partially confounded with these (Free-Recall Trial land Free Recall Average). The 125-word sampie has an additional independent recall measure (Free Recall Grouped). Multiple regressions for Free-Recall Trials 2 and 3 are not shown because, as can be seen from the correlations in Table 3 , they differed little from the regressions for Free Recall and Free-Recall Trial 1. The simple correlations given in Table 3 indicate the ability of independent variables to predict recall in isolation. The multiple regressions indicate the ability of independent variables to predict recall when the confounding effects of other variables are removed. That is, the multiple regressions can be viewed as analyses in which many variables are simultaneously compared with each other to determine which variables can best predict the probability of recall of words. Combined, these two types of analyses contain a wealth of information when compared to analysis of variance designs containing only a few independent variables. Table 5 presents the multiple regression. The order of entry of the variables in a stepwise regression is given by the numbers 1-9. The multiple regressions shown result from the restriction that each variable, when it is added, must have a beta weight significantly different from zero (p < .05) under the liberal assumption that the words are independent. The multiple regression correlation coefficients resulting when this restriction is removed are shown in the last column
The results are remarkably similar for all measures in both sampies, as are the results for the sampIe of 800 words consisting of those 925 words used here that were not used in Rubin' s (1980) study. Three kinds of variable account for most of the variance explained in all regressions: imagery, as measured by I or C; availability as measured by A or KA; and emotionality, as measured by E or EG. For the more sensitive 925-word sampie, goodness also has a small effect. Frequency, as measured by F, or TLF, also enters for the 925-word sampie, but it appears to do so as a correction. Frequency's beta weight, from the first step in which it enters to the last step shown in Table 5 , is always negative, although its simple correlation with recall is small but positive. Finding three basic determiners of which words are recalled is noteworthy, considering the differences in procedures in the various recall measures and the multitude of variables available to enter into the regression equations.
The similarity among all the multiple regressions, as weil as the high correlations among the various recall measures, indicates that the words that are recalled in multiple-trial free recall tend to be the same words that are recalled in single-trial recall, and therefore, that the free-recall measures introduced here are generaiones. That is, the results presented in Table 5 hold for different sampIes of words, for different sampies of subjects, and across widely different procedures and experimental conditions.
DISCUSSION
What have we learned about free recall? First, there appear to be three major predictors of which words tend to get recalled: imagery, availability, and emotionality. Measures such as meaningfulness, frequency, and pronunciability, which we might have expected, based on the classicalliterature, to be among the important predictors, were not, although they were included in the analyses.
Although imagery, and to a lesser extent emotionality, might have been expected to function as they did, except for some recent research (Rubin, 1980 (Rubin, , 1983 , availability appears as a surprise. The unexpected results argue that at our science's current level of development, exploratory work is still warranted to prevent us from holding to assumptions based on a less than adequate theory or data base. For instance, the early studies supporting 
ote-AOA* is the rated age ofacquisition ofthe word multiplied by -/ (Rubin. /980). AD* is the rated associative difficulty ofthe word multiplied by -1 (Rubin, 1980) . Reh is the number of times the word was rehearsed in 5 sec (Rubin, /980).
Sampie meaningfulness, frequency, and pronunciability may have been due in part to these variables confounding with availability and imagery. Similarly, availability' s effect may be due to its confounding with a yet-to-be-discovered factor. Large correlational studies, such as this one, provide one way to check for such possibilities. Although the results are somewhat unexpected, they are robust. RecaIl from two samples of words and three laboratories support the notion that imagery, availability, and emotionality are the best predictors of which words are recalled. Emotionality presents something of a puzzle. In all multiple regressions, a measure of emotionality enters as the third (after imagery and availability) or fourth (after imagery, availability, and frequency) variable. In multiple regressions, the emotionality variables account for considerable variance. Nonetheless, as can be seen in Table 4 , the simple correlations between the six recall measures and the two emotionality measures (E and EG) are quite small, ranging from -.01 to .11. The only variable with a correlation above .1 with both measures of emotionality is concreteness (-.51 with E and -.30 with EG). This is consistent with Paivio et al. 's (1968) report as well as with the factor analysis shown in Table 5 . Thus, emotionality has no simple isolated effect on recall and does not enter into multiple regressions because of a clear suppressor effect on another variable that enters ahead of it. The fact that emotionality is uncorrelated with almost all the other independent variables allows any small effects it has to be noticed. If emotionality entered into only one regression equation, this puzzle would probably be resolved by viewing emotionality's predictive powers as a chance occurrence. Its persistent effect over different recall experiments and different samples of words, however, makes it difficult to dismiss .
Availability, because of its relative lack of use as a predictor of recall deserves special attention. Availability, as measured by associative frequency, is the number of times a word is given as an associate to a sampie of stimulus words. That is, it is the relative ease with which an isolated word comes to mind. In a study contrasting 34 independent variables (Rubin, 1980) , it proved to be an excellent predictor of recall. In a more conventional analysis of variance design, 64 high-availability words were easier to recall than 64low-availability words, even when both sets of words were equated for meaningfulness imagery and length in letters, and when differences in frequency of occurrence were minimized (Rubin, 1983) .
Although availability, as measured here, has a limited history as an independent variable in memory experiments, it has a long history in psychology. For instance, it is well known that the ease with which words come to mind in specific domains or categories affects recall (Asch & Ebenholtz 1962; Dale, 1967; Deese, 1965; Leicht, 1968; Tversky & Kahneman, 1973) . A general measure of availability, different from the frequency with which a word comes to mind in general usage (i.e., word frequency; Howes, 1957), probably was not developed because of the general assumption that associations were essentially symmetrical and, thus, meaningfulness and availability were the same measure. Nonetheless, as a theoretical construct, availability has been used widely. The measure of availability used here was proposed, but not actually measured, by Underwood (1965) using the term "implicit associati ve response" and by Glanzer and Bowles (1976) to explain the word frequency effect in recognition. In more modem language, new views would hold that high-availability words are frequently activated through spreading activation. The term "availability," without the associative frequency measure used here, has been used in the same sense by Asch and Ebenholtz (1962) , Thomdike (1932), and Tversky and Kahneman (1973) . Tulving and Pearlstone (1966) also make use of a similar concept called accessibility which they contrast to their concept of availability.
In summary, although availability as measured by associative frequency has a limited history as a predictor of recall, it has been extremely successful when tested and has a wealth of theoretical and general empirical support. Moreover, it is hard to find a simpler, more obvious hypothesis: Some words come to mind easily; these words will be recalled (but not recognized) easily. Availability deserves serious consideration in future work.
Apresupposition is contained in the question of what variables predict the memorability of words. It is necessary that certain words are recalled more often than others. The data reported here for the recall of 925 nouns from two laboratories using different procedures, as well as data from other studies (e.g., Postman & Kruesi, 1977; Rubin, 1980 Rubin, , 1985 , indicate that the presupposition is valid for a wide range of tasks. That is, the data indicate that the results reported here should hold for a dass of free-recall experiments. Careful analysis of data collected from a larger set of subjects than were used here will most likely show interesting differences in which words tend to be recalled under various conditions, but the data reported here indicate that, over a range oftasks, such differences will be small. The values reported here, therefore, can be used as approximations to the relative values that would be obtained in other experiments, and the predictors that work best here will probably generalize to new situations.
How should the finding that imagery, availability, and emotionality are the best predictors of a word's probability of recall be viewed? The simplest way is to combine the existing theories of the effects of imagery, availability, and emotionality on recall. Such theories work well together in that they tend to describe different aspects ofbehavior, and the combination fits the spirit ofthe multiple regression analyses performed here. A more ambitious solution would be to provide a single combined predictor or a theoretically motivated way to combine existing predictors. The data that need to be accounted for are in the appendix along with measures based on existing theories. The challenge is clear. Although a successful post hoc solution for these 925 nouns would need to be validated on a new set of words, the data presented will allow inadequate solutions to be efficiently removed.
The norms themselves should not beoverlooked. In addition to containing Free Recall Averaged (FRA), which is the most general set of recall values available for a large set ofnouns, the norms, when combined with other published studies, provide values for the extensive list of variables presented in Table 2 . Using correlational techniques, the norms can be used to examine other tasks besides recall, and the large number of words normed can aid in selecting levels of some variables while controlling for others in analysis of variance studies. 
APPENDIX
Values f~r goodness (0), emotionality (E), emotional goodness (EO), pronunciability (PR), availability based on K1SS et al. (1973) (KA), the number of subjects attempting recalls of each word in multiple-trial free recall (NS), the probability of recall in the first, second, and third trials of multiple-trial free recall (FRl, FR2: FR3~, the avera~e. probability of recall over the first three trials (FR), and the average probability of multiple-trial and Christian et al. (1978) free recall weighted by the number of subjects attempting recall of each word (FRA). 95 5.77 27 .33 .63 .70 .56 .44 FOIBLE 1 3.55 3.18 .45 6.54 12 .42 .67 .75 .61 .59 HIDE 199 3.07 3.98 .93 1.71 22 .32 .50 .68 .50 .47 FOLLY 193.593.66 .41 2.88 12 .50 .50 .50 .50 .41 HIEHARCHY 7 3.50 3.22 .50 7.68 35 .43 .51 .66 .53 
