Abstract-We carry out bipolar Monte Carlo (MC) simula tions of electron and hole transport in a multi-quantum well light-emitting diode with an electron-blocking layer. The MC simulation accounts for the most important interband recom bination and intraband scattering processes and solves self consistently for the non-quasiequilibrium transport. The fully bipolar MC simulator results in better convergence than our previous Monte Carlo-drift-diffusion (MCDD) model and also shows clear signatures of hot holes. Accounting for both hot electron and hot hole effects increases the total current and decreases the efficiency especially at high bias voltages. We also present our in-house full band structure calculations for GaN to be coupled later with the MC simulation in order to enable even more detailed predictions of device operation.
I. INTRODUCTION
Light-emitting diodes (LEDs) based on III-Nitrides are revolutionizing the field of general lighting with their very high efficiency and improving spectral tunability [1] . However, in spite of superior performance as compared to competing lighting technologies, the III-N LEDs of today still suffer from a decrease in the efficiency at high input powers (aka efficiency droop). In spite of roughly ten years of intensive research of the efficiency droop, complete understanding of its origins is still missing [2] . In addition to the efficiency droop, the device-level understanding of III-N multi-quantum well (MQW) LEDs on a more general level remains incomplete. The most obvious example of this is that the commonly used device simulation models typically result in notably higher bias voltages than observed experimentally. To remedy these problems, more research is needed in developing device simulation models that account more accurately for microscopic processes taking place in LEDs.
Most of the device models used for III-N LEDs today are based on the drift-diffusion (DD) model, in which electrons and holes are modeled by quasi-equilibrium distributions [3] , [4] . The DD model is very useful in interpreting the device level characteristics of LEDs but is inherently based on quasi equilibrium carrier distributions. However, recent measure ments indicate that the carrier distributions in III-N LEDs exhibit some hot-carrier properties already in typical operating conditions [5] , [6] . In order to generate more insight to these measurements, we recently developed a Monte Carlo-drift diffusion (MCDD) model, which accounts for the physics of hot electrons in the simulation of LEDs. According to MCDD simulations, Auger recombination generates population of hot electrons, part of which is even expected to reach the p-type nnp Auger process "" y , contact [7] , [8] . At large bias voltages the MCDD and DD results also differ from each other, suggesting a breakdown of the DD model [9] .
In this paper we carry out fully bipolar Monte Carlo (MC) simulations, in which both electrons and holes are simulated using MC, taking into account all the relevant scattering and recombination processes and device physics. The simulations are performed for the III-N LED device illustrated in Fig. 1 . In this paper we especially study how the full bipolar MC simulation affects hole transport. For faster convergence, initial values are taken from a standard DD simulations. We also present full band structure calculations to be used later in more detailed device simulations. All the important intraband scat tering processes are directly included in MC simulations. The MC simulations also account for the recombination processes, which are calculated using the carrier densities from the MC simulation.
II. THEORY
To model the effects of non-quasiequilibrium charge trans port on device characteristics, one no longer can rely on the DD model and assume that the electron and hole populations are in internal equilibrium. To account for the full energy spectrum of electrons and holes, in this paper we therefore use MC models to simulate electron and hole transport throughout the whole device for a given bias voltage. Hot-carrier effects resulting from Auger recombination, high electric fields, and large band offsets are thereby included directly, and carrier relaxation within the bands is modeled through the various intraband scattering processes. Figure 2 shows the diagram of the full bipolar Me simu lation method. To provide initial values for the Me simulation for faster convergence, a DD simulation is first performed for the whole device. Electron and hole densities, band diagrams and recombination rates are taken from the DD simulation and used as a starting point in the Me simulation. The Me simulation is run for both electrons and holes, and electron and hole densities are used to update the electric fields and recombination rates during the simulation. After the band edges and recombination rates have converged, the simulation is continued to collect final results for the distribution functions as time averages from the full Me simulation.
A. Hot carrier transport
To fully account for hot-carrier effects, the standard Me model is employed to solve the Boltzmann's transport equation (BTE). More specifically, the transport of carriers is modeled by simulating their equations of motion during free flights, and by using random numbers to generate scattering events based on specific scattering rates. To enable generating free flight times from a homogeneous Poisson-distribution, self scattering is used to model a virtual scattering event in which the wavevector of the carrier does not change. Application of Me models specifically in III-N LEDs is discussed in our earlier works [7] - [10] , and more details of the Me simulation model itself can be found in Refs.
[11]- [15] .
B. Intraband scattering
Intraband scattering processes change the electronic states of carriers within the conduction or the valence band. Each separate scattering process m has a scattering rate W m (k, k'), given the carriers initial and final states k and k', respectively.
For constructing the scattering ladder and generating free flight times, the rates are integrated over all the possible k' to provide Wm(k). The simulations of this paper include deformation potential acoustic and optical phonon scattering, polar optical phonon scattering, piezoelectric acoustic phonon 394 scattering, ionized impurity scattering due to ionized dopant atoms, carrier-carrier scattering, alloy disorder scattering, and surface roughness scattering at material interfaces. Detailed expressions for calculating the scattering rates are provided, e.g., in references [11], [16] , [17] .
C. Recombination
In Me simulation of optoelectronic devices, special atten tion needs to be paid for generation/recombination processes. In our LED simulation, we approximate the recombination rates during the simulation using the density based model given by (see, e.g., Ref. [18] for details)
(1) where Tn and Tp are the defect recombination lifetimes for electrons and holes, n and p are the electron and hole densities, nl and PI are the electron and hole densities when the Fermi level is at the defect state responsible for the defect recombina tion, B is the net radiative recombination coefficient, C is the Auger recombination coefficient, and ni is the intrinsic carrier concentration. The terms between square brackets describe the Shockley-Read-Hall (SRH) recombination through defect states, radiative recombination, and Auger recombination, re spectively.
The recombination rate given by Eq. (1) is used to remove electrons and holes from the carrier distributions close to the band edges. In the case of Auger recombination, an additional electron (hole) is chosen for each nnp (npp) event and excited to a state within the conduction (valence) band with its energy increased by the recombination energy. As the recombination processes occur predominantly for carriers close to band edges, also in the Me simulation the Auger-excited electrons and holes are chosen from carriers within a few kBT from the band edge.
D. Band structure
For the band structures in the Me simulation, we use both the analytic model provided in Ref. [19] based on the full band structure of Ref. [20] , as well as analytical band structures fitted to our in-house density functional theory calculations. The density functional calculations use the Heyd-Scuseria Ernzerhof (HSE) hybrid functional, which has been shown to reproduce band gaps in a good agreement with experimental values [21] , [22] . In terms of device-level characteristics, the most important difference between the band structures of Ref. [19] and the detailed density functional theory calculations is expected to be the intervalley separation between the r 1 and U valleys. Figure 3 shows the full band structure of GaN calculated using the HSE hybrid functional and also illustrates the most important valleys of the conduction band.
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III. RESULTS & DISCUSSION
The bipolar MC model described in Section II is deployed to simulate electron and hole transport in the structures shown schematically in Fig. 1 . Material parameters are the same as in Refs. [8] , [10] . In the results shown in this section, the band structure is still the one described in Ref. [19] . Figure 4 shows the conduction band edges resulting from the bipolar MC simulation and the plain DD simulation for bias voltages of (a) 3.3, (b) 3.5, and (c) 3.65 V. The current densities are marked in the figures. All the figures are plotted through the MQW region starting from the n-type GaN and ending at the p-type GaN. The EBL is further highlighted with a gray background. Figure 4(a) on the left shows very little difference between the DD and MC results, confirming that DD and MC give similar results in the case where there are no high fields or significant Auger recombination creating hot carriers. Figures  4(b) and (c), on the other hand, exhibit increasing differences between the DD and MC results due to non-quasiequilibrium carrier transport, which is only accounted for in Me. The hot carriers are generated both by Auger recombination and the potential drop over the MQW region. However, the MC result exhibits notably smaller electric fields in the p-type GaN than the previous MCDD model (see the band diagrams in Ref. [8] ). This suggests that the hole density of the bipolar MC model is able to screen the hot-electron population better than the frozen hole density of the MCDD. Figure 5 shows the hole density from the MC and DD simulations at a bias voltage of 3.65 V, for which the current density is already 250 Alcm2• The curves show that even at such a very high current density, the hole densities from MC and DD show only slight differences in the MQW and EBL. On the contrary, the hole density from MC is more than 1019 m-3 in the n-type GaN on the left, in contrast with the DD hole density of rv 1012 m-3 (note that the electron density is still much larger in that region, namely 1024 m-3). The larger hole density of the MC simulation is a direct signature of hot holes that are generated in the MQW region and transported towards the n-type contact. This shows that the MQW potential drop and Auger recombination also create a significant population of hot holes. The MC hole density starts to decrease towards the n-type contact further away from the MQW region. Figure 6 (a) shows the current-voltage characteristics and Fig. 6 (b) the external quanlum efficiency (EQE) resulting from the MC and DD simulations. The bipolar MC simulation predicts slightly higher current densities for a given voltage than DD. The difference is caused by non-quasiequilibrium carrier transport which is not accounted for in DD. In Fig.  6(b) , both EQE curves show the efficiency droop starting at a current density slightly below 10 Alcm2. Result from the MC simulation shows a smaller efficiency due to loss of Auger generated carriers and carrier overflow. However, the overall contribution of hot carriers to the EQE remains modest in the device chosen for this simulation. Figure 7 shows the electron density in the U valley of the conduction band throughout the p-type GaN region for different bias voltages. Electron density in the U valley decreases strongly mainly due to intervalley relaxation to the lowest-lying r Valley. As the U valley is located roughly 1.5 eV over the conduction band minimum in the present band structure model, the whole U valley electron population is created by Auger recombination. Increasing the bias voltage also increases the U valley electron density due to increasing the Auger recombination rate.
IV. CONCLUSIONS
We carried out bipolar Monte Carlo (MC) simulations of electron and hole transport in a MQW LED device including an electron-blocking layer. The fully bipolar MC simulation resulted in a better convergence than the earlier-generation Monte Carlo-drift-diffusion model and also provided indi cations of hot holes. Accounting for non-quasiequilibrium transport of both electrons and holes increased the current and decreased the efficiency especially at high currents. Coupling our in-house full band structure calculations to the MC sim ulation will enable even more detailed predictions of the full device operation.
