This project was motivated by the investigation of the impact of primary oil and gas infrastructure on levels of air pollutants in western Canada. In the published models, we assumed that the distances between sources and air monitors were the key determinants of exposure and were measured precisely. These models related the logarithm of air pollutant concentration to a function of separation distance (''distance weight''). We undertook a simulation study to determine the impact on the observed source-pollutant association of uncertainty in the separation distance and the number of relevant sources per monitoring station. We observed that both the number of sources in the vicinity of the monitoring station and the extent of error in the estimate of separation distance influence the estimate of the slope of the source-pollution association. Measurement error tended to attenuate the association and degrade power, whereas the greater number of sources per monitoring station also led to a shallower observed slope. Attempts to correct the estimates of the slope were hampered by the non-standard nature of the frequency distribution of the difference between distance weights based on true and mismeasured distances. Our results revealed unanticipated challenges in the interpretation and estimation of the original analyses.
Introduction
A rich statistical body of knowledge exists on the measurement error problem and how to use information on uncertainty in a dependent variable to obtain an unbiased estimate of a regression parameter (Carroll et al., 1995; Gustafson, 2003) . In environmental hygiene and exposure modeling, the measurement error problem arises mostly in the context of linear regression of determinants of exposure on the measured levels of air pollution. Such studies aim to establish empirical relationships between determinants of exposure/pollution and measured exposure levels to target specific interventions. Obviously, in such a context it is important to obtain an accurate estimate of the impact of the determinants (source) of exposure on exposure to make realistic predictions of potential interventions or mitigation measures, and to correctly rank the importance of different determinants of exposure (especially if some are ascertained with different accuracy). The specific aim of this paper is to explore in a simulation study how uncertainty in the estimates of distances between sources and measurement locations (defined below as D * ij ) may have influenced the magnitude of the observed slope of the association between measure of proximity to sources and measured air pollution when emission rates (source strength) is unknown.
This investigation was motivated by our experience trying to relate information on air pollution to proximity to primary oil and gas facilities in western Canada, where the upstream oil and gas industry plays a very important economic role. This industry comprises all infrastructure used to find, produce, gather, treat/process and transport natural gas, liquefied petroleum gas, condensate, crude oil, heavy oil and crude bitumen to market. The emission sources range from small fugitive leaks on valves and fittings to large point sources such as flaring, process vents and occasional well blowouts and pipeline release (due to punctures and malfunctions). The impact of emissions from upstream oil and gas industry on animal health raises substantial concerns among beef cattle producers, because their pastures and primary oil and gas facilities are scattered across the rural areas and often overlap (Scott et al., 2003a) . In response, the Western Interprovincial Scientific Studies Association initiated a study to evaluate the impact of exposure to emissions from oil and natural gas facilities on animal health; the focus of the epidemiological study that produced exposure data was on health effects arising from low levels of exposure (WISSA, 2006) . As a part of the study, monthlong average exposure measurements for a range of compounds (H 2 S, SO 2 , volatile organic compounds (VOC), polycyclic aromatic compounds, metals) were collected at fixed locations throughout the Canadian provinces of Alberta, north-eastern British Columbia and central and southern Saskatchewan between April 2001 and December 2002. We previously studied the effects of oil and gas infrastructure on measured mixtures of VOC (You et al., 2008) , benzene (Burstyn et al., 2007b) , H 2 S and SO 2 (Burstyn et al., 2007a) using linear mixed effects models to identify significant sources of emissions. In all the models, a measure of proximity to point sources was among the principal determinants of exposure considered. The location of potential sources was derived from data held by the provincial regulatory agencies in the Dominion Land Survey system. Coordinates of monitoring stations were determined using the global positioning system. These two sets of coordinates allowed us to estimate distance between sources and environmental monitors. Details of how proximity measures were derived from distances between sources and the monitors are provided below.
The effects of sources on measured concentrations were considered within a 50 km radius around monitoring stations. Each type of source (oil well, gas well, bitumen well, battery, gas plant) was considered separately. For each type of source, distance class (0-2 km and 2-50 km) and year, we developed a measure of proximity of monitoring stations to facilities in the oil and gas industry in the following manner. If, for simplicity of notation, we ignore effects of distance class and year, the measures of proximity in a given distance class were computed as sum of (distance) À2/3 , following the distance-decay model of Strosher (1996) . Thus, proximity (P i ) of the ith monitoring station to the jth set of sources was
where D ij * is the estimated distance in kilometers (km) from the jth set of sources to the ith monitoring station. If the value of proximity could not be determined (e.g. no sources of a given type within 2 km), P i was set to zero. This assumes that each source acted independently to contribute to the observed concentrations in the air and that multiple sources can be imagined to be represented by one aggregate source whose ''proximity'' is reflected by P i . In linear mixed effects models, we used the following logarithmic transformation of proximity as a predictor variable: W i ¼ ln(1 þ P i ). A constant value of 1 was added before log-transformation to avoid the problem with the logarithm of 0 being undefined. The objective of the analysis was to determine the influence of proximity to all sources of a specific type, not just a specific individual source. This was based on the assumption that all similar sources (e.g. all oil wells) have the same emission strength and was also motivated by the fact that we had numerous sources in the vicinity of monitoring stations making alternative approaches unwieldy (e.g. up to 195 oil wells within 2 km of monitoring stations in the province of Alberta with a mean of 4).
Methods
We simulated true (D) and observed (D * ) distances from the source of emissions to the receptor and studied how error in observed distance may have impacted the strength of the observed association in our modeling approach (as described in the Introduction). The superscript ''asterisk'' denotes an observed parameter estimate that is not necessarily equal to the true value. First, we assumed that the previously proposed distance-decay model for point sources in flat terrain, such as flaring from gas well (Strosher, 1996) , is correct. It states that the concentration of a contaminant (C) is equal to the emission rate (Q) divided by the effective separation distance (D) taken to the power of 2/3 (D and Q are independent):
; which is equivalent to
We made the following assumptions in the hypothetical study assuming j sources for the ith monitoring station:
True separation distance D ij BUniform(0.01,50) (range of distances from 100 m to 50 km over which a source can be expect to exert influence); all D ij are independent for the ith monitoring station; Natural
; s e 2 is the logarithmic measurement error variance in distance D ij ; Ln(Q ij )BN(0,1) (log-normal distribution of emission rate; none of the sources inactive); Q ij is not known to the investigators; all Q ij are independent for the ith monitoring station;
for j independent sources for the ith monitoring station; Contaminants were measured with error that is independent of error in distance, such that Ln(C i * )BN(Ln(C i ), 0.5).
If the true distance was known and emission rate unobservable (as in the motivating example), then the empirical model would have the following form:
for observations iA{1,2,y, N) with e i BN(0,s e 2 ) (random variation across observations), where
) for two sources, etc. Please note that the value of b 1 is not fixed in the simulation, because the method that generates C i * does not involve that parameter. In a sense, the model in Equation (3) is misspecified, allowing b 1 to depend on the form of X i (i.e. the number of sources). This indeed turns out to be the case as seen in the results below. The empirical model fitted to the data with one source/ monitoring station (j ¼ 1) in the simulation study had the following form: LnðC added to the function of observed distance to set W for all distances that were outside of the 50 km range to 0, which is consistent with the assumption that they have no impact on the observed concentration.) This formulation is analogous to the one used in original model (Burstyn et al., 2007a, b; You et al., 2008) . When two sources were considered:
For larger numbers of sources per monitoring station, analogous expressions are easily derived. The simulated emission rate was not used in the models fitted to the data as it was deemed to be unknown. We generated 1000 (kA{1,2, y, K}) hypothetical studies each with 1000 observations (N) for different values of measurement error variance s e 2 A{0.01, 0.05, 0.1, 0.2, 0.5, 0.7, 1, 1.5, 2}. For each hypothetical study, we estimated b 1 * and _ b 1 (observed and true impact of distance to the source) and compared them in terms of averages of mean absolute
. The regression coefficient derived from an exactly known separation distance, _ b 1k , was estimated in every kth simulation realization using X i . It is clearly desirable to adjust b 1 * for known measurement error in D if E(b 1 * )a _ b 1 . Doing so involves determining a mathematic relationship between X and W via s e 2 , which is not straightforward in this situation as it does not appear to lead to a known frequency distribution. Alternatively, we can simulate (W i , X i ) and empirically examine the distribution of measurement error: u i ¼ W i ÀX i (assuming classical error structure). This approach should enable us to estimate variance (s u 2 ) and expected value (measure of central tendency) of measurement error of the determinant of exposure (E(u i )). We did this for NK( ¼ 1,000,000) (W i , X i ) pairs for every value of s e 2 in the case when there was only one monitoring station per source. All simulations were conducted in SAS 9.1 (SAS Institute Inc., Cary, NC, USA).
Results
The impact of assessing separation distance with error is illustrated in Tables 1 and 2 . As expected, increased uncertainty about the true value of the determinant of exposure attenuated the estimate of its impact on exposure level. This is accompanied by a rise in mean squared error, which, for the higher values of error variance, approaches in magnitude the estimated value of the regression coefficient associated with determinants of exposure (b 1 * ). This implies that estimates of the impact of determinants of exposure are increasingly imprecise in the presence of measurement error. Varying the distributions of emission rates (Q) did not affect the estimates of the effect of proximity (data not shown). From Equation (2) it follows that distance and emission rates have independent effect on the concentration. Therefore, it is not surprising that making different assumptions about distribution of the emission rate, other than that featured in the article, does not alter presented proximity-concentration association.
The number of independent sources per monitoring station does not seem to greatly affect relative bias in the estimate of b 1 * . However, as the number of sources increased, the absolute value of b 1 * decreased, even if measurement error in separation distances is trivial.
The extent of error simulated in this study is illustrated in Figure 1 for small error variance. It shows a pattern typical of lognormal measurement error in observed distances.
Errors in variables used to represent determinants of exposure in the regression model (W), appear to follow a frequency distribution that does not easily reduce to a known form of probability density function. Its mean, right skew and kurtosis (towards sharper distribution than Gaussian) increase as the measurement error in distance becomes greater (Table 3) . Variance of measurement error (s u 2 ) increases with an increase in error in distance, s e 2 . Typical frequency distributions of measurement error (u i ), for the situation with one source per monitor are illustrated for s e 2 ¼ 0.01 and 2 (Figures 2a and b) . They reveal a bimodal distribution with a right-hand mode dominating when s e 2 is small and vice versa; when s e 2 ¼ 0.5, both modes have equal ''height''.
Discussion
We illustrated how measurement error in separation distance between point sources of environmental pollution and monitoring stations can impact the assessment of influence that a particular source has on the measured level of contaminant concentration in the air. When errors in separation distance are small, the effect of distance can be estimated without bias, but the estimate degrades towards the null as the measurement error increases. However, the slope parameter also decreases in value, in a manner apparently independent of measurement error, when the number of sources per monitoring station increases. It can be easily shown through simulations that the variance of distance weight (X i ) increases as the number of sources gets larger, even if separation distances are known exactly. This would tend to decrease the magnitude of the observed concentration-distance weight slope, because the estimate of the slope _ b 1 is a ratio of covariance (s(Ln(C i * ),X i )) to variance of X i (s 2 (X i )). It is not clear how the covariance is affected as the number of sources increases, but it appears to be affected little by the number of sources (data not shown), and our overall simulation results suggest that it does not increase proportionally to increases in the variance of X i , because otherwise the magnitude of the slope would be independent of the number of sources. In the empirical model that we employed (Equation (4)), the magnitude of the unbiased estimate (without measurement error) depends on the number of sources near each monitoring station, which makes it challenging to interpret data when the number of sources per monitoring station is variable.
The models in Equations (3) and (4) assume a linear relationship between predictors X i and W i and the observed logarithm of the concentration of air pollutant. However, we can easily show that the relationships are in fact curvilinear (details not shown). The cause of the deviation from linearity is the addition of a constant (''1'') to the sum of D ij À2/3 : when the constant is not added, the expected value of _ b 1 is one and the relationship is linear (details not shown, but the R code (R Development Core Team, 2006) that produces these results is available from the corresponding author). This would bias the estimate of the slope _ b 1 because it is equal to r(Ln(C i * ),X i )) Â s(Ln(C i * ))/s(X i ) and the bias in the estimate of linear correlation in the presence of deviation from linearity would also be reflected in _ b 1 . Clearly, when measurement errors are large, it is desirable to correct estimates of proximity to sources for measurement error, because predictions made with uncorrected estimates of the effect of distance will have lower range (due to shallower slope) than true concentrations, failing to predict extreme exposure situations. There are several approaches to adjust for measurement error. For example, if the distribution of error in the measure of proximity (u i ) was symmetrical and centered on zero, we could attempt to employ the simulation extrapolation method of measurement error adjustment (Cook and Stefanski, 1994) . However, this does not appear to be the case in our study. To apply Bayesian correction for measurement error, we also need to characterize measurement error in X and derive its distribution (Gustafson, 2003) , which also does not appear to be straightforward. Application of the regression calibration approach is hindered in this case by the absence of a gold standard of D through a validation study (Rosner et al., 1989; Spiegelman et al., 1997) and it is not clear how it would be obtained from geocoded data. We did not explore the non-parametric approaches to this problem, which may overcome some of the complications with the distribution of the measurement error. Thus, it is presently unclear how we could have corrected for the effects of measurement error in the specific example considered in this study. Generally, estimates of determinants of exposure are obtained using complex manipulations of the data observed with error (e.g. time spent per task, Burstyn et al., 1997) . Therefore, the resultant measurement error structures can be expected to be complex, as presented here, and not readily amendable to standard measurement error adjustment procedures. The best the investigators can do is to simulate the extent of the problem as we did and to interpret their data in accordance with the sensitivity of their models to errors in determinants of exposure.
This simulation study suggests that with small uncertainties in the estimates of separation distance between source and receptor, we can expect to obtain estimates of the impact of determinants of exposure that are only slightly biased. The absolute value of the slope parameter and its precision depend on the number of sources and the degree of uncertainty in the value of the separation distance. These conclusions hold so long as other unmeasured determinants of exposure are independent of the studied/observed one and our assumptions about applicability of the adopted distance decay model (Strosher, 1996) are correct. The assumption of independence is probably not possible to absolutely guarantee in our study of emissions from the oil and gas industry, because (a) different facilities (e.g. wells) could be connected to the same pool of oil or gas or feed into a single battery, therefore being the subject to the shared operating conditions and (b) the same source could be within 50 km of several monitoring stations. The model of Strosher (1996) does not take into account numerous factors typically considered in dispersion modeling (Scott et al., 2003b) , but evaluation of more complex models was not possible from the available data. It is difficult to say whether the application of a more realistic model would have produced different results, but clearly our simulated process of air pollution is simplistic. Nonetheless, it was previously judged that in flat terrain with no strong prevailing winds (such as in the oil and gas producing region of western Canada), more complex dispersion models seem to have little advantage over distance-decay models (Scott et al., 2003b) . Failure to detect statistically significant associations in studies similar to ours can be due to either inflation of standard errors due to uncertainty in separation distances or to small number of sources under consideration (especially when distances were measured with considerable error). Clearly, there is a need to strive to improve accuracy with which determinants of exposure are recorded and to make every effort to determine the magnitude of uncertainty in their quantification. Our simulation study revealed unanticipated challenges in the interpretation and estimation of the original analyses that employed the empirical model in Equation (4) (Burstyn et al., 2007a, b; You et al., 2008) . Therefore, we highly recommend future investigators to first assess unorthodox model parameterization though simulations.
