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We discuss the existence of periodic solutions to the wave equation with variable
coeﬃcients utt − div(A(x)∇u) + ρ(x,ut) = f (x, t) with Dirichlet boundary condition. Here
ρ(x, v) is a function like ρ(x, v) = a(x)g(v) with g′(v)  0 where a(x) is nonnegative,
being positive only in a neighborhood of a part of the domain.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main results
Let Ω be a bounded domain in RN with C2 smooth boundary ∂Ω . Consider existence of periodic solutions to the
following wave equation
⎧⎨
⎩
utt − div
(
A(x)∇u)+ ρ(x,ut) = f (x, t), (x, t) ∈ Ω × R,
u = 0, x ∈ ∂Ω,
u(x, t) = u(x, t + T ), (x, t) ∈ Ω × R,
(1.1)
for some T > 0, where ρ(x, v) is a function which has the form ρ(x, v) = a(x)g(v) with a(x)  0 and g′(v)  0. Here
A(x) = (aij(x)) are symmetric and positively deﬁnite matrices for all x ∈ Ω , and aij(x) are smooth functions on Ω .
If A(x) = (δi j), we say that the problem (1.1) is of constant coeﬃcients. In the case of constant coeﬃcients a wealth
of results on the existence of periodic solutions are available in the literature. When the damping ρ(x, v) = |v|r v , the
periodicity problem was treated by [5,6,8], etc. As for the most general form of the nonlinear damping ρ(x, v), [7] discussed
the periodic problem of wave equations.
We consider the problem (1.1) with a general A(x) where A(x) is given by the material in application. We refer to the
problem (1.1) as the variably coeﬃcient problem. The main tool here is the geometrical method which is powerful to cope
with variable coeﬃcients. This method was introduced by [11] for the controllability of the wave equation with variable
coeﬃcients and was extended in [1,2,12,13], and many others. For a survey on the geometric method, see [10]. As for
the periodic problem with variable coeﬃcients here, we shall combine the papers by Nakao [7] and Yao [11] to use the
multiplier technique to derive some estimates on the energy. The key is to use multipliers of the geometric version.
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g = A−1(x), x ∈ Ω, (1.2)
as a Riemannian metric on Ω , and consider the couple (Ω, g) as a Riemannian manifold. For each x ∈ Ω , the Riemannian
metric g induces the inner product and the norm on the tangent space RNx = RN by
〈X, Y 〉g =
〈
A(x)−1X, Y
〉
, |X |2g = 〈X, X〉g, X, Y ∈ RNx , (1.3)
where 〈·,·〉 is the standard inner product of the Euclidean space RN . For w ∈ H1(Ω), we have
|∇gw|2g =
N∑
i, j=1
aij(x)wxi (x)wxj (x), x ∈ Ω, (1.4)
where ∇g is the gradient of the Riemannian metric g .
We make the following assumptions.
Assumption (H1). Suppose that the function a(x) in the damping term ρ(x, v) satisﬁes the following conditions: There exists
an open set ω ⊂Rn such that
a(x) λ0 > 0 on ω ∩ Ω (1.5)
with some constant λ0 > 0 where ω further satisﬁes the following properties: There exist α > 0, Ωi ⊆ Ω with C∞ bound-
ary ∂Ωi and vector ﬁelds Hi , i = 1,2, . . . , I , with Ωi ∩ Ω j = ∅ for 1 i < j  I , such that
DgH
i(X, X) α|X |2g ∀X ∈ Rnx, x ∈ Ωi (1.6)
and
ω ⊇ Ω ∩Nε
[
I⋃
i=1
Γ i0 ∪
(
Ω \
I⋃
i=1
Ωi
)]
(1.7)
where Dg is the Levi-Civita connection of the Riemannian metric g . Here we have denoted
Nε(S) =
⋃
x∈S
{
y ∈ Rn ∣∣ |y − x| < ε}, S ⊂ Rn, Γ i0 = {x ∈ ∂Ωi ∣∣ Hi(x) · ν i(x) > 0},
where ν i(x) is the unit normal of ∂Ωi at x in the metric g , pointing towards the exterior of Ωi .
Assumption (H2). ρ(x, v) is differentiable and nondecreasing function in v and satisﬁes
c0a(x)|v|r+2  ρ(x, v)v  c1a(x)
(|v|r+2 + |v|2) if |v| 1, (1.8)
and
c0a(x)|v|2  ρ(x, v)v  c1a(x)|v|2 if |v| 1, (1.9)
where c0 > 0, c1 > 0, −1< r < ∞.
We denote ‖ · ‖ as the L2 norm on Ω and CT (R; H10(Ω)) as the set of H10(Ω) valued continuous function on R with
periodic T . Similar notation such as L2T (R;Ω) on periodic functions will be used without further explanation.
The main result of this paper reads as follows.
Theorem 1.1. Let f ∈ L2T (R; L2(Ω)). Assume that Assumptions (H1) and (H2) hold. Then problem (1.1) admits a solution u ∈
CT (R; H10(Ω)) ∩ C1T (R; L2(Ω)), satisfying
sup
0tT
E(t) C
(
M20 + M
2min{r+1, 1r+1 }
0
)
, (1.10)
where M0 = ‖ f ‖L2T (R;L2(Ω)) .
In the case of constant coeﬃcients, the paper [7] assumes that ω is a neighborhood of a portion of the boundary. Here
Assumption (H1) means that in the case of constant coeﬃcients ω can be not only a neighborhood of a part of the boundary
but also can be that of a part of the domain as long as the relation (1.7) holds true.
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this case, to obtain periodic solutions, the region ω needs only to be a neighborhood of Γ0 where
Γ0 =
{
x ∈ Γ ∣∣ 〈H, ν〉 > 0}.
In the case of constant coeﬃcients, we let H = x − x0 for some x0 ∈ Rn . Then the inequality (1.6) holds for all x ∈ Rn .
In general if there is one vector ﬁeld to satisfy (1.6) depends on the sectional curvature of the metric g . There are serval
methods and examples on how to ﬁnd one vector ﬁeld to meet (1.6) in [11].
The structure of (1.7) was ﬁrst introduced by [4] for the internal control of the wave equation with constant coeﬃcients,
used by [2] for the variable coeﬃcient problem, and by [13] for the internal stabilization of the quasilinear wave equation.
The remaining part of the paper is devoted to prove the main result. In Section 2, we give the basic inequalities of the
energy estimate on the problem (1.1). Also proof of Theorem 1.1 is given.
2. Prior estimates on the energy
For the ﬁnite energy periodic solutions of Eq. (3.1), we prepare the prior estimates on the energy E(t).
Proposition 2.1. For a solution u ∈ CT (R; H10(Ω)) ∩ C1T (R; L2(Ω)) to Eq. (3.1), we have for any t ∈ R, T > 0,
t+T∫
t
E(s)ds C E(t) + C
t+T∫
t
∫
Ω
∣∣ρ(x,ut)∣∣(|∇u| + |u|)dxds
+ C
{ t+T∫
t
∫
ω
(|ut |2 + |u|2)dxds +
t+T∫
t
∫
Ω
(| f |2 + |u|2)dxds
}
. (2.1)
As for the proof the above proposition, we need the following lemmas:
Lemma 2.1. Let u be a solution to Eq. (3.1) for t ∈ R and let Q ⊆ Ω be a subset.
(1) Suppose that Y is a vector ﬁeld on Q . Then
t+T∫
t
∫
Q
DY (∇gu,∇gu)dxds + 1
2
t+T∫
t
∫
Q
(
u2t − |∇gu|2g
)
div Y dxds
=
∫
Q
utY (u)dx
∣∣∣∣
t
t+T
+
t+T∫
t
∫
∂Q
{(
1
2
u2t − |∇gu|2g
)
Y · ν + Y (u) ∂u
∂νa
}
dσ ds
+
t+T∫
t
∫
Q
Y (u)ρ(x,ut)dxds −
t+T∫
t
∫
Q
Y (u) f (x, t)dxds, (2.2)
where ν is the unit normal of ∂Q pointing outwards Q , and
∂u
∂νa
=
n∑
i, j=1
aij
∂u
∂x j
νi
is the co-normal derivative.
(2) Let X ∈ C2(Q ) be a function. Then
t+T∫
t
∫
Q
(|∇gu|2g − u2t )X dxds =
∫
Q
ut Xu dx
∣∣∣∣
t
t+T
+ 1
2
t+T∫
t
∫
Q
u2 div∇g X dxds +
t+T∫
t
∫
∂Q
(
Xu
∂u
∂νa
− 1
2
u2
∂ X
∂νa
)
dσ ds
+
t+T∫
t
∫
Q
Xu
(
ρ(x,ut) − f (x, t)
)
dxds. (2.3)
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Qk =Nεk
[
I⋃
i=1
Γ i0 ∪
(
Ω \
I⋃
j=1
Ωi
)]
, k = 0,1,2. (2.4)
Obviously we have
Q 2 ⊂ Q 1 ⊂ ω. (2.5)
Let β i , i = 1, . . . , I , satisfy
β i ∈ C∞0
(
Rn
)
, 0 β i  1,
β i =
{
1, on Ωi \ Q 1,
0, on Q 2.
(2.6)
For each i, 1 i  I , set in Lemma 2.1
Q := Ωi, Y := β i Hi, X := 12 div
(
β i Hi
)
. (2.7)
Step 1. We estimate the integral
∫ t
s
∫
Ω\Q 1 |∇gu|2g dxds, where |∇gu|2g is deﬁned in (1.4).
Applying the identity (2.2) yields
t+T∫
t
∫
∂Ωi
(
β i Hi(u)
∂u
∂νa
+ 1
2
(
u2t − |∇gu|2g
)〈
β i Hi, ν
〉)
dσ ds
=
∫
Ωi
utβ
i Hi(u)dx
∣∣∣∣
t+T
t
+
t+T∫
t
∫
Ωi
D g
(
β i Hi
)
(∇gu,∇gu)dxds −
t+T∫
t
∫
Ωi
ρ(x,ut)β
i Hi(u)dxds
+ 1
2
t+T∫
t
∫
Ωi
(
u2t − |∇gu|2g
)
div
(
β i Hi
)
dxds +
t+T∫
t
∫
Ωi
f (x, t)β i Hi(u)dxds. (2.8)
Taking X = 12 div(β i Hi) in the equality (2.3), we have
1
2
t+T∫
t
∫
Ωi
(|∇gu|2g − u2t )div(β i Hi)dxds = 12
∫
Ωi
ut div
(
β i Hi
)
u dx
∣∣∣∣
t
t+T
+ 1
4
t+T∫
t
∫
Ωi
u2 div∇g div
(
β i Hi
)
dxds
+ 1
2
t+T∫
t
∫
∂Ωi
(
div
(
β i Hi
)
u
∂u
∂νa
− 1
2
u2
∂(div(β i Hi))
∂νa
)
dσ ds
+ 1
2
t+T∫
t
∫
Ωi
div
(
β i Hi
)
u
(
ρ(x,ut) − f (x, t)
)
dxds. (2.9)
We combine the equalities (2.8) and (2.9) to obtain
t+T∫
t
∫
∂Ωi
(
β i Hi(u)
∂u
∂νa
+ 1
2
(
u2t − |∇gu|2g
)〈
β i Hi, ν
〉)
dσ ds + 1
2
t+T∫
t
∫
∂Ωi
(
div
(
β i Hi
)
u
∂u
∂νa
− 1
2
u2
∂(div(β i Hi))
∂νa
)
dσ dt
=
∫
Ωi
utβ
i Hi(u)dx
∣∣∣∣
t+T
t
+
t+T∫
t
∫
Ωi
D g
(
β i Hi
)
(∇gu,∇gu)dxds + 1
2
∫
Ωi
ut div
(
β i Hi
)
u dx
∣∣∣∣
t+T
t
− 1
4
t+T∫
t
∫
u2 div∇g div
(
β i Hi
)
dxds +
t+T∫
t
∫ (
f (x, t) − ρ(x,ut)
)(
β i Hi(u) + 1
2
div
(
β i Hi
)
u
)
dxds. (2.10)Ωi Ωi
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∂Ωi = Γ i0 ∪ (∂Ωi \ Γ ) ∪
((
∂Ωi \ Γ i0
)∩ Γ ) I1 ∪ I2.
Since ∂Ωi \ Γ ⊆ Ω \⋃Ii=1 Ωi , we have β i = 0 in I1 ⊆ Q 2. Since I2 ⊆ Γ , it follows from [11] that
β i Hi(u)
∂u
∂νa
= |∇gu|2g
〈
β i Hi, ν i
〉
, u = 0 on I2.
We get
t+T∫
t
∫
∂Ωi
(
β i Hi(u)
∂u
∂νa
+ 1
2
(
u2t − |∇gu|2g
)〈
β i Hi, ν
〉)
dσ ds = 1
2
t+T∫
t
∫
(∂Ωi\Γ i0)∩Γ
|∇gu|2gβ i Hiν dσ ds 0. (2.11)
Furthermore, we decompose ∂Ωi = (∂Ωi \Ω)∪ (∂Ωi ∩Ω) J1 ∪ J2. Since J1 ⊆ Γ , then by the boundary condition, we get
−1
2
t+T∫
t
∫
J1
(
1
2
u2
∂(divβ i Hi)
∂νa
− div(β i Hi)u ∂u
∂νa
)
dσ ds = 0. (2.12)
It is easy to verify that J2 = ∂Ωi ∩ Ω ⊆ Ω \⋃Ii=1 Ωi ⊆ Q 2, thus
−1
2
t+T∫
t
∫
J2
(
1
2
u2
∂(divβ i Hi)
∂νa
− div(β i Hi)u ∂u
∂νa
)
dσ ds = 0. (2.13)
Combining (2.11)–(2.13), it follows that the left-hand side of (2.10) is nonpositive.
We sum up (2.10) from i = 1 to i = I and obtain
I∑
i=1
t+T∫
t
∫
Ωi\Q 1
Dg
(
β i Hi
)
(∇gu,∇gu)dxds−
I∑
i=1
∫
Ωi
utM
i(u)dx
∣∣∣∣
t+T
t
+ 1
4
I∑
i=1
t+T∫
t
∫
Ωi
u2 div∇g div
(
β i Hi
)
dxds
+
I∑
i=1
t+T∫
t
∫
Ωi
(
ρ(x,ut) − f (x, t)
)
Mi(u)dxds
−
I∑
i=1
t+T∫
t
∫
Ωi∩Q 1
Dg
(
β i Hi
)
(∇gu,∇gu)dxds, (2.14)
where Mi(u) = β i Hi(u) + 12 div(β i Hi)u. We estimate every item on the right-hand side of the inequality (2.14) as
I∑
i=1
∣∣∣∣
∫
Ωi
utM
i(u)dx
∣∣∣∣
t+T
t
∣∣∣∣ C E(t), (2.15)
where C may be different constants here and below. We have
I∑
i=1
∣∣∣∣∣14
t+T∫
t
∫
Ωi
u2 div∇g div
(
β i Hi
)
dxds
∣∣∣∣∣ C
t+T∫
t
∫
Ω
u2 dxds, (2.16)
and
I∑
i=1
∣∣∣∣∣
t+T∫
t
∫
Ωi
f (x, t)Mi(u)dxdt
∣∣∣∣∣ C
t+T∫
t
( ∫
Ωi
f 2(x, t)dx
) 1
2
·
( ∫
Ωi
(
Mi(u)
)2
dx
) 1
2
ds
 Cε
t+T∫ ∫
f 2(x, t)dxds + ε
t+T∫
E(s)ds, (2.17)t Ω t
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I∑
i=1
∣∣∣∣∣
t+T∫
t
∫
Ωi
ρ(x,ut)M
i(u)dxdt
∣∣∣∣∣ C
t+T∫
t
∫
Ωi
∣∣ρ(x,ut)∣∣(|u| + |∇u|)dxds. (2.18)
We also have
I∑
i=1
∣∣∣∣∣
t+T∫
t
∫
Ωi∩Q 1
Dg
(
β i Hi
)
(∇gu,∇gu)dxds
∣∣∣∣∣ C
t+T∫
t
∫
Ω∩Q 1
|∇gu|2g dxds. (2.19)
On the other hand, by Assumption (H1) and (2.6), we have
I∑
i=1
t+T∫
t
∫
Ωi\Q 1
Dg
(
β i Hi
)
(∇gu,∇gu)dxds σ
t+T∫
t
∫
Ω\Q 1
|∇gu|2g dxds. (2.20)
Combining inequalities (2.14)–(2.20) we obtain
σ
t+T∫
t
∫
Ω\Q 1
|∇gu|2g dxds C E(t) + ε
t+T∫
t
E(s)ds + C
t+T∫
t
∫
Ω
∣∣ρ(x,ut)∣∣(|u| + |∇u|)dxds
+ C
t+T∫
t
∫
Ω
(|u|2 + | f |2)dxds + C
t+T∫
t
∫
Ω∩Q 1
|∇gu|2g dxds. (2.21)
Step 2. We estimate
∫ t+T
t
∫
Ω∩Q 1 |∇gu|2g dxds.
Let ξ ∈ C∞0 (Rn) such that 0 ξ  1, and
ξ =
{
0, on Rn \ω,
1, on Q 1.
(2.22)
We have
0=
t+T∫
t
∫
Ω
(
utt − div
(
A(x)∇u)+ ρ(x,ut) − f (x, t))ξu dxds, (2.23)
that is
0=
∫
Ω
utξu dx
∣∣∣∣
t+T
t
−
t+T∫
t
∫
Ω
ξu2t dxds +
t+T∫
t
∫
Ω
(
ρ(x,ut) − f (x, t)
)
ξu dxds
+
t+t∫
t
∫
Ω
(
ξ |∇gu|2g + u〈∇gu,∇gξ〉g
)
dxds. (2.24)
We can easily get
t+T∫
t
∫
Ω∩Q 1
|∇gu|2g =
t+T∫
t
∫
Ω∩Q 1
ξ |∇gu|2g 
t+T∫
t
∫
Ω
ξ |∇gu|2g
 C E(t) + Cε
t+T∫
t
∫
Ω
(|u|2 + | f |2)dxds + C
t+T∫
t
∫
Ω
∣∣ρ(x,ut)∣∣(|u| + |∇u|)dxds
+ ε
t+T∫
t
∫
Ω
|∇gu|2g + C
t∫
s
∫
ω
u2t dxds. (2.25)
Combining the inequalities (2.21) and (2.25) yields
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t+T∫
t
∫
Ω
|∇gu|2g dxds C E(t) + ε
t+T∫
t
E(s)ds + C
t+T∫
t
∫
Ω
∣∣ρ(x,ut)∣∣(|u| + |∇u|)dxds
+ C
t+T∫
t
∫
Ω
(|u|2 + | f |2)dxds + C
t∫
s
∫
ω
u2t dxds. (2.26)
Step 3. Now we need to estimate
∫ t+T
t
∫
Ω
(u2t + |∇gu|2g)dxds.
Taking X := 12σ and Q = Ω in the identity (2.3) yields
σ
2
t+T∫
t
∫
Ω
(
u2t − |∇gu|2g
)
dxds C E(t) + C
t+T∫
t
∫
Ω
f 2 + C
t+T∫
t
∫
Ω
∣∣ρ(x,ut)∣∣|u|dxds. (2.27)
Adding (2.26) to (2.27), we obtain the desired estimate (2.1). 
Proposition 2.2. The assumptions of Theorem 1.1 hold true. We set
t+T∫
t
∫
Ω
ρ(x,ut)ut dxds ≡ D(t)r+2. (2.28)
Then the solution u satisﬁes
t+T∫
t
∫
Ω
∣∣ρ(x,ut)∣∣(|∇u| + |u|)dxds (D(t)r+1 + D(t)r+2/2) sup
tst+T
E(s)1/2. (2.29)
Proof. We set
Ω1 =
{
x ∈ Ω; ∣∣ut(x, t)∣∣ 1} and Ω2 = {x ∈ Ω; ∣∣ut(x, t)∣∣ 1}. (2.30)
Then, under Assumption (H2), we have
t+T∫
t
∫
Ω2
ρ(x,ut)
(|∇u| + |u|)dxds C
( t+T∫
t
∫
Ω2
a(x)|ut |2 dxds
)1/2
×
( t+T∫
t
∫
Ω2
(|∇u| + |u|)2 dxds
)1/2
 CD(t)(r+2)/2 sup
tst+T
∥∥∇u(s)∥∥, (2.31)
and
t+T∫
t
∫
Ω2
ρ(x,ut)
(|∇u| + |u|)dxds C
t+T∫
t
∫
Ω1
a(x)|ut |max{r+1,2}
(|∇u| + |u|)dxds.
If max{r + 1,2} = 2, then the inequality (2.31) holds. If max{r + 1,2} = 2, then we use the following inequality
 C
( t+T∫
t
∫
Ω1
a(x)|ut |r+2 dxds
)(r+1)/(r+2)
×
( t+T∫
t
∫
Ω1
(|∇u| + |u|)r+2 dxds
)1/(r+2)
 CD(t)(r+1) sup
tst+T
∥∥∇u(s)∥∥. (2.32)
Summing the inequalities (2.31) and (2.32) ﬁnishes the proof. 
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Proposition 2.3. For a solution u ∈ CT (R; H10(Ω)) ∩ C1T (R; L2(Ω)) to Eq. (3.1), we have for any t, T > 0,
t+T∫
t
E(s)ds C E(t) + C(D(t)r+1 + D(t)r+2/2) sup
tst+T
E(s)1/2
+ C
{ t+T∫
t
∫
ω
(|ut |2 + |u|2)dxds +
t+T∫
t
∫
Ω
(| f |2 + |u|2)dxds
}
. (2.33)
Our next step is to absorb the lower order terms by applying the following nonlinear version of the compactness-
uniqueness argument:
Lemma 2.2. The assumptions of Theorem 1.1 hold. Then for T > T0 , where T0 is suﬃciently large, we have
t+T∫
t
∫
Ω
|u|2 dxds C
t+T∫
t
∫
Ω
(| f |2 + ρ(x,ut)ut)dxdt + C
t+T∫
t
∫
ω
u2t dxds. (2.34)
Proof. We argue by contradiction.
If there does not exist any constant C satisﬁes the inequality (2.34), that is to say, for any n, there are a consequence of
solutions to Eq. (1.1) such that
t+T∫
t
∫
Ω
|uk|2 dxds = 1,
lim
k→∞
t+T∫
t
∫
Ω
(
ρ(x,ukt)ukt + | f |2
)
dxdt = 0,
lim
k→∞
t+T∫
t
∫
ω
u2kt dxds = 0. (2.35)
We note that
sup
tst+T
Ek(s)
2
T
t+T∫
t
Ek(s)ds + 2
t+T∫
t
∫
Ω
ρ(x,ukt)ukt dxds + 2
t+T∫
t
∣∣ f (x, t)∣∣2 dxds, (2.36)
where Ek(t) is deﬁned by E(t) with u replaced by uk .
From Proposition 2.3, we have
sup
tst+T
Ek(s) C < ∞. (2.37)
Then along a subsequence (denoted by uk again) we have
uk → some u¯ weakly∗ in L∞T
(
R; H10(Ω)
)
,
ukt → u¯t weakly∗ in L∞T
(
R; L2(Ω)). (2.38)
By Aubin’s compactness results, it follows that
uk → u¯ strongly in L∞T
(
R; L2(Ω)). (2.39)
The inequality (2.35) implies that
ukt → 0 strongly 0 in L∞T
(
R; L2(w)), (2.40)
and
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t
∫
Ω
ρ(x, u¯t)u¯t dxds = 0, (2.41)
which shows that
ρ(x, u¯t)u¯t = 0 a.e. on Ω × R, (2.42)
due to the nonnegativity of the integral function.
Therefore, the limit function u¯ satisﬁes⎧⎪⎨
⎪⎩
u¯tt − div
(
A(x)∇u¯)= 0, (x, t) ∈ Ω × R,
u¯t = 0, x ∈ ω × R,
u¯ = 0, x ∈ ∂Ω × R,
u¯(x, t) = u¯(x, t + T ), (x, t) ∈ Ω × R,
(2.43)
and letting v = u¯t yields⎧⎨
⎩
vtt − div
(
A(x)∇v)= 0, (x, t) ∈ Ω × R,
v = 0, x ∈ ω × R,
v = 0, x ∈ ∂Ω × R,
(2.44)
which implies v = 0.
Then u¯(t) = u¯0 satisﬁes{
div
(
A(x)∇u¯0
)= 0, (x, t) ∈ Ω × R,
u¯0 = 0, x ∈ ∂Ω × R, (2.45)
which implies that u¯0 = 0.
Thus we have u¯ = 0, which contradicts our assumption (2.35). The proof of Lemma 2.2 is completed. 
Combining Proposition 2.1 and Lemma 2.2 we obtain
Proposition 2.4. Let f ∈ L2T (R; L2(Ω)). Assume that Assumptions (H1) and (H2) hold. Then for a solution u ∈ CT (R; H10(Ω)) ∩
C1T (R; L2(Ω)) of problem (1.1), it holds that
t+T∫
t
E(s)ds C
{ t+T∫
t
∫
Ω
(∣∣ρ(x,ut)∣∣2 + | f |2)dxds +
t+T∫
t
∫
ω
|ut |2 dxds
}
. (2.46)
3. Proof of Theorem 1.1
The proof is just similar as that in [7]. For the completeness, however, we shall recapitulate the proof of the existence of
solution to Eq. (1.1). The key point is that we have got Proposition 2.4.
Proof of Theorem 1.1. Step 1. Let ε > 0 and consider the modiﬁed problem with ρ(x,ut) replaced with ρε(x,ut) = ρ(x,ut)+
εut . Then, by a standard argument based on Galerkin method, we know that the problem⎧⎨
⎩
utt − div
(
A(x)∇u)+ ρε(x,ut) = f (x, t), (x, t) ∈ Ω × R,
u = 0, x ∈ ∂Ω,
u(x, t) = u(x, t + T ), (x, t) ∈ Ω × R,
(3.1)
admits a unique periodic solution uε(t) in XT = CT (R; H10(Ω)) ∩ CT (R; L2(Ω)) [3]. Moreover, applying Proposition 2.4 we
have
t+T∫
t
Eε(s)ds C
{ t+T∫
t
∫
Ω
(∣∣ρε(x,uεt )∣∣2 + | f |2)dxds +
t+T∫
t
∫
ω
∣∣uεt ∣∣2 dxds
}
, (3.2)
where Eε is the energy corresponding to the solution uε .
Step 2. We will consider the convergence of uε as ε → 0.
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t+T∫
t
∫
Ω
ρε
(
x,uεt
)
uεt =
t+T∫
t
∫
Ω
uεt f dxds. (3.3)
Due to Assumption (H2) and equality (3.3) we obtain
t+T∫
t
∫
Ω1
∣∣ρε(x,uεt )∣∣2 dxds C
{ t+T∫
t
∫
Ω
∣∣uεt ∣∣| f |dxds
}min2/(r+2),2(r+1)/(r+2)
, (3.4)
t+T∫
t
∫
Ω2
∣∣ρε(x,uεt )∣∣2 dxds C
t+T∫
t
∫
Ω
∣∣uεt ∣∣| f |dxds, (3.5)
and
t+T∫
t
∫
Ω
a(x)
∣∣uεt ∣∣2 dxds C
{ t+T∫
t
∫
Ω
∣∣uεt ∣∣| f |dxds +
( t+T∫
t
∫
Ω
∣∣uεt ∣∣| f |dxds
)min2/(r+2),1}
. (3.6)
Therefore, we have
t+T∫
t
E(s)ds C
(
M20 + M2min r+1,1/(r+1)0
)≡ ℘(M0), (3.7)
where
∫ t+T
t | f |2 dxds = M20. Then similar to the inequality (2.36), we easily get
sup
tst+T
Eε(s) ℘(M0), (3.8)
the same notation ℘(M0) is used even if the constant C is changed.
From the estimate (3.8) we know that there exists a subsequence of uε converges to a function u ∈ L∞T (R; H10) ∩
H1T (R; L2). The limiting function is the solution of the problem. By Strauss [9], we see in fact the solution u ∈ CT (R; H10) ∩
C1T (R; L2). 
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