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Stochastic thermodynamics and the associated fluctuation relations provide the means to extend
the fundamental laws of thermodynamics to small scales and systems out of equilibrium. The
fluctuating thermodynamic variables are usually treated in the context of either isolated Hamiltonian
evolution, or Markovian dynamics in open systems. However, there is no reason a priori why
the Markovian approximation should be valid in driven systems under non-equilibrium conditions.
In this work we introduce an explicitly non-Markovian model of dynamics of an open system,
where the correlations between the system and the environment drive a subset of the environment
out of equilibrium. Such a an environment gives rise to a new type of non-Markovian entropy
production term. Such non-Markovian components must be taken into account in order to recover
the fluctuation relations for entropy. As a concrete example, we explicitly derive such modified
fluctuation relations for the case of an overheated single electron box.
The fundamental laws of thermodynamics are among
the most powerful postulates of physics due to their uni-
versality. Motivated by recent developments in nanotech-
nology, a great effort has been made to extend thermo-
dynamics to microscopically small systems and to non-
equilibrium processes [1–4]. These efforts are commonly
formulated in the form of stochastic thermodynamics,
which culminates into fluctuation relations connecting
extensive thermodynamic variables such as work, free en-
ergy and entropy [5–9].
Stochastic thermodynamics and the associated fluc-
tuation relations can be formulated through trajectory
dependent, fluctuating quantities, typically assuming
Markovian evolution for open systems interacting with
an ideal heat bath. The Markovian assumption means
that all the degrees of freedom of the infinite environ-
ment relax to the equilibrium state at time scales much
faster than the those of the system, and thus there are
no memory effects caused by the coupling of the system
and the environment. However, since by definition of an
open system there is always a coupling term in the Hamil-
tonian of the total (isolated) system that contains both
background and system degrees of freedom, Markovian
evolution is strictly speaking an approximation. In small
systems there is no reason a priori that there is a divi-
sion to clearly separate fast background and slow system
degrees of freedom, and thus non-Markovian effects like
memory of dynamics may become important.
Some recent works have examined entropy production
under non-Markovian dynamics by considering different
types of memory or by using other thermodynamic argu-
ments [10–13]. However, the crucial assumption behind
these models is that the environment cannot change dur-
ing the process [13]. In this work we consider a non-
Markovian system, in which some degrees of freedom in
the environment are influenced by the interaction with
the system, and thus the environment must be explicitly
taken into account. We extend the classical stochastic
thermodynamics approach to include the non-Markovian
dynamics arising from such effects.
In particular, we show how violation of the Markovian
approximation of the environment leads to generation
of additional entropy. Our approach allows the identi-
fication and separation of the total entropy production
into standard Markovian and new non-Markovian com-
ponents. The existence of a non-Markovian component of
entropy production leads to modifications of the standard
fluctuation relations for entropy. As a concrete example
of this, we consider the single electron box (SEB), which
has proven to be an excellent test bench for studying
thermodynamics at small scales [14–18]. In particular,
we demonstrate that an overheated SEB is an experimen-
tally feasible system with well defined non-Markovian dy-
namics, and derive new fluctuation relations for entropy
production in such systems.
We follow the standard approach of stochastic ther-
modynamics (see e.g. [5, 19] and references therein) and
consider a system whose degrees of freedom evolve under
the influence of a time dependent control parameter λ(t)
from x0 = x(0) to xf = x(tf ) along a trajectory x(t).
The time reverse processes are given by x˜(t) = x(tf − t)
and λ˜(t) = λ(tf − t). In stochastic thermodynamics the
total entropy generation of any given trajectory x(t) is
defined as
∆ST = ∆SS +∆SF = ln
pI [x0]
pF [x˜0]
+ ln
p[x(t)|x0]
p˜[x˜(t)|x˜0]
, (1)
where ∆SS is the change in the system entropy and ∆SF
is the entropy flow to the environment (or medium en-
tropy generation), p[x(t)|x0] and p˜[x˜(t)|x˜0] are the prob-
abilities of the forward and reverse path, and pI [x0] and
2pF [x˜0] are the probabilities of the initial and final states,
respectively. From the conservation of probability, it im-
mediately follows that
〈e−∆ST 〉 = 1. (2)
If the dynamics are stochastic and governed by a
Markovian master equation, the entropy flow ∆SF can
be expressed as:
∆SF [x] = ln
N∏
j=1
Wxj ,xj−1(λj)
Wxj−1,xj (λj)
, (3)
where Wxj ,xj−1(λj) is the transition rate from xj−1 =
x(tj−1) to xj at control parameter value λj = λ(tj). Fur-
thermore, if the rates are connected by the local detailed
balance condition (LDB)
Wxj ,xj−1(λj)
Wxj−1,xj(λj)
= eβQj , (4)
where Qj is the heat dissipation from the system to the
bath at t = tj and β = 1/TB is the inverse temperature
of the heat bath, the entropy flow becomes
∆SF [x] = ∆S
m
F [x] = βQ[x], (5)
whereQ =
∑
j Qj is the heat flow from the system during
trajectory x. We note that if the initial distribution pI
is that of a canonical equilibrium state, the total entropy
is given by the dissipated work ∆ST = W [x]−∆F , and
Eq. (1) becomes the Crooks fluctuation relation and Eq.
(2) the Jarzynski equality [7, 9].
The Markovian approximation, where the rate matrix
is only a function of λ (cf. Eq. (3)) and the LDB condi-
tion of Eq. (5), together require that the environment is
an ideal heat bath with a relaxation time τB much shorter
than any other time scale in the total system. However,
since there is always a finite interaction between the sys-
tem and the environment, there are always some corre-
lations between their dynamics. In small systems, such
correlations may become important if there is no clear
separation of time scales into a fast, infinitely large en-
vironment and a slow, finite system. We now consider
a setup beyond the Markovian assumption, namely the
case where the environment as a whole is not an ideal
heat bath described by equilibrium temperature TB. We
assume that there exists a subset of degrees of freedom of
the environment which are correlated with the dynamics
of the system and do not relax to equilibrium defined by
TB on a time scale faster than that of the system. We
call these degrees of freedom the non-equilibrium subsys-
tem (NE) of the environment which cannot be described
by the bath’s thermal equilibrium distribution during the
drive and must therefore be explicitly taken into account.
In general, a rigorous study of such non-equilibrium
fluctuations in the environment requires a full knowledge
of the time evolution of all the degrees of freedom inside
the NE. However, if it has an internal relaxation time
τNE much shorter than the characteristic relaxation time
scale of the system τS , we can simplify the problem. In
addition, we assume that the NE is weakly coupled to
the rest of the environment such that all the degrees of
freedom in the NE mutually relax to a (non-equilibrium)
state at time scales τNE ≪ τS . We note that even if
the relaxation inside the NE is the fastest time scale,
Markovian evolution does not follow here since the NE
is finite and due to energy deposition from the system
during the trajectory x, the NE will evolve through quasi-
equilibrium states different from the equilibrium state of
the rest of the environment. That is to say that the
transition xi → xi+1 is affected by the earlier transitions
{xj → xj+1}, where j < i.
We will further assume that the NE contains suffi-
ciently many degrees of freedom such that it can be
described by a time dependent probability distribution
function (density operator) ρNE(t) with an effective tem-
perature T (t). Furthermore, as the relaxation time τB is
short and the correlation between the NE and the rest
of the environment is weak, we assume that the environ-
ment outside of the NE is described by the equilibrium
distribution ρeq and acts as a Markovian heat bath. In
this case the total distribution ρT (t) can be generally
written as ρT (t) = ρS;NE(t)⊗ ρ
eq, where ρS;NE(t) is the
joint probability distribution of the system and the NE.
Further, since we assume that τNE ≪ τS , we can separate
this joint distribution function into its two constituents
and write the total distribution as
ρT (t) = ρS(t)⊗ ρNE(t)⊗ ρ
eq. (6)
As a result the total trajectory entropy ∆ST is no longer
given by its Markovian component ∆SmT = ∆S
m
F +∆SS.
Instead, we have additional source of entropy, SNE(t) =
− ln ρNE , coming from the fact that in addition to ρS ,
the probability distribution ρNE(t) changes in time.
Returning to the dynamics of the system, the time
scale separation assumed here means that the system is
effectively driven in an environment controlled by the NE
at an effective temperature T (t) instead of the bath tem-
perature TB. Therefore, the transition rates no longer
satisfy the LDB condition of Eq. (4), but instead they
should satisfy the condition
Wxj ,xj−1(λj)
Wxj−1,xj(λj)
= e(β+∆βj)Qj , (7)
where ∆βj ≡ 1/T (tj)−1/TB. As long as the total system
is described by Eq. (6) between the transitions, the NE
can be integrated out giving rise to transition rates for
the system states in Eq. (7). However, for example, if
the number of degrees of freedom in the NE is not large
enough, ∆βj may not be associated with any physical
temperature, but should be defined through Eq. (7) as a
3∆SS
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FIG. 1. A schematic of the comparison between entropy gen-
eration in the two cases considered in the text. The left panel
illustrates a purely Markovian system, in which the environ-
ment is assumed to stay in equilibrium during the process.
The right panel shows the case of an NE, with a measure
ξ that now constitutes a subset of the bath degrees of free-
dom. The NE can be driven outside of equilibrium due to
the coupling to the system leading to an additional entropy
production (see text for details).
parameter modifying the LDB condition. Assuming Eq.
(7) holds and integrating out the equilibrium part gives
the associated entropy flow ∆SF (Eq. (3)) as
∆SF = ∆S
m
F +∆S
nm
F = βQ+∆βQ, (8)
where now an additional non-Markovian contribution
∆SnmF appears in addition to the Markovian component
∆SmF = βQ, cf. Eq. (5). We note that even if the entropy
flow can always be mathematically written as in Eq. (8),
the physical interpretation of ∆βQ in the general case
may not be clear.
Since the heat bath and the NE are coupled, there can
also be heat flow QB from the NE to the bath. The
associated entropy component is given by
∆SBF = βQ
B. (9)
Adding the non-Markovian sources of entropy produc-
tion to ∆ST , we can conclude that the total entropy pro-
duction in now given by
∆ST = ∆SS +∆S
m
F +∆S
nm
F +∆SNE +∆S
B
F , (10)
where the sum of the first two terms is the Markovian
component of the entropy production ∆SmT , and the sum
of the last three terms is the non-Markovian counterpart
∆SnmT . The different sources of entropy production are
schematically illustrated in Fig. 1.
To make the arguments presented above concrete, we
next proceed to consider a physically realistic example,
the single electron box (SEB) [20], where single-electron
transitions are externally induced between two metallic
islands. In recent experiments various fluctuation rela-
tions have been measured on a SEB in [14, 17], and it
has been harnessed for experiments to convert informa-
tion into energy (Maxwell’s demon) in Refs. [15, 16]. The
SEB is particularly suitable for studies of non-equilibrium
statistical phenomena due to the limited number of rel-
evant degrees of freedom, clear separation of different
time scales, and well defined and easily measured energy
scales.
In our case the SEB is composed of a metallic island
coupled to a metallic electrode (lead) by a tunnel junction
and to another electrode by a capacitor, see Fig. 2. The
relevant part of the Hamiltonian of the system is that of
its Coulomb energy, given by HS(n, ng) = EC(n− ng)
2,
where EC = e
2/(2CΣ), e is the electron charge, and
CΣ = C+Cg+C0 is the total capacitance which is given
by the sum of those of the tunnel junction C, the gate
capacitance Cg, and the self capacitance C0 of the is-
land. The constant EC gives the unit of energy to charge
the box by an extra electron. The control parameter
ng = CgVg/e is given by the scaled gate voltage Vg driv-
ing the electrons between the islands. The stochastic
variable, n, is the number of extra electrons on the is-
land of the box and should be considered as the system
variable. Note, however, that in a metallic SEB the total
number of electrons is large, of the order of 109, whereas
n describes the deviation from the particular equilibrium
number on the island. In a well-controlled experiment n
can assume only two values, say n = 0 and n = 1. To
achieve this regime, the SEB needs to be operated at low
enough temperatures, kBT < EC , and the values of the
control parameter ng vary within one period (amplitude
< 1) only. A detailed discussion on the energetics and
the different thermodynamic variables in the SEB can be
found in Refs. [21, 22].
In the present case we consider the SEB in an exper-
imentally feasible situation, where the metallic island is
small and thus the heat capacity of the island is finite
[18]. The collective of 109 electrons on the island forms
the NE of the setup which can be driven outside of equi-
librium due to the small size of the metallic island. The
relaxation of non-equilibrium excitations created by en-
ergy deposition of a tunnelling electron (electron-electron
relaxation rate) on both sides of the tunnel junction is
the fastest time scale in the problem (τNE). In exper-
iments the internal relaxation time τNE is of order of
10−9 s while the the relaxation time back to the equi-
librium by the coupling to the phonon bath of the sub-
strate on which the SEB is fabricated is of order of 10−4
s. Therefore, the electrons on the small metallic island
of the tunnel junction adopt a Fermi distribution at a
different effective temperature during the drive. We note
that this temperature is a result of the stochastic energy
deposition from tunnelling electrons on the small island
due to the drive by the control gate. The state of the
whole system is thus described by a product form of type
ρT (t) = ρ
n
S(t) ⊗ fT (t)(EI)⊗ fTB (E) (cf. Eq. (6)), where
ρnS(t) is the distribution of excess electrons n on the island
4VgCg
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FIG. 2. Schematic of a single electron box. The number
of excess electrons on the island n, is a stochastic variable
governed by the tunnelling rates to (Γ+) and from (Γ−) the
island, which depend on the control parameter VG, the gate
voltage. As the island has a finite heat capacity, and since it
is weakly coupled to the substrate, the electrons on the island
tend to occupy a Fermi distribution fT (t) at an effective tem-
perature T (t) which differs from the bath temperature. The
other side of the tunnel junction is a reservoir with essentially
infinite heat capacity and strong coupling to the phonon bath,
and thus the electrons in this lead are Fermi distributed at
the equilibrium temperature TB.
at time t, fT (t)(EI) is the Fermi distribution of electron
energy EI on the island at an effective temperature T (t),
which depends on the energies of the previous tunnelling
events. Therefore the process is non-Markovian. Finally,
fTB (E) is the Fermi distribution on the lead side of the
tunnel junction at the equilibrium temperature TB. Thus
the SEB setup here is a concrete, physical realisation of
a well-defined NE, as discussed in the general theoretical
setting. More details on the operation of an SEB in the
this regime can be found in Refs. [18, 23].
We next proceed to study dissipation in a tunnelling
process. Standard Fermi golden rule calculations yield
the tunneling rates
Γ±(t)T (t) =
∫ ∞
−∞
γ±
T (t)(E, t)dE, (11)
where + denotes tunneling in, − tunnelling out, and
γ±
T (t)(E, t)dE is the differential electron tunneling rate
within the energy interval dE around E (from the Fermi
level of the lead) such that:
γ±
T (t)(E, t) =
1
e2RT
fTB (±E){1− fT (t)(±[E +∆U(t)]),
(12)
where RT is the tunneling resistance and ∆U is the chem-
ical potential difference across the junction. In equilib-
rium the rates Γ± are LDB connected, but if T (t) 6= TB,
the LDB condition is broken and condition of type of Eq.
(7) holds.
In a tunneling event the total dissipated heat is given
by
Q±tot = Q
±
I +Q
±
L = ±∆U, (13)
where the heat deposited to the lead in a tunneling event
is given byQ±L = ∓E and the heat deposited to the island
is Q±I = ±(E + ∆U). Equivalently, the total dissipated
heat in a tunnelling (in) event is the energy released by
the system ∆U = HS(0, ng)−HS(1, ng) = EC(2ng − 1).
Since in a tunnelling event an energy Q±I is deposited
to local temperature T (t) and energy Q±L to temperature
TB, we can write the entropy flow in a tunneling event
as
S±F = (β +∆β)Q
±
I + βQ
±
L , (14)
where the non-Markovian component is given by
Snm,±F = ∆βQ
±
I , β = 1/kBTB and ∆β ≡ 1/kBT −
1/kBTB. Another contribution to the non-Markovian
sources is the entropy of the NE, i.e. the electron popula-
tion of the island, given by SI = − ln fT , where fT is the
probability distribution of degrees of freedom inside the
NE (ρNE), the Fermi function of the island at tempera-
ture T . In a tunneling event at time t, an electron with
energy E, which changes the temperature of the island
from Ti to Ti+1, induces an entropy change of
S±I = log
fTi [±(E +∆U(t))]
fTi+1 [±(E +∆U(t))]
. (15)
The total change of SF and SI in a trajectory are given by
the sum over individual tunneling events (Eqs. (14) and
(15)), which we denote by ∆SF and ∆SI , respectively.
The standard trajectory system entropy change is
given by
∆SS = log
pI [nI ]
pF [nF ]
, (16)
where pI(nI) and pF (nF ) are the probabilities to sample
the initial and final states nI and nF , respectively.
Initially, the NE is coupled to the bath, and the ini-
tial temperature TI is sampled from distribution pI(TI)
which is in equilibrium normally distributed with a vari-
ance kBT
2/C, where C is the heat capacity of the island.
Thus, in addition to the tunneling events, SI can change
due to the heat transfer from the bath. The associated
entropy is given by
∆STI = ln
pTI (TI)
pTF (TF )
, (17)
where pF (TF ) is the probability to sample the final tem-
perature TF . In typical experiments, the heat capacity
of the small metallic island is of the order of 1000kB, and
the operating temperature around 100 mK, resulting to
initial temperature fluctuations of the order of a few mK.
Depending on the drive protocol, the speed of the drive
in particular, the heat dissipation per tunneling electron
is of the order of kB resulting to temperature fluctuations
of the order of 0.1 mK per tunneling event. We note that
the electron-phonon coupling can be neglected at short
5time scales of the process such that we can neglect the
term ∆SBF in Eq. (10).
Proceeding to the dynamics of the SEB, the probability
that there exist no tunneling in (+) or tunneling out (−)
events from ti to ti+1, while the temperature of the island
is T , is given by
P±NT [ti, ti+1, T ] = e
−
∫
ti+1
ti
Γ±
T
(t′)dt′
. (18)
The probability that an electron with energy E at time
t tunnels is given by γ±T (E, t). We denote the direc-
tion of tunneling event i in a realization of n tunnel-
ing events as in ∈ {+,−}. Because of the two possible
states, (i + 1)n = −in. Furthermore, the time label-
ing of temperature T (t) is chosen such that TI = T (t0),
and at tunneling i at time ti the temperature is T (ti−1).
Tunneling event at ti, where a heat QI = ±(E − µI) is
deposited to the island, changes the temperature of the
island to T (ti) = T (ti−1) +QI/C. Thus the probability
of a realization of a path X is given by
P (X) ≡ pI [nI ]p
T
I (TI)P
1n
NT [0, t1, TI ]×
i=n∏
i=1
γin
T (ti−1)
(Ei, ti)P
(i+1)n
NT [ti, ti+1, T (ti)], (19)
where tn+1 = tf is the final time of the process and t0 = 0
is the initial time. The sum of probabilities of all possible
paths is normalised, i.e.,
∫
P (X)dX ≡
∑
nI
∑
{in}
n∏
i=0
∫ ti+1
ti
∫ ∞
−∞
P (X)dtidEi = 1.
(20)
The probability of a time-reversed trajectory PR(XR)
is the probability to observe the time reversed trajectory
XR of trajectory X under time reversal of the external
control λ(t)→ λ(tf − t). The trajectory XR starts from
the final state of trajectory X . In addition, all the tun-
neling events are reversed. Thus we can write
PR(XR) ≡ pF [nF ]p
T
F [TF ]P
(n+1)n
NT [tn, tf , TF ]×
i=n∏
i=1
γ−in
T (ti)
(Ei, ti)P
in
NT [ti−1, ti, T (ti−1)]. (21)
The probability PR(XR) is also normalized to unity. An
example of P (X) and the corresponding PR(XR) is illus-
trated in Fig. 3.
Using the relation between the forward and reverse
paths, we show in the Appendix that the associated prob-
abilities satisfy the detailed fluctuation relation
P (X)
PR(XR)
= e∆ST = e∆SS+∆S
T
I +∆SI+∆SF . (22)
This is our first main result, which allows to determine
the total entropy production from the forward and re-
versed path probabilities. Furthermore, as we expect the
t
0 τ tf
pI(0)
⊗
pTI (TI)
P+NT [0, τ, TI ]
P−NT [τ, tf , TF ]
γ+TI(E,τ)
X
(a)
pF (1)
⊗
pTF (TF )
P+NT [0, τ, TI ]
P−NT [τ, tf , TF ]
γ−
T (τ)(E,τ)XR
E
Lead Island
µL
µI
S
+,L
F =
Q+
L
TB
S
+,I
F =
Q+
I
TI
TB
TI
TF
TB (b)
S+I = ln
fTI
fTF
t
τ
FIG. 3. (a) An example of a trajectory X starting from state
n = 0, T (0) = TI followed by single tunneling-in event at
time t with energy E. Due to the relaxation of energy Q+I =
µI − E the effective temperature on the island changes to
TF . The different terms denote the constituents of the total
path probability. Trajectory XR demonstrates the reverse of
X. The ratio of path probabilities yields P (X)/PR(XR) =
exp [∆ST [X]]. (b) Entropy generation in a tunneling event,
where heats Q+L = µL−E and QI+ = E−µI are deposited to
the lead and the island, respectively. The entropy flow in the
event is given by S+F = S
+,L
F + S
+,I
F = (β + ∆β)Q
+
tot. After
the tunneling event at time τ , the non-equilibrium excitation
created by the tunnelling electron relaxes. As a result the
electron energy distribution on the island changes from fTI
to fTF . The associated entropy change, the change of the NE
entropy, is given by S+I = ln[fTI (E +∆U)/fTF (E +∆U)].
total entropy production to satisfy the detailed fluctua-
tion relation, Eq. (22) supports the the claim that the
non-Markovian sources of entropy production are given
in a way we assumed. Using Eq. (22) we obtain the
integral fluctuation relation
〈e−∆ST 〉 =
∫
e−∆STP (X)dX =
∫
PR(XR)dXR = 1.
(23)
Furthermore, using the fluctuation relation for the
Markovian entropy production ∆SmT = ∆SS + ∆S
m
F
yields
6〈e−∆S
m
T 〉 = 〈e−∆ST+∆S
nm
T 〉 =
∫
e−∆ST [X]+∆S
nm
T [X]P (X)dX =
∫
e−∆S
nm
T [XR]PR(XR)dXR = 〈e
−∆SnmT 〉R, (24)
where we used the fact that entropy generation is odd
under time reversal, ∆SnmT [XR] = −∆S
nm
T [X ]. By 〈·〉R
we denote an average over the process where the control
parameter (gate voltage) protocol is time reversed. In
general the R.H.S. of Eq. (24) is not equal to unity. Thus,
the standard fluctuation relations which consider the en-
tropy production only as a function of system degrees
of freedom, are valid in absence of entropy production
∆SnmT . If the correlations extend to the environmental
degrees of freedom, the environment has to be measured
as well to determine the total entropy production.
To summarize, we have argued here that for any open
system interacting with its environment, the interaction
between the system and the environment unavoidably
creates non-Markovian correlations. If there is a clear
time scale separation between the slow system and the
fast degrees of freedom of an ideal (infinite) environ-
ment, the Markovian approximation is acceptable. How-
ever, there are many systems where this may not be
the case. Here we have presented a quantitative way
to take the non-Markovian effects into account by as-
suming that part of the environmental degrees of free-
dom form a non-equilibrium subsystem which remains in
a non-equilibrium state while transitions in the system
take place, and the rest of the environment remains in its
thermal equilibrium state. In this formulation, the non-
equilibrium state of the environment causing the memory
effects is explicitly taken into account allowing us to iden-
tify both Markovian and non-Markovian components of
the total entropy production ∆SmT and ∆S
nm
T , respec-
tively. We have used the overheated SEB as an exam-
ple, where this theoretical scenario is realized. The SEB
allows a straightforward calculation and physical inter-
pretation of the non-Markovian sources of entropy pro-
duction. As our main results, we have derived detailed
and integral fluctuation relations for the total entropy
production within the SEB and showed how the Marko-
vian and non-Markovian components of ∆ST are related
in terms of the forward and backward trajectories (Eq.
(24)).
It is important to note that although our explicit cal-
culations have been made for the SEB, the theoretical
arguments in this article are generally valid for systems,
where the state of the total system can be expressed as
a product of the type of Eq. (6). Such systems include
driven quantum mechanical systems, where the total sys-
tem is under unitary evolution and the initial state is
modelled by product state of the system and the environ-
ment density operators ρˆS(t) ⊗ ρˆ
eq
E . In such systems the
environment is driven as well and as a result we expect
additional non-Markovian entropy production [24–26].
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Appendix: Derivation of Eq. (22) in the main text
By implementing the definitions of forward and back-
ward trajectories (Eqs. (19) and (21)) we obtain:
P (X)
PR(XR)
=
pI [nI ]p
T
I (TI)P
1n
NT [0, t1, TI ]
∏i=n
i=1 γ
in
T (ti−1)
(Ei, ti)P
(i+1)n
NT [ti, ti+1, T (ti)]
pF [nF ]pTF [TF ]P
(n+1)n
NT [tn, tf , TF ]
∏i=n
i=1 γ
−in
T (ti)
(Ei, ti)P
in
NT [ti−1, ti, T (ti−1)]
. (25)
The terms PNT cancel each other and the ratio of the terms pI and pF can be expressed with the use of Eqs. (16)
and (17). Thus,
P (X)
PR(XR)
= e∆SS+∆S
T
I
i=n∏
i=1
γin
T (ti−1)
(Ei, ti)
γ−in
T (ti)
(Ei, ti)
. (26)
In order to simplify this expression, we first prove a local detailed balance type of equality
e−S
±
F
(E,t)γ±T (E, t) = γ
∓
T (E, t). (27)
By using the definition of S±F (Eq. (14)), the L.H.S. of the equation above yields
e−S
±
F
(E,t)γ±T (E, t) =
1
e2RT
e±βEfTB (±E)e
∓(β+∆β)(E+∆U){1− fT [±(E +∆U(t)]}. (28)
7By using the properties of Fermi functions, 1− fT (E) = fT (−E) and e
(β+∆β)(E)fT (E) = fT (−E) we obtain
1
e2RT
e±βEfTB (±E)e
∓(β+∆β)(E+∆U){1− fT [±(E +∆U(t)]} =
1
e2RT
fTB (∓E){1− fT [∓(E +∆U(t)]}, (29)
which equals the R.H.S. of Eq. (27). Another result we need is:
e−S
±
I
(t,E,T1,T2)γ∓T1(E, t) =
fT2 [±(E +∆U(t))]
fT1 [±(E +∆U(t))]
1
e2RT
fTB (∓E){1− fT1 [∓(E +∆U(t)]}
=
fT2 [±(E +∆U(t))]
fT1 [±(E +∆U(t))]
1
e2RT
fTB (∓E){fT1 [±(E +∆U(t)]} =
1
e2RT
fTB (∓E){1− fT2 [∓(E +∆U(t)]} (30)
where on the first line we used the definition of S±I (Eq. (15)) and on the second line the Fermi function identity
1− fT (E) = fT (−E). RHS of Eq. (30) equals γ
∓
T2
(E, t), thus
e−S
±
I
(t,E,T1,T2)γ∓T1(E, t) = γ
∓
T2
(E, t). (31)
By combining Eqs. (27) and (31) we obtain
γ±T1(E, t)
γ∓T2(E, t)
= eS
±
F
+S±
I . (32)
By using Eqs. (26) and (32) and the fact that the total entropy changes ∆SF and ∆SI are sums over the entropies
S±F and S
±
I produced in single events, we arrive to the final result
P (X)
PR(XR)
= e∆SS+∆S
T
I +∆SI+∆SF = e∆ST . (33)
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