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Abstract 
Bovet, D.P., P. Crescenzi and R. Silvestri, A uniform approach to define complexity classes, 
Theoretical Computer Science 104 (1992) 263-283. 
Complexity classes are usually defined by referring to computation models and by putting suitable 
restrictions on them. Following this approach, many proofs of results are tightly bound to the 
characteristics of the computation model and of its restrictions and, therefore, they sometimes hide 
the essential properties which insure the obtained results. In order to obtain more general results, 
a uniform family of computation models which encompasses most of the complexity classes of 
interest is introduced. As a first initial set of results derivable from the proposed approach, we will 
give a sufficient and necessary condition for proving separations of relativized complexity classes, 
a characterization of complexity classes with complete languages and a sufficient condition for 
proving strong separations of relativized complexity classes. Examples of applications of these 
results to some specific complexity classes are then given. Additional results related to separations 
by sparse oracles can be found in Bovet et al. (1991). 
1. Introduction 
Complexity classes are usually defined by referring to computation models and by 
putting suitable restrictions on them. The computation models most widely used are 
deterministic, nondeterministic, and alternating Turing machines without or with 
oracles. The usual restrictions involve limitations on time, space, and/or on the 
number of accepting computations (e.g. NP, PSPACE, Z[, UP, BPP). Furthermore, 
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set operations are sometimes used to define new complexity classes (e.g. NP n co-NP, 
BH). 
Following this approach, many proofs of results are tightly bound to the character- 
istics of the computation model and of its restrictions and, therefore, they sometimes 
hide the essential properties which insure the result. 
As an example, the proof given in [18] that if P#NP then there are members of 
NP - P that are not NP-complete hides two essential properties of the classes P and 
NPC. These properties, called recursive presentability and closure with respect to 
finite variations, have been identified in [20] and allow the extension of Ladner’s 
result to many other complexity classes. 
In order to obtain more general results, it might be considered to introduce uniform 
families of computation models which encompass most of the complexity classes of 
interest. 
A first step in this direction has been taken in [ 151 and [28]. The approach followed 
characterizes complexity classes as formulas representable using a restricted set of 
polynomially bounded quantifiers applied to relations in P. Using such an approach, 
several new inclusion results have been obtained (e.g. CI,Bpp=C;) and the proofs of 
some previously known results have been simplified (e.g. the collapse of the game 
hierarchy on AM [Z]). 
Our approach is more general, athough less structured, since it is not based on 
a restricted set of quantifiers. As a consequence, while it is not known how to represent 
some important complexity classes (e.g. NP n co-NP, ZPP) with the previous charac- 
terization, the one proposed in this paper allows to represent most complexity classes 
included between P and PSPACE. 
As a first initial set of results derivable from the proposed approach, we give in 
Theorem 3.4 a necessary and sufficient condition to prove the separation of relativized 
complexity classes, in Theorem 4.2 a characterization of complexity classes which 
admit a complete language and in Theorem 5.5 a sufficient condition to prove the 
strong separation of relativized complexity classes. 
Using the above-mentioned theorems, we are then able to derive as a simple 
application the following new results: 
_ There exist relativizations according to which the classes ZPP and UP nco-UP do 
not admit complete languages. 
_ There exists an oracle E which strongly separates PPE from C:‘“. 
~ There exists an oracle F which strongly separates NPF from 0 PF. 
_ There exists an oracle G which strongly separates AMG from X;‘“. 
Further results concerning relativized separations by sparse oracles are presented 
in [9]. 
1.1. Notations and preliminaries 
Let C={O, 1) be the binary alphabet. For any XEC*, 1x1 denotes the length of the 
string x while jx10 and Ix II denote, respectively, the number of O’s and the number of 
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l’s in x. The empty word is denoted by e and has length 0. For any string x, 
Xi (1~ i < 1 x I) denotes the ith bit of x. The strings of C * are ordered lexicographically. 
This order induces in a natural way a bijection between C* and the set of positive 
integers. The integer b(x) corresponding to string x is defined as the number whose 
binary representation is lx. The length of integer II, [n], will be defined as Llogn J; 
thus, [n] = 1 b-‘(n)l. For any A G Z*, (Al denotes the cardinality of A; the character- 
istic function of A is denoted by xR and the complement of A is denoted by 2. Given 
a class 95 of languages, co-%? denotes the class of languages A such that A&‘. 
Given a string x and a positive integer n, we define the language 
Y(x,n)={zIb(z)-b(O”+l=k A kdlxl A x,=1}. 
Intuitively, the strings of Y(x,n) encode the positions of all l’s in x incremented 
by 2”-1. As an example, if x=0100110, dp(x,1)=(1,10,11} while 9(x,3)= 
(001,100, lOl} and 9(x, 4) = {0001,0100, OlOl}. According to the definition, 
I9(x,n)I=lxl,; furthermore, if n>log(lxl), then _%‘(x,n)~C” and .Y(x,n+l)= 
{Oz Izg5?(x, n)}. A s a shorthand, we shall use the notation -riu, instead of 9(x, 1). 
Observe that each value i = b(z) - 1 associated with ZEY~ identifies a bit Xi of x equal 
to 1. 
Given L c C* and a positive integer n, we define the string s(L, n) as follows: 
s(L,n)= 
e if LnC”=pj, 
SlS2 . Sk otherwise, 
where si= 1 if the ith string of length n belongs to L and k corresponds to the last 
string of length n in L. 
As an example, if L={01,001,011,100,01000,01111100}, s(L,3)=01011. 
According to the definition, Y(s( L, n), n) = L n C”. Furthermore, if I xl I 6 2”, then 
s(_Y(xl,n),n)=xl. 
Given aEC and XEZ*. we define 
(x),=xIax2a . . xIXla. 
We shall also introduce a pair function 0 to encode pairs of strings and we shall 
define it as x 0 y=(x),(y),,. Furthermore, given two languages A and B, A VB will 
denote the language {x 0 y I XEA A DEB}. Let A and B be two binary languages, then 
A 0 B denotes the language 1A u OB. The term pair of languages, in symbols (A, B), 
will be used to denote two nonempty and disjoint languages. 
Our model of computation will be the Turing machine. We shall almost always 
consider transducers, that is, Turing machines that compute functions. If M is 
a transducer, then M(x) denotes the output of the computation of M with input x. An 
oracle transducer is said to work in polynomial time if there exists a polynomial p such 
that for any oracle X and for any x the computation MX(x) executes at most ~(1x1) 
steps. Such a transducer is called a polynomial-time oracle transducer (POT). 
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For the definitions of most of the complexity classes that appear in the paper, we 
refer the reader to one of the books on the subject (see for example [6]). 
Finally, some notations about functions. Given a set X and a function fT let 
f(X)= {f(x) 1x4. G’ iven two functions fr and fi, fi of* denotes the ordinary 
composition of the two functions, that is, fi of*(x) =fi( f*(x)). If F1 and FZ are two sets 
of functions, then F1 0 F2 denotes the set {g 1 g =fi ofi A fi E FI A fZEF2}. Furthermore, 
given two functions f, g : C* +C *, f 0 g denotes the function defined as 
fOg(x)=f(x)Og(x), and similarbF1 OF~={gIg=fi Oh A.LEFI A.LEFz}. 
2. A new approach to define complexity classes 
Let us introduce the underlying idea of our approach with a simple example. 
Consider the class NP; let L be a language in NP and NT a nondeterministic Turing 
machine which accepts L in polynomial time. Given an input x, we can assume to 
order lexicographically all computation paths of NT(x). Without loss of generality, we 
assume that all computation paths terminate outputting value “1” if they terminate in 
an accepting state, and value “0” otherwise. Thus, the outputs of all computation 
paths of NT(x) form a binary string g(x). Clearly, 
XEL o a(x)~{O, l}*l{O, l}* and x$L * o(x)~(O}*. 
We notice from this simple example that a complexity class can be characterized by 
two languages based on a binary alphabet. The first language, denoted as A, describes 
the existing relationships among accepting computations (in the case of NP, at least 
one computation path must accept x); the second language, denoted as B, describes 
the existing relationships among rejecting computations (in the case of NP, all 
computation paths must reject x). 
We also notice from the previous example that a function R: C* x N-+(0, l}, 
which associates with each pair x and i the ith bit of c(x), has been implicitly defined. 
The correspondence between x and U(X) is obtained by specifying both the length l(x) 
of the string c(x) and the value of its bits. 
In order to extend this idea to other complexity classes, it will be necessary to 
introduce suitable pairs of languages (A,@ and to introduce some reasonable con- 
straint on the time required to compute R and 1. We thus introduce the following class 
of functions. 
Definition 2.1. A function CJ : C * -+C * is polynomially bit-computable if there exist two 
polynomial-time transducers R : C* x N+C and 1: C*+N such that, for any XEC*, 
a(x) = R(x, l)R(x, 2) R(x, l(x)). 
The class of polynomially bit-computable functions will be denoted by BFP. 
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Note that if ~GBFP, then la(x)\ 62 p(lXl) for some polynomial p. Note also that FP is 
properly included in BFP since functions in BFP may have an exponential length with 
respect to the input length. 
Definition 2.2. Let (A, B) be a pair of languages. The C-class %‘(A, B) is the set of all 
languages L for which there exists a function GEBFP such that 
o(L)cA and a(L)cB. 
2.1. Use of the new approach 
As we shall see in this section, most complexity classes corresponding to sets of 
languages accepted by some kind of Turing machines with suitable constraints can be 
easily defined as C-classes (i.e. admit C-class representation). The general procedure 
consists of defining accepting or rejecting computations by means of the outcomes of 
all computation paths associated with these computations. Without loss of generality, 
computation paths can be assumed to be ordered; if the ith computation path ends in 
an accepting (rejecting) state, its outcome will be considered 1 (0). In this way, a binary 
string is associated with each computation. Language A is the set of strings corre- 
sponding to accepting computations while language B is the set of strings correspond- 
ing to rejecting computations. 
In general, complexity classes admit several “natural” pairs of languages (A, B) and 
thus have several C-class representations. 
Fact 2.3. Classes P, NP, co-NP, NPnco-NP, DP, UP, UPnco-UP, FNP, PP, BPP, 
R, ZPP, Xf, and PSPACE admit a C-class representation. 
Proof. Table 1 lists the C-class representations of the above classes. 
For the sake of brevity, we show how to derive languages A and B only for some of 
the above classes. 
Dp: we recall that the class Dp is formed by all languages which can be expressed as 
the intersection of a language in NP and a language in co-NP. Each string in A and 
B encodes a pair of strings; odd bits correspond to the outcomes of computation paths 
of an NP machine while even bits correspond to the outcomes of computation paths 
of a co-NP machine. 
C;: As shown in [12], C: corresponds to the class of languages accepted by 
two-level polynomial-time alternating Turing machines. 
Without loss of generality, we shall restrict our attention to alternating Turing 
machines AT such that 
(1) the number of steps executed by each computation path of AT(x) is exactly 
p( Ixl), where p is a polynomial associated with AT; 
(2) each step of a computation path induces exactly two new computation paths; 
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Table 1 
C-class representation of some popular complexity classes 
Class C-class representation 
P 
NP 
co-NP 
NPnco-NP 
DP 
UP 
UPnco-UP 
FNP 
PP 
BPP 
R 
ZPP 
A={l}* 
B={O}* 
A={O,l}*l{O,l}* 
B=(O)* 
A={l}* 
B={O, l)*O{O, l)* 
A={l, #}*l{l, #}* 
B={O, #}*O{O, #}* 
A={11,01}*11{11,01}* 
B={00,01}*u{10,00,01,11}*{00,10}{10,00,01,11}* 
A={0}*1{0}* 
B=(O)* 
A={#}*l{#}* 
B={ #}*O{ #}* 
A={z(z~{O,l}* A l<Jzl~<log(lzl)} 
B={O}* 
A=jzIz~{O,l}* A ~z~~>~z~/~} 
B={zlz~{O,l}* A Iz10>lzI/2} 
A={zlz~{O, l}* A lzl, >31zl/4} 
B={zJz~{0,1)* A Jz),>3)z)/4) 
A=(zlz~{O,l}* A ~z~~>~z~/~} 
B={O}* 
A={zlz~{O, 1, #}* A ~z~~>~z~/2 A Izl,,=O} 
B={zlz~{O, 1, #}* A Izlo>lzl/2 A lzll=O} 
A={zl(z=~,z~...z,) A (Vijzil=n) A (3iz,=l”)} 
B={zI(z=z,~~...z.) A (VilzxI=n) A (Vizi#l”)} 
AK+,=(zI(z=z1z2...z,) A (ViJziJ=nk) A (3izieB,)} 
B ~+l={zl(z=z,zZ...zn) A (Vilzil=n’) A (ViziEAk)} 
A=(z(z~(O,l}* A z=kOx A XEA,} 
B={zIz~{O,l}* A z=kOx A XFB,} 
For the sake of simplicity the symbol “#” is used to denote the outcome of computation paths that end in 
the “don’t know” state 1211. Alternatively, l’s could be replaced by 11, O’s by 00, and #‘s by 01. 
(3) a computation path is in existential states during the first p( /xl)/2 steps, and in 
universal states during the remaining p( (x I)/2 steps. 
Assume a lexicographic ordering on all computation paths. Let n = 2p(1X0/2 so that 
n2 denotes the number of computation paths of AT(x). Each string t in A of length n2 
encodes the outcomes of a block of n2 computation paths representing an accepting 
computation for AT; indeed, z includes at least one block of n l’s sufficient to insure 
that there exists a tree (corresponding to an accepting alternating computation) 
consisting of a path of length log(n) (the existential steps) connected to a binary 
subtree of depth log(n) (the universal steps). 
Similarly, each string in B encodes the outcomes of all blocks of computation paths 
representing a rejecting computation for AT. 
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Assume language L to be accepted by AT. We then define the polynomial trans- 
ducers R and 1 as 
R(x, i)= 1 0 the ith computation path of AT(x) accepts, and l(x)=2p(tXt). 
The corresponding cr(x) denotes the outcomes of all computation paths associated 
with the computation AT(x). 
Conversely, assume L&(A, B). According to the definition of A and B, given x, the 
corresponding a(x) contains ,,&) blocks of length m. However, l(x) may not be 
a power of 2; thus, according to the restriction placed on the ATs we have to pad each 
block with l’s and add additional blocks of 0’s. More precisely, starting from R and 1, 
we can derive a two-level polynomial-time alternating Turing machine which accepts 
L as follows: 
(1) Given x, compute l(x); 
(2) Compute the smallest even number m such that 2*31(x); 
(3) Execute a 2-level alternating computation which includes exactly 2”’ computa- 
tion paths. Each computation path computes in m = 2h steps the value of its index 
i (1 d i<2”‘). The first h steps are executed by existential states, the remaining h by 
universal ones; 
(4a) id2h$&j. If (i- 1) mod 2” <m - 1, then computation path i proceeds by 
computing R(x, i), else it outputs 1 (padding due to phase 2); 
(4b) i>2hm. Computation path i outputs 0 (padding due to phase 2). 
PSPACE: As shown in [12], PSPACE corresponds to the class of languages 
accepted by polynomial-time alternating Turing machines. Without loss of generality, 
we shall restrict our attention to alternating Turing machines AT satisfying restric- 
tions 1 and 2 introduced previously and such that each computation path executes 
exactly p(lxl)/~(lxj) steps in each of the ~(1x1) alternating levels (rc(lxl)<p(/xl)). 
Each string in A encodes by means of the 0 string operation both the number of 
alternations and the outcomes of the computation paths corresponding to accepting 
computations for ATs with such a number of alternating levels. 
Similarly, each string in B encodes both the number of alternations and the 
outcomes of all computation paths corresponding to rejecting computations for ATs 
with such a number of alternating levels. 
Consider a language L accepted by AT. The polynomial transducers R and 1 are 
defined as follows (LZ may assume the values 0 or 1): 
ith bit ofk, ifa=l A l<i<lk,l 
R(x, 2i -a) = 
1 if a=0 A l<i<lk,l 
4i-lkxl) ifa=l A Ik,l<i</k,I+2P”X’) 
0 if a=0 A Ik,.<i<Ik,I+2P’~X~), 
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where k, denotes the string b-‘(ti(lxl)) and o(j) denotes the outcome of the jth 
computation path of AT(x), and 
The corresponding string CJ(X) denotes both the value K( 1x1) and the outcomes of all 
computation paths associated with the computation AT(x). 
Conversely, assume LEW(A, B). As shown in the case of C;, an alternating machine 
can be derived from R and 1 by computing first the number of alternating levels k and 
by executing then a k-level alternating computation in a similar way as in the case 
OfC;. 0 
For the sake of brevity, we have shown in Fact 2.3 how to represent some of the most 
popular complexity classes although it is not difficult to verify that other complexity 
classes like the levels of the counting hierarchy [26], 0 P [ll], the levels of the 
Boolean hierarchy [ 10,271, and the class AM of the Arthur-Merlin games [2] can be 
represented as C-classes. 
2.2. Relativized C-classes 
C-classes can be relativized in a straightforward way. 
Definition 2.4. A function CJ : C*+C * is polynomially bit-computable with oracle X if 
there exist two POTS R : Z* x N-+C and 1: C*+N such that, for any XEC*, 
n(x) = RX(x, 1) . . RX(x, l’(x)). BFPX denotes the class of polynomially bit-computable 
functions with oracle X. 
The following fact is easy to prove. 
Fact 2.5. For any oracle X we have BFPX 0 FPX = BFPX. 
Definition 2.6. Let (A, B) be a pair of languages. The CX-class %?‘(A, II) is the set of all 
languages L for which there exists a function CJEBFP~ such that 
o(L) c A and a(L) G B. 
Clearly, all C-class representations presented in Fact 2.3 still hold for the relativized 
versions of such complexity classes. 
2.3. Some properties of Cx-classes 
From Definition 2.6, it is easy to derive the following fact. 
Fact 2.7. For any pairs of languages (A, B), (A’, B’) and for any oracle X 
(a) Px G gX(.4,B); if A or B is finite, then %?‘(A,B)=PX; 
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(b) CO-%?~(A, B) = ex(B, A); 
(c) ~X(A,B)n~‘X(A’,B’)=~X(A 0 A’,B 0 B’). 
The following result shows that any CX-class is closed under the 0 operation and 
under the many-one polynomial reducibility. 
Fact 2.8. For any pair of languages (A, B) and for any oracle X 
(a) if L,,L2~VYx(A,B), then L1 @ L2&Tx(A,B); 
(b) if L1e%Tx(A,B) and L2<KL1, then L2~%Tx(A,B). 
Proof. (a) Let hi be the function in BFPX which witnesses that LiE%“(A,B), for 
i = 1,2. Then the function 0 such that a(lx) = ol(x) and a(Ox) = 02(x) belongs to BFPX 
and witnesses that L 1 0 L2egx(A, I?). 
(b) From Fact 2.5, it follows that we can simply compose the function which 
witnesses that Ll&YX(A, B) with the function which witnesses that L, <$L1. 0 
The next fact shows that Fact 2.7(c) does not apply to the union operation. 
Fact 2.9. Let @I =G2(AI, B,) and G&=%(A2,B2) be two C-classes. If there exist two 
languages L 1~9I and LZ~V2 such that 
(i) Li is +$-complete with respect to d L for i = 1,2; 
(ii) neither L,<&L2 nor L2<&L1, 
then there exists no pair (A, B) such that %?I u %$ = %(A, B). 
Proof. If there existed a pair (A, B) such that Vi uG$ =%‘(A, B), then from Fact 2.8 it 
would follow that L1 0 LZ~GZI uW2. Without loss of generality, let us suppose that 
L 1 0 L2~%TI. Since L 1 is complete, we have L 1 0 L2 d L L,, and this implies that 
L2 6 &L 1. But this contradicts the second hypothesis. 0 
2.4. Polylog reducibility 
Having succeeded in representing complexity classes by means of pairs of 
languages, it is reasonable to look for a reducibility between pairs of languages, 
say (A,,B,) and (A2,B2), such that if (A,,B,) is reducible to (A2,B2), then 
@Vi,B1)~%42,&). 
The reader can easily verify that a sufficient condition for W(AI, B,) G %‘(A,, B2) is 
the existence of a function z such that 
(i) for all EBFP, z o~EBFP; 
(ii) s(A,) E A2 and z(B,) G BZ. 
In order to characterize the class of functions that satisfies condition (i) we 
introduce the following definition. 
212 D.P. Bow et al. 
Definition 2.10. A function t : C*+C* is polylog bit-computable if there exist 
two POTS R:C*xN-+C and l:C*+N such that, for any XEC*, 
z(x) = R”-( 1 x 1, 1) . . . RYx( 1 x I,1 “x( I x I)). BFPL denotes the class of polylog bit-comput- 
able functions. 
According to the previous definition, BFPL may be alternatively defined as 
the class of functions z for which there exist two polylog-time Turing transducers 
R and 1 able to perform random accesses on the input string x such that 
T(X) = R(x, 1) R(x, 2). . . R(x, l(x)). 
The first definition will be preferred for reasons which will become clear later. 
The following fact shows, among other things, that BFPL functions satisfy condi- 
tion (i) even though we are not able to prove that all functions satisfying condition (i) 
belong to BFPL. 
Fact 2.11. (a) For any oracle X, BFPL 0 BFPX = BFPX; 
(b) BFPL 0 BFPL = BFPL; 
(c) BFPL 0 BFPL c BFPL. 
Proof. (a) Suppose that ~EBFPL and CJEBFP~; then there exist four POTS 
R,,R,:Z* x N-tC and l,,l,:C*-+N such that, for any XEC*, 
~(x)=R:P,(lxl, l)... R~(Ixl,l~(lxl)) 
and 
a(x)=R;(x,l)... R,X(x,l,X(x)). 
Then 
T@(X)) = R+l (la(x)], 1) . . . R~“lxJ(lo(x)),l~i*~(Io(x)l)) 
= RFq-l( 1,x(x), 1) . . . RFl=l( If(x), lF’x)( l;(x))) 
=R,X.(x,l)...Rj:,(x,l,X,.(x)), 
where RE,(x,n) is defined in the following way: compute l:(x) and simulate 
RTc(-$lf(x),n) (observe that any query to _Y,(,) can be answered by simulating 
R: with a proper input). kt”, o(x) can be defined in a similar way. 
(b) The proof is similar to the previous one. 
(c) The proof is straightforward. 0 
We are now ready to introduce the following reducibility between pairs of 
languages. 
Definition 2.12. Given two pairs of languages (E, F ) and (G, H), (E, F) is polylog time 
reducible to (G, H), in symbols (E, F )<g (G, H), if there exists ~EBFPL such that 
z(E) c G and T(F) c H. 
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According to Fact 2.1 l(b), <“,’ is reflexive and transitive, and it is easy to prove the 
following lemma. 
Lemma2.13. If(A~,B~)d~(A~,B2)rthen,foranyoracleX,~x(A,,B,)~~x(A~,B2). 
3. Relativized separation of C-classes 
We present in this section a result on relativized separation of C-classes. In this and 
in the following sections, we shall make use of the well-known “direct” and “slow” 
diagonalization techniques [25]. 
For this purpose, given a C-class %‘(A,@ and a language E, we shall introduce 
a language Lz which will be used to separate gE(A, B) from another %‘s-class. 
We start observing that the language used in [3] to separate PE from NPE can be 
expressed in our notation as 
LE= (0” 1 ~E(o”)~E(o”-l 1) “’ XE(l”)d}, 
with A = C* lC*. We wish to extend this language to arbitrary C-classes. 
For this purpose, we must take into account two problems: while it is sufficient for 
the diagonalization used in [3] to consider strings of A u B whose length is a power of 
2 (i.e. strings of the type xE(O”)xE(O”-’ 1) ... ~~(1~)) in the general case it will be 
necessary to consider strings of A u B of arbitrary length. A direct extension of LE 
obtained by defining it as LE = (0” (s(E, ~)EA} is thus not sufficient to solve this 
problem. 
Given two languages E, A c I*, the tally language L; is defined as follows. 
Definition 3.1. L;={O”l( Iz#~)[(z)~ =s(E,n) A ZEA]} 
We shall see that requiring s(E, n)=(~)~ instead of s( E, n)=z will allow us to 
determine the length of z in polynomial time in ~1. 
A second problem is caused by the fact that, in general, B is not the complement of 
A and thus the language L”, may not belong to wE(A,B). For this reason, we shall 
restrict our attention to languages E satisfying the following requirement. 
Definition 3.2. A language E is coherent with (A, B) if, for all n 2 1, 
EnZ”#$ a (3z)[s(E,n)=(z), A zeAuB]. 
Lemma 3.3. If E is coherent with (A, B), then L~E%T’(A, B). 
Proof. Since E is coherent with (A,B), for all n, there exists a string z, such that 
s(E,n)=(z,)l and, thus, a ~,EC”-’ such that b(y,l)--b(0”)+1=2)z,, (if z,#e). Fur- 
thermore, for all XEC”- ‘, if x precedes y,, then xl EE, else xl $E. Thus, the length of 
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z, may be computed by a POT M with oracle E and input 0”. ME(O”) uses oracle E to 
perform a binary search on the set of strings of length n ending with 1. 
In agreement with Definition 2.6, we define the POTS which compute a (T for Lfj as 
follows: 
Ry)“, i) = ui if ME(O”)=O, 
~~(h-‘(b(0”)+2i-2)) otherwise, 
and 
q(y)= I”’ 
i 
if Ms(O”)=O, 
Ms(O”) otherwise, 
where u is a fixed string of B. It follows that 
if 2, = e, 
otherwise. 
By hypothesis, if z, # e, it must belong to A uB; thus, 
O”ELs * s(E,n)=(z,),#e A Z,EA 3 cr(O”)=z,~A; 
O”#Lfj * s(E,n) =(z,)~ A (z,=e V z,EB) 
+ o(On) =ucB V o(O”)=z,+B. 0 
Theorem 3.4. 3E[~‘E(AI,B1)~~E(A2,B2)] o (A,,B,)$g(A,,B,). 
Proof. The necessity follows from Lemma 2.13. 
Assume now that (A,,B,)$~(A,,B,). 
We shall define an oracle E such that L~,E~~(A~,B~)-~~(A~,B~). Denote by 
((R,, I,)} an enumeration of all pairs of POTS such that the computation time of the 
POTS of the kth pair (k = 0, 1,2, . . . ) is limited by polynomial pk = nk + k. Given ZEC*, 
we introduce the language H,=_c?‘((z),,[/z~]+~). Since [lz1]+231og(l(z),I), 
HZ FL Z[1Z11+2 and s(H,, [lzl] +2)=(z),. Oracle E will consist of an infinite set of 
pairwise disjoint H, with ZE A, u B1 and will then be coherent with (A 1, B,). 
Step 0. Initialization step: E, is set to empty and no is set to 0. 
Step k. Denote as zk the shortest string z satisfying the following conditions: 
(i) [iziI>Pk-l(nk-l); 
(ii) (ZEA, A Yk(Z)$AZ) v (zGB, A &(Z)$Bz), where 
We then Set Ek=&lUffZk and &=[li&l]+2. 
Let E = u E,. We must prove that, for each step k, string zk always exists. In order 
to do this, we first prove that function y,EBFPL, i.e., that it can be computed by two 
suitable POTS S and m. For this purpose, it is sufficient to show that oracle _Yz can 
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replace oracle Ek_ 1 u H, and that it is possible to compute 0t~Z’1c2 from 121. Indeed, 
_E_ 1 is finite and can be encoded in the programs of the two POTS S and m, while 
from the definition of H, it is immediate to verify that any query to it can be replaced 
by a query to _YZ. 
If zk did not exist for a given k, then for all z with [/z I]> Pk _ 1 (nk _ 1), 
However, the previous fact, together with the fact y,EBFPL, would prove that 
(A,,B,)<$l,,&), contrary to the assumption. 
From Definition 3.1 and from the previous definition of E, it is easy to verify that 
~;,={OnklZk+, k=l,2,... }. We are now ready to show that LE,,E%?~(A~, 
B1)-WE(‘42,B2). 
Since E is coherent with (A,,B,), according to Lemma 3.3, L~,E%‘(A,,B~). 
Assume that L~,&Y’(A,,B2). Then there would exist ~EBFP~ such that, for all n, 
O”EL~, o Ada, and O”#L:, o a(0”)~B, 
Let k be the index of a pair of POTS Rk, & which compute 0 using oracle E. Observe 
that, according to condition (i), the behavior of machines Rk and lk on 0”” relative to 
Ek is precisely the same as their behavior on 0”” relative to E. This property, along with 
the definition of Yk, implies that ~(0’~) = yk(zk) and, according to condition (ii) of step k, 
such a cr does not witness L~,df’(A,,B2), contrary to the assumption. 0 
The previous theorem can be used to prove the relativized separation of complexity 
classes in a simpler way. As an example, we show that there exists an oracle E such 
that co-NPr $ NPr. Let A1 = 1 *, B, = (0, l}*O(O, l}* and A2 = {0, l}*l{O, l>*, 
B2 =0* be the pairs of languages that represent, respectively, co-NP and NP. If 
(A,,B1)dP,‘(A2,B2), then there exists a function ~EBFPL such that c(A,) G A, and 
a(B,) G B2. Let R, I be a pair of POTS which compute (T. If x = l”, then there must exist 
an integer k < lyx( 1 x 1) such that Ryx( 1 x 1, k) = 1. Since the computation Ryx( 1 x 1, k) can 
query at most a polylog number of bits of x, we can complement one bit of x that has 
not been queried. In this way, we obtain a string y such that DEB, but ova,. Then 
(A 1, I?,) $ $(A,, B,) and from Theorem 3.4 it follows that there exists an oracle E such 
that co-NPE $ NPE. Similarly, the proof of ZFE # II:,” which appeared in [4] can be 
simplified considerably using our result. It will also represent a basic tool to derive the 
results introduced in the remaining sections of this paper. 
4. Complete languages for relativized C-classes 
The extension of complete languages to relativized C-classes is straightforward. 
Definition 4.1. A language L is %?E(A,B)- complete if L&TE(A,B) and, for each 
L’&ZE(A,B), L’<;L. 
216 D.P. Bovet et al 
As it is known, most complexity classes (e.g. P, NP, C:, PSPACE, etc.) admit 
complete languages while other classes (e.g. NPncoNP, UP, R, BPP) do not seem to 
admit such languages. It is interesting to observe that for all classes X of the first 
group, the corresponding relativized class XE also admits a complete language while, 
for some classes Y of the second group [13,23], oracles E have been derived for which 
YE does not admit a complete language. The latter result combined with the former 
observation gives further evidence to the fact that the nonrelativized class should not 
admit a complete language. 
We present in this section a general result which characterizes the existence of 
complete languages for relativized C-classes. 
Theorem 4.2. Given any pair of languages (A, B), there exists an oracle E such that 
VE(A, B) does not admit a complete language if and only if for all D, (D, fi)$$A, B). 
Proof. Assume that %‘(A, B) does not admit a complete language and yet there exists 
D such that (D,D)r$A, B). We prove that in this case %“(A, B) would also admit 
a complete language L, contradicting the assumption. 
We first observe that, given E, it is always possible to derive a peBFPE such that, for 
any ~EBFP~, there exists ~EFP with a=~ of: Informally speaking, ,u is a universal 
function which receives as input the description of a pair of POTS, a string x denoting 
the input of the two POTS, and a string t whose length limits the number of steps 
allowed for simulating the pair of POTS on input x. Given ~JEBFP~ and an input x, 
function f produces as output the description of the pair of POTS associated with g, 
the string x, and the string Op(Ix’), where p is a limiting polynomial for the pair of 
POTS. 
Let L = {x 1 ,u(x)~D}. We first show that L&ZE(A, B). Since (D, 0) <:(A, B), there 
exists a ~EBFPL such that z(D) 5 A and TV B. According to Fact 2.11 
6= ~o~EBFP~ and witnesses that LM’(A, B). We now show that all L’e$T’(A, B) are 
reducible to L. Denote by zOeBFPL, a function reducing (A, B) to (D, 0) and by 
~‘EBFP~, a function that witnesses that L’E%‘~(A, B). Let go =zO 00’. According to 
Fact 2.11 aOeBFPE and according to the definition of p, there exists jeFP such that 
co =p of: It is immediate to verify that this f reduces L’ to L, thus completing the first 
part of the theorem. 
Assume now that for all D, (D, 0) $ :(A, B). We shall derive an oracle E such that 
%?‘(A, B) does not admit a complete language. The proof uses a technique somewhat 
similar to that introduced in [14, 231. 
Denote by {(Ri,l,)) an enumeration of all pairs of POTS and by (fj} an enumer- 
ation of all polynomial-time transducers and assume without loss of generality that 
polynomial pi = n’+ i limits the computation time of both the ith pair of POTS and of 
f;:. Our goal is to show that for all i either the pair (Ri, li) with oracle E is not suitable 
to accept languages in %TE(A, B) (it computes a g whose range is not included in AuB) 
or it accepts a language L&?‘(A,B) but there exists a L’eVE(A, B) which is not 
reducible to L. 
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Denote by Yi the ith prime number. Given ZEC*, we introduce the language 
Hk = Z((Z)~, hi;), where hi, = Y: and h is the smallest integer satisfying rf >log( l(z)1 I). 
Since hi,31og(l(z), I), Hi s Ch’= and s(Hk, hiZ)=(z)l. Oracle E will consist of a suitable 
doubly infinite set of pairwise disjoint Hi. 
Step 0. Initialization step: E0 is set to empty and no is set to 0. 
Step k=(i,j)‘. Denote as zk the shortest string z satisfying the following 
conditions: 
(i) hiz>Pk-_l(Pk-l(Ylk-l)); 
(ii) (~6.4 A yJz)$A) V (ZEB A yk(z)$B) V (y,(z)$AuB), where 
yk(z)=R;“-‘UH; (h(Oh-), 1) . . . R~-‘“H~(fj(OhlZ),l~-l”H~(fj(OhlZ))). 
We then set Ek=Ek-luH& and nk=hize. 
Let E= U E,. We must prove that, for each step k, string zk always exists. In order 
to do this, we can first prove that function ~,EBFPL, reasoning as in the proof of 
Theorem 3.4. 
If zk did not exist for a given k, then for all z with hi, > pk _ 1 ( pk _ 1 (nk _ 1)), 
(a) ZEA = J+Jz)EA and ZEB + Qz)EB; 
(b) ~k(zkA uB. 
Without loss of generality, we can assume that conditions (a) and (b) hold for all z. 
Define D={z / Y~(z)EA}. (D,fi) <$A,B) since ~,EBFPL and Y~(D)cA, yk(fi)~B. 
Furthermore, A G D and B E 0; thus, (D, 0) =:(A, B), contrary to the assumption, 
and zk must exist. 
As the last step, we show that for the oracle E previously defined, the class %?(A, B) 
does not admit a complete language. Let L be a language in %YE(A, B) and denote with 
r~ the function witnessing L&“(A,B). Let i be the index of a pair of POTS which 
compute 0. Consider the language L’ defined as L’ = {On 1 O”ELE, A n is a multiple of 
the ith prime r,}, where Lz is the tally language defined in the previous section. Note 
that in the definition of L’, L: may be replaced by Ls’, where E’ c E consists of all 
strings of E whose length is a multiple of ri; thus, L’= LEA’. 
We now show that E’ is coherent with (A, B). 
If E’ n C” # 2, then there exists a step k in the construction of E such that n = nk = rT 
with k= ( i, j) for some j; thus, s( E’, n)=(z,), . As in the proof of Theorem 3.4, 
observe that ~~(z~)=a(f~(O”~)). Since 0 witnesses that LE%‘(A, B), yk(zk)~A u B. This 
fact together with condition (ii) of the construction insure that Z~EA u B. 
From the previous result and Lemma 3.3, it follows that L’E%?~(A, B). 
We now show that L’ is not reducible to L. We recall that, according to the 
construction of E and the definition of L:, L’= (0”” 1 zkEA A nk is a multiple Of Ti}. 
Given a polynomial-time function, let j+FP be a transducer which computes it. Let 
k= ( i, j). Consider the string 0”“. 
If O”“EL’, then z~EA; thus, yk(zk)$A. Then cr(fj(Onk))sB and fj(Onk)$L. 
’ ( , > denotes a surjective pair function 
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Similarly, if O”“$L’, then z~EB; thus, yk(zk)$B. Then o(fj(O”“))~A and jj(0”“)~L. 
This shows that L is not complete. q 
We apply Theorem 4.2 to show that there exist relativizations for which ZPP and 
UP n co-UP do not admit complete languages. 
For this purpose, we introduce a preliminary definition and a lemma. 
Definition 4.3. A language L is DTlog’ if and only if for all x there exists a polylog 
number of indices iI, iz, . . . , ik with kdp(log((x1)) such that, for all y with IyI = 1x1 and 
with yil=xi,, . . . . yi~=Xik, Y~L O X~L. 
Similarly, a pair of languages (A, B) is DTlog if there exists a DTlog L such that 
A G L and B G L. It is easy to verify that the DTlog property is closed with respect 
to <g. 
Lemma 4.4. If a pair of languages (A,B) is such that 
(i) for all (L, L) <<(A, B), L is DTlog; 
(ii) (A,B) is not DTlog; 
then there exists an oracle E such that VE(A, B) does not admit n complete language. 
Proof. Suppose that (i) and (ii) hold and that, for each oracle E, %?‘(A, B) does admit 
a complete language. According to Theorem 4.2, there would exist a language F such 
that (F, F) = ,$(A, B). According to (i), F is DTlog; furthermore, (A, B) d j$ F, F). Thus, 
according to the closure property of DTlog pairs of languages with respect to ~2, 
(A, B) is DTlog, contradicting assumption (ii). 0 
Theorem 4.5. There exist relativisations according to which classes ZPP, and 
UP n co-UP do not admit complete languages. 
Proof. We recall that ZPP may be expressed (see Fact 2.3) as the pair of languages 
(A, B) with 
A={z(z~(O,l, # I* A (z(,>(z(/2 A (z(,=O) 
and 
B={zlz~(O,l, #}* A lzl,,>lzl/2 A Iz/~=O}. 
We first prove that the pair (A, B) satisfies condition (i) of Lemma 4.4. 
Let (L, L) < :(A, B). Denote by R, 1 a pair of POTS which compute a function 
TGBFPL such that r(L) c A and s(L) c B. 
Suppose XEL. Then T(X)EA and there exists i with 1 <i < lyx( 1x1) such that 
Ryx( 1x1, i)= 1 (in fact, according to the definition of A, there must exist more than 
Ir(x)l/Z such i’s). Denote by I and J the set of indices of x used, respectively, by the 
2 It can be shown that L is DTlog iff there exists a family of decision trees with polylog depth accepting 
L [16]. 
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computations RYX( 1x1, i) and lYX( Ix I), that is, the set of bits queried by such com- 
putations. We claim that I u J = (i 1, . . ., ik) is a polylog set of indices such that, for all 
y with Ivl=lxl and with Yil=Xi,,...,Yir=xir,, YEL. Indeed, even if oracles Y, and 
_YY may differ, they are queried on the set of indices I u J for which they agree. 
A similar reasoning holds when x#L. Thus, L is DTlog. 
We now prove that the pair (A,B) satisfies condition (ii) of Lemma 4.4. Suppose 
(A, B) is DTlog. Then there exists a DTlog L such that A E L and B 5 L. Let p be 
a polynomial limiting the polylog number of indices associated with L. Consider the 
string w = #’ with n > 2p( log n) and, according to Definition 4.3, let K be the set of 
indices associated with w with respect to L (I K 1 <(p log n)). Assume, without loss of 
generality, that WGL. Consider the string z with lz I = 1 WI and zi = # if in K, and Zi =0 
otherwise. According to the definition, such a z belongs to B and thus to L.. This 
contradicts the assumption that K is the set of indices associated with w; thus, (A, B) is 
not DTlog. The thesis follows from Lemma 4.4. 
A similar proof holds for UPnco-UP. Condition (i) of Lemma 4.4 can be proved 
for the pair (A, B) defining UP n co-UP since both A and B are such that the inclusion 
of any string in A or B may be decided by testing a single bit. Condition (ii) holds since 
it is impossible for strings of the form w= #” to decide within a polylog number of 
queries whether they belong either to A, to B or to Au B. 0 
5. Strong separation of relativized C-classes 
Let %? be a complexity class. A language L is V-immune if it is infinite and if no 
infinite language included in it is in %‘. An oracle E strongly separates the class V$ from 
the class %f if there exists a language LESS’: which is Vf-immune. In recent years the 
problem of determining whether relativized classes with simple separation always 
admit a strong separation has received considerable attention [S, 7, 8, 221. In [17] 
sufficient conditions are given to derive strong separations from simple separation 
proofs. 
In this section we prove a sufficient condition, called A-extendibility, to obtain 
a similar result. While in [17] the sufficient condition is basically related to the 
structure of the simple separation proof, our condition is more related to the structure 
of the classes. Both conditions are quite general and are applicable to most classes 
included between P and PSPACE. 
Definition 5.1. A C-class %?(A, B) is A-extendible if, for all H, 
The following lemmas characterize A-extendible C-classes. 
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Lemma 5.2. Zf %?(A, B) is A-extendible, then, for all H, %Tn(A, B) is closed with respect to 
the union of languages. 
Proof. Let c1 and CJ~ be two functions in BFPH witnessing that L1 and L2 belong to 
+ZH(A,B).Thena=o, ()a2 witnesses that L,uLz&?~(A()C*uC*OA,BOB). 
Lemma 5.3. If, for all H, VH(A, B) admits a complete language and if it is closed with 
respect to the union of languages, then %‘(A, B) is A-extendible. 
Proof. According to Theorem 4.2, there exists a language D such that (D, 0) = :(A, B). 
This implies that 
According to Theorem 3.4, for all H, %TH(A, B) = eH(D, 0) and 
Let LE%‘~(D 0 C*uC* 0 D,o 0 0) and let UEBFP~ be a witness function for L. 
For any a(x)=zl 0 q, denote ai by Zi (i= 1,2). Let Li= {X 1 ai(x)~D}. Gi witnesses 
that Li~~~(D,D) and it is immediate to verify that L= L1 uLz. Since %TH(A, B) is 
closed with respect to the union of languages, LE%~(A, B) and thus %?(A, B) is 
A-extendible. 0 
Lemma 5.4. If %‘(A, B) is A-extendible, then for each finite set of functions 
(5 1, . . ..qrj c BFPL th ere exists GEBFPL such that, for all x, 
(1) T~(x)EB A T~(x)EB A ... A z~(x)EB * DEB; 
(2) z,(x)~A V THEA V ... V T,Jx)EA =S SEA. 
Proof. Since %(A,B) is A-extendible, according to Theorem 3.4, 
(A 0 C* u C* 0 A, B 0 B) < $(A, B). Let y be a function witnessing such a reduction. 
The proof is by induction on k. If k = 1, then we just define 6 = tl. 
Let Tlr...,zk,zk+l be a set of k+ 1 functions in BFPL. From the inductive hypo- 
thesis, there exists a function 6 such that 
r,(x)~B iI ... A tk(X)EB - DEB 
and 
THEA ‘/ ... v Sk(X)EA =c- 6(x)~A. 
We define S’=yo(6 0 s~+~). F rom Fact 2.11 G’EBFPL; furthermore, if T~(x)EB 
A ... A Tk(x)EB A s,+,(x)EB, then 6(x) 0 T,+,(x)EB 0 B. This, in turn, implies that 
h’(X)=?:(@X) 0 Tk+l(X))cB. 
Similarly, we can prove that if THEA V ... V Zk(X)EA V Tk+l(x)EA, then 
F(x)EA. 0 
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Theorem 5.5. Let @(Al, B,) be A-extendible. If there exists on oracle H such that 
%?n(A2,Bz)$%‘n(A1,B1), then there exists an oracle E which strongly separates 
g?E(A~,B~) from gE(A1,B1). 
Proof. Using slow diagonalization, we derive an oracle E such that the tally language 
L?,, introduced in Section 3, belongs to GfE(Az, B2) and is immune with respect to 
gE(Ar,Br). 
Denote by ((K, M} an enumeration of all pairs of POTS such that the computation 
time of the POTS of the kth pair (k = 0, 1,2, . . ) is limited by polynomial Pk = nk + k. 
Given ZEC*, we shall use the language H,=.Y((z),, [\z1]+2), introduced in the proof 
of Theorem 3.4. 
Oracle E will consist of an infinite set of pairwise disjoint H, with zeA,uB2 and 
will then be coherent with (A,, B,). At each step k, 1,‘ denotes the set of indices of the 
pairs of POTS (Ri, li) with i < k that are candidates for diagonalization at step k + 1. 
Step 0. Initialization step: Eo=$, no=0 and IO= (0). 
Step k. Denote as zk the shortest string z satisfying the following conditions: 
(i) [iziI>Pk-l(nk-l); 
(ii) (zEB, A 3ieIk_I: Yt,k(Z)fkBl) V (ZEAL A viElk_I: Yt,k(Z)$Al)r where 
We then set Ek = Ek _ 1 u H,,, nk = [ 1 zk I] + 2. To define Ik, we check whether zk belongs 
to B2 or to A2. In the first case, Ik = (Ik _ r - { j}) u (k}, where j is the smallest index in 
1k-r such that “4j,k(Zk)~B1. In the second case, Ik=lk-l u(k). 
Let E = U Ek. We must prove that, for each step k, string zk always exists. 
If zk did not exist for a given k, then for all z with [ Iz I] >pk_ r(nk_ r ), 
Since the same proof of Theorem 3.4 showing that y,EBFPL can be applied to show 
that yi,kEBFPL and @‘(AI, B,) is A-extendible, we can apply Lemma 5.4 to the finite 
set of functions (~i,k}. Thus, there would exist a function GEBFPL such that 
6(A2) E AI and 6(B,) G B,. Consequently, (A2, B2) d $A,, B,). This result, together 
with Theorem 3.4, contradicts the hypothesis that there exists an oracle H such that 
vH(A2rBz)$@(Ar,Br). 
We now prove that Lf& belongs to wE(A2, B2) and is immune with respect to 
%?A I, B1). 
Since E is coherent with (A2, B,), according to Lemma 3.3, L~,E%~(A~, B2). From 
Definition 3.1 and from the definition of E, it is easy to verify that LEA2 = {Onk I zLcA2, 
k= 1,2, . ..}. We first prove that LEA, is infinite. Assume LEA* to be finite. Then, only 
a finite number of zk belong to A2 and there exists a step k’ such that for all 
k> k’, zk~B2. For such k’s, the cardinality of Ik remains constant. On the other 
hand, there exist infinite i’s such that, for all oracles X and input u, 
Rx@, l)RF(u, 2)...R;(u, /F(u))EB,. 
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In particular, for all z, Yi,k (z)EB~; thus, none of the indices i can be deleted from Ik. 
As a consequence, 1 I, 1 cannot be constant and L:, must be infinite. 
To prove the immunity of LEAI, we show that all subsets L of LEA2 included in 
‘%?‘(A 1, B,) are finite. Denote by Ry and 1; a pair of POTS which compute the function 
CJ witnessing L&?‘(A1,B1). Reasoning as in the proof of Theorem 3.4, it is easy to 
verify that for all k>j, a(O”“)=yj,k(Zk). Since L G L:,, for all k>j, jElk. Thus, for all 
k >j, 
Q”“ELE AZ * ZkEAZ * viEzk-l:Yi,k(Zk)$A1 
~ rj,k(Zk)~Al ~ o(O”“)EB, ~ OnkqL. 0 
Theorem 5.5 can be applied in a straightforward way to prove new results on the 
strong separation of complexity classes. The following theorem illustrates this point. 
Theorem 5.6. There exist three oracles E, F, G such that (a) E strongly separates PP” 
from X;$“, (b) F strongly separates NPFfiom @PF, (c) G strongly separates AMG from 
q”. 
Proof. The simple separation of PPE from C;, E is shown in [l], that of NPF from 
@PF in [24], and that of AMG from C;,” in [19]. 
According to Lemma 5.3, the two classes C: and @P are A-extendible; thus, 
Theorem 5.5 can be applied. 0 
Observe that there exist important complexity classes (e.g. NPnco-NP, R, BPP) 
which are A-extendible even though they do not satisfy the conditions of Lemma 5.3. 
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