Abstract Radial Basis Functions are widely used in scattered data interpolation. The surface-reconstruction method using radial basis functions consists of two steps: (i) computing an interpolating implicit function the zero set of which contains the points in the data set, followed by (ii) extraction of isocurves or isosurfaces. In this paper we focus on the second step, generalizing the work on certified meshing of implicit surfaces based on interval arithmetic (Plantinga and Vegter in Visual Comput. 23: [45][46][47][48][49][50][51][52][53][54][55][56][57][58] 2007). It turns out that interval arithmetic, and even the usually faster affine arithmetic, are far too slow in the context of RBF-based implicit surface meshing. We present optimized strategies giving acceptable running times and better space complexity, exploiting special properties of RBF-interpolants. We present pictures and timing results confirming the improved quality of these optimized strategies.
smooth geometric objects in the plane or in three-dimensional space from a finite point sample v 1 , . . . , v n . The process consists of two steps: (i) computing an interpolating implicit function the zero set of which contains the sample points, followed by (ii) extraction of the isocurve or isosurface.
The radial basis interpolant constructed in step (i) is of the form
where x ∈ R d , for d = 2, 3, such that s is zero at the sample points (centers) v k . To avoid obtaining the trivial zero solution, i.e. s ≡ 0, some of those v k s are chosen from off-surface. Here p is a polynomial of low degree which depends on the particular choice of radial basis function, cf. [8] , and x − v k is the Euclidean distance between x and v k . The radial basis function ϕ is a univariate function. Some popular RBFs are ϕ(r) = r 3 (triharmonic spline), ϕ(r) = r 2 log r (thin plate spline in 2D), ϕ(r) = √ r 2 + c 2 (multiquadric), or ϕ(r) = exp(−r 2 ) (Gaussian). The weights w k are determined by solving a system of interpolation equations. We omit the details, but refer to [3, 20] for further background.
The second step, namely isosurface extraction, is our main focus. In [14] we use interval arithmetic (IA) to extract regular level sets of a general smooth (C 1 ) implicit function. More precisely, the algorithm computes a piecewise linear surface, say S , which is isotopic to the actual zero set S ≡ s −1 (0), and is guaranteed to have the same topology. Here, isotopy implies that there exists a continuous deformation between S and S within the embedding space. The certified meshing algorithm [14] is akin to the Marching Cubes algorithm in the sense that it analyzes the topology of the isosurface on boxes in the plane or in space. If it cannot decide that the topology is correct, it subdivides the box. In other words, the certified meshing algorithm terminates after performing a sufficient number of subdivisions required to generate a certified mesh. No user-specified parameter is needed to stop the algorithm. However, interval arithmetic converges very slowly for implicit functions like (1), i.e., sums consisting of a large number of terms (translated radial basis functions). Improving the performance of the certified meshing algorithm [14] , in case of RBF-interpolants, is the main goal of the current paper. Although in certified meshing 'isotopy' is the main criterion, one may also be looking for an approximating mesh which is close enough (say, with respect to the Hausdorff distance) to the original isosurface. To satisfy this small Hausdorff distance criterion is straightforward since for that one needs to further subdivide the boxes containing the zero set until the approximated mesh is close enough to the zero set. However, in this paper we focus on the certified meshing step.
Our contribution Although [14] presents a general scheme for certified extraction of isocurves and isosurfaces, brute force application of IA, as advocated in [14] , does not yield acceptable performance if the implicit function is too complicated. This paper presents a general versatile method in case of RBF-interpolants that improves computing time drastically, yielding quadratic convergence without sacrificing the topological guarantees.
Our early experiments show that even the straightforward use of affine arithmetic (AA) [7] , a fine tuned version of IA, does not improve running times sufficiently. Therefore, we developed several improved strategies. We use a combination of linear and quadratic upper and lower bounds for the summands in (1) , exploiting the fact that each term in the sum is of the same form. This Bounding-Plane-BoundingQuadric (BPBQ) strategy works for certain RBFs, and leads to a spectacular improvement of the running time, since far less subdivisions of boxes are needed before the algorithm can decide that the topology is correct. Since linear bounds are not easy to obtain for all types of RBFs, we also developed a more general method based on quadratic bounding functions, the Bounding-Paraboloid (BParab) strategy, which works for commonly used RBFs. Finally, we give pictures and performance results confirming the improved quality of the optimized strategies in terms of time and space complexity.
Related work Current methods for meshing RBF-based implicit surfaces do not come with topological guarantees, since they are usually based on the Marching Cubes algorithm [11] . Methods for certified meshes for implicit surfaces are presented in [1, 18] . In [14] interval arithmetic is used to extract certified meshing of implicit surfaces. Several improvements to standard interval arithmetic have been proposed. For an overview we refer to [12] . However, most of these improvements are restricted to algebraic functions, or do not give sufficiently accurate results to make interval arithmetic for radial basis functions practical.
In a similar context, [17] brings a new recursive Taylor method for ray-casting algebraic surfaces and shows that this method works better than various versions of interval and affine arithmetic. In general, interval or affine arithmetic cannot be used to detect degenerate zeros, like that of the function f (x) = x 2 . For polynomials dedicated methods are available, but these are based on algebraic properties, and depart completely from the paradigm of numerical computing, cf. [4] . However, until now there is no 'certified' method in the literature to detect singularities for general implicit functions.
Preliminaries

Interval arithmetic (IA)
Interval arithmetic is used to cope with rounding errors in finite precision computations. A range function F for a function F :
that F (I ) ⊂ F (I ).
A range function is said to be convergent if the diameter of the output interval converges to 0 when the diameter of the input interval shrinks to 0. Convergent range functions exist for the basic operators and functions, so all range functions are assumed to be convergent. For an overview of interval arithmetic methods and their optimizations, we refer to [13] .
Affine arithmetic (AA)
Affine arithmetic [7] is a refinement of IA based on refined tracking of the accumulating errors. In this section, we briefly discuss the range computation method using AA. In AA, each input or computed quantity x is expressed in an affine form (AF):
where x i are known floating point numbers and i are symbolic variables whose values are only known to lie in the range [−1, +1]. Moreover, the interval I (x) corresponding to the AFx is computed back as:
Thus, for example, a quantity x which is known to lie in the range [3, 7] can be represented by the affine formx = 5 + 2 k , for some k. Conversely, the formx = 10 + 2 3 − 5 8 implies that the corresponding quantity x lies in the range [3, 17] . The sharing of a symbol j among two affine formsx,ŷ implies that the corresponding quantities x, y are partially dependent, in the sense that their joint range is smaller than the Cartesian product of their separate ranges. For example, ifx = 10 + 2 3 − 6 8 andŷ = 20 + 3 4 + 4 8 , then the individual ranges of x and y are [2, 18] and [13, 27] , but the joint range of the pair (x, y) is the hexagon with corners (2, 27), (6, 27) , (18, 19) , (18, 13) , (14, 13) , (2, 21), which is a proper subset of the rectangle [2, 18] × [13, 27] . Moreover, affine forms can be combined with the standard arithmetic operations or elementary functions, to obtain guaranteed approximations to formulas.
Affine operations Given affine formsx = x 0 + x 1 1 + x 2 2 + · · · + x n n ,ŷ = y 0 + y 1 1 + y 2 2 + · · · + y n n for x and y one can compute affine formẑ = z 0 + z 1 1 + z 2 2 + · · · + z n n corresponding to an affine operation z = αx + βy + γ , by simply setting z j ← αx j + βy j + γ for every j .
Non-affine operations
, cannot be performed exactly, since the result would not be an affine form of the i . In that case, one should take a suitable affine function f a that approximates f to first order, in the ranges implied byx andŷ; and computeẑ ← f a (x,ŷ, . . .) + z k k , where z k is an upper bound for the absolute error |f − f a | in that range, and k is a new symbolic variable not occurring in any of the previous affine forms. For example, an affine approximation f a corresponding to the function f (x) = √ x over [c, d], using Chebyshev (minimax) approximation [7] , is given by f a (x) = αx + ζ where
.
Certified meshing algorithm
Implicit functions provide a convenient way of representing smooth surfaces in 3-space. However, piecewise linear approximations are often required for computer visualization. Ordinary meshing algorithms can only compute function values at a finite number of points. Thus these schemes may miss important details of the implicit surface, and correct topology of the mesh cannot be guaranteed. The certified meshing algorithm [14] subdivides the domain of an implicit function until it approximates the zero set of the function in each box with a topologically correct piecewise linear surface. Algorithm APPROXIMATESURFACE takes an implicit function F : R 3 → R and a box B as input, and computes a piecewise linear approximation of F −1 (0) ∩ B, assuming that the zero set F −1 (0) of F contains no singular points of F inside B. It uses range functions for F and its gradient ∇F over an interval to extract information about the surroundings of the grid points.
Algorithm 2.1: APPROXIMATESURFACE(F, B)
Initialize octree T to B;
2. Subdivide T until for all leaves I :
3. BALANCEOCTREE(T );
MESH(T ).
Here, MESH(T ) approximates the zero level set inside the box T by a piecewise linear function. The first clause in line 2 discards cells I for which 0 / ∈ F (I ), i.e., boxes which are guaranteed not to contain part of the zero set of F . The second clause implies that ∇F (p), ∇F (q) > 0, for all p, q ∈ I , so the direction of the gradient (and, therefore, of the normal of the curve) does not change by more than π/2 over this box. This implies that the zero set of F is parametrizable (i.e., can be written as the graph of a function of x, y, or y, z, or x, z), which is the key property in the proof of topological correctness of the output. To facilitate the meshing of the resulting octree, it is first balanced (line 3). Balancing means extra subdivision of the octree leaves until neighboring leaves differ at most one level in depth. MESH (line 4) generates a triangulated surface using a tetrahedral subdivision of the ambient space. For details we refer to [14] . We also have a 2D-version of this algorithm, which computes topologically correct polygonal approximations of regular implicit curves.
Range functions for RBFs
The range intervals computed using IA for RBF-interpolants s (of the form in (1)) are too conservative. Therefore the algorithm APPROXIMATECURVE needs a large number of subdivisions (of the domain interval) before it satisfies the stopping criteria of the algorithm. Thus, for RBF-based implicit functions an IA-based implementation of algorithm APPROXIMATESURFACE(s, I ) has unacceptable running time. Our goal is to improve the performance considerably by optimizing the range intervals s(I ) and ∇s(I ) for such RBF-interpolants s on a box I .
In Sect. 3.1 we present the Bounding-Paraboloid (BParab) strategy for finding range intervals of RBFinterpolants. This strategy works for almost all commonly used RBFs and in any dimension. More precisely, this strategy works with all C 2 -smooth basis functions. For the thin plate spline ϕ = r 2 log r, being only C 1 , the method works only for computing s(I ) but not for computing s x (I ) or s y (I ), and, hence, fails for the strategy BParab. Subsequently, in Sect. 3.2 we discuss the BoundingPlane-Bounding-Quadric (BPBQ) strategy for the cubic RBF, which is widely used in reconstruction of geometric surfaces from scattered point samples [3, 8, 9, 16, 20] . It turns out that in many experiments this BPBQ-strategy for the cubic RBF works better in practice than the BParabstrategy.
Finally, in Sect. 3.4, we present a greedy strategy which finds better range intervals by first subdividing the interval into small intervals. Combined with the other strategies this results in better timing for isotopic meshing. Our approach is based on the observation that the summand w k ϕ( x − v k ) is radially symmetric with respect to the center v k . We will find quadratic upper and lower bounds for the univariate function w k ϕ(r), for r ranging over the smallest interval
, for x ∈ I . Since, for most RBFs, the polynomial p has degree at most two, the upper bound u is a bivariate or trivariate quadratic function, obtained by adding the coefficients of the upper bounds for each individual summand. Moreover, a straightforward way to compute a conservative upper bound U(I ) of u on I is by using interval arithmetic as U(I ) = UPPER(u(I )) (cf. [2]). A quadratic lower bound l for the RBF-interpolant s on I is determined similarly. Again, a conservative lower bound L(I ) of l on I is computed using interval arithmetic as
). Here we note that one can compute more accurate bounds U(I ) and L(I ) by computing a global maximum of u over I or a global minimum of l over I . In view of the special shape of the quadratic upper and lower bounds this approach is called the bounding paraboloid (BParab) strategy.
To determine the coefficients α k and β k we first determine a quadratic function of the form r → α k r 2 + γ k , which interpolates the radial basis function at the end-points of the interval J k . In other words, we take
L(I) ← LOWER(l(I ));
return ([L(I ), U (I )]).
An upper bounding quadratic function of the form r → α k r 2 +β k is now obtained by taking
We note that the expression w k ϕ(r) − αr 2 is a univariate continuous function over J k . Thus β k is computed analytically as the global maximum of w k ϕ(r) − αr 2 over J k , for any particular basis function ϕ. Similarly, a lower bounding quadratic function of the form r → α k r 2 + β k is found by taking β k ≤ min r∈J k (w k ϕ(r) − αr 2 ). A general approach for finding optimal α and β is presented in Appendix. Algorithm 3.1 gives the corresponding pseudocode for computing s(I ).
Computing ∇s(I ) We focus on the 2D-case for simplicity, but the 3D-case is similar. To find optimal ranges s x (I ) and s y (I ) (and s z (I ) in the trivariate case) for the components of the gradient of the RBF-interpolant (1), first note that s x is given by
where
Applying the same approximation strategy as before to find quadratic lower bounds on the one-dimensional interval J k for each of the univariate factors w k ϕ (r)/r, leads to a bivariate (or trivariate) cubic lower bound L k (x) on the box I for the kth summand in (2) of the form:
, where a k is a real constant and Q k (x) is a quadratic polynomial. A cubic upper bound U k (x) of this form is found similarly.
We now focus on the case v kx ∈ (x 1 , x 2 ), where Figure 2 shows the graph of kth term
of s x and the graphs of the corresponding bivariate cubic polynomials, say L k0 and U k0 , which are obtained by multiplying the linear term x − v kx with the lower and upper bounds of
over I , respectively. Clearly, in this case L k0 and U k0 are not lower or upper bounds of Φ kx over I . To find the lower and upper bounds we proceed as follows. First, we find an average of polynomials L k0 and U k0 , which is again a bivariate cubic polynomial,
Q avg is a good approximation of Φ k (x, y) over I . Then we translate the graph of Q avg downwards (in the z-direction) so that it lies below the graph of L k0 , to obtain a lower bounding cubic polynomial L k of Φ kx (x, y) over I . Similarly, the graph of Q avg is translated upwards (in the z-direction) so that it lies above the graph of U k0 , to obtain an upper bounding cubic polynomial U k of Φ kx (x, y) over I . A straightforward use of interval arithmetic (as in the case of s) yields the minimal value of k L k (x) + p x (x) and the maximal value of k U k (x) + p x (x) on I , and, hence, a good interval s x (I ). A good interval s y (I ) is computed similarly. As we will show in Sect. 4, this strategy improves the performance of the certified meshing algorithm APPROXIMATESURFACE considerably for various RBFs. The pseudocodes corresponding to s x (I ) and s y (I ) are similar as in BPARAB-BOX-S.
Remark 1
We can increase the computational accuracy using the BParab strategy by generalizing the approximating radially symmetric polynomial r → α k r 2 + β k by r → α k0 r 2n + α k1 r 2n−2 + · · · + α kn . In other words, we need to interpolate the functions φ(r) or ψ(r) at n+1 distinct points of the interval J . Depending on the choice of RBFs one can choose the distribution of the interpolating points over the interval J [15] . Subsequently, we get multivariate bounding polynomials of degree 2n for the RBF-interpolants and multivariate bounding polynomials of degree 2n + 1 for the partial derivatives of the RBF-interpolants. However, it is clear that using higher degree polynomial is computationally more expensive. Therefore, there is a trade-off between computational accuracy and speed of the algorithm. We do not pursue this issue further in this paper.
3.2 Bounding-Plane-Bounding-Quadric (BPBQ) strategy for the cubic RBF
The cubic RBF, given by ϕ(r) = r 3 , is used widely in reconstruction of geometric surfaces from scattered point samples. Therefore, for this case we designed an even better strategy based on special properties of this RBF, like convexity. More precisely, in this case we find linear upper and lower bounds for the RBF-interpolant, which are good linear approximations for the function on the box. Finding linear approximations for the partial derivatives is much harder, so we focus on obtaining good quadratic upper and lower bounds. Therefore, this approach is called the BoundingPlane-Bounding-Quadric (BPBQ) strategy. (Fig. 3) . Therefore, the range interval of h over I is [0.50, 1], which is better than the range interval using AA.
Computing s(I ) First, we observe that using the convexity property of the cubic RBF it is possible to group the summands of the RBF-interpolant s, given by (1), into a convex function s + and a concave function s − :
Here s + corresponds to the sum of the terms with positive weights Here s + corresponds to the sum of the terms with positive weights and the linear term, and s − corresponds to the sum of the terms with negative weights. Grouping reduces the number of bounding plane computations from O(n) to a constant number, where n is the number of terms in the RBF-interpolant. Next, we find linear lower and upper bounds for each of the grouped functions in (3) over I , by straightforward geometric computation. More specifically, a lower bound of the function s + over I is obtained by computing the tangent of its graph at the middle point of I . Again, the upper bound is taken as the plane passing through 2. l + ← LOWERBOUND(s + );
return ([L(I ), U (I )]).
one of the diagonals (obtained by joining the corner points of the graph of s + over I ) and parallel to the other diagonal so that the plane lies above the graph of s + . Thus if l ± and u ± are the lower and upper bounding linear functions for s ± over I , then l − + l + and u − + u + are lower and upper bounds of s over I . Computing the minimum of this lower bound and the maximum of the upper bound over the box I we obtain a good range interval s(I ). Algorithm 3.2 gives the pseudocode for computing s(I ).
Computing ∇s(I ) To find optimal ranges s x (I ) and s y (I ) for the components of the gradient of the RBFinterpolant (1), first note that the partial derivative s x of the cubic RBF is given by Figure 4 shows the graph of the kth term Φ kx (x, y) = x − v k (x − v kx ) of s x and the corresponding bivariate quadratic polynomials L k0 and U k0 over I . Clearly, in this case L k0 and U k0 are not the lower or upper bounds of Φ kx over I . Therefore, to find the lower and upper bounds we use the same technique as in the BParab strategy.
A
straightforward use of interval arithmetic (as in the previous cases) yields the minimal value of k L k (x) + p x (x) and the maximal value of k U k (x) + p x (x) on I , and, hence, a good interval s x (I ). A good interval s y (I )
is computed similarly. The corresponding pseudocodes are similar as in the BParab strategy (Algorithm 3.1). Experiments with the BPBQ-strategy corroborate this improvement; see Sect. 4.
Convergence
Convergence of the certified meshing algorithm APPRO-XIMATESURFACE(F , B) depends on the accuracy of the computed range intervals. Therefore, to compare the performance of the algorithm, using different range computation strategies, one needs to compare the accuracy of the range intervals in different strategies. Usually, computed range intervals are wider than actual (ideal) range intervals. Now the error in the computed range interval is determined by: (1) the approximation error, and (2) the round-off error, respectively. The approximation error, which is caused by approximation of the given function with some other suitable function, is dominant in the error term if the input interval size is sufficiently large. However, the approximation error goes down when the input interval size becomes smaller. Although if the size of the input interval becomes arbitrarily small the round-off error dominates in the error term. In the certified meshing algorithm, our aim is to reduce the approximation error, so that the subdivision process terminates while the input intervals are wide enough and we can ignore the round-off error.
Interval Arithmetic yields approximation errors that are linear in the size of the input interval, whereas the approximation errors for Affine Arithmetic are quadratic [19] in the size of the input interval. Therefore, as the size of the input intervals gets smaller, the approximation error in AA becomes less important than IA. In other words, when the input intervals become smaller the computed range intervals in AA converge faster (than in IA) to the actual range interval. Next we find dependency of the approximation error in the computed range intervals, using BPBQ and BParab strategy, on the size I of the input intervals I defined as I := max x,y∈I x − y . So, I is the diameter of I .
Lemma 1 If the RBF ϕ is C 2 , then the approximation error in the range interval using the BPBQ strategy depends quadratically on the size of the input interval.
Proof The linear bound of ϕ(x) over I is of the form l(x) = ϕ(x 0 ) + ∇ϕ(x 0 )(x − x 0 ) where x 0 is the center of the in-
Next, we determine the approximation error in the BParab strategy.
Lemma 2 If the RBF ϕ is C 2 , the approximation error in the range interval using the BParab strategy with any radial basis function depends quadratically on the size of the input interval.
Proof First we find the approximation error in the interpolation of the one-variable radially symmetric function ϕ(r) with a radially symmetric quadratic function q(r) = αr 2 + β over J := [a, b] (which corresponds to a higher dimensional interval I , as described before). Now, since q(a) = ϕ(a) and q(b) = ϕ(b), the error term of the interpolation is given by
for some ξ ∈ J . Therefore, when J → 0, which is implied by I → 0, the error satisfies
Hence, the error in the range interval using the BParab strategy depends quadratically on the size of the input interval.
Remark 2 It is worthwhile to mention that both AA and the optimized methods (BParab and BPBQ) have quadratic convergence. Although, since BParab and BPBQ compute range intervals for RBF-interpolants more accurately compared to AA, the subdivision time in the algorithm APPROX-IMATESURFACE is considerably less for BParab and BPBQ (see the experimental results in Sect. 4).
Remark 3
We note that using the generalized version of BParab strategy we can have convergence of any desired order. Suppose we approximate an RBF ϕ ∈ C n+1 by a radially symmetric polynomial of degree 2n, i.e., of the form r → α k0 r 2n + α k1 r 2n−2 + · · · + α kn , where α ki are unknown real numbers to be found by some interpolation scheme. By a similar error analysis as before one finds that in this case the error term of the approximation is O( I n+1 ).
Subdivision strategy
To improve the performance even further, we also experimented with a hybrid approach in which the BParab and BPBQ strategies were extended by a preliminary subdivision of the boxes. Since In general, preliminary subdivision reduces the size of the range intervals s(I i ), resulting in a smaller number of leaves of the octree. On the other hand, if the boxes get smaller, the approximation error goes down, but the roundoff error becomes significant. Therefore, the accuracy does not improve significantly, whereas the computing time does increase. So we may expect the computing time to decrease up to a critical depth (CR) of the subdivision process. Beyond this point further subdivision is expected to lead to increased computing times. In Sect. 4 we show experimental evidence for this observation. 
Experimental results
In the previous section we have designed different optimization strategies for finding the range intervals of RBFinterpolants. In this section we compare the efficiency and performance of certified meshing algorithm implemented using those range intervals. We experiment with both twoand three-dimensional RBF-interpolants. Here we note that our main criterion is topological correctness of the approximated curves or surfaces, but that arbitrary numerical accuracy can be obtained by further subdivision of the relevant boxes if necessary.
The 2D case We present some 2D experiments using the 2D version of algorithm APPROXIMATESURFACE, implementing range functions based on IA, AA, BParab and, for the cubic RBF, the BPBQ-strategy. We extract the certified zero sets of various RBF-interpolants, and compare the number of leaves (NOL) of the subdivision tree as well as the CPU-time (CPU). The RBF-interpolants are constructed using uniform sample interpolation points extracted from several functions, over a bounding box, cf. [3, 10, 20] .
Experiments with the cubic RBF Our first sequence of experiments has been performed using cubic-based interpolants. In other words, we used the RBF given by ϕ(r) = r 3 . Tables 1, 2, 3 present the measured performance for different optimization strategies. Figures 5, 6, 7, 8, 9 , 10 contain the corresponding isocurves, together with the boxes corresponding to the leaf-nodes of our subdivision tree; and the respective graphical representations of the Tables 1-3. Note that Table 1 shows that straightforward use of IA does not lead to convergence (in reasonable time), except in trivial cases. Therefore, we discard IA from our remaining experiments. Moreover, from Fig. 5(c) and (d) we observe that the algorithm needs extra subdivision in some parts of the domain of the RBF-interpolant where there is no zero set of the RBF-interpolant. This extra subdivision is required for satisfying the second predicate (i.e. the small normal variation condition) in the certified meshing algorithm APPROXIMATESURFACE (or APPROXIMATECURVE for the 2D-case). Experiments with the multiquadric RBF Next, we present some more experiments using the multiquadric RBF given by ϕ(r) = √ 1 + r 2 . Tables 4 and 5 compare the performance of the AA and BParab strategies for this case. Figures 11 and 12 contain the corresponding isocurves. From these experiments it is clear that, in practice, BParab strategy works much better than AA. Figure 13 and the corresponding Table 6 compare experimental results with the subdivision strategy, cf. Sect. 3.4, for different subdivision numbers (SN). Figure 13 shows that the meshing algorithm needs a small number of leaves as SN increases since the range intervals become more accurate after subdivision. Figure 14 gives a graphical representation of Table 6 . Figure 14(b) shows that the number of leaves decreases with the increase of SN, whereas Fig. 14(a) shows that with the increase of SN initially the total CPU-time of the meshing algorithm decreases, although, after some critical SN (here, SN = 4 2 ), the CPU-time increases again.
Experiments using the BPBQ-strategy with subdivision
These experiments illustrate a trade-off between the computational accuracy and the total time of convergence. Note that in all these experiments the critical depth (CR) has been chosen as the height of the subdivision tree.
The 3D case We present some experimental results of 3D implicit surface meshing with algorithm APPROXI-MATESURFACE. We use the most widely used cubic RBF for constructing the implicit functions. The range intervals are computed using the AA, BParab and BPBQ-strategies. We extract the zero sets of various RBF-interpolants, and compare the number of leaves (NOL) of the subdivision tree, the number of tetrahedra (NOT) of the spatial subdivision and the CPU-time (CPU). Here CPU-time is the total time for both subdivision and meshing. For all 3D experiments we run our implementations on an Intel 2.4-GHz Pentium 4 machine under Linux with 8-GB RAM, using the g++ compiler, version 3.3.5. Figure 15 compares the mesh size for different interval computation strategies. It shows that the mesh size using the BParab strategy is coarser than in the case of the BPBQ and AA-strategy.
In Figs. 16, 17, 18 , 19, 20 we present some experimental results of isotopic meshing of RBF-based interpolants using BParab strategy. The underlying sample point configurations are described simultaneously.
Off-surface point generation To construct an RBF-interpolant from a point cloud obtained from a smooth surface, one needs to generate good off-surface or offset points. The Table 6 Complexity of cubic-based meshing with subdivision-strategy, using different subdivision numbers (SN) (corresponding to Fig. 13 off-surface point configuration determines the behavior of the RBF-interpolant near the zero level set. In Fig. 21 we consider a point cloud corresponding to the surface of a Head along with its off-surface points. The corresponding RBF-based meshing of the implicit surface is done using the BParab strategy. Figures 22 and 23 show similar experiments with point clouds of a bunny and a horse, respectively. Tables 7, 8 and 9 compare the space and time complexity for the meshing of RBF-based implicit surfaces (Figs. 16-23 ) using three main optimization strategies, AA, BPBQ and BParab, respectively. We observe that BPBQ and BParab perform better than AA. Again, between BPBQ and BParab, the time complexity of BParab has better space and time complexity compared to BPBQ. 
Conclusion and future work
Our experiments show that IA has unacceptable performance, that AA converges in most experiments for the cubic RBF but fails for the multiquadric-based interpolants. We proposed two strategies for RBF-interpolants, among which BParab is a general and fast method, and the BPBQstrategy for cubic RBFs gives better results for some experiments than BParab. At this point it is worthwhile to mention some of the future directions of the current work. First, one of the basic requirements for fast convergence of the meshing algorithm is that the input-implicit functions are "well-behaved" (i.e., satisfying a small normal variation condition around their zero-level sets). Constructing such "well-behaved" RBF-interpolants with theoretical guarantees is still an open problem. Secondly, instead of subdividing the whole domain of the implicit function, one could try to find a subset of the domain corresponding to the zero set of the implicit function. This reduces the space and time complexity of the meshing algorithm. Again, we . Therefore, there is room for improving the performance of the meshing algorithm using an improved version of small normal variation condition checking.
Appendix: Function approximation by centered quadratic functions
Our goal is to approximate smooth real-valued functions defined on an interval [a, b] by centered quadratic functions, i.e., functions of the form g(x) = αx 2 + β, i.e., quadratic univariate functions having a critical point at x = 0 (if α = 0). The error is determined with respect to the sup-norm. Our main result is: 
To this end, let f (x) = px, and consider the function g α,β (x) = αx 2 − px + β.
We may assume that the constant term in f is zero, i.e., f (0) = 0, since the constant term can be incorporated in the final value of β. Note that g α,β has a critical point at Solving β from this equation we get β = β * (α) := 1 2
In this case, the error E(α) is
If x c ∈ [ 
