A fast and effective iterative demosaicking algorithm is described for reconstructing a full-color image from single-color filter array data. The missing color values are interpolated on the basis of optimization and projection in different frequency bands. A filter bank is used to decompose an initially interpolated image into low-frequency and high-frequency bands. In the lowfrequency band, a quadratic cost function is minimized in accordance with the observation that the low-frequency components of chrominance slowly vary within an object region. In the high-frequency bands, the high-frequency components of the unknown values are projected onto the high-frequency components of the known values. Comparison of the proposed algorithm with seven state-of-the-art demosaicking algorithms showed that it outperforms all of them for 20 images on average in terms of objective quality and that it is competitive with them from the subjective quality and complexity points of view.
INTRODUCTION
Usage of digital cameras is spreading rapidly as they are easyto-use image input devices. The increasing popularity of digital cameras has provided motivation to improve all elements of the digital photography signal. Digital color cameras are typically designed to use a single image sensor. Each individual sensor element is able to capture a single color. The arrangement of the color filters is called a color filter array (CFA). In the Bayer pattern [1] , a popular CFA pattern, the sensor produces a two-dimensional array in which each spatial location contains only a red (R), green (G), or blue (B) component. Green pixels are sampled at a higher rate than blue and red pixels. The recovery of full-color images from a CFA-based detector requires a method for calculating the values of the missing colors at each pixel. Such methods are commonly referred to as color-interpolation or colordemosaicking algorithms.
A number of demosaicking algorithms with an exploiting structure between channels have been proposed. These algorithms vary from fast with lower quality to more complex with higher quality and can be classified into two categories: noniterative [2] [3] [4] [5] [6] [7] [8] [9] [10] and iterative [12] [13] [14] [15] [16] .
In general, noniterative algorithms require less computational time but have a worse image quality. Among the noniterative algorithms, bilinear interpolation is the simplest and fastest, but it has the lowest quality. It works well in smooth regions and fails in regions with high-frequency components such as edges. To avoid interpolation across edges, a method has been proposed that interpolates along an object boundary with edge sensing [2] . The edges are sensed by finding the outlier pixel in a square of four pixels and interpolating the missing values using the neighboring pixels excluding the outlier. Some algorithms, such as that of Lukac et al. [7] , interpolate color assuming that the quotient of two color channels varies slowly. This follows from the fact that, if two colors occupy the same coordinate in the chromaticity plane, the ratios between their components are equal. Instead of using the quotient, some algorithms [3, 4] use the color differences on the basis of the assumption that differences between green and red (or blue) vary slowly within the same image object. The algorithms in this category make no use of the obtained estimate of one color to get further improvements in the other colors. The main drawback of these demosaicking algorithms is that the simple assumption made about smoothness or about the slowly varying quotient is not enough to overcome the error around edges.
In addition, some algorithms [8] are very complex due to the need for matrix inversion and nonlinear operations. With others [9, 10] , the frequent switching between horizontal and vertical directions may break thin, low-contrast lines into pieces. One way to overcome this problem is to use an averaging filter (as suggested by the authors), but this leads to a smoothness problem, as will be shown in the simulation results.
The iterative algorithms update the initially interpolated image on the basis of the assumption that an improvement in one channel will lead to improvements in other channels. In Kimmel's algorithm [12] , the demosaicking is performed in two steps. The first step is reconstruction: the green component is first reconstructed using the red and blue gradients, and then the red and blue ones are reconstructed using the green values, edge approximations, and a simple color ratio rule that says that, within a given "object," the red/green ratio is locally constant (the same is true for the blue/green one). In the second step, the reconstructed full-color image is enhanced using an inverse diffusion filter. This algorithm is very complex due to the calculation of the color ratios in each iteration and the use of nonlinear operations for image enhancement. Moreover, convergence is not guaranteed. Gunturk et al. proposed an algorithm based on projections onto convex sets to refine the red and blue planes that alternatively enforce the two convex-set constraints [13] . While this algorithm efficiently uses the spectral correlation, the spatial correlation is not incorporated effectively. An extension of this algorithm incorporates spatial correlation [14] . It is used in a simultaneous demosaicking and super-resolution framework. It forces the full-color image to obey the color difference rule by inserting a color difference constraint in the alternative projection process. The main disadvantage of this algorithm is its complexity. It requires filtering in each iteration. Moreover, the incorporation of the spatial correlation property without avoiding smoothness across edges leads to color artifacts in the reconstructed image. The algorithm proposed by Su [16] effectively incorporates the spatial correlation in the initial step by using weighted-edge interpolation. Both the refinement and iterative steps are based on a color difference rule, which states that (green-blue) and (green-red) color differences are constant within a region. The iteration is based on thresholding the variance of the change for each channel. If the variance is larger than a certain value, the color difference rule is applied to that channel. The main disadvantage of this algorithm is that there is no guarantee of convergence during the iteration since the iterative step is not convex, so the resulting full-color image depends on the initial estimation. In a way similar to Su's algorithm [16] , the idea of iteratively applying the color difference rule in an algorithm has been proposed [15] . However, this algorithm is more complex than Su's and convergence is not guaranteed. In the algorithms of Farsiu et al. [23, 24] , the assumption of smooth luminance and chrominance is used in a simultaneous demosaicking and superresolution framework. The main drawbacks of this algorithm are its complexity and the over-smoothness of chrominance because avoiding smoothness across chrominance edges is not considered.
Although these iterative algorithms partially reduce the errors around edges, some of them produce errors in the smooth regions, as shown in Table 1 , which presents examples of the effect of an increasing number of iterations on the edgy and smooth regions. While the successive iterations reduce the artifacts around the edges, the smooth regions are deformed with new artifacts.
We addressed three outstanding problems with demosaicking algorithms: the deformation of smooth regions by successive iterations, the lack of convergence, and algorithm complexity. These problems can be overcome by iteratively enhancing only the edgy regions in the low-frequency band rather than the entire initially interpolated image because the chrominance is smoother in the low-frequency band than in the whole image. Moreover, a significant improvement in the quality of demosaicked images is obtained by combining enhancement of the low-frequency band with projection of high-frequency bands from known channels onto unknown channels as proposed by Gunturk et al. [13] . A dyadic filter bank can be used to obtain the low-frequency and highfrequency bands. The enhancement is achieved by viewing the demosaicking as an optimization problem in which a cost function is minimized. The cost function is based on the observation that the chrominance varies slowly in an object region. Unlike the one used by Farsiu [24] , the proposed cost function is defined as the weighted L 2 -norm of the chrominance in the low-frequency band, where edge indicators are used as weights to ensure slowly varying chrominance in each object region while high-frequency bands are reconstructed by projection. Using edge indicators helps to avoid smoothness in the chrominance across edges. Since the proposed cost function is positive definite quadratic by definition, it is guaranteed to converge to a global minimum. Comparison of the proposed algorithm with seven demosaicking algorithms (both noniterative and iterative) showed that the proposed algorithm works well in producing full-color images with fewer color artifacts in both the edgy and smooth regions.
The rest of this paper is organized as follows. Section 2 describes our iterative demosaicking algorithm and suggests an initial interpolation for fast convergence. Section 3 presents and discusses the simulation results. Section 4 concludes the paper with a brief summary.
We use the following notation. Let R, G, and B pixel values correspond to the red, green, and blue color channels, respectively. When necessary, we specify the location of a pixel 
PROPOSED ITERATIVE DEMOSAICKING ALGORITHM
We assume that the given color channels are sampled using the Bayer pattern [1] (see Figure 1) . Therefore, only one out of the R, G, and B values is known at each pixel. Our goal is to reconstruct the missing values. To achieve this goal, we developed a fast and efficient demosaicking algorithm consisting of simple interpolation, projection of high-frequency bands of unknown values onto high-frequency bands of known values, and chrominance enhancement in the low-frequency band. An illustrative example for the proposed algorithm is shown in Figure 2 . A row-crossing edgy part is used to illustrate the main steps. Note that the smooth regions in the low-frequency band of the initially interpolated image are not updated because an iterative update of a smooth region deforms it, as shown in Table 1 . As the iteration number increases, degradation in the smooth regions increases. Also note that the low-frequency band of the green channel after it is interpolated in the initial stage is not updated in order to reduce complexity. Besides, in our framework, updating the green values leads to negligible improvements. The initial interpolation, moreover, helps speed up convergence in the optimization step. The main steps of the proposed algorithm are described in more detail in the following subsections.
Initial interpolation
As stated above, interpolation of the initial green values is an essential step. We use a modified edge-sensitive interpolation for the green values. While edge-sensitive algorithms 4 EURASIP Journal on Image and Video Processing have proven to be effective in demosaicking [13, 15, 16] , they have two drawbacks. First, they test whether each pixel belongs to a horizontal or vertical edge, and this test is not always accurate because it depends on the values in a single row or column. Second, because the difference between the vertical and horizontal colors is used to detect an edgy region (directional area), a small variation in colors can lead to a wrong decision, that is, nondirectional regions are likely to be considered directional regions. We overcome these two drawbacks by using an interpolation method with two modifications. The first is to use robust differentiation to determine whether the current pixel is in a nondirectional or directional (horizontal or vertical) region. This differentiation is done using a 3 × 5 (horizontal) or a 5 × 3 (vertical) mask. The second is to use a certain threshold, denoted by θ, that is used to determine the nondirectional regions. The algorithm for this more efficient interpolation method is as follows.
(1) Interpolate missing green values: missing green values are interpolated using modified edge-sensitive interpolation. Each pixel is checked if it belongs to a pure horizontal edge, a pure vertical edge, or a nondirectional region using the following test:
(a) at the blue positions (such as B 43 in Figure 1 ),
where
Testing in the diagonal direction is omitted because preliminary experiments showed that including a diagonal direction step in the test does not significantly improve the results; (b) the same procedure is used at the red positions, but blue pixels are replaced by red ones. (a) at the known red positions (such as R 34 in Figure 1) ,
(b) at the known green positions (such as G 33 and G 44 in Figure 1) , 
High-frequency bands projection
Since there is high correlation between the high-frequency components [13] , high-frequency bands projection is performed by replacing the high-frequency components of the unknown colors with those of the known colors. This is done by obtaining four subimages for each of the three channels. For example, the green channel is regarded to have two subimages corresponding to the known green values and two corresponding to the interpolated green values. These subimages are obtained by downsampling each channel (as shown in Figure 3 ). The high-frequency bands of the subimages corresponding to unknown values are replaced with the ones corresponding to known values. An example for the green channel that illustrates this step is shown in Figure 3 . The high-frequency bands of the unknown green values are replaced with the high-frequency bands of the corresponding known red or blue values. The R and B indicate the interpolated red and blue values, respectively, and G R and G B indicate the interpolated green values at known red and blue positions, respectively. The estimated green values after high-frequency bands projection at the known red and blue positions are, respectively, denoted by G R and G B . Once the subimages for each channel are reconstructed, they are recombined to reconstruct the full channel.
Low-frequency band optimization
After projection of the high-frequency bands of unknown values for all three channels onto the high-frequency bands of known values, each channel is decomposed into lowfrequency and high-frequency bands using filter banks. However, high-frequency bands are not changed; they are forced to equal the high-frequency bands of the green channel.
In the low-frequency band, the main goal is to smooth the low-frequency components of the chrominance in each region. In this aim, we classify regions into edgy or smooth regions so that the edgy regions are updated while the O. A. Omer and T. Tanaka smooth regions are not. The classification is based on "edge indicators," which are coefficients that indicate existence of edges at certain pixel positions as will be discussed later. If the average number of edge indicators within a certain window size [(2w + 1) × (2w + 1)] centered at location (i, j) is less than a certain threshold (θ 1 ), this pixel location belongs to an edgy region; otherwise it belongs to a smooth one. The classification is represented by 
The The main goal is to smooth the low-frequency components of the chrominance in the edgy regions. To do this, we propose to consider only pixel locations which belong to an edgy region (R E ) and minimize the following cost function which is based on region-adaptive weights to avoid smoothness across edges:
where (9) in lexicographical order; X cb and X cr are the chrominance rearranged in lexicographical order:
In the low-frequency band, full-color image enhancement is performed by optimizing J with respect to R L and B L . Specifically, the recursion is given by
where ∇ CL J is the gradient of J with respect to C L , C represents a color channel (R or B), β C is a scalar representing the step size in the direction of the gradient of C L , and superscript k represents the kth iteration. The gradient with respect to channel C L is
where I is the identity matrix, [25] as follows: Figure 6 : Part of image 19 containing smooth region: (a) original, (b) proposed, (c) POCS [14] , (d) Su [16] , (e) Li [15] , (f) Hirakawa [9] , (g) Zhang [10] , (h) Pei [4] , and (i) Lu [3] algorithms.
By differentiating this function with respect to β k C and then letting this differentiation equal zero, we can obtain β k C as follows: [14] , (d) Su [16] , (e) Li [15] , (f) Hirakawa [9] , (g) Zhang [10] , (h) Pei [4] , and (i) Lu [3] algorithms.
Therefore,
and k cr (n) are the coefficients in the nth term used to obtain X cb and X cr , respectively, as in (10); n equals 1 or 3 when C equals R or B, respectively.
Postprocessing
After K iterations of the optimization step, the cost function converges. The full-color channels are then reconstructed using the optimized low-frequency band and the projected high-frequency bands. After these two steps, the estimated values at the locations of the observed values are replaced by the observed ones. Also, due to the assumption that the color values are sampled using eight bits, the fully reconstructed image has to be projected onto the range [0, 255]:
where 
SIMULATION RESULTS
We tested our algorithm using 20 photographic images (test images are obtained from http://r0k.us/graphics/kodak); see Figure 4 . We compared the results with those of seven stateof-the-art demosaicking algorithms: the Su [16] , Li [15] , POCS [14] , Hirakawa [9] , Zhang [10] , Lu [3] , and Pei [4] algorithms. We compared the performance of these algorithms from three aspects. First, we compared their demosaicked images using two objective quality measures: the color mean square error (CMSE) metric and the S-CIELAB metric (ΔE * ab ) [26] . We then compared their demosaicked images subjectively. Finally, we compared the computational complexity of the proposed algorithm with that of the other iterative algorithms [14] [15] [16] and with that of the optimal demosaicking solutions [9, 10] .
For all simulation runs, we used θ = 15 and θ 1 = 0.04, and the iteration number was five (K = 5). We used the same filter banks for both the proposed algorithm and the alternative projection algorithm [14] . The low-pass and high-pass filters for decomposition and reconstruction were defined 
where h L and h H are the decomposition low-pass and highpass filters, respectively, and g L and g H are the reconstruction ones, respectively. Tables 2 and 3 show the CMSE and S-CIELAB metric results:
Quality measure
where M and N are the image dimensions, and I R o and I R r are the original and reconstructed red channels. The smallest values in each row are shown in bold. The proposed algorithm had the best average CMSE performance and the best average S-CIELAB performance.
The convergence of the cost function and the CMSE is shown in Figure 5 . Five iterations were enough for convergence.
To further demonstrate the effectiveness of the proposed algorithms, we compared the results for three parts of image 19, the lighthouse. One part includes edges, one includes a smooth region, and the third includes thin, low-contrast edges. Most demosaicking algorithms work well in smooth regions, but some of the iterative algorithms [14] [15] [16] deform smooth regions as shown in Figure 6 , and thus produce lower visual quality than the other algorithms in the smooth regions. In this figure, we can see that the proposed algorithm overcomes the problem of the iterative algorithms in smooth regions. In edgy regions, however, the Hirakawa [9] and Zhang [10] algorithms achieve the best visual results, as shown in Figure 7 . In the low-contrast, edgy regions, the proposed algorithm achieved better visual results, as shown in Figure 8 . This is because the Hirakawa and Zhang algorithms try to overcome discontinuity in the thin edges by smoothing which leads to blurred edges. In short, in terms of CMSE and S-CILAB measurements, the proposed algorithm is the best although the visual results for edgy regions have fewer Figure 8 : Part of image 19 containing low-contrast, edgy region: (a) original, (b) proposed, (c) POCS [14] , (d) Su [16] , (e) Li [15] , (f) Hirakawa [9] , (g) Zhang [10] , (h) Pei [4] , and (i) Lu [3] algorithms.
artifacts with the Hirakawa [9] and Zhang [10] algorithms. These algorithms fail in regions that contain thin, lowcontrast edges. This suggests the need to use subjective evaluation along with objective measures. Table 4 shows the effects of the threshold and number of iterations in our algorithm. We used a part of the lighthouse image containing both smooth and edgy regions and performed 30 iterations. The table shows the resulting images with and without the classification step (i.e., threshold θ 1 equals 10 and ∞, resp.). Without using the classification step, the smooth region is deformed as the number of iterations increase.
Complexity
We compared the complexity of the proposed algorithm with that of the other iterative algorithms [14] [15] [16] and the optimal demosaicking solutions [9, 10] . For our algorithm, we used P = 1 in (7), and we set the number of iterations for all the iterative algorithms to five, which is enough for most of the test images. For Hirakawa's algorithm [9] , we used two iterations in the postprocessing step as suggested by the author. For Zhang's algorithm [10] , we used a constant, precomputed, low-pass filter as used in the default parameters in the author's MATLAB code. Therefore, in the complexity computation, we did not include the computations required to determine the adaptive filter.
Due to the similarity of the computations required for red and blue values, the computational load for the proposed algorithm is greatly reduced, as shown in Table 5 . The total number of addition operations required for the proposed algorithm is about 50% of that required by POCS [14] , and the number of multiplication operations required is about 45% of that required by POCS. However, the proposed algorithm increases the total number of absolute evaluation and comparison operations from 1 MN to 6 MN and from 2 MN to 9 (1) LUTs: look-up tables operation. (2) Exact total: the total number of operations when we exclude the smooth regions from computations.
MN, respectively, where M and N are the image dimensions. In addition, the proposed algorithm required 2 MN division operations to evaluate the weights and to weight the chrominance. The overall operations required by the proposed algorithm is about 50% of that required by POCS. Moreover, one iteration of the proposed algorithm requires only 44 MN operations which is less than the number required by both the alternative projection (144 MN operations) [14] and successive approximation (51 MN operations) [15] algorithms. This means that, if the number of iterations increases, the cost of the proposed algorithm will be less than that of both algorithms. Moreover, if we take into consideration the fact that the proposed algorithm performs the iteration step for only the edgy regions rather than the whole image, we see why the number of computations required by the proposed algorithm is reduced so much, as shown in the last row of Table 5 . Experimentally, we found that only 47.7% of the total area of the 20 test images is edgy.
CONCLUSION
We have developed an iterative demosaicking algorithm based on optimization and projection in different frequency bands. For the low-frequency band, the assumption that chrominance varies slowly in an object region is used in the quadratic cost function minimization to enhance the initially interpolated image. For the high-frequency bands, projection of the high-frequency bands of the estimated values onto the high-frequency bands of the corresponding observed values is used. The projection in the high-frequency bands is based on the observation that high-frequency bands for different color channels are highly correlated. Comparison of the performance of the proposed algorithm with that of seven state-of-the-art demosaicking algorithms showed that the proposed algorithm outperforms all of them on average for 20 images in terms of objective quality. Moreover, it is competitive with these algorithms from the subjective quality and complexity points of view. The proposed algorithm overcomes the problem some iterative algorithms have in smooth regions, the problem noniterative algorithms have in edgy regions, and the problem some optimal demosaicking solutions have in the low-contrast, edgy regions.
