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Abstract 
A hybridalgorithmconsists of particle swarm optimization (PSO) and sequential quadratic programming (SQP) is proposed, 
and appliesto solve the optimal trajectory with maximizing the terminal velocity at predict impact point (PIP) for multi-stage 
air defense missile. This hybrid optimization approach combines the advantages of PSO as a global optimizer and 
complemented with SQP to find the accurate local optima. A simple plane motion equation of multi-stage air defense is 
establishedwith respect to trajectory referenceframe firstly, and restrictions on path parameters and terminal conditions are 
modeled.For task with given PIP, intercept trajectory optimization problem is a classical continuous optimal control problem. 
Then control of angle of attack (AOA) is parameterized according to empirical equations so that converting the 
continuousoptimal control problem into a parameters optimization problem.Finally, the hybrid algorithm is employed to solve 
this parameters optimization problem effectively with high accuracy. Several simulations and comparative cases are carried out, 
simulation results illustrate the hybrid method is feasible and it can fast converges to the optimal solution. Comparison results 
with the conventional optimization algorithm confirm that the proposed algorithm is more accurate and effective and more 
suited for missile trajectory profile optimization. 
© 2013The Authors.Published by Elsevier Ltd. 
Selection and peer-review under responsibility of theNational Chiao Tung University. 
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Nomenclature 
Cxaerodynamic coefficient along x-axis of missile body 
Cyaerodynamic coefficient along y-axis of missile body 
g            gravity acceleration (m/s2) 
g0           gravity acceleration on earth surface (m/s2) 
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h            altitude of missile (m) 
m          mass of missile (kg) 
Re           mean radius of earth (m) 
s aerodynamic reference area of missile (m2) 
T      magnitude of engine thrust of missile (N) 
v velocity of missile (m/s) 
x x component position (m) 
yy component position (m) 
Greek symbols 
Įangle of attack (rad) 
ș            flight path angle of missile (rad) 
J fuelconsumption rate (kg/s) 
Subscripts 
0 initial time of flight 
f terminal time of flight 
d            desired parameter 
Superscripts 
p flight phase of missile 
1. Introduction 
Fast trajectory optimization for missile to intercept the incoming target effectively is a challenge work and 
plays an important role in the field of national defense. The flight velocity and available overload could be 
increased when the missile flies along the optimal trajectory. It is important to take several factors into 
consideration when the missile trajectory optimization is performed. These factors include the following aspects: 
the performance index, such as the total flight time or the terminal velocity of the trajectory, should be chosen 
appropriately; Specified boundary conditions should be satisfied with the optimal trajectory, for example, the 
missile must arrive at the predicted intercept point with tolerance miss distance; Specified path constrains should 
also be satisfied, for instance, the missile should ascend vertically several seconds after launch for safety and 
extension of the attackingarea. All above factors make trajectory optimization becomes more complicated, 
especially when the missile is multistagebecause multi-stage air defense missile will drop some mass in the course 
of stage separation, and the thrust characteristics are different between stages, which will bring diversity to the 
dynamics of different stages. Hence,difficulties of finding the optimal solution are increased and makeit very hard 
for the traditional indirect and direct method to resolve this problem. 
Over the last few years, lots of researches were carried out and many methods were proposed to solve this type 
of ascend trajectory optimization problem, and those methods can be classified into two categoriesincluding direct 
methods and indirect methods [1-5]. Direct methods finding solution by means of discretion and parameterization 
so that converting the traditional continuous optimal control problem into parameters optimization problem, this 
policy reduces the programming complexity and makes direct method is widely used.However, the optimality 
condition can not be guaranteed and usually consumes long computation time when employing direct method to 
solve parameters optimization problem. In contrast, the indirect methods based on optimal control theory can 
enforce the solution to meet the first-order optimality condition, but this method need to derive the optimal control 
expression analytically, and this makes this method can not be adopted under most complicated circumstances like 
the problem presented in this paper. Therefore, new optimal algorithm must be investigated to meet the speed and 
accuracy requirements. 
This paper presentsa hybrid method to solve the optimal problem base on mixture optimization idea. This new 
method combines two types of optimization algorithm which have different convergencecharacters and makes the 
convergence speed be improved while maintainedhigh accuracy. Several numerical simulation cases and 
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comparative cases have been conducted, and results demonstrate the good performance of the proposed hybrid 
algorithm. 
2. Optimization problem statement 
The problem of intercept trajectory optimization is to planning appropriate control history of AOA to realize 
maximum velocity when missile arrives at the predict intercept point and meet all constraints considered. 
Thischapter depicts the detail optimal mathematical model including severalkey factors such as dynamic model, 
path and state constraints, control variables determination and the optimization problem. 
2.1. Intercept dynamic model 
The airdefense missile mentioned in this paper consists of three stages. The first two stages are solid rockets 
with burnout control, and the third stage coasts to the predicted intercept point. The formulated dynamic model is 
based on the following assumptions:the earth is spherical and non-rotation; The missile is assumed to be a point 
mass; Ignoring lateral movement of the missile and, missile always flies in the plane formed by the earth center, 
launch point and the predicted intercept point. The two-dimensional dynamicequation of interceptor modeled with 
respect to the trajectory reference frame based on the assumptions above isas following 
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wherep =1,2,3,v(p)is the velocity,ș(p) is flight path angle, x(p)and y(p)are the trajectory coordinates of the missile. Į(p), 
the control variable, is the angle of attack. ȡ is the atmosphere density, and is associated with h, and g. h is the 
altitude of the missile. 
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where Re is the earth’s mean radius. gis the gravitational acceleration due to earth.  
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whereg0is the gravitational acceleration at the earth’s surface. Cx(p)isaxialforce coefficient, Cy(p) is normal force 
coefficient. Cx(p), Cy(p)(p= 1, 2) have been approximated as polynomial to increase the smoothness of equation (1) 
and the avoid table lookup operations. s(p)is reference area of the missile. T(p) is the missile’s thrust magnitude, 
which keeps constant in the first two phases, and becomes zero in the third phase. m(p)is the instantaneous mass of 
the missile, which subjects to 
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m0(p) is the initial mass of the missile in phase p. Ȗ(p)is the mass flow rate. mf(p), which is defined as the final mass 
of phase p, is related to the initial mass of phase p + 1 by the equation below 
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mdropis the drop mass, this signifies some mass has been dropped during stage separation. 
2.2. Boundary conditions and constraints 
The initial boundary conditions must be sure that the missile will launch vertically at specified launch point, so 
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The boundary conditions imposed on the termination of the trajectory is that the air defense missile is supposed 
to achieve the predicted intercept point 
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The equality constrains must be added on the boundaries of phases so that the state variables v, ș, x, y can keep 
continuous in each phase 
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The following path constrains are supposed to be satisfied so that the missile could ascend vertically for the 
first ts seconds after launch so that the missile clear off the launch pad safely 
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2.3. Control variable 
AOA is the unique control variable of missile, and this variable and its change rate must be bounded so that 
guarantee the safety of pitch over phase, too large to AOA will cause large aerodynamic drag, too small to AOA 
will cause large miss distance at PIP. Hence, the bound inequality equation of AOA is 
 ( ) ( ) ( )min max 1,2p p p pD D Dd d                                                                  (10) 
The change rate of the AOA must be smooth, bounded and easy to be realized in engineering, this character is 
decided by the practical engineeringrequirements. 
2.4. Trajectory optimization problem 
The trajectory optimization problem is finding the best control , to maximize theterminal velocity 
at PIP. In most complemented algorithms, a minimum of objective function is needed. Hence, the negative of 
terminal velocity is chosen to be performance index, and it can be expressed as 
(3)
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3. Control parameterization and constraints handling 
For simplifying the optimization problem and employing the proposed hybrid algorithm to solve it, the AOA 
control variable is parameterized firstly and then the constraint optimization is converted into non-
constrainedparameters optimization problem through penalty function method and thus to solve a non-constrained 
optimization problem through hybrid algorithm. 
3.1. Control parameterization 
According to empirical experience, the AOA can be appropriately formulate so that the bound of AOA and its 
change rate can be guaranteed naturally, the formulae of AOA can be expressed as 
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witht1 is the vertical flight time, and t1 is ts from equation (12), t2 is the end time of pitch over phase, that means 
after t2 time, the missile attack angle will be maintained at zero, Įmaxis the max attack angle, tmax is the time ofĮmax 
appeared.And this regulation of AOA can be illustrated by Fig. 1. 
 
Fig. 1. Illustration of parameterized AOA 
3.2. Constraints handling 
Although the intercept task expects the missile will arrive at the PIP precisely, in practice, missile will hit the 
target effectively if the miss distance between air defense missile and target is less than a prescribed tolerance. 
Therefore, the miss distance is introduce to the performance index based on penalty function method, and the 
modified performance index is 
(3)
fJ v wd   ġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġġ(13) 
whered is the miss distance, it can be calculated through two-normal of difference vector between missile position 
and target position, w is the penalty factor which selected as following 
0
W if d
w
otherwise
H!­
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withW is a positive predefined penalty factor and H is the tolerance miss distance. 
So far now, the control history can be expressed with four parameters 1 2 max max( , , t , )t t D X used in expression 
(12), and from Eq. (12),apparently, the adopted AOA is smooth and can be easily realized in engineering. 
4. Trajectory optimization solver 
4.1. PSO algorithm 
The PSO technique was first introduced in 1995 and is one of evolutionary methods. It is inspired by the 
behavior of bird flocks when searching for food, trying to affect the overall behavior of a swarm through the 
mechanism of information sharing. In PSO, each particle represents a possible solution of the optimal problem 
and is associated with a position vector and a velocity vector determines the position update. At the end of 
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iteration, the best particle is selected. Both position and velocity vector are updated in a single iteration[6-9]. PSO 
have strong capability of global searching and robust, it does not require gradient information and initial guess to 
perform iteration. But PSO have weak strength of local searching and poor accuracy in the final solution. 
4.2. SQP solver 
SQP converges faster and the solution accuracy is always higher than the conventional evolutionary algorithms 
because of powered local finding capability [10-12]. However, there are two main drawbacks exist in the SQP. 
First, the convergence radius is usually very small. Second, SQP algorithm needs a relative-accurate initial guess 
to perform a good searching process. Thus, when SQP is used alone, it is easily trapped in local extremum and can 
not find the true optimal solution. 
4.3. Hybrid algorithm 
Based on analysis of PSO and SQP algorithms, either PSO or SQP is used alone will not find a precise solution 
with great efficiency. Therefore, a hybrid algorithm (HA) combines the advantages of PSO as a global optimizer 
and complemented with SQP to find the local optimum. PSO algorithm will look for aapproximate solution in a 
wide search range, and then the SQP was employed at the later phase to enhance the convergence speed and 
improve the solution accuracy.The optimization steps of HA in this paper are as follows: 
Step1. Set PSO parameters, set i=1 and Start PSO algorithm process. 
Step2. Update velocity and position of all particles and calculate particle fitness according to Eq. (13). 
Step3. Judge whether the optimal solutions between continuous five iterations have been improved in PSO 
algorithm. If not or iteration times iexceed the defined max iteration time, record the best solutionXopt_app, and then 
execute step 4, otherwise, set i=i+1, then repeat step2 to step3. 
Step4. Start SQP to find the accurate optimal solutionXopt taking the approximate solution Xopt_app of PSO 
algorithm as initial guess.  
The hybrid optimization flow chart is illustrated in Fig.2. 
Design variables
X={t1,t2,tmax,amax}
PSO
Find:  Optimum variables
Satisfy:  Constraints
Maximize: Terminal 
velocity
PSO optimal 
Xopt_app
Initial guess
SQP
Find: Optimum variables
Satisfy: Constraints
Maxmize: Terminal 
velocity
Hybrid Optimum variables 
Xopt
Trajectory analysis
 
Fig. 2.Flowchart of hybrid algorithm 
5. Numerical experiments and discussion 
In this chapter, two experimental cases are carried out. The first case is to verify the feasibility of hybrid 
algorithm, and the second case is a performancecomparison experiment with the conventional optimization 
methods. 
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5.1. Experiments conditions 
Experiment conditions are defined as follows:launch states are x10=0m, y10=0m, v10=0.001m, ș10 =1.57rad. The 
predict intercept point coordinates are x3f=107181m, y3f=205741m. Attack angle constraints is Įmaxę (-
10deg,10deg). And the first stage duration time is tfirst=37sˈsecond stage duration time istsecond=27sˈthree stage 
coast time is free. The design variables are X=(t1,t2,tmax,Įmax), t1ę(0,10), t2ę(0,tfirst), tmaxę(0,10), Įmaxę(Įmin, 
Įmax), and t1<tmax<t2. 
5.2. Verification case 
Optimal design results based on hybrid algorithm are: the final miss distance is 6.0715m, the terminal velocity 
is 5440.5345m/s, the optimal angle of attack variables are Xopt=(4.4977,7.7589,27.1434,8.495) and the 
optimization time required is 16.237s. Fig.3 shows the optimal intercept trajectory and the parameters along this 
trajectory 
(a)     (b)  
(c)     (d)  
Fig. 3.Plots of optimal trajectory for (a) AOA history, (b) velocity change curve, (c) flight path angle change and (d) optimal trajectory 
From the results of verification case, the final miss distance is very small and tolerable, and all constraints 
including vertical launch requirement, bounded AOA are all met absolutely. The HA proves to be feasible to solve 
this optimal intercept trajectory problem. 
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5.3. Comparative case 
Two conventional algorithms including genetic algorithm (GA) and independent PSO are employed to solve 
the same problem defined in chapter 2. In order to catch characters of each algorithm, three types of performance 
are chosen including optimization time required, optimization stability and solution optimality. 100 simulations 
are carried out, and results are listed in Table 1. 
Table 1.Statistical performance comparison of three algorithms with 100 runs 
Comparison parameters GA PSO HA 
Time consumption (s) 69.207 34.478 16.868 
Miss distance (m) 126.218 38.576 6.529 
Terminal velocity (m/s) 5274.129 5436.167 5441.441 
Standard deviation of terminal velocity (m/s) 47.560 28.544 4.378 
Max angle of attack (deg) 9.862 9.897 8.473 
 
Table1 show that HA can find a better solution based on the local optimum finding strength of SQP, but the 
traditional algorithms are usually trapped in some relative bad solutions. By investigating the optimization 
required time in table1, it can be concluded that the hybrid method has an apparent improvement on the 
optimization speed because of combination with SQP. The most important point is that the HA gained the best 
solution, from above table, the max AOAobtained by HA is smaller than the value obtainedthrough other two 
algorithms, the small max AOA smoothes and straightens the optimal trajectory. This is very useful for guidance, 
navigation and control system design of missile. 
Summary and conclusions 
Aiming to speed up the optimization convergence process and improve the optimal intercept trajectory design 
speed, a novel hybrid algorithm combined two optimal algorithms which have different characters in convergence 
domain was proposed. The PSO has advantage in finding approximate solution interval in large search space, and 
the SQP has fast convergence speed if there is a relative good initial guess. Those make the hybrid algorithm can 
be introduced to solve sophisticated intercept trajectory optimization problem effectively.Simulation and 
comparison results demonstrate that the proposed HA method is suitable to multi-stage air defense missile 
intercept trajectory optimization design, and gives better performance on optimization speed, stability and solution 
optimality. Those advantages make the HA have more practical application value in engineering than traditional 
optimization algorithms. 
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