In this paper we consider diagonally dominant tridiagonal matrices whose diagonals come from smooth functions. It is shown that the Schur complements or pivots that arise from Gaussian elimination of these matrices can be given point-wise limits on a grid as the matrices grow in size to infinity. Numerical results are presented to verify the theory.
Introduction
Linear systems of the form Ax = b are ubiquitous in applications. A direct solution to such systems requires the LU factorization of the matrix A. Performing direct Gaussian elimination would require an O(n 3 ) algorithm for an n×n system [3] , unless some special structure of the matrix A could be exploited.
Therefore, it is of considerable interest to look for special structures either in A or its LU factors.
The article [2] considered block tridiagonal matrices that come from the discretization of constant coefficient elliptic PDEs on the unit cube. It was shown that the final schur complement of such matrices converged to a known fixed point as the grid sizes grew to infinity. The same result for the constant scalar case has been known for some time in the dynamical systems literature [6] . In this paper we shall look at the LU factorization of diagonally dominant tridiagonal matrices, whose diagonals come from the samples of smooth functions on a uniform grid. Such matrices can arise in many applications such as the discretization of differential equations [4] . In particular, we prove that the Schur complements of these matrices have point-wise limits on the grid as the discretization size goes to zero.
This local behavior of the Schur complements raises many interesting questions. For example, one can consider the possibility of interpolating the LU factors of the operator from coarser to finer grids (as compared to multigrid methods that interpolate the solution [1] ). These ideas may also be used for constructing approximate inverses. These issues are under investigation and shall be published in a future paper. The aim of this paper is to lay a theoretical foundation to show that such limits are possible.
The matrices we wish to analyze would look like for k = 1, .., n, and so too with b k and c k . This would reflect many naturally occurring systems, for example the discretization of differential equations.
If we were to perform Gaussian elimination on the matrix A, we would first have to zero out c 1 in the (2, 1) position of the matrix. This can be done by adding −c 1 /a 1 times the first row to the second row. Therefore, our first Schur complement would just be 
.
Now we have to use the second row to zero out the entry in the (3, 2) position. This would produce the third Schur complement in the (3, 3) position
Continuing this recursive process, any (k + 1)th Schur complement would be
The question we wish to answer is as the size of A grows, that is as n tends to infinity, does the above recursion have a limit. An intuitive argument would be as follows. Assuming a k , b k , and c k are all constant, the above recursion would be
Presume that s k is converging to some point s. Then the above recursion becomes a quadratic in the limit since
and with s k ≈ s we get The two roots of this equation are then
We shall show that the above recursion does converge to the more positive root under some appropriate assumptions on the matrix A such that its LU factorization exists.
In particular, we claim that the Schur complements have point-wise limits as the grid becomes finer and finer. That is, consider Fig. 1 shown below. Then, if you look at a fixed discretization point x on the grid, the Schur complements corresponding to that point have a local limit falling onto a know curve s(x). We need to make one more relevant point. We claim that the Schur complements are converging to the positive quadratic root. However, if we look at the matrix A the very first Schur complement shall always be fixed at a 1 , where as the positive root is not equal to a 1 . Therefore, this introduces a natural discontinuity at the origin. So the convergence we look for will not be uniform. This paper will follow the theory laid out in [8] . The organization of the rest of this paper is as follows. We shall start by looking at a simple example in Section 2, the discrete equivalent of the second derivative operator. This should set the stage for the more general case of tridiagonal matrices with constant diagonals in Section 3, followed by variable tridiagonal matrices in Section 4. We shall present various numerical results to support the theory in section 5. Finally, we shall conclude with a summary and further work in Section 6.
Before proceeding, we need to raise two simple lemmas that are nevertheless useful. We will also make the following notational simplification through out this paper. Suppose that α 1 , α 2 , to α n are an arbitrary set of n numbers. Then we will denote their product as
Proof. Consider the multiplication of any kth row of B inv by a jth column of B, for k > j, then
This completes the proof of Lemma 1.1.
The next Lemma relates the final Schur complement of a matrix A to its inverse. Proof. Note that since X is the last Schur complement of A, it must be the last diagonal entry of the upper factor U. Since A −1 = U −1 L −1 , the last entry of A −1 must be X −1 .
A simple example
In this section we analyze the second order operator with Dirichlet boundary conditions,
The discrete equivalent of this operator with a second order finite difference scheme is
We ignore the scaling factor of 1 h 2 , where h is the discretization step size. This matrix is symmetric positive definite and therefore has a Cholesky factorization (see [7] ). We will analyze the Cholesky factorization of this matrix by first proving the following lemma. 
Multiplying this matrix out we get
Note that the resulting matrix is almost similar to A. In fact,
where tril(*) indicates the lower triangular part of *, and 1 is a vector of all ones. Therefore, we can write the following decomposition of A
where v = 1. The matrix in the middle is an identity plus rank-one matrix. In the next few sections we will show that this type of factorization could be extended to more general tridiagonal matrices.
Constant coefficient case
We start off our analysis of the general case by considering the constant coefficient tridiagonal matrix, where we assume the diagonal is a and the sub and super-diagonals are b. We assume without loss of generality that a is positive. The matrix looks like
First we make the following assumption on A. 
and
The above non-linear recursion has two fixed points
We make the following claim.
Theorem 3.1. The Schur complements of the matrix A in Eq. 2 converge point-wise to X p , in the limit as the matrix size n tends to infinity.
The rest of this section shall be devoted to the Proof of Theorem 3.1. Consider the matrix
The matrix A can now be written as
Now L ∞ is a bidiagonal matrix whose inverse is given by Lemma 1.1. So, we can write out L −1 ∞ as
From this we get the expression for v to be
We now take a look at the Schur complements of S = I + vv T . First we note that the inverse of S is given by the Sherman-Morrison formula (see [7] ),
Let us denote the components of v as
We can now make use of Lemma 1.2, and see that the inverse of the last Schur complement of S is the last entry in the inverse of S. Therefore, we have the following expression for the inverse of the last Schur complements n of S s −1
We can now write the last Schur complement of S as
Note that by using a similar argument and considering the k × k principal block of S, we can write any kth Schur complement of S to bẽ
By taking a look at Eq. 3, we can write down v 2 k+1 to be
where we define γ as
We make one more point. It is easily verifiable that S is a symmetric positive definite matrix whose eigenvalues are just 1 and 1 + v T v. Therefore, S has a Cholesky factorization which we denote byLL T .
We can now give a proof of Theorem 3.1. We can now extend Theorem 3.1 to non-symmetric tridiagonal matrices of the form
Proof of Theorem 3.1. We can write down the Cholesky factorization of the matrix A as
where we assume that A is sign-symmetric. 
Proof. First we claim that for every sign symmetric matrix as A, there exists a diagonal matrix D such that DAD −1 is symmetric. For consider the diagonal matrix
. . .
Now it is easy to verify that DAD −1 is a symmetric matrix of the form
For if we consider any 2 × 2 block interaction of the above multiplication at any given kth level, we
Now by applying Theorem 3.1 to the matrix A sym , we find that its Schur complements converge to
Suppose now that A sym = LU is an LU factorization of A sym . Then we can write
It is apparent that the above diagonal transformation does not affect the Schur complements of A since we can write A as
Now notice that D −1 LD is a lower triangular matrix with a unit diagonal since L has a unit diagonal. Then D −1 UD is the unique upper triangular factor in the LU factorization of A. We point out here that the LU factorization of a matrix is only uniquely determined up to the diagonal entries of the factors. And here we are concerned with the factorization such that the lower triangular part has a unit diagonal. Moreover, it has the same diagonal as U. Therefore, the Schur complements of A converge to X p . This finishes the proof of Corollary 3.1.
We now move onto the next section, where we show that for a variable tridiagonal matrix, under some suitableassumptionsonthediagonals,wecanstillestablishpoint-wiselimitsontheSchurcomplements.
Variable tridiagonal matrix
We consider first the Cholesky factorization of symmetric positive definite tridiagonal matrices. It is assumed that the diagonal entries of the matrix are generated by some underlying smooth functions.
For example, let a(x), b(x) be smooth functions on [0, 1], and we assume without loss of generality that a is a positive function. Then consider the matrix
where a k = a k n+1
. The Schur complements of this matrix are given by the
Let us first make our assumptions on A explicit. With these assumptions, we make the following claim.
Theorem 4.1. The Schur complement at a point converges in the limit to
The rest of this section shall be devoted to the Proof of Theorem 4.1 and its extension to the nonsymmetric case. Suppose that A is an n × n matrix. Then we define
We can write the diagonal terms as
where k depends on the local continuity of a. In fact,
By Assumptions 4.1 and 4.2, the derivative of X n is well defined since
Therefore, we have the estimate
where h is the discretization step size. So k is of the order of O(h) for all k. Let us define D to be a diagonal matrix of k 's. We can now proceed to write A in terms of the factorization 
where L B denotes the bidiagonal part and L D denotes the diagonal part. The inverse of the bidiagonal part L B of the above matrix, using Lemma 1.1, is
This expression can be reduced to
That is
Note that the (−1) |k−j| term in the above expression needs to be replaced by 1 if b is a negative function.
But, as this does not alter the analysis we proceed assuming the above expression. In particular, we get v to be
Using Assumption 4.2, we see that there exists an α < 1 such that
We can then produce an upper bound on v T v as follows
Note that β is well defined from our assumptions. Moreover, the square of the (k + 1)th entry of v is bounded by
Therefore, v 2 k goes to zero as k tends to infinity. Now the kth Schur complement ofS is given by,
Therefore,s k converges to 1 as k tends to infinity. We now have to look at the effect of the perturbation S onS. We know that for γ < 1, the identity plus rank-one matrix has a Schur complement converging to one, so what is the effect of the perturbation? The perturbation bounds of LU and Cholesky factorizations have been studied by Stewart [9] and Sun [10] . We will use a non-trivial result of Sun (see [5] ) on the Cholesky factors of a perturbed symmetric positive definite matrix.
Theorem 4.2. Suppose A be symmetric positive definite and R its Cholesky factor. If A is a symmetric perturbation to A with Cholesky factor R + R, and A
So, we just need to make an estimate on
where is the maximal entry in D . Now 
A F goes to zero as n tends to infinity. As A F goes to zero, we have that R F goes to zero, therefore the Schur complements of the perturbed matrix must converge to one. We are now ready to give a proof of Theorem 4.1.
Proof of Theorem 4.1. The matrix A in Eq. 5 could be written as
where it has been shown that the Schur complements of the middle term goes to one as n tends to infinity. We can now extend Theorem 4.1 to non-symmetric tridiagonal matrices of the form
where we assume that A is sign-symmetric. We make the assumptions explicit. A sym = DAD −1 , 
This is easy to see by considering any
= ⎛ ⎜ ⎜ ⎝ a k−1 b 1..(k−2) c 1..(k−2) 1/2 b k−1 b 1..(k−2) c 1..(k−2) 1/2 c k−1 b 1..(k−1) c 1..(k−1) 1/2 a k b 1..(k−1) c 1..(k−1) 1/2 ⎞ ⎟ ⎟ ⎠ ⎛ ⎜ ⎜ ⎝ c 1..(k−2) b 1..(k−2) 1/2 c 1..(k−1) b 1..(k−1) 1/2 ⎞ ⎟ ⎟ ⎠ , = ⎛ ⎝ a k−1 √ b k−1 c k−1 √ b k−1 c k−1 a k ⎞ ⎠ .
Numerical results
In this section we look at some numerical plots of the Schur complements of matrices generated by a variety of functions. Each case is accompanied by a figure that shows the distribution of the Schur complements as dashed lines, for different grid sizes. The solid-line curve denotes the limiting function s(x). There is also a figure of the log 10 error between the Schur complements at each point and the curve s(x). in their derivatives. In fact, the derivative of b has a jump discontinuity at x = 0.5 and the derivative of a is blowing up at the same point.
Diagonally dominant matrices
Figs. 8 and 9 show the Schur complements of a matrix A with a(x) = 2 + sign(x − 0.5), b(x) = 0.5(1 − x), and c(x) = |x − 0.75| 3 . Note that in this case, there is a jump discontinuity in the diagonal at x = 0.5.
Second order variable coefficient operator
Here we also include examples of the matrix equivalent of the equation 
Conclusions
In this paper we proved that it was possible for certain matrices to have Schur complements that exhibit limiting behavior as the discretization sizes go to zero. This opens up the possibility of interpolating the LU factors of the underlying operator. This property is currently being explored further for other classes of matrices, such as diagonal plus semiseparable matrices [11] which include the inverse of tridiagonal matrices. These matters will be published in future papers.
