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Abstract
By variational methods, we provide existence results of multiple solutions for quasilinear elliptic equa-
tions under the Neumann boundary condition. Our main result shows the existence of two constant sign
solutions and a sign changing solution in the case where we do not impose the subcritical growth condition
to the nonlinear term not including derivatives of the unknown function. The studied equations contain the
p-Laplacian problems as a special case. Moreover, we give a result concerning a local minimizer in C1(Ω)
versus W1,p(Ω). Auxiliary results of independent interest are also obtained: a density property for the
space W1,p(Ω), a strong maximum principle of Zhang’s type, and a Moser’s iteration scheme depending
on a parameter.
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In this paper, we consider the existence of non-trivial multiple solutions for the following
quasilinear elliptic equation ⎧⎨⎩
−divA(x,∇u) = f (x,u) in Ω,
∂u
∂n
= 0 on ∂Ω, (P)
where Ω ⊂ RN is a bounded domain with C2 boundary ∂Ω and n denotes the outward unit
normal vector on ∂Ω . Here, A :Ω × RN → RN is a map which is strictly monotone in the
second variable and satisfies certain regularity conditions (see the following assumption (A)).
Eq. (P) contains the corresponding p-Laplacian problem as a special case. However, in general,
we do not suppose that this operator is (p − 1)-homogeneous in the second variable.
Throughout this paper, we assume that the map A and the nonlinear term f satisfy the fol-
lowing assumptions (A) and (f ), respectively:
(A) A(x, y) = a(x, |y|)y, where a(x, t) > 0 for all (x, t) ∈ Ω × (0,+∞), 1 <p < ∞ and
(i) A ∈ C0(Ω ×RN,RN)∩C1(Ω × (RN \ {0}),RN);
(ii) there exists C1 > 0 such that∣∣DyA(x, y)∣∣ C1|y|p−2 for every x ∈ Ω, and y ∈RN \ {0};
(iii) there exists C0 > 0 such that
DyA(x, y)ξ · ξ  C0|y|p−2|ξ |2 for every x ∈ Ω, y ∈RN \ {0} and ξ ∈ RN ;
(iv) there exists C2 > 0 such that∣∣DxA(x, y)∣∣ C2(1 + |y|p−1) for every x ∈ Ω, y ∈RN \ {0};
(v) there exist C3 > 0 and 1 t0 > 0 such that∣∣DxA(x, y)∣∣ C3|y|p−1(−log |y|)
for every x ∈ Ω , y ∈RN with 0 < |y| < t0.
(f ) f is a Carathéodory function on Ω ×R with f (x,0) = 0 for a.e. x ∈ Ω and f is bounded
on bounded sets.
In this paper, we say that u ∈ W 1,p(Ω) is a (weak) solution of (P) if∫
Ω
A(x,∇u)∇ϕ dx =
∫
Ω
f (x,u)ϕ dx
for all ϕ ∈ W 1,p(Ω) provided the integral on the right-hand side exists. And we say that u is
a positive (resp. negative) solution of (P) if u ∈ W 1,p(Ω) is a solution in the above sense and
u(x) > 0 (resp. u(x) < 0) for a.e. x ∈ Ω .
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ample 2.2.] and see also [13,16,21]). In particular, for A(x,y) = |y|p−2y, that is, divA(x,∇u)
stands for the usual p-Laplacian pu, we can take C0 = C1 = p − 1 in (A). Conversely, in
the case where C0 = C1 = p − 1 holds in (A), by the inequalities in Remark 7(ii) and (iii) in
Section 2, we see a(x, t) = |t |p−2 whence A(x,y) = |y|p−2y.
Many authors have considered the existence of solutions for the quasilinear elliptic equations
by variational methods in the subcritical case (see (g) in Section 2) under the Neumann boundary
condition (cf. [1,4,7,16,17,19,20]). On the other hand, it is generally hard to handle the quasi-
linear elliptic equations by variational methods without the subcritical growth condition. In [9],
Carl and the second author proved the existence of multiple solutions for the p-Laplace equation
under the Dirichlet boundary condition without the subcritical growth condition on f .
We point out that our functional setting for problem (P) under Neumann boundary condition
is essentially different from that for the Dirichlet case treated in [9]. Namely we should use a
variational approach suitable for the specific character of the Neumann problems. For instance,
contrary to the Dirichlet case, constants can be taken as test functions whereas the Poincaré
inequality does not hold. Actually, the study of the nonlinear Neumann problem (P) is based on
newly established results regarding local minimizers, regularity, strong maximum principle that
are distinct from those used for dealing with the Dirichlet problem in [9].
The main purpose of this paper is to show the existence of three non-trivial solutions for (P)
without the subcritical growth condition for the term f . For this purpose, to overcome the lack of
the Poincaré inequality, we need to introduce new functionals (see Section 2.1). By using these
functionals, also under the Neumann boundary condition, we can prove the existence result as in
the Dirichlet problems via super- and sub-solution, that is, the existence of a solution within the
order interval between a sub-solution and a super-solution. Our main existence result provides
two opposite constant sign solutions and a third one which is a sign changing (Theorem 1).
For example, because we do not impose the subcritical growth condition, we can deal with
the following nonlinearities:
f (x, t) = α0tp−1+ − β0tp−1− − αη(t)et+ + βη(t)et−
for some positive constants α0, β0, α and β , where t± := max{±t,0} and η is a function such
that η(t) = 0 for small |t | and η(t) = 1 for large |t |. Moreover, we can apply our result to (P)
with a jumping nonlinearity f as treated in [19].
In Section 2.2, to show our main result, we develop our approach via a super-solution and a
sub-solution for the Neumann boundary condition. In Section 3, we present a result concerning
local minimizers in C1(Ω) and W 1,p(Ω) under the subcritical growth condition by using an
argument originating in [17]. The paper also contains auxiliary results which are of independent
interest such as the density of the space C1n(Ω) in W 1,p(Ω) (see Section 3), a strong maximum
principle of Zhang’s type, and a Moser iteration result for quasilinear elliptic equations depending
on a parameter (see Appendix A).
1.1. Statements of main results
To state our existence results, we introduce several conditions for f which are not necessarily
simultaneously assumed in our results. In the sequel, we set F(x,u) := ∫ u0 f (x, s) ds.
(f+) There exists a T + > 0 such that f (x,T +) 0 for a.e. x ∈ Ω .
(f−) There exists a T − < 0 such that f (x,T −) 0 for a.e. x ∈ Ω .
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f (x, t) 0 for every 0 < t  δ0, a.e. x ∈ Ω and
f (x, t) > 0 for every 0 < t  δ0, a.e. x ∈ Ω ′,
where μ(X) denotes the Lebesgue measure of a measurable set X.
(f 0−) There exist a measurable subset Ω ′ of Ω and δ1 > 0 such that μ(Ω ′) > 0,
f (x, t) 0 for every 0 > t −δ1, a.e. x ∈ Ω and
f (x, t) < 0 for every 0 > t −δ1, a.e. x ∈ Ω ′.
(f˜ 0+) There exist λ > 0 and δ2 > 0 such that f (x, t)  −λtp−1(1 + |log t |) for every 0 <
t  δ2, a.e. x ∈ Ω .
(f˜ 0−) There exist λ > 0 and δ3 > 0 such that f (x, t)  λ|t |p−1(1 + |log t |) for every −δ3 
t < 0, a.e. x ∈ Ω .
(F0) There exist δ4 > 0 and (α,β) ∈ C such that
αC1tp
p(p − 1)  F(x, t) for every 0 t  δ4, a.e. x ∈ Ω,
βC1|t |p
p(p − 1)  F(x, t) for every −δ4  t  0, a.e. x ∈ Ω,
where C1 > 0 is the constant in (A) and C denotes the first non-trivial curve defined
by (1) (see Section 1.2 for the definition).
First, we state our main existence result:
Theorem 1. If (f+), (f−), (F0), (f 0+) and (f 0−) hold, then (P) has a positive solution,
a negative solution and a sign-changing solution.
Without a local sign condition on f at 0, we can obtain the following existence result.
Theorem 2. If (f+), (f−), (F0), (f˜ 0+) and (f˜ 0−) hold, then (P) has a positive solution,
a negative solution and another non-trivial solution.
Remark 3. We remark that there exists a positive solution us ∈ C1(Ω) or a negative solution
ul ∈ C1(Ω) of (P) such that δ0 < maxΩ us  T + or −δ1 > minΩ ul  T − if either (f+) and
(f 0+), or (f−) and (f 0−) hold, respectively (see Propositions 19 and 20). Furthermore, we
mention that (f+) (resp. (f−)) can be replaced with the assumption that (P) has a positive
super-solution (resp. a negative sub-solution) belonging to W 1,p(Ω)∩L∞(Ω).
As a byproduct of the proof of Theorem 1, we have also the following results in the case
where f does not change sign either on toward +∞ or toward −∞.
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(i) there exists a constant C > 0 such that C  f (x, t)−C(1 + |t |p−1) for every t  0 and
a.e. x ∈ Ω and limt→−∞ f (x, t) = −∞ for a.e. x ∈ Ω ;
(ii) there exists a constant C > 0 such that C  f (x, t)  −C for every t  0 and a.e. x ∈ Ω
and lim supt→−∞ f (x, t) < 0 for a.e. x ∈ Ω .
Then, (P) has a positive solution and at least one sign-changing solution.
Theorem 5. Assume (f−), (F0), (f 0+), (f 0−) and the following (i) or (ii):
(i) there exists a constant C > 0 such that −C  f (x, t) C(1 + |t |p−1) for every t  0 and
a.e. x ∈ Ω and limt→+∞ f (x, t) = +∞ for a.e. x ∈ Ω ;
(ii) there exists a constant C > 0 such that −C  f (x, t)  C for every t  0 and a.e. x ∈ Ω
and lim inft→+∞ f (x, t) > 0 for a.e. x ∈ Ω .
Then, (P) has a negative solution and at least one sign-changing solution.
1.2. The definition of the first non-trivial curve C
In this subsection, we recall the result for the special case of A(x,y) = |y|p−2y, that is, p-
Laplacian problems (note that we can take C0 = C1 = p − 1 in (A)). The construction of the
curve C contained in the Fucˇík spectrum is carried out along the same lines as in [12], where the
Dirichlet boundary condition is concerned: For s  0, we define
Js(u) :=
∫
Ω
|∇u|p dx − s
∫
Ω
u
p
+ dx for u ∈ W 1,p(Ω), J˜s := Js |S,
S :=
{
u ∈ W 1,p(Ω);
∫
Ω
|u|p dx = 1
}
,
Σ := {γ ∈ C([0,1], S); γ (0) = ψ1, γ (1) = −ψ1},
where u± := max{±u,0} and ψ1 = 1/μ(Ω)1/p (so ‖ψ1‖p = 1). Here, C([0,1], S) denotes the
set of all continuous functions from [0,1] to S with the topology induced by the W 1,p(Ω) norm.
Finally, we set
c(s) := inf
γ∈Σ maxt∈[0,1]
J˜s
(
γ (t)
)
.
It can be proved that c(s) is a positive critical value of J˜s with c(0) = μ2, where μ2 is the second
eigenvalue of −p under the Neumann boundary condition. Moreover, we can see that c(s) is
continuous, nonincreasing in s  0 and c(s)+ s is nondecreasing in s  0.
Then, C is defined as follows:
C := {(c(s)+ s, c(s)); s  0}∪ {(c(s), c(s)+ s); s  0}. (1)
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c(s) corresponds to a non-trivial solution belonging to C1,ν(Ω) (ν ∈ (0,1)) of −pu = (c(s)+
s)u
p−1
+ − c(s)up−1− in Ω and ∂u/∂n = 0 on ∂Ω . Moreover, it follows from [19, Proposition 2]
that the solution u changes sign. Because the p-Laplace operator is (p − 1) homogeneous, if u
is a solution of −pu = αup−1+ − βup−1− in Ω for some α, β ∈R, then tu is also a solution of it
for every t  0.
2. Preliminaries
In what follows, the norm on W 1,p(Ω) is given by ‖u‖p := ‖∇u‖pp + ‖u‖pp , where ‖u‖q
denotes the norm of Lq(Ω) for u ∈ Lq(Ω) (1  q ∞). Setting G(x,y) := ∫ |y|0 a(x, t)t dt ,
then we can easily see that
∇yG(x, y) = A(x,y) and G(x,0) = 0
for every x ∈ Ω (see [16] for details).
Remark 7. In [16], the following inequality is assumed with some η ∈ L1(Ω):
pG(x,y)−A(x,y)y  η(x) for a.e. x ∈ Ω and every y ∈ RN. (2)
Relation (2) is used to prove only the boundedness of the Cerami sequence. Here, we do not need
inequality (2). Moreover, it is easily seen that the following assertions hold under condition (A):
(i) for all x ∈ Ω , A(x,y) is maximal monotone and strictly monotone in y;
(ii) |A(x,y)| C1
p−1 |y|p−1 for every (x, y) ∈ Ω ×RN ;
(iii) A(x,y)y  C0
p−1 |y|p for every (x, y) ∈ Ω ×RN ;(iv) G(x,y) is convex in y for all x and satisfies the following inequalities:
A(x,y)y G(x,y) C0
p(p − 1) |y|
p and G(x,y) C1
p(p − 1) |y|
p (3)
for every (x, y) ∈ Ω ×RN ,
where C0 and C1 are the positive constants in (A).
Remark 8. We remark the following:
(i) If u ∈ W 1,p(Ω) ∩ L∞(Ω) is a solution of (P), then u ∈ C1,ν(Ω) for some 0 < ν < 1 and
∂u/∂n = 0 on ∂Ω ;
(ii) Under assumption (f˜ 0+), if u ∈ W 1,p(Ω) ∩ L∞(Ω) is a non-trivial solution of (P) such
that u 0, then u is a positive solution of (P) and minΩ u > 0 holds;
(iii) Under assumption (f˜ 0−), if v ∈ W 1,p(Ω)∩L∞(Ω) is a non-trivial solution of (P) satisfy-
ing v  0, then maxΩ v < 0 holds.
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be a solution of (P), namely, u satisfies the equality∫
Ω
A(x,∇u)∇ϕ dx =
∫
Ω
f (x,u)ϕ dx
for every ϕ ∈ W 1,p(Ω). Then, because of u ∈ L∞(Ω), we see that u ∈ C1,ν(Ω) (0 < ν < 1)
by the regularity result in [14]. Furthermore, by [10, Theorem 3] (note f (·, u(·)) ∈ L∞(Ω)),
u satisfies the boundary condition
0 = ∂u
∂nA
= A(·,∇u)n = a(·, |∇u|)∂u
∂n
in W−1/q,q(∂Ω)
for every 1 < q < ∞ (see [10] for the definition of W−1/q,q(∂Ω)). Since u ∈ C1,ν(Ω) and
a(x, t) > 0 for every t = 0, u satisfies the Neumann boundary condition, that is, ∂u
∂n
(x) = 0 for
every x ∈ ∂Ω .
(ii): By the boundedness of f on bounded sets, there exists a d > 0 such that f (x, t)−d 
−dtp−1/δp−12 for every t ∈ [δ2, δ2 + ‖u‖∞], a.e. x ∈ Ω , where δ2 is the positive constant in
(f˜ 0+). Define a function ξ by ξ(t) := tp−1(1 + |log t |) if t > 0 and ξ(t) = 0 if t  0. Hence, we
have
−divA(x,∇u)+ max{λ,d/δp−12 }ξ(u) = f (x,u)+ max{λ,d/δp−12 }ξ(u) 0 in Ω,
where λ is the positive constant in (f˜ 0+). By noting that u ∈ C1,ν(Ω) (0 < ν < 1) by (i), we
have u(x) > 0 for every x ∈ Ω by Theorem B in Appendix A. Due to the strong maximum
principle (see Theorem A in Appendix A), we easily see that u(x) > 0 for every x ∈ ∂Ω (note
∂u/∂n = 0 on ∂Ω by (i)). This yields minΩ u > 0 because of u ∈ C1,ν(Ω) by (i).
(iii): Similarly, because −divA(x,∇v−) + λ′ξ(v−)  0 in Ω holds for some positive con-
stant λ′ (note that A is odd in y), we have minΩ v− > 0 by the same reasoning as for (ii). Hence,
maxΩ v < 0 holds. 
It is well known that the Palais–Smale condition, whose formulation we now recall, plays an
important role in the mountain pass argument.
Definition 9. A C1 functional J on a Banach space X is said to satisfy the Palais–Smale condition
at c ∈R if every sequence {um} ⊂ X satisfying
J (um) → c and
∥∥J ′(um)∥∥X∗ → 0 as n → ∞
has a convergent subsequence. We say that J satisfies the Palais–Smale condition if J satisfies
the Palais–Smale condition at any c ∈R.
The following result is important for the proof of the Palais–Smale condition for the function-
als related to our problem. Notice that we do not need (2) to prove it.
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〈
V (u), v
〉= ∫
Ω
A(x,∇u)∇v dx
for u, v ∈ W 1,p(Ω). Then, V is maximal monotone, strictly monotone and has the (S)+ prop-
erty, that is, any sequence {um} weakly convergent to u strongly converges to u provided
lim supm→∞〈V (um),um − u〉 0.
Let us introduce the subcritical growth condition (g):
(g) there exist C > 0 and 1 r < p∗ such that∣∣f (x, t)∣∣ C(1 + |t |r−1) for every t ∈ R, a.e. x ∈ Ω,
where p∗ = pN/(N − p) if N > p and p∗ = ∞ if N  p.
It is well known that the following functional I on W 1,p(Ω) is of class C1 under (g):
I (v) :=
∫
Ω
G(x,∇v)dx −
∫
Ω
F(x, v) dx (4)
for v ∈ W 1,p(Ω). Furthermore, by the (S)+ property of the operator V and the compactness of
the inclusion of W 1,p(Ω) into Lr(Ω), we can prove that I satisfies the bounded Palais–Smale
condition, that is, any bounded Palais–Smale sequence for I has a convergent subsequence.
2.1. Modifications to the functional via truncation
It is one of the features of our paper that the nonlinear term f (x, t) is not assumed to satisfy
suitable growth conditions as |t | → ∞. Therefore, problem (P) cannot be directly transformed to
the problem of finding a critical point of some functional on W 1,p(Ω). So, we use the truncations
f[u,u], f[−∞,u] and f[u,+∞] of f defined by two L∞(Ω) functions u and u with u u (a.e. in Ω)
as follows:
f[u,u](x, t) :=
⎧⎨⎩
f (x,u(x)) if t  u(x),
f (x, t) if u(x) < t < u(x),
f (x,u(x)) if t  u(x),
f[−∞,u](x, t) =
{
f (x, t) if t < u(x),
f (x,u(x)) if t  u(x),
f[u,+∞](x, t) =
{
f (x,u(x)) if t  u(x),
f (x, t) if t > u(x).
Set F[z,w](x,u) :=
∫ u
0 f[z,w](x, t) dt for [z,w] = [u,u], [−∞, u] or [u,+∞]. Then, we define a
C1 functional I[u,u] on W 1,p(Ω) by
I[u,u](u) :=
∫
G(x,∇u)dx −
∫
F[u,u](x,u) dx +
∥∥(u− u)+∥∥pp + ∥∥(u− u)−∥∥pp (5)Ω Ω
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critical growth condition (g). Similarly, we introduce two functionals I[−∞,u] and I[u,+∞] on
W 1,p(Ω) defined by
I[−∞,u](u) :=
∫
Ω
G(x,∇u)dx −
∫
Ω
F[−∞,u](x,u) dx +
∥∥(u− u)+∥∥pp, (6)
I[u,+∞](u) :=
∫
Ω
G(x,∇u)dx −
∫
Ω
F[u,+∞](x,u) dx +
∥∥(u− u)−∥∥pp (7)
for u ∈ W 1,p(Ω).
Let us show the following elementary result which implies the existence of a global minimizer
(cf. [15, Theorem 1.1.]). It is well known that it guarantees also the Palais–Smale condition
of I[u,u].
Lemma 11. Let u,u ∈ L∞(Ω) satisfy u  u (a.e. on Ω). Then, I[u,u] defined by (5) is weakly
lower semi-continuous, bounded from below and coercive.
Proof. Because f is bounded on Ω × [−‖u‖∞,‖u‖∞], there exists a positive constant d such
that |f[u,u](x, t)| d for every t ∈ R, a.e. x ∈ Ω . Thus, we have
I[u,u](u)
C0
p(p − 1)‖∇u‖
p
p − d‖u‖1 +
∥∥(u− u)+∥∥pp + ∥∥(u− u)−∥∥pp (8)
for every u ∈ W 1,p(Ω) by (3). It is easily shown that for every ε > 0 there exists a positive
constant Cε such that∣∣|a + b|p − |a|p∣∣ ε|a|p +Cε|b|p for every a, b ∈ R. (9)
We fix ε such that 0 < ε < 1. Then, we obtain the following inequality:∫
Ω
(u− u)p+ dx =
∫
Ω
u
p
+ dx −
∫
u<u+
u
p
+ dx +
∫
u<u+
(u− u)p+ dx
+
∫
uu+
(
(u− u)p − up)dx
 ‖u+‖pp −
∫
Ω
u
p
+ dx −
∫
uu+
(
εup +Cε|u|p
)
dx
 (1 − ε)‖u+‖pp − (1 +Cε)‖u‖pp (10)
by (9). Similarly, we have∫
(u− u)p− dx  (1 − ε)‖u−‖pp − (1 +Cε)‖u‖pp. (11)
Ω
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I[u,u](u)min
{
C0
p(p − 1) , (1 − ε)
}
‖u‖p − d ′‖u‖ − (1 +Cε)‖u‖pp − (1 +Cε)‖u‖pp
for every u ∈ W 1,p(Ω), where d ′ > 0 is a constant independent of u. This implies that I[u,u]
is bounded from below and coercive because of p > 1. Note that Φ(u) := ∫
Ω
G(x,∇u)dx is
weakly lower semi-continuous (w.l.s.c.) on W 1,p(Ω) because Φ is convex and continuous on
W 1,p(Ω) (see [15, Theorem 1.2.]). Thus, I[u,u] is also w.l.s.c. on W 1,p(Ω) since the inclusion
of W 1,p(Ω) into Lp(Ω) is compact (note the boundedness of f[u,u]). 
For the proofs of Theorems 4 and 5, we state the following lemma concerning the Palais–
Smale condition.
Lemma 12. Let u ∈ L∞(Ω) (resp. u ∈ L∞(Ω)). Assume (i) or (ii) as in Theorem 4 (resp. The-
orem 5). Then, I[−∞,u] (resp. I[u,+∞]) satisfies the Palais–Smale condition, where I[−∞,u] and
I[u,+∞] are the functionals defined by (6) and (7), respectively.
Proof. First, we note that I[−∞,u] and I[u,+∞] are C1 functionals on W 1,p(Ω) because f[−∞,u]
and f[u,+∞] satisfy the subcritical growth condition (g) under our assumptions. We treat only
I[−∞,u] since I[u,+∞] can be handled similarly. Let {um} be a Palais–Smale sequence for I[−∞,u],
namely, I ′[−∞,u](um) → 0 in W 1,p(Ω)∗ and I[−∞,u](um) → c as m → ∞ for some c ∈ R.
Because the operator V defined in Proposition 10 satisfies the (S)+ property and W 1,p(Ω) is
embedded compactly into Lp(Ω), it is sufficient to show the boundedness of ‖um‖.
Case of assumption (i): By taking um+ as test function, we have
o(1)‖um+‖ =
〈
I ′[−∞,u](um),um+
〉
=
∫
Ω
A(x,∇um+)∇um+ dx −
∫
Ω
f[−∞,u](x,um+)um+ dx
+ p
∫
Ω
(um+ − u)p−1+ um+ dx
 C0
p − 1‖∇um+‖
p
p − d1‖um+‖1 + ‖um+‖pp − d2‖u+‖pp
by Remark 7(iii), the boundedness of f on Ω × [−‖u‖∞,‖u‖∞], (10) (with ε = 1 − 1/p) and
the following inequality:∫
Ω
(um+ − u)p−1+ um+ dx 
∫
um+u+
(um+ − u+)p+ dx =
∫
Ω
(um+ − u+)p+ dx,
where d1 and d2 are positive constants independent of m. This shows the boundedness of ‖um+‖
(note p > 1). On the other hand, by taking −um− as test function, we have
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〈
I ′[−∞,u](um),−um−
〉
=
∫
Ω
A(x,−∇um−)(−∇um−) dx +
∫
Ω
f[−∞,u](x,−um−)um− dx
− p
∫
uum0
(um − u)p−1+ um− dx
 C0
p − 1‖∇um−‖
p
p − d3‖um−‖pp − d3‖um−‖1 − p‖u−‖pp (12)
since f[−∞,u] satisfies an inequality as in (i) on Ω × (−∞,‖u‖∞] for some positive constant d3.
To obtain the boundedness of ‖um‖, by combining the boundedness of ‖um+‖ and (12), it suffices
to show that ‖um−‖p is bounded. Assume ‖um−‖p → ∞ by choosing a subsequence. Set vm :=
um/‖um−‖p . Then, ‖vm−‖p = 1 and ‖vm+‖p  ‖um+‖p/‖um−‖p → 0 as m → ∞ (note that
‖um+‖ is bounded). Because ‖vm‖ is bounded due to (12), we may also suppose, by taking a
subsequence, that there exists a non-positive function v0 ∈ W 1,p(Ω) such that vm converges to
v0 weakly in W 1,p(Ω), strongly in Lp(Ω), a.e. x ∈ Ω and ‖v0‖p = 1. Hence, um(x) → −∞ for
a.e. x ∈ Ω ′ := {x ∈ Ω; v0(x) = 0}. Then, by taking ϕ ≡ 1 as test function in I ′[−∞,u](um) → 0
in W 1,p(Ω)∗, we obtain
o(1) = −
∫
Ω
f[−∞,u](x,−um−) dx −
∫
Ω
f[−∞,u](x,um+) dx + p
∫
Ω
(um − u)p−1+ dx
−
∫
Ω ′
f[−∞,u](x,−um−) dx − d4
∣∣Ω \Ω ′∣∣− d5
for some positive constants d4 and d5 independent of m because f[−∞,u] is bounded from above
on Ω × R. Therefore, by passing to the limit inferior in the inequality above, we achieve a
contradiction through the Fatou lemma applied to −f[−∞,u](x,−um−) (note μ(Ω ′) > 0).
Case of assumption (ii): Because f[−∞,u] is bounded in this case, we see that ‖um+‖ is
bounded and ‖∇um−‖pp  C(‖um−‖p + 1) for some C > 0 independent of m by an argument
similar to assumption (i) (we use o(1)‖um−‖ C0‖∇um−‖pp/(p−1)−d3‖um−‖1 −p‖u−‖pp in-
stead of (12)). So, since our purpose here is to show the boundedness of ‖um−‖p , by way of con-
tradiction, we may assume that ‖um−‖p → +∞ along a subsequence. Set vm := um/‖um−‖p ,
and then ‖∇vm−‖pp  C(‖um−‖p + 1)/‖um−‖pp → 0 and ‖vm+‖ → 0 as m → ∞ (note that
‖um+‖ is bounded and p > 1). Hence, we may suppose that vm converges to −ψ1 strongly in
W 1,p(Ω) and a.e. x ∈ Ω , where ψ1 = μ(Ω)−1/p (note ‖ψ1‖p = 1). Therefore, um(x) → −∞
for a.e. x ∈ Ω . Due to Fatou’s lemma, we have a contradiction by passing to the limit inferior in
the following inequality:
o(1) = −
∫
Ω
f[−∞,u](x,um)dx + p
∫
Ω
(um − u)p−1+ dx −
∫
Ω
f[−∞,u](x,um)dx. 
1932 S. Miyajima et al. / Journal of Functional Analysis 262 (2012) 1921–19532.2. Super-solutions and sub-solutions
Definition 13. We say that u ∈ W 1,p(Ω)∩L∞(Ω) is a super-solution (resp. sub-solution) of (P)
if u satisfies∫
Ω
A(x,∇u)∇ϕ dx 
∫
Ω
f (x,u)ϕ dx
(
resp.
∫
Ω
A(x,∇u)∇ϕ dx 
∫
Ω
f (x,u)ϕ dx
)
for every ϕ ∈ W 1,p(Ω) with ϕ  0.
Throughout this subsection, we assume that u ∈ W 1,p(Ω)∩L∞(Ω) is a super-solution of (P)
and u ∈ W 1,p(Ω)∩L∞(Ω) is a sub-solution of (P) with u u (a.e. in Ω).
The following result plays an important role to show the existence of a solution for (P).
Lemma 14. If u ∈ W 1,p(Ω) is a critical point of I[u,u], then u ∈ C1,ν(Ω) (for some ν ∈ (0,1))
and u is a solution of (P) with u u u.
Proof. Let u ∈ W 1,p(Ω) be a critical point of I[u,u], so u satisfies∫
Ω
A(x,∇u)∇ϕ dx =
∫
Ω
f[u,u](x,u)ϕ dx − p
∫
Ω
(u− u)p−1+ ϕ dx + p
∫
Ω
(u− u)p−1− ϕ dx
for every ϕ ∈ W 1,p(Ω). Because u and u are a super-solution and a sub-solution of (P)
respectively, we have 〈I ′[u,u](u),ϕ〉  0 and 〈I ′[u,u](u),ϕ〉  0 for every ϕ ∈ W 1,p(Ω) with
ϕ  0 (note f[u,u](x,u(x)) = f (x,u(x)) and f[u,u](x,u(x)) = f (x,u(x))). Therefore, we ob-
tain ‖(u− u)+‖p = 0, and so u(x) u(x) for a.e. x ∈ Ω by the following inequality:
0
〈
I ′[u,u](u)− I ′[u,u](u), (u− u)+
〉
=
∫
Ω
(
A(x,∇u)−A(x,∇u))∇(u− u)+ dx + p∥∥(u− u)+∥∥pp
−
∫
Ω
(
f[u,u](x,u)− f[u,u](x,u)
)
(u− u)+ dx − p
∫
Ω
(u− u)p−1− (u− u)+ dx
=
∫
uu
(
A(x,∇u)−A(x,∇u))(∇u− ∇u)dx + p∥∥(u− u)+∥∥pp  0
(note u  u and also that the map A is strictly monotone in the second variable). Similarly,
by considering 0  〈I ′[u,u](u) − I ′[u,u](u),−(u − u)−〉, we see that u  u in Ω . As a result,
u ∈ W 1,p(Ω) ∩ L∞(Ω) is a solution of (P) satisfying u  u  u because of f[u,u](x,u(x)) =
f (x,u(x)). Moreover, by the regularity result (cf. [14]), u ∈ C1,ν(Ω) (for some 0 < ν < 1) holds
(note u ∈ L∞(Ω)). 
S. Miyajima et al. / Journal of Functional Analysis 262 (2012) 1921–1953 1933Lemma 15. Assume that f[u,+∞] (resp. f[−∞,u]) satisfies the subcritical growth condition (g).
If u ∈ W 1,p(Ω) is a critical point of I[u,+∞] (resp. I[−∞,u]), then u is a solution belonging to
C1,ν(Ω) (for some 0 < ν < 1) of (P) with u  u (resp. u  u), where I[u,+∞] and I[−∞,u] are
the functionals defined by (7) and (6), respectively.
Proof. We treat only the case of I[u,+∞] since the other case can be handled similarly. First, note
that I[u,+∞] is of C1 class because f[u,+∞] satisfies the subcritical growth condition under (g).
Moreover, by the Moser iteration process (see Theorem C in Appendix A with u0 = 0 and μ = 0),
any critical point of I[u,+∞] belongs to L∞(Ω).
Let u be a critical point of I[u,+∞]. By the same argument as in the proof of Lemma 14, we
obtain
0
〈
I ′[u,+∞](u)− I ′[u,+∞](u),−(u− u)−
〉

∫
uu
(
A(x,∇u)−A(x,∇u))(∇u− ∇u)dx + p∥∥(u− u)−∥∥pp  0.
This implies u(x)  u(x) for a.e. x ∈ Ω . Thus, as for Lemma 14, we see that u is a solution
of (P) belonging to C1,ν(Ω) for some 0 < ν < 1 (note u ∈ L∞(Ω)). 
We state the following result via a super-solution and a sub-solution. It is well known for the
Dirichlet boundary condition (e.g. [8, Chapter 3]).
Proposition 16. The following assertions hold:
(i) If u1, u2 ∈ W 1,p(Ω)∩L∞(Ω) are super-solutions of (P), then min{u1, u2} is also a super-
solution of (P);
(ii) If u1, u2 ∈ W 1,p(Ω) ∩ L∞(Ω) are sub-solutions of (P), then max{u1, u2} is also a sub-
solution of (P);
(iii) If u ∈ W 1,p(Ω) ∩ L∞(Ω) is a super-solution of (P) and u ∈ W 1,p(Ω) ∩ L∞(Ω) is a sub-
solution of (P) with u  u a.e. in Ω , then there exists a solution u ∈ C1,ν(Ω) (for some
0 < ν < 1) of (P) within the order interval [u,u]. Moreover, there exist a smallest solution
and a largest solution of (P) in [u,u].
Proof. By the same argument as in [1, Lemma 1] (which treats the p-Laplace equation under the
Neumann boundary condition), we can establish the assertions (i) and (ii). So, we prove only (iii)
(note that the subsequent argument is patterned from [8, Theorem 3.11]).
Let u ∈ W 1,p(Ω) ∩ L∞(Ω) be a super-solution of (P) and let u ∈ W 1,p(Ω) ∩ L∞(Ω) be
a sub-solution of (P) with u  u a.e. in Ω . It is well known that the properties of I[u,u] stated
in Lemma 11 imply the existence of a global minimizer u of I[u,u] (cf. [15, Theorem 1.1.]).
Moreover, it follows from Lemma 14 that u ∈ C1,ν(Ω) (for some 0 < ν < 1) is a solution of (P)
with u u u. Thus, the first part of our conclusion holds.
Finally, we shall only show the existence of the smallest solution in [u,u] because we can
consider the existence of the largest solution similarly. Set
S := S ([u,u]) := {u ∈ W 1,p(Ω); u is a solution of (P) with u ∈ [u,u]}⊂ C1(Ω),
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W 1,p(Ω). Indeed, let {vm} be a sequence contained in S . Then, it is clear that ‖vm‖∞ 
max{‖u‖∞,‖u‖∞}, and so {vm} is bounded in Lp(Ω). Moreover, we can get the boundedness
of {vm} in W 1,p(Ω) by the following inequality
C0
p − 1‖∇vm‖
p
p 
∫
Ω
A(x,∇vm)∇vm dx =
∫
Ω
f (x, vm)vm dx  d‖vm‖1,
where we use Remark 7(iii) in the first inequality and d is a positive constant determined only by
the boundedness of f on Ω ×[−‖u‖∞,‖u‖∞]. Therefore, by taking a subsequence, there exists
a v0 ∈ W 1,p(Ω) such that vm converges to v0 weakly in W 1,p(Ω), strongly in Lp(Ω) and a.e.
x ∈ Ω . Since vm is a solution of (P),∫
Ω
A(x,∇vm)(∇vm − ∇v0) dx =
∫
Ω
f (x, vm)(vm − v0) dx (13)
holds for every m ∈ N. Letting m → ∞ in (13), we see that
lim
m→∞
〈
V (vm), vm − v0
〉= lim
m→∞
∫
Ω
A(x,∇vm)(∇vm − ∇v0) dx = 0
by Lebesgue’s dominated convergence theorem, where V is the operator defined in Propo-
sition 10. It follows from Proposition 10 that vm is strongly convergent to v0 in W 1,p(Ω).
Therefore, v0 is a solution of (P) by passing to the limit with respect to m in the equality∫
Ω
A(x,∇vm)∇ϕ dx =
∫
Ω
f (x, vm)ϕ dx for every ϕ ∈ W 1,p(Ω) (note u vm  u). Therefore,
v0 ∈ S and so, our claim is shown.
Because W 1,p(Ω) is separable, we may assume that there exists a countable set Z :=
{zm ∈ S ; m ∈ N} such that Z = S , where Z denotes the closure of Z in W 1,p(Ω) topol-
ogy. We shall construct by induction a decreasing sequence {um}m (see (14)) contained in S .
Set u1 := z1. Suppose that ui ∈ S (1  i  m) is constructed such that u1  u2  · · ·  um.
Then, the first property in (iii) guarantees the existence of um+1 ∈ S satisfying
u um+1 min{zm,um} um  u (14)
since min{zm,um} is a super-solution of (P) by (i). Therefore, we can construct a decreasing
sequence {um}m in S such that u um  zk (1 k m− 1).
Here, because {um} is a decreasing sequence in Lp(Ω) and um  u, there exists infk uk ∈
Lp(Ω) such that um → infk uk in Lp(Ω). On the other hand, by the compactness of S in
W 1,p(Ω), there exists a u0 ∈ W 1,p(Ω) such that um → u0 in W 1,p(Ω), and hence u0 = infk uk ∈
W 1,p(Ω) by the uniqueness of the limit. Note that u0 ∈ S by the compactness of S , and so u0 is
a solution of (P) within [u,u]. Because u0 = infk uk  um+1  zm  u holds for every m ∈ N,
we have zm ∈ [u0, u] for every m ∈ N, whence Z ⊂ [u0, u]. Furthermore, by taking the closure
of Z in W 1,p(Ω), we obtain S = Z ⊂ [u0, u] = [u0, u]. This shows the smallness of u0 in [u,u]
(note u0 ∈ S ). 
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‖v‖∞ > δ0 holds, where δ0 denotes the positive constant in (f 0+).
Proof. Let v ∈ W 1,p(Ω)∩L∞(Ω) be a positive solution of (P). Arguing by contradiction, we as-
sume that 0 < ‖v‖∞  δ0. By Remark 8, we see that v ∈ C1,ν(Ω) (for some 0 < ν < 1) and it sat-
isfies minΩ v > 0. Then, by taking ϕ ≡ 1 as test function, we have
∫
Ω
f (x, v) dx = 0, and hence
f (x, v(x)) = 0 for a.e. x ∈ Ω due to (f 0+) and ‖v‖∞  δ0. This contradicts f (x, v(x)) > 0 for
a.e. x ∈ Ω ′. 
Since the same argument applies to a negative solution, we omit the proof.
Lemma 18. Assume (f 0−). Let v ∈ W 1,p(Ω) ∩ L∞(Ω) be a negative solution of (P). Then,
‖v‖∞ > δ1 holds, where δ1 denotes the positive constant in (f 0−).
We show the existence of a positive solution.
Proposition 19. Assume (f 0+). Let u ∈ W 1,p(Ω) ∩ L∞(Ω) be a super-solution of (P) with
ess infΩ u > 0. Then (P) has a smallest positive solution us ∈ C1,ν(Ω) (for some 0 < ν < 1) with
us  u in the sense that us  v for every positive solution v ∈ W 1,p(Ω)∩L∞(Ω) of (P).
Proof. Since ess infΩ u > 0 by assumption, we can take a sequence {εm} such that 0 < εm <
min{δ0, ess infΩ u} and εm ↓ 0 as m → ∞. Then, since −divA(x,∇εm) = 0 f (x, εm) in Ω by
(f 0+), we see that the constant function εm is a sub-solution of (P) satisfying εm < u(x) for a.e.
x ∈ Ω . Therefore, it follows from Proposition 16(iii) that for every m there exists the smallest
solution um ∈ [εm,u] of (P) within [εm,u]. We notice um+1  um because of um ∈ [εm+1, u] and
the minimality of um+1 in [εm+1, u]. Therefore, by the compactness of S ([0, u]) in W 1,p(Ω)
(see the proof of Proposition 16 for the definition of S ([0, u])), there exists a solution us ∈
W 1,p(Ω) of (P) within [0, u] such that um → us in W 1,p(Ω) and a.e. x ∈ Ω .
Now, we shall prove that us = 0. We assume, by contradiction that us = 0. Here, we note that
um, us ∈ C1,ν(Ω) for some ν ∈ (0,1) and ‖um‖C1,ν (Ω)  C due to the regularity result (cf. [14]),
where C > 0 is independent of m because um and us are solutions of (P) within [0, u]. Since
the inclusion of C1,ν(Ω) into C1(Ω) is compact and um → us = 0 in W 1,p(Ω), um(x) → 0
uniformly in x ∈ Ω holds. This yields a contradiction because ‖um‖∞ > δ0 for every m by
Lemma 17. So, us ≡ 0, whence us is a positive solution of (P) with minΩ us > 0 by Remark 8(ii)
(note u us  0 in Ω).
Finally, we shall prove the minimality property of us among the positive solutions. Let
w ∈ W 1,p(Ω)∩L∞(Ω) be a positive solution of (P). Then, by Remark 8, we have w ∈ C1,ν(Ω)
(ν ∈ (0,1)) and minΩ w > 0 (note that (f˜ 0+) is weaker than (f 0+)). So, there exists an
m ∈N satisfying εm < minΩ w. Then, it follows from Proposition 16(iii) that there exists a vm ∈[εm,min{um,w}] being the smallest solution of (P) in [εm,min{um,w}] (note that min{um,w} is
a super-solution). By the minimality of um in [εm,u] and since [εm,min{um,w}] ⊂ [εm,u], we
have us  um  vm min{um,w} w (note that {um} is nonincreasing). This shows that us is
a smallest positive solution in view of the arbitrariness of w. 
The following result can be shown by the same argument as for the positive solution.
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ess supΩ v < 0, then (P) has a largest negative solution ul ∈ C1(Ω) with ul  v in the sense
that ul w in Ω for every negative solution w ∈ W 1,p(Ω)∩L∞(Ω) of (P).
Remark 21. We point out the following:
(i) if us is the smallest positive solution of (P), then K(I[0,us ]) = {0, us};
(ii) if ul is the largest negative solution of (P), then K(I[ul,0]) = {0, ul};
(iii) assume that us and ul are the smallest positive solution and the largest negative solution
of (P), respectively. If u ∈ K(I[ul,us ]) \ {0, us, ul}, then u is a sign changing solution of (P),
where K(Ψ ) := {u ∈ W 1,p(Ω); Ψ ′(u) = 0} for a C1 functional Ψ on W 1,p(Ω).
Proof. Since the above facts are important in the proofs of our results, we give the proofs of (i)
and (iii).
(i): Let u be a non-trivial critical point of I[0,us ]. Then, by Lemma 14, u ∈ C1(Ω) is a non-
trivial solution of (P) with 0 u us . Moreover, it follows from Remark 8(ii) that u is positive
because of u = 0. Therefore, u = us holds since us is the smallest positive solution.
(iii): Let u be a non-trivial critical point of I[ul,us ]. Then, by Lemma 14, u is a non-trivial
solution of (P) with ul  u us in Ω . If u 0 holds, then we have u = us by the same argument
as above. Similarly, if u  0 holds, then we see u = ul . So, u changes sign since u is different
from ul and us . 
3. C1(Ω) versus W 1,p(Ω) local minimizer
3.1. Coincidence of local minimizers
In this subsection, we state the relation between C1(Ω)-local minimizer and W 1,p(Ω)-local
minimizer for the Neumann problems.
Definition 22. We say that u ∈ W 1,p(Ω) is an X-local minimizer of I if there exists a ρ > 0 such
that
I (u0) I (u0 + h) for all h ∈ X, with ‖h‖X  ρ,
where I is the functional defined by (4) and X is a Banach space continuously embedded in
W 1,p(Ω).
It is well known that in the case of Dirichlet boundary condition, a C10(Ω)-local minimizer
becomes a W 1,p0 (Ω)-local minimizer (see [6] for p = 2, [2]). Recently, the second author and
Papageorgiou showed such a result concerning our problem. Here, we recall their result [17,
Theorem 3.1]: Define
C1n(Ω) :=
{
u ∈ C1(Ω); ∂u = 0 on ∂Ω
}
(15)∂n
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1,p
n (Ω). Under the subcritical
growth condition (g) (see Section 2), if u0 ∈ W 1,pn (Ω) is a C1n(Ω)-local minimizer of I , then
u0 ∈ C1n(Ω) and it is a W 1,pn (Ω)-local minimizer of I .
In the next subsection, we prove that W 1,pn (Ω) = W 1,p(Ω) in the case where ∂Ω is of
class C3. Hence, the following result is derived from Theorem 27 and [17, Theorem 3.1] (re-
fer to the proof of Proposition 24).
Theorem 23. Suppose that Ω is a bounded domain in RN with C3 boundary ∂Ω and assume
that f satisfies (g). If u0 ∈ W 1,p(Ω) is a C1n(Ω)-local minimizer of the functional I defined
by (4), then u0 is also a W 1,p(Ω)-local minimizer of I and it belongs to C1n(Ω).
In the case of C2 boundary ∂Ω , we can obtain the following result concerning C1(Ω) versus
W 1,p(Ω) local minimizers by an argument of the same type as in [17, Theorem 3.1].
Proposition 24. Suppose that Ω is a bounded domain in RN with C2 boundary ∂Ω and assume
that f satisfies (g). If u0 ∈ W 1,p(Ω) is a C1(Ω)-local minimizer of the functional I defined
by (4), then u0 is also a W 1,p(Ω)-local minimizer of I and it belongs to C1n(Ω).
Proof. Let u0 ∈ W 1,p(Ω) be a C1(Ω)-local minimizer of I . By a standard argument (cf. [15,
Theorem 1.3]), we have 〈I ′(u0), h〉 = 0 for every h ∈ C1(Ω) (note that I is C1 on W 1,p(Ω)
under (g)). Since C1(Ω) is dense in W 1,p(Ω), the equality above implies that u0 is a critical
point of I , and hence u0 ∈ C1,ν(Ω) (for some 0 < ν < 1) (see Remark 8) is a solution for
−divA(x,∇u0) = f (x,u0) in Ω, ∂u0
∂n
= 0 on ∂Ω. (16)
By way of contradiction, we assume that u0 is not a W 1,p(Ω)-local minimizer of I . Let
r ∈ (p,p∗) be a constant for which (g) is satisfied. By the Sobolev embedding theorem, we may
suppose that for every ε > 0 there holds
mε := inf
{
I (u0 + h); h ∈ Br(0, ε)
}
< I (u0), (17)
where Br(0, ε) := {v ∈ W 1,p(Ω); ‖v‖r  ε}. Note that a minimizing sequence for mε is
bounded in W 1,p(Ω) because of the boundedness of it in Lr(Ω), (g) and (3) (refer also to (18)).
Thus, for every ε > 0, mε is attained by some hε ∈ Br(0, ε) since I is weakly lower semi-
continuous on W 1,p(Ω) (see the proof of Lemma 11) and Br(0, ε) is weakly closed in W 1,p(Ω).
In addition, it is seen also that {hε} is bounded in W 1,p(Ω) by the boundedness of ‖hε‖r , (g)
and the following inequality:
C0
p(p − 1)‖∇u0 + ∇hε‖
p
p 
∫
Ω
G(x,∇u0 + ∇hε) dx
= I (u0 + hε)+
∫
Ω
F(x,u0 + hε) dx, (18)
where we use (3) in the first inequality. Here, we claim that there exists a λε  0 such that
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Indeed, if ‖hε‖r < ε, then u0 + hε is a W 1,p(Ω)-local minimizer of I with I (u0 + hε) = mε <
I (u0) by the continuity of the embedding from W 1,p(Ω) to Lr(Ω). So u0 +hε is a critical point
of I , and hence (19) holds with λε = 0. If ‖hε‖r = ε, by the Lagrange multiplier rule, there exists
a λε ∈R satisfying (19). Using the inequality
0 lim
t→+0
I (u0 + hε − thε)− I (u0 + hε)
−t =
〈
I ′(u0 + hε),hε
〉= λε‖hε‖rr ,
we have λε  0 since I (u0 + hε) = mε and hε − thε ∈ Br(0, ε) for 1 t  0. Thus, our claim is
shown.
Set A˜(x, y) := A(x,∇u0(x)+ y)−A(x,∇u0(x)). Then, we see the following
−div A˜(x,∇hε) = f (x,u0 + hε)− f (x,u0)+ λε|hε|r−2hε in Ω (20)
by (16) and (19). By the Moser iteration method (see Theorem C in Appendix A with μ = λε
and h(x,u) = |u|r−2u), there exists an M1 > 0 independent of ε such that ‖hε‖∞ M1 for every
ε > 0 because f satisfies the subcritical growth condition and ‖hε‖ is bounded (note λε  0). By
applying the regularity result of [14] to the solution u0 + hε of (19), we have u0 + hε ∈ C1(Ω),
and so hε ∈ C1(Ω) holds for every ε > 0.
Now, we claim that there exists a d0 > 0 such that |λε|hε(x)|r−2hε(x)| d0 for every x ∈ Ω
and ε > 0. To simplify the notation, we set f0(x,u) := f (x,u0(x)+ u)− f (x,u0(x)). Because
there exist positive constants d1 and d2 satisfying |f0(x,u)| d1|u|r−1 +d2 for every u ∈R, a.e.
x ∈ Ω by (g) and u0 ∈ C1(Ω), we have for every ρ > 0 the following inequality:∣∣f0(x,u)∣∣ (d1 + d2ρ1−r)|u|r−1 for all |u| ρ and a.e. x ∈ Ω. (21)
Taking (hε − ρ)+ as test function in (20) with ρ > 0, the following inequality follows from (20),
(21), λε  0 and the monotonicity of A in the second variable (refer also to (42)):
0
∫
hε>ρ
A˜(x,∇hε)∇hε dx =
∫
Ω
A˜(x,∇hε)∇(hε − ρ)+ dx

(
d1 + d2ρ1−r
)∫
Ω
hr−1ε (hε − ρ)+ dx − |λε|
∫
Ω
hr−1ε (hε − ρ)+ dx.
This yields |λε| d1 + d2ρ1−r for ρ > 0 provided (hε − ρ)+ ≡ 0. Similarly, in the case where
(hε + ρ)− ≡ 0, we also have |λε|  d1 + d2ρ1−r . Therefore, by choosing ρε := ‖hε‖∞/2 > 0
for each ε > 0, we can obtain
|λε|
∣∣hε(x)∣∣r−1  |λε|‖hε‖r−1∞  d1‖hε‖r−1∞ + 2r−1d2  d1Mr−11 + 2r−1d2 (22)
for every x ∈ Ω and ε > 0 (note hε ∈ C1(Ω) and ‖hε‖∞ M1 for all ε > 0). So, our claim is
shown.
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on Ω × [−M1 − ‖u0‖∞,M1 + ‖u0‖∞] uniformly in ε > 0 by (22). By applying the regularity
result of [14] to the solution u0 + hε for (19), that is, −divA(x,∇u0 + ∇hε) = fε(x,u0 + hε)
in Ω , there exist θ ∈ (0,1) and M2 > 0 independent of ε such that u0 +hε ∈ C1,θ (Ω) and ‖u0 +
hε‖C1,θ (Ω) M2 for every ε > 0. Since C1,θ (Ω) is embedded compactly into C1(Ω), we infer
that u0 + hε → u0 as ε ↓ 0 in C1(Ω) by noting that hε → 0 in Lr(Ω) as ε ↓ 0. Consequently,
we get a contradiction by the following inequality
I (u0 + hε) = mε < I (u0) I (u0 + hε)
for sufficiently small ε > 0, where we use our assumption that u0 is a C1(Ω)-local minimizer
of I . This completes the proof. 
3.2. The density of C1n(Ω) in W 1,p(Ω)
Lemma 25. Let RN+ := {x = (x′, xN) ∈ RN ; x′ ∈ RN−1, xN > 0} and suppose that u ∈
W 2,q (RN+) with 1 q < ∞. Then there exists a sequence {ϕm}m in C1(RN+) having the following
properties:
(1) ‖u− ϕm‖W 1,q (RN+ ) → 0 (m → ∞),
(2) ∂ϕm
∂xN
= 0 on RN−1 × {0} for every m ∈ N.
Moreover, for every r > 0, ϕm’s can be chosen so that suppϕm is contained in the r-
neighborhood of suppu.
Proof. Step 1. First of all, note that the function u(x′,0) (x′ ∈ RN−1) in the sense of the trace
of u belongs to W 1,q(RN−1). Using this function and a ρ ∈ C∞0 (R) with ρ(t) = 1 on [−t0,0]
and ρ(t) = 0 on (−∞,−2t0] for some t0 > 0, set
u˜
(
x′, xN
) := {u(x′, xN) (xN > 0),
u(x′,0)ρ(xN) (xN  0).
Then it is clear that u˜ extends u and u˜ ∈ Lq(RN). Moreover, u˜ ∈ W 1,q (RN). Indeed, for i =
1,2, . . . ,N and ϕ ∈ C∞0 (RN), it readily follows that∫
RN
u˜(x)
∂ϕ
∂xi
(x) dx =
∫
R
N+
u(x)
∂ϕ
∂xi
(x) dx
+
∫
xN<0
[ ∫
RN−1
u
(
x′,0
) ∂ϕ
∂xi
(
x′, xN
)
dx′
]
ρ(xN)dxN
≡ I + II. (23)
Now, let 1 i  N − 1. Then, as for term I, we can adopt the technique in Brezis [5, pp. 158–
159]. Namely, we take a χ ∈ C∞(R) satisfying χ ≡ 0 on (−∞,1/2] and χ ≡ 1 on [1,∞).
Setting χε(t) := χ(t/ε) for t ∈R and ε > 0, we obtain ϕ(x)χε(xN)| N ∈ C∞(RN+). HenceR+ 0
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R
N+
u(x)
∂
∂xi
(
ϕ(x)χε(xN)
)
dx = −
∫
R
N+
∂u
∂xi
(x)ϕ(x)χε(xN)dx.
Since (∂/∂xi)(ϕ(x)χε(xN)) = (∂ϕ/∂xi)(x)χε(xN) (note i = N ), by letting ε ↓ 0, we obtain
I =
∫
R
N+
u(x)
∂ϕ
∂xi
(x) dx = −
∫
R
N+
∂u
∂xi
(x)ϕ(x) dx. (24)
On the other hand, u(x′,0) ∈ W 1,q(RN−1) implies
II = −
∫
xN<0
[ ∫
RN−1
∂u(x′,0)
∂xi
ϕ
(
x′, xN
)
dx′
]
ρ(xN)dxN
= −
∫
R
N−
(
∂u(x′,0)
∂xi
ρ(xN)
)
ϕ
(
x′, xN
)
dx′ dxN, (25)
where RN− := {(x′, xN); xN < 0}. Recalling that u ∈ W 2,q(RN+) and hence ∂u(x′,0)/∂xi ∈
Lq(RN−1), we realize that (23), (24) and (25) yield ∂u˜/∂xi ∈ Lq(RN) in the sense of distri-
butions.
The remaining case of i = N in (23) is more delicate. To treat this case, let us recall the
following fact: (up to the equivalence of a.e.-equality) u(x′, xN) may be supposed to be abso-
lutely continuous in xN for almost every x′ ∈ RN−1 with xN -derivative being ∂u(x′, xN)/∂xN
for a.e. xN (Ziemer [22, Theorem 2.1.4]). We can also assume that limxN↓0 u(x′, xN) = u(x′,0)
(= the trace) for a.e. x′ since ∫∞0 |∂u(x′, xN)/∂xN |q dxN < ∞ for a.e. x′. Therefore, term I of
(23) can be transformed as follows:
I =
∫
RN−1
{ ∞∫
0
u
(
x′, xN
) ∂ϕ
∂xN
(
x′, xN
)
dxN
}
dx′
=
∫
RN−1
{
−u(x′,0)ϕ(x′,0)− ∞∫
0
∂u
∂xN
(
x′, xN
)
ϕ
(
x′, xN
)
dxN
}
dx′
= −
∫
RN−1
u
(
x′,0
)
ϕ
(
x′,0
)
dx′ −
∫
R
N+
∂u
∂xN
(x)ϕ(x) dx. (26)
On the other hand,
II =
∫
R
N
u
(
x′,0
)
ρ(xN)
∂ϕ
∂xN
(x)dx−
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∫
RN−1
u
(
x′,0
){ 0∫
−∞
ρ(xN)
∂ϕ
∂xN
(
x′, xN
)
dxN
}
dx′
=
∫
RN−1
u
(
x′,0
)
ϕ
(
x′,0
)
dx′ −
∫
R
N−
u
(
x′,0
)
ρ′(xN)ϕ(x) dx (27)
holds, where ρ′ means the usual derivative of ρ. So, if we define
v
(
x′, xN
) := { ∂u∂xN (x′, xN) (xN > 0),
u(x′,0)ρ′(xN) (xN < 0),
then v ∈ Lq(RN) and (26), (27) yield∫
RN
u˜(x)
∂ϕ
∂xN
(x)dx = −
∫
RN
v(x)ϕ(x) dx.
Thus we have proved u˜ ∈ W 1,q (RN).
Step 2. For every h ∈ R and w :RN → R, let (τhw)(x′, xN) := w(x′, xN − h) be the trans-
lation of w. Then, it is well known that τhw converges to w in Lq(RN) (resp. W 1,q (RN)) if
w ∈ Lq(RN) (resp. W 1,q (RN)). In addition to translation, we use usual mollifier {ρε}ε>0 for
which we assume suppρε ⊂ {x ∈ RN ; |x| < ε} and ‖ρε‖L1(RN) = 1 for every ε > 0. Clearly,
ρε ∗ (τhw) = τh(ρε ∗ w) holds for w ∈ Lq(RN), ε > 0 and h ∈ R. It is also well known and
easily verified that ρε ∗ (τhw) ∈ C∞(RN) ∩ W 1,q(RN) for every ε > 0 and h ∈ R provided
w ∈ W 1,q (RN). Moreover,
∂
∂xi
(
ρε ∗ (τhw)
)= ρε ∗( ∂
∂xi
(τhw)
)
= ρε ∗
(
τh
∂w
∂xi
)
(28)
holds for i = 1,2, . . . ,N under the same conditions.
Next let us verify the following assertion: For w ∈ W 1,q (RN) and m ∈ N, set ψm := ρ1/m ∗
(τ1/mw). Then ψm converges to w in W 1,q (RN). For the verification of ‖ψm − w‖Lq(RN) → 0
(m → ∞) note the following inequality:
‖ψm −w‖Lq(RN) 
∥∥ρ1/m ∗ (τ1/mw)− τ1/mw∥∥Lq(RN) + ‖τ1/mw −w‖Lq(RN)
= ∥∥τ1/m(ρ1/m ∗w −w)∥∥Lq(RN) + ‖τ1/mw −w‖Lq(RN)
= ‖ρ1/m ∗w −w‖Lq(RN) + ‖τ1/mw −w‖Lq(RN). (29)
To show ‖∂ψm/∂xi − ∂w/∂xi‖Lq(RN) → 0 (m → ∞), note that inequality (29) is valid for
∂w/∂xi ∈ Lq(RN) and hence we obtain∥∥∥∥ρ1/m ∗(τ1/m ∂w∂xi
)
− ∂w
∂xi
∥∥∥∥
Lq(RN)
→ 0 (m → ∞).
Combining this with (28), we obtain the desired convergence.
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ρ1/m ∗ (τ1/mu˜) (m ∈ N) belongs to C∞(RN) ∩ W 1,q(RN) and converges to u˜ in W 1,q (RN) as
m → ∞, hence ϕm := ψm|RN+ converges to u in W 1,q (RN+). If we show (∂ψm/∂xN)(x′,0) = 0
for every x′ ∈ RN−1, we are done. To prove this assertion, note that τhu˜(x′, xN) = u(x′,0)
if −t0 < xN < h. Therefore, (∂τ1/mu˜/∂xN)(x′, xN) = 0 provided −t0 < xN < 1/m. Taking
this fact into account, we can see that (28) and the fact suppρ1/m ⊂ {x; |x| < 1/m} imply
(∂ψm/∂xN)(x
′,0) = 0 for every x′ ∈ RN−1.
Step 4. The last assertion concerning the support of the approximating functions is easily
verified. In fact, for an r > 0, by choosing a sufficiently small t0 > 0, the support of the function
ϕm in Step 3 is contained in the r-neighborhood of suppu for sufficiently large m. 
Lemma 26. Let Ω ⊂ RN be a bounded open set with C1-class boundary ∂Ω , and let 1 q < ∞.
Then, W 2,q(Ω) is dense in W 1,q (Ω).
Proof. By the assumption that ∂Ω is of C1-class, there exists an extension operator
E :W 1,q (Ω) → W 1,q(RN) that is bounded linear and satisfies Eu|Ω = u for every u ∈ W 1,q (Ω)
(see e.g., [5, Théorème IX.7]). Since C∞0 (RN) is dense in W 1,q (RN), given a u ∈ W 1,q (Ω),
there exists a sequence {ϕm}m in C∞0 (RN) such that ‖Eu − ϕm‖W 1,q (RN) → 0 as m → ∞. It is
clear that (
∂
∂xi
Eu
)∣∣∣∣
Ω
= ∂
∂xi
u (1 i N)
holds, hence we obtain ‖u−ϕm|Ω‖W 1,q (Ω)  ‖Eu−ϕm‖W 1,q (RN). Noting that ϕm|Ω ∈ W 2,q (Ω),
we see that the conclusion of this lemma holds. 
Theorem 27. Let Ω ⊂ RN be a bounded open set with C3-class boundary ∂Ω , and let 1 
q < ∞. Then, C1n(Ω) is dense in W 1,q (Ω), where C1n(Ω) is the Banach space defined by (15).
Proof. Step 1. Let n(x) denote the unit outer normal of Ω at x ∈ ∂Ω . Then it is a standard
fact of differential geometry [3, Theorem 2.7.12] that there exists a positive number r0 such
that the mapping Φ : (x, r) → x + rn(x) gives a diffeomorphism from ∂Ω × (−r0, r0) onto
{x ∈ RN ; dist(x, ∂Ω) < r0}. Note that this Φ is of at least C2-class since we are treating C3-
class ∂Ω . From this fact, we can easily see that every x ∈ ∂Ω has an open neighborhood Ux that
has the following properties:
(1) There exist an open neighborhood Vx of Ux and a C2-class diffeomorphism Φx from Vx
onto a neighborhood of Q := {x = (x′, xN) ∈RN ; |x′| < 1, |xN | < 1}.
(2) Φx(Ux ∩ Ω) = Q+ := {(x′, xN) ∈ Q; xN > 0} and Φx(Ux ∩ ∂Ω) = Q0 := {(x′, xN) ∈
Q; xN = 0} hold.
(3) For every (x′, xN) ∈ Q, Φ−1x (x′, xN) always lies on the normal at Φ−1x (x′,0) ∈ ∂Ω .
By the compactness of ∂Ω , there exists a finite set of points {p1,p2, . . . , pl} in ∂Ω for
which ∂Ω ⊂ ⋃li=1 Upi holds. For the sake of convenience, hereafter we write Ui and Φi
instead of Upi and Φpi , respectively. We can also take an open set U0 with the properties
Ω \⋃li=1 Ui ⊂ U0 and U0 ⊂ Ω . Let {ρi}li=0 be a C∞ class partition of unity subordinate to
the covering {U0,U1, . . . ,Ul} of Ω . Namely, {ρi}l has the following properties:i=0
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(b) suppρi ⊂ Ui (0 i  l) and ∑li=0 ρi = 1 in a neighborhood of Ω .
Step 2. First note that if we can show that the closure W 1,qn (Ω) of C1n(Ω) in W 1,q (Ω) contains
W 2,q (Ω), then the conclusion of the theorem is obtained by Lemma 26.
Now suppose a function u ∈ W 2,q(Ω) is given. u is rewritten as the sum∑li=0 ρiu and clearly
ρ0u ∈ W 1,qn (Ω). So, if we can show that ρiu ∈ W 1,qn (Ω) for every i = 1,2, . . . , l, the proof of
the theorem is completed.
For 1  i  l, ρiu ∈ W 2,q (Ω) and dist(suppρiu, ∂Ui) > 0. Therefore vi := (ρiu) ◦ Φ−1i ∈
W 2,q (Q+) (recall that Φi is a C2-diffeomorphism on an open neighborhood of Ui ) and
dist(suppvi, ∂Q+ \ Q0) > 0. Hence the extension vi of vi to the whole of RN+ that has value 0
on RN+ \Q+ belongs to W 2,q (RN+). Accordingly, because of Lemma 25, there exists a sequence
{ϕim}m in C1(RN+)∩W 1,q(RN+) such that ‖vi − ϕim‖W 1,q (RN+ ) → 0 (m → ∞), suppϕim ∩ (∂Q+ \
Q0) = ∅ and ∂ϕim/∂xN = 0 on RN−1 × {0}. Then, ‖ρiu − ϕim ◦ Φi‖W 1,q (Ui∩Ω) → 0 (m → ∞)
holds since the composition via Φi gives an isomorphism between W 1,q (Q+) and W 1,q (Ui ∩Ω).
Moreover, property (3) of Φi implies that the normal derivative of ϕim ◦Φi vanishes on Ui ∩ ∂Ω .
Since ϕim ◦ Φi is zero in a neighborhood of ∂Ui ∩ Ω , it may be considered as an element of
C1(Ω) and as such a function ϕim ◦ Φi ∈ C1(Ω) ∩ W 1,q (Ω), ‖ρiu − ϕim ◦ Φi‖W 1,q (Ω) → 0 and
(∂/∂n)(ϕim ◦Φi) = 0 on ∂Ω . Hence ρiu ∈ W 1,qn (Ω) and the proof is completed. 
4. The proofs of the theorems
Proof of Theorem 1. By (f+), we see that the constant function T + > 0 is a super-solution
of (P) because −divA(x,∇T +) = 0 f (x,T +) in Ω . It follows from Proposition 19 that there
exists the smallest positive solution us ∈ C1(Ω) with T +  maxΩ us > δ0 (see Lemma 17).
Similarly, by using (f−) and Proposition 20, we obtain the largest negative solution ul ∈ C1(Ω)
with −δ1 > minΩ ul  T − (see Lemma 18). To show the existence of a sign-changing solution,
it suffices to obtain a non-trivial critical point of I[ul,us ] different from us and ul (see Remark 21
and Section 2.1 for the definition of the functional). For this reason, we may assume that I[ul,us ]
has only finitely many critical points.
Recall that I[0,us ], I[ul,0] and I[ul,us ] satisfy the Palais–Smale condition since the operator V
has the (S)+ property and all functionals above are coercive by Lemma 11.
Now, we prove that us is the unique global minimizer of I[0,us ] and in addition that
I[0,us ](us) < 0. Indeed, by (F0), we have
I[0,us ](δ) = −
∫
Ω
F[0,us ](x, δ) dx = −
∫
Ω
F(x, δ) dx −αC1δ
pμ(Ω)
p(p − 1) < 0
for 0 < δ < min{δ4,minΩ us} (note α > 0), which shows that infW 1,p(Ω) I[0,us ] < 0. Since I[0,us ]
has a global minimizer by Lemma 11, us is the unique global minimizer (see Remark 21). Simi-
larly, we can show that ul is the unique global minimizer of I[ul,0] and satisfies that I[ul,0](ul) < 0.
By noting that I[ul,us ] = I[0,us ] on {u ∈ W 1,p(Ω); u(x) 0 for a.e. x ∈ Ω} and I[ul,us ] = I[ul,0]
on {u ∈ W 1,p(Ω); u(x) 0 for a.e. x ∈ Ω}, we know that us and ul are C1(Ω)-local minimizers
of I[ul,us ] because minΩ us > 0 and maxΩ ul < 0 (see Remark 8). We can apply Proposition 24
to I[u ,us ] since the nonlinearity f[u ,us ](x, t) + p(t − us(x))p−1+ − p(t − ul(x))p−1− satisfies thel l
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so f[ul,us ] is bounded on Ω ×R). Therefore, us and ul are W 1,p(Ω)-local minimizers of I[ul,us ]
by Proposition 24. At this point, we may suppose that either us or ul is the global minimizer
of I[ul,us ] (Lemma 11 guarantees its existence). In fact, if it is not the case, then there exists a
global minimizer of I[ul,us ] other than ul and us , which is a sign-changing solution of (P) (see
Remark 21 and note minW 1,p(Ω) I[ul,us ] < 0). So, let ul be a global minimizer (in the case of us ,
we can proceed in the same way). Hence, because I[ul,us ] satisfies the Palais–Smale condition
and we have assumed that I[ul,us ] has only finitely many critical points, we may suppose that
there exists a positive constant r < ‖ul − us‖ such that
max
{
I[ul,us ](ul), I[ul,us ](us)
}= I[ul,us ](us) < inf{I[ul,us ](v); ‖v − us‖ = r}, (30)
that is, I[ul,us ] has the mountain pass geometry.
Let us construct a path γ0 starting from us to ul such that 0 /∈ γ0([0,1]) and I[ul,us ](γ0(t)) 0
for every t ∈ [0,1]. Since (α,β) ∈ C as in (F0), there exists a non-trivial solution w ∈
C1,ν(Ω) (for some 0 < ν < 1) of −pw = αwp−1+ − βwp−1− in Ω such that ‖w‖∞ <
min{δ4,minΩ us,minΩ |ul |} (see Remark 6 for details). Then, by (F0), we have
I[ul,us ]
(
tw+ − (1 − t)w−
)
 t
pC1
p(p − 1)‖∇w+‖
p
p + (1 − t)
pC1
p(p − 1) ‖∇w−‖
p
p
− t
pαC1
p(p − 1)‖w+‖
p
p − (1 − t)
pβC1
p(p − 1) ‖w−‖
p
p = 0
for every t ∈ [0,1], where we use (3), ‖∇w+‖pp = α‖w+‖pp and ‖∇w−‖pp = β‖w−‖pp . Here,
we recall that w changes sign (see [19, Proposition 2]). Since w+ = 0 is not a critical point
of I[0,us ], I[0,us ](w+) = I[ul,us ](w+)  0 and us is the unique global minimizer of I[0,us ], by
applying the second deformation lemma (cf. [11, Theorem 5.2]) to I[0,us ], we can obtain an
η1 ∈ C([0,1],W 1,p(Ω)) such that η1(0) = w+, η1(1) = us , η1(t) = us for every t = 1 and
I[0,us ]
(
η1(t)
)
< I[0,us ]
(
η1(0)
)= I[0,us ](w+) 0 (31)
for every t ∈ (0,1]. Similarly, by applying the second deformation lemma to I[ul,0], we have an
η2 ∈ C([0,1],W 1,p(Ω)) such that η2(0) = −w−, η2(1) = ul , η2(t) = ul for every t = 1 and
I[ul,0]
(
η2(t)
)
< I[ul,0]
(
η2(0)
)= I[ul,0](−w−) = I[ul,us ](−w−) 0 (32)
for every t ∈ (0,1]. Now, we define a path γ0 by
γ0(t) :=
⎧⎨⎩
η1(1 − 3t)+ if 0 t  1/3,
(2 − 3t)w+ − (3t − 1)w− if 1/3 t  2/3,
−η2(3t − 2)− if 2/3 t  1.
Here, we note that
I[ul,us ]
(
η1(t)+
)= I[0,us ](η1(t)+) I[0,us ](η1(t))< 0,
I[u ,us ]
(−η2(t)−)= I[u ,0](−η2(t)−) I[u ,0](η2(t))< 0l l l
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also w± = 0) and maxt∈[0,1] I[ul,us ](γ0(t)) 0 hold.
If γ0((0,1)) contains at least one critical point of I[ul,us ], namely, there exists a t0 ∈ (0,1) such
that u0 := γ0(t0) is a critical point of I[ul,us ], then u0 is a sign changing solution of (P) because
u0 is different from 0, us and ul . So, we may assume that γ0((0,1)) contains no critical points of
I[ul,us ]. Because we are assuming that I[ul,us ] has only finitely many critical points, there exists
an ε0 < 0 such that
ε0 > max
{
I[ul,us ](us), I[ul,us ](ul)
} (33)
and I[ul,us ] has no critical values in [ε0,0). Then, by the second deformation lemma, there exists
an η ∈ C([0,1] × I 0[ul,us ] \ K0,W 1,p(Ω)), where I d[ul,us ] := {v ∈ W 1,p(Ω); I[ul,us ](v)  d} for
d ∈R and K0 := {v ∈ W 1,p(Ω); I ′[ul,us ](v) = 0 and I[ul,us ](v) = 0}, satisfying the following:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
η(0, u) = u for every u ∈ I 0[ul,us ] \K0,
η(t, u) = u for every u ∈ I ε0[ul,us ], t ∈ [0,1],
I[ul,us ]
(
η(t, u)
)
is nonincreasing in t for every u ∈ I 0[ul,us ] \K0,
I[ul,us ]
(
η(1, u)
)
 ε0 for every u ∈ I 0[ul,us ] \K0,
that is, I ε0[ul,us ] is a strong deformation retract of I
0[ul,us ] \K0.
Now, we apply the mountain pass theorem to I[ul,us ] by defining
Γ := {γ ∈ C([0,1],W 1,p(Ω)); γ (0) = us, γ (1) = ul},
c := inf
γ∈Γ maxt∈[0,1]
I[ul,us ]
(
γ (t)
)
.
Here, η(1, γ0(·)) ∈ Γ ∩ I ε0[ul,us ] (note (33)) yields c  ε0 < 0 and (30) implies max{I[ul,us ](ul),
I[ul,us ](us)} < c. Hence, the mountain pass theorem guarantees that c is a critical value since
I[ul,us ] satisfies the Palais–Smale condition. Consequently, we can get a non-trivial critical point
of I[ul,us ] different from us and ul . So, the proof is completed. 
Proof of Theorem 2. The constant function T − < 0 is a sub-solution of (P) by (f−). By
Lemma 11, we already know that I[T −,0] has a global minimizer. In addition, we have
I[T −,0](−δ) = −
∫
Ω
F[T −,0](x,−δ) dx −βδpμ(Ω)C1/p(p − 1) < 0
for 0 < δ < min{δ4, |T −|} by (F0), where δ4 is the positive constant in (F0). It turns out that
minW 1,p(Ω) I[T −,0] < 0. Thus, there exists a global minimizer 0 = u0 ∈ W 1,p(Ω) of I[T −,0]. It
follows from Lemma 14 and Remark 8(iii) that u0 is a negative solution of (P) belonging to
C1,ν(Ω) for some ν ∈ (0,1) with u0  T − and I[T −,0](u0) = minW 1,p(Ω) I[T −,0] < 0. Similarly,
there exists a positive solution u1 of (P) satisfying I[0,T +](u1) = minW 1,p(Ω) I[0,T +] < 0 because
T + > 0 is a super-solution of (P). So, in view of Lemma 14, to obtain another non-trivial solution,
we may assume that I[T −,0] and I[0,T +] have no non-trivial critical points other than u0 or u1,
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sufficient to show that I[T −,T +] has a non-trivial critical point different from u0 and u1. By
the same argument as in the proof of Theorem 1, we see that both u0 and u1 are W 1,p(Ω)-
local minimizers of I[T −,T +] since minΩ u1 > 0 and maxΩ u0 < 0 by (f˜ 0±) (see Remark 8).
Recall that all the functionals I[T −,0], I[0,T +] and I[T −,T +] satisfy the Palais–Smale condition
because they are coercive by Lemma 11 and the operator V defined in Proposition 10 has the
(S)+ property. Consequently, we can apply the same argument as in the proof of Theorem 1 by
replacing ul and us with u0 and u1. Thus, by using the functionals I[T −,T +], I[T −,0] and I[0,T +]
instead of I[ul,us ], I[ul,0] and I[0,us ] respectively, as in the proof of Theorem 1, we can show the
existence of another non-trivial critical point of I[T −,T +]. 
Proof of Theorem 4. By the same argument as in the proof of Theorem 1, we have a small-
est positive solution us ∈ C1(Ω) of (P) which is also a unique global minimizer of I[0,us ] with
I[0,us ](us) < 0. Here, we note that f[0,us ], f[−∞,us ] and f[−∞,0] satisfy the subcritical growth con-
dition (g). This fact implies that any solution of −divA(x,∇u) = f[v,w](x,u) in Ω , ∂u/∂n = 0
on ∂Ω (where [v,w] = [0, us] or [−∞, us] or [−∞,0]) belongs to C1,ν(Ω) (0 < ν < 1) by
L∞(Ω) estimates (see Theorem C in Appendix A) and the regularity result (cf. [14]).
Now, we shall prove this theorem by examining the following two cases:
(a) (P) has at least one negative solution;
(b) (P) has no negative solutions.
Case (a): Let u ∈ W 1,p(Ω) be a negative solution of (P). Then, since u ∈ C1,ν(Ω) and
maxΩ u < 0 by Remark 8 (note that f = f[−∞,0] on Ω × (−∞,0]), it follows from Proposi-
tion 20 that (P) has a largest negative solution ul . Hence, the same argument as in Theorem 1
leads to the desired conclusion.
Case (b): In this case, we notice that I[−∞,0] has no non-trivial critical points (refer to
Lemma 15 and Remark 8). Combining this fact and I[−∞,0](−δ) < 0 for 0 < δ < δ4, we see that
I[−∞,0] has no global minimizer since I[−∞,0] satisfies the Palais–Smale condition by Lemma 12,
that is, infW 1,p(Ω) I[−∞,0] = −∞.
Furthermore, it is easily seen that the non-trivial critical points of I[−∞,us ] different from us
are sign-changing solutions of (P) by Lemma 15 because (P) has no negative solutions (refer to
Remark 21). As a result, it is sufficient to obtain a non-trivial critical point of I[−∞,us ] different
from us under the assumption that I[−∞,us ] has only finitely many critical points. By the same
reasoning as in the proof of Theorem 1, since us is a W 1,p(Ω)-local minimizer of I[−∞,us ], we
may assume that there exists an r > 0 such that
d0 := I[0,us ](us) = I[−∞,us ](us) I[−∞,us ](v) for every v ∈ B(us, r), (34)
I[−∞,us ](us) < inf
{
I[−∞,us ](v); v ∈ ∂B(us, r)
}=: d1 < 0, (35)
where B(us, r) := {v ∈ W 1,p(Ω); ‖us − v‖ < r}. Here, we define the following:
Γ := {γ ∈ C([0,1],W 1,p(Ω)); γ (0) = us, I[−∞,us ](γ (1))< d0},
c := inf max I[−∞,us ]
(
γ (t)
)
.γ∈Γ t∈[0,1]
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by (34) and (35). Note that all the functionals I[−∞,us ], I[−∞,0] and I[0,us ] satisfy the Palais–
Smale condition by Lemma 12 and Lemma 11. So, if Γ = ∅, then c is a critical value of I[−∞,us ]
such that c d1 > I[−∞,us ](us) (refer to the proof of Theorem 2 in [18]).
Next, we claim that there exists a path γ0 ∈ Γ satisfying 0 /∈ γ0([0,1]), us /∈ γ ((0,1])
and I[−∞,us ](γ0(t))  0 for every t ∈ [0,1]. In fact, because I[−∞,0] has no non-trivial criti-
cal points (note that (P) has no negative solutions and infW 1,p(Ω) I[−∞,0] = −∞), by applying
the second deformation lemma to I[−∞,0], we can obtain an η˜2 ∈ C([0,1],W 1,p(Ω)) such
that η˜2(0) = −w−, I[−∞,0](η˜2(1))  d0 − 1 and I[−∞,0](η˜2(t)) < I[−∞,0](−w−)  0 for ev-
ery 0 < t  1, where w ∈ C1(Ω) is the function described in the proof of Theorem 1 such that
‖w‖∞ < min{δ4,minΩ us}. Hence, by replacing η2 with η˜2 as in the proof of Theorem 1, we can
obtain a desired path γ0 ∈ Γ .
By applying a similar argument to I[−∞,us ] instead of I[ul,us ] as in the proof of Theorem 1
(note I[−∞,us ](γ0(1)) < I[−∞,us ](us)), we can prove that (d1 ) c < 0 if γ0((0,1)) contains no
non-trivial critical points of I[−∞,us ]. Consequently, we can get at least one non-trivial critical
point of I[−∞,us ] different from us . So, this theorem is proved. 
Proof of Theorem 5. By the same argument as in the proof of Theorem 1, we have a largest
negative solution ul ∈ C1(Ω) of (P) being also a unique global minimizer of I[ul,0] with
I[ul,0](ul) < 0. Note that I[ul,+∞] and I[0,+∞] are C1 functionals satisfying the Palais–Smale
condition by Lemma 12.
If (P) has at least one positive solution, then we can show the existence of a smallest positive
solution and a sign-changing solution by a similar argument as in the proof of Theorem 4. Thus,
we may assume that (P) has no positive solutions. Under this assumption, it suffices to show the
existence of a non-trivial critical point of I[ul,+∞] different from ul supposing that I[ul,+∞] has
only finitely many critical points. Hence, by using ul , I[ul,+∞], I[0,+∞] and I[ul,0] instead of us ,
I[−∞,us ], I[−∞,0] and I[0,us ] as in the case (b) of Theorem 4 respectively, we can obtain at least
one non-trivial critical point of I[ul,+∞] other than ul . 
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Appendix A
For readers’ convenience, we show the following strong maximum principle by Zhang’s meth-
ods [21]. Here, we remark that we do not need an assumption concerning the dimension N and p
although it is imposed in [21]. Moreover, we mention that Zhang’s result [21] can not be applied
to the nonlinear term up−1(1 + |logu|). In what follows, we adopt the notation like α/βγ · · ·ω
to express α/(βγ · · ·ω).
Theorem A. Assume that the map A satisfies the assumption (A)(i), (ii), (iii) and (v) for some
p ∈ (1,∞). Let x1 ∈ ∂Ω , λ 0 and p  q < ∞. If u ∈ C1(Ω ∪ {x1}) satisfies u(x1) = 0, u > 0
in Ω and
−divA(x,∇u)+ λuq−1(1 + |logu|) 0 in Ω (in distribution sense), (36)
then ∂u(x1)/∂n < 0 holds.
1948 S. Miyajima et al. / Journal of Functional Analysis 262 (2012) 1921–1953Proof. In this proof, C0, C1 and C3 denote the constants appearing in condition (A). We assume
N  2 because the proof is easier for N = 1. Because ∂Ω is of class C2, we can choose x2 ∈ Ω
and 0 < T < min{1,C0/4NC3} such that B(x2,2T ) ⊂ Ω and ∂B(x2,2T ) ∩ ∂Ω = {x1}, where
B(x,T ) := {y ∈ RN ; |x − y| < T }. Set ρ0 := min{u(x); |x − x2| = T } > 0 (note u > 0 in Ω)
and t1 := min{t0, e−1/(q−1)}, where t0 ∈ (0,1] is the constant in assumption (A)(v). Choose a
real number k such that
k > max
{
1
T
,
t1
2ρ0
,
(
2
t1
)2(p−1)
,
(
8λ
C0(q − 1)
)2
,
(
16λT
C0
)1/(p−1)
,
8NC3
t1C0
,
4(N − 1)C1
T (p − 1)C0
}
.
Because of 4NC3/C0k2 < t1/2k and 1/k1+1/2(p−1) < t1/2k, we can take a positive number ρ
satisfying max{ 4NC3
C0k2
,1/k1+1/2(p−1)} < ρ < t12k (< min{ρ0,1/2}). Define
Y := {x ∈ Ω; T < |x − x2| < 2T } and v(t) := ρ ekt − 1
ekT − 1 for t ∈ [0, T ].
Now, we construct a positive sub-solution w of (36) in Y with u w on ∂Y by using the func-
tion v. So, we define
w(x) := w(r) := v(2T − r) = v(t)
for x ∈ Y with r = |x − x2| and t = 2T − r . It follows that w ∈ C∞(Y ) with u  w on ∂Y ,
w′(r) = −v′(t), w′′(r) = v′′(t) = kv′(t) > 0 and
(1) t0  t1 > 2ρk > ρk
(
1 + 1
ekT − 1
)
 v′(t) > kv(t),
−logv′(t) log((ekT − 1)/ρk) kT + log(1/ρk) kT + 1
ρk
− 1 C0k
2NC3
− 1,
−logv(t) kT + 1
q − 1 log
1
(ρ(ekt − 1))(q−1)  kT +
1
(q − 1)(ρ(ekt − 1))(q−1)
(note log(x + 1)  x). As a consequence of inequalities above, we first obtain the following
estimate in Y :
−C0k
4
(
v′
)p−1 + λvq−1(1 + |logv|)

(
v′
)p−1(−C0k
4
+ λρq−pk1−p(1 + kT )
)
+ λ
(q − 1)(ekT − 1)q−1

(
v′
)p−1
k
(−C0/4 + 2λk1−pT )+ λ
(q − 1)(ekT − 1)p−1

(
ekT − 1)1−p(−C0k
8
(ρk)p−1 + λ
q − 1
)

(
ekT − 1)1−p(−C0k k−1/2 + λ )< 0. (37)8 q − 1
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Next, we can obtain the following estimate in Y :
−divA(x,∇w) = −w
′
r
N∑
i=1
∂xi a
(
x,−w′)(xi − (x2)i)+w′w′′∂ta(x,−w′)
− (w′′ + (N − 1)w′/r)a(x,−w′)
NC3
(
v′
)p−1(−logv′)− kC0(v′)p−1 + (N − 1)a(x, v′)v′/r

(
v′
)p−1(
NC3
(−logv′)− kC0 + (N − 1)C1/T (p − 1))

(
v′
)p−1(−kC0/2 −NC3 + (N − 1)C1/T (p − 1))< −C0k4 (v′)p−1. (38)
Here, we use the following inequalities for x ∈ Y , t0 > t > 0, s > 0;
∂xj a(x, t)t = DxA(x, tej )ej · ej  C3tp−1(−log t),
∂ta(x, s)s + a(x, s) = DyA(x, se1)e1 · e1  C0sp−2 and
a(x, s)s = A(x, se1) · e1  C1sp−1/(p − 1),
where {ej }1jN denotes the usual orthonormal basis in RN . These inequalities are easy conse-
quences of (A)(v), (A)(iii) and Remark 7, respectively. The inequalities (37) and (38) imply that
w satisfies
−divA(x,∇w)+ λwq−1(1 + |logw|)< 0 in Y (39)
with uw on ∂Y . Note that the function g(t) := tq−1|log t | is strictly increasing on the interval
(0,min{1, e−1/(q−1)}) and also that w(r) < t1  min{1, e−1/(q−1)}. Since the map A is strictly
monotone in the second variable and (w − u)+ ∈ W 1,p0 (Y ), we have that u(x)w(x) for every
x ∈ Y by the following inequality (take (w − u)+ as test function (note u ∈ C1(Y ) and w ∈
C∞(Y )) and use (36) and (39)):
0
∫
{x∈Y ; w(x)>u(x)}
(
A(x,∇w)−A(x,∇u))(∇w − ∇u)dx
−λ
∫
Y
(
wq−1 − uq−1)(w − u)+ dx − λ∫
Y
(
g(w)− g(u))(w − u)+ dx  0.
Therefore, we obtain
−2T ∂u
∂n
(x1) = lim
s→+0
u(x1 + s(x2 − x1))− u(x1)
s
 lim
s→+0
w(x1 + s(x2 − x1))−w(x1)
s
= 2T v′(0) > 0
since u(x1) = 0, u ∈ C1(Ω ∪ {x1}) and n(x1) = −(x2 − x1)/2T . 
1950 S. Miyajima et al. / Journal of Functional Analysis 262 (2012) 1921–1953By examining the argument in the proof of Theorem A, we can replace Ω with Ω ∩ Ω1 for
some neighborhood Ω1 of x1 in the hypothesis of Theorem A, and it suffices that Ω satisfies the
interior-ball condition at x1 ∈ ∂Ω instead of C2 boundary ∂Ω . Next, by using Theorem A, we
can show the following result. It is used to obtain a positive solution of (P).
Theorem B. Assume that the map A satisfies the assumption (A)(i), (ii), (iii) and (v) for some
p ∈ (1,∞). Let λ 0 and p  q < ∞. If u ∈ C1(Ω) satisfies u 0 in Ω , u ≡ 0 in Ω and
−divA(x,∇u)+ λup−1(1 + |logu|) 0 in Ω (in distribution sense), (40)
then u > 0 in Ω . (As usual, up−1|logu| should be interpreted as 0 at a point where u = 0.)
Proof. We set [u > 0] := {x ∈ Ω; u(x) > 0}, and then we note that [u > 0] = ∅ by our as-
sumption. Since Ω is connected, it suffices to show ∂[u > 0] ∩ Ω = ∅. Thus, by way of
contradiction, we assume that ∂[u > 0] ∩ Ω = ∅. Then, we may assume that there exists
at least one point x1 ∈ ∂[u > 0] ∩ Ω such that [u > 0] satisfies the interior-ball condition
at x1. Indeed, since the set K of all x ∈ ∂[u > 0] such that [u > 0] satisfies the interior-
ball condition at x is dense in ∂[u > 0] (note that [u > 0] is a bounded open set and refer
to the following lemma), ∂[u > 0] ∩ Ω = ∅ holds provided K ∩ Ω = ∅. Hence, there exist
x1 ∈ ∂[u > 0] ∩ Ω , x2 ∈ [u > 0] and 0 < T < min{1,C0/4NC3} such that B(x2,2T ) ⊂ [u > 0]
and ∂B(x2,2T ) ∩ ∂[u > 0] = {x1}. Because min{u(x); |x − x2| = T } > 0, u(x1) = 0 and
−divA(x,∇u)+ λup−1(1 + |logu|) 0 in B(x2,2T ), by the same argument as in Theorem A,
∂u/∂n(x1) = 0 with n(x1) = −(x2 − x1)/2T . On the other hand, since x1 ∈ Ω is a global
minimizer of u (note that u(x1) = 0  u(x) for every x ∈ Ω), we have ∇u(x1) = 0. This is a
contradiction. Therefore, ∂[u > 0] ∩Ω = ∅ holds. 
For readers’ convenience, we state the following elementary fact.
Lemma. Let O be a non-empty bounded open subset of RN , and let K be the set of all x ∈ ∂O
such that O satisfies the interior-ball condition at x. Then, K is dense in ∂O .
Proof. Fix any x ∈ ∂O and ε > 0. Then, we can choose xε ∈ O satisfying |x − xε| < ε. Since
∂O is compact and xε /∈ ∂O , there exists yε ∈ ∂O such that 0 < |xε − yε| = dist(xε, ∂O) < ε. It
is easily verified that O satisfies the interior-ball condition at yε , that is, yε ∈ K . Therefore, our
conclusion holds because x ∈ ∂O and ε are arbitrary (note |x − yε| < 2ε). 
Finally, we show the following fact which is needed to study the regularity of a solution.
Theorem C. Suppose that the map A satisfies the assumption (A)(i), (ii) and (iii) for some
p ∈ (1,∞). Assume that u0 ∈ C1(Ω) and f is a Carathéodory function on Ω × R satisfying
the subcritical growth condition (g). Let h be a Carathéodory function on Ω × R such that∫
Ω
h(x,u)ϕ dx is well defined for every u ∈ W 1,p(Ω), ϕ ∈ L∞(Ω) and h(x, t)t  0 for every
t ∈ R and a.e. x ∈ Ω . We set A˜(x, y) := A(x,∇u0(x)+y)−A(x,∇u0(x)). Moreover, supposing
that μ is a non-positive real number, consider the following equation:
−div A˜(x,∇u) = f (x,u+ u0)+μh(x,u) in Ω, ∂u = 0 on ∂Ω. (41)
∂n
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and q  1 independent of u, μ and h, for which ‖u‖∞  C max{1,‖u‖q} holds.
Proof. Let r ∈ [p,p∗) be a constant for which (g) is satisfied. First, it readily follows that there
exists a constant C > 0 such that
A˜(x, y)y = (A(x,∇u0(x)+ y)−A(x,∇u0(x)))((∇u0(x)+ y)− ∇u0(x))

{
C|y|2(|∇u0(x)+ y| + |∇u0(x)|)p−2 or
C|y|p (42)
for every x ∈ Ω and y ∈RN , according as 1 <p < 2 and |∇u0(x)+ y| + |∇u0(x)| = 0 or p  2
(refer to [13, Lemma 2.1]).
Now, for ϕ = u+ or u− and M > 0, we put ϕM(x) := min{ϕ(x),M} to simplify the notation.
Then, because we have
(q + 1)
∫
Ω
ϕ
q
MA˜(x,±∇ϕM)(±∇ϕM)dx = ±
∫
Ω
A˜(x,∇u)∇(ϕq+1M )dx
±
∫
Ω
f (x,u0 + u)ϕq+1M dx
for ϕ = u±, respectively (note μ 0 h(x, t)t and ∇(ϕq+1M ) = (q+1)ϕqM∇ϕM ) by taking ϕq+1M
as test function in (41), we obtain∫
Ω
∣∣f (x,u0 + u)∣∣ϕq+1M dx

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(q + 1)C ∫
Ω
|∇ϕM |p(ϕM)q dx
(if p  2, or 1 <p < 2 and ∇u0 ≡ 0),
(q + 1)C ∫
Ω
|∇ϕM |2(2‖∇u0‖∞ + |∇ϕM |)p−2ϕqM dx
(if 1 <p < 2 and ∇u0 ≡ 0),
(43)
for every q > 0 and M > 0 by (42). In particular, in the case of 1 <p < 2 and ∇u0 ≡ 0, we obtain
the following inequality for every q > 0 whenever ϕ ∈ Lq+r (Ω), by a number of elementary but
careful applications of Hölder’s inequality, (g) and (43):
C∗‖ϕM‖p+qp∗q ′ = C∗
∥∥(ϕM)q ′∥∥pp∗

∥∥(ϕM)q ′∥∥p = q ′p ∫
Ω
|∇ϕM |p(ϕM)q dx + ‖ϕM‖p+qp+q
 q ′p
∫
|∇ϕM |1
(ϕM)
q dx + q ′p
∫
|∇ϕM |>1
|∇ϕM |p(ϕM)q dx + ‖ϕM‖p+qp+q
 q ′pC max
{
1,‖ϕ‖q+rq+r
} (44)
1952 S. Miyajima et al. / Journal of Functional Analysis 262 (2012) 1921–1953where q ′ = 1 + q/p, p∗ = p∗ if N > p, and in the case of N  p, p∗ > r is an arbitrarily
fixed constant. Moreover, C∗ and C  C∗ are constants independent of u, q , M , λ and h (note
u0 ∈ C1(Ω), of which C∗ comes from the continuous embedding of W 1,p(Ω) into Lp∗(Ω).
Similarly, in the other cases, the same form of inequality C∗‖ϕM‖p+qp∗q ′  (q ′)pC max{1,‖ϕ‖q+rq+r}
holds provided ϕ ∈ Lq+r (Ω). Define a sequence {qm}m by q0 := p∗ − r and qm+1 := p∗(p +
qm)/p − r . Then, we see that ϕ ∈ Lp∗(p+qm)/p(Ω) = Lr+qm+1(Ω) holds if ϕ ∈ Lr+qm(Ω) by
applying Fatou’s lemma to (44) and letting M → ∞. Here, we also see qm+1 = p∗qm/p +
p∗ − r  (p∗/p)m+1q0 → ∞ as m → ∞. And if we set bm := max{1,‖ϕ‖r+qmr+qm}, then it follows
from (44) that
logbm 
r + qm
p + qm−1
(
logbm−1 + p log
(
C(p + qm−1)/C∗
))
 P−m logb0 + p
m∑
i=1
P−i log
(
C(p + qm−i )/C∗
)
 P−m logb0 + p
m∑
i=1
P−i log
(
C
(
p + P−m+i (m− i + 1)q0
)
/C∗
)
where P = p/p∗ = (p + qm−1)/(r + qm) < 1 (note qm+1 = P−1qm + q0). So, we have
log max
{
1,‖ϕ‖r+qm
}
= logbm
r + qm =
(P−1 − 1) logbm
(P−1 − 1)r + q0(P−m−1 − 1)
 (P
−m−1 − P−m) logb0
(P−1 − 1)r + q0(P−m−1 − 1) +
p
q0
m−1∑
k=0
P k log
(
CP−k
(
p + (k + 1)q0
)
/C∗
)
 (1 − P)(r + q0) log(C
′ max{1,‖ϕ‖})
(Pm − Pm+1)r + q0(1 − Pm+1) +C
′
∞∑
k=0
P k(k + 1) < +∞,
where C′  1 is a constant independent of u, m, μ and h (note that log(k+1) k). This inequal-
ity implies that u ∈ L∞(Ω) and ‖u‖∞  C max{1,‖u‖}(p∗−p)/(p∗−r) holds for some positive
constant C independent of u, μ and h because of ‖u±‖∞ = limm→∞ ‖u±‖r+qm and
lim
m→∞
(1 − P)(r + q0)
(Pm − Pm+1)r + q0(1 − Pm+1) =
(1 − P)(r + q0)
q0
= p
∗ − p
p∗ − r . 
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