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CYCLIC COCYCLES ON DEFORMATION QUANTIZATIONS AND
HIGHER INDEX THEOREMS
M.J. PFLAUM, H. POSTHUMA, AND X. TANG
ABSTRACT. We construct a nontrivial cyclic cocycle on the Weyl algebra of a sym-
plectic vector space. Using this cyclic cocycle we construct an explicit, local, quasi-
isomorphism from the complex of differential forms on a symplectic manifold to
the complex of cyclic cochains of any formal deformation quantization thereof. We
give a new proof of Nest-Tsygan’s algebraic higher index theorem by computing
the pairing between such cyclic cocycles and the K-theory of the formal deforma-
tion quantization. Furthermore, we extend this approach to derive an algebraic
higher index theorem on a symplectic orbifold. As an application, we obtain the
analytic higher index theorem of Connes–Moscovici and its extension to orbifolds.
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1. INTRODUCTION
Let D be an elliptic differential operator on a compact manifold M. As is well-
known ellipticity implies that D is a Fredholm operator and the Atiyah-Singer
index theorem [ATSI] expresses the index of D as a topological formula involv-
ing the Chern character of the symbol σ(D) and the Todd class of the manifold
M. In [COMO], CONNES–MOSCOVICI proved a far reaching generalization of the
Atiyah–Singer index theorem, the so-called higher index theorem. In subsequent
work [MOWU], MOSCOVICI–WU provided an abstract setting to construct higher
indices. The essential idea hereby is as follows.
Let ΨDO−∞(M) be the algebra of smoothing pseudodifferential operators on
M. The operatorD defines an element eD in the K0-group of the algebra of smooth-
ing pseudodifferential operators ΨDO−∞(M), and its image under the Chern-
Connes character an element Ch(eD) in the cyclic homology of ΨDO
−∞(M). Since
smoothing operators act by trace class operators, the operator trace gives rise to
a cyclic cocycle tr on ΨDO−∞(M) of degree 0. Pairing this cocycle with the cy-
cle Ch(eD) one recovers the analytic index of D as ind(D) = 〈tr, Ch(eD)〉. As
has been explained in [COMO, §2], the local information contained in D respec-
tively its symbol σ(D) is not fully captured by this index pairing. To remedy this,
CONNES–MOSCOVICI constructed a localized index which in the literature and
also in this work is called the higher index. According to [MOWU], one can un-
derstand the higher index of D as a pairing ind[ f ](D) = 〈[ f ], Chloc(eD)〉, where
f is a given Alexander-Spanier cocycle on M (on which one localizes the index),
and Chloc(eD) is an Alexander-Spanier homology class associated eD which here is
regarded as a difference of projections in ΨDO−∞(M). The higher index theorem
in [COMO] compute the localized index - which no longer is integral - in terms of
topological data generalizing the Atiyah–Singer index theorem.
In this paper, we prove an algebraic generalization of the higher index theo-
rem to symplectic manifolds. Applying our theorem to cotangent bundles, we
recover the theorem of CONNES–MOSCOVICI. Furthermore, we extend our the-
orem to general symplectic orbifolds and obtain an analog of the higher index
theorem on orbifolds generalizing KAWASAKI’s orbifold index theorem [KA] and
also MARCOLLI–MATHAI’s higher index theorem for good orbifolds [MAMA].
Our approach to an algebraic higher index theorem for symplectic manifolds
is inspired by the work [FEFESH]. There, FEIGIN–FELDER–SHOIKHET proved
an algebraic index theorem for symplectic manifolds based on a formula for a
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Hochschild 2n-cocycle τ2n on the Weyl algebra W2n over R
2n with its canonical
symplectic structure. In this paper, we construct an extension of the Hochschild
cocycle τ2n to a sequence of cochains (τ0, τ2, . . . , τ2n) which forms a cocycle in the
total cyclic bicomplex
(
Tot2n BC•(Wpoly2n ), b+ B
)
. Using this (b+ B)-cocycle and
Fedosov’s construction of a deformation quantization (A((h¯))cpt , ⋆) on a symplectic
manifold, we construct a quasi-isomorphism Q from the cyclic de Rham complex
to the b+ B total complex of (A((h¯))cpt , ⋆),
Q :
(
Tot• BΩ•(M)((h¯)), d)→ (Tot• BC•(A((h¯))cpt ), b+ B).
If one views (A((h¯))cpt , ⋆) as the generalization of the algebra of pseudodifferential
operators, one can try to compute the pairing between a cyclic cocycle on A((h¯))cpt
with the Chern-Connes character of an element in K0(A((h¯))cpt ). Fedosov proved in
[FE95] that K0(A((h¯))cpt ) can be represented by pairs of projectors (P1, P2) on A((h¯))cpt
with P1 − P2 compactly supported modulo stabilization. Using methods from Lie
algebra cohomology, we obtain the following formula for this pairing,
〈Q(α), P1− P2〉 =
k
∑
l=0
1
(2pi
√−1)l
∫
M
α2l ∧ Aˆ(M)Ch(V1 −V2) exp
(
− Ω
2pi
√−1h¯
)
,
where α = (α0, · · · , α2k) ∈ Tot2k BΩ•(M)((h¯)) is a sequence of closed differential
forms on M, and V1 and V2 are vector bundles on M determined by the 0-th order
terms of P1 and P2, and Ω ∈ ω + h¯H2(M)[[h¯]] is the characteristic class of the
deformation quantization (A((h¯))cpt , ⋆).
That the right hand side of the above algebraic higher index formula coin-
cideswith the algebraic localized indexwas originally proved by NEST-TSYGAN in
[NETS96], [BRNETS], and AASTRUP in [AA] by a different approach. Using Cˇech-
methods, NEST-TSYGAN computed the Chern-Connes character of an element in
K0(A((h¯))) by constructing a morphism from the cyclic homology of A((h¯)) to the
cohomology of M. Our construction is exactly in the opposite direction and lifted
to the (co)chain level: Bymeans of the formula for the (b+ B)-cocycles (τ0, . . . , τ2n)
we are able to construct an explicit quasi-isomorphism Q from the sheaf complex
of differential forms to the sheaf complex of cyclic cochains of A((h¯)). This al-
lows us to write down explicit expressions for cyclic cocycles on A((h¯)). With this
new construction, we give a more transparent proof of the above index theorem
using differential forms and Lie algebra cohomology, which is closer to CONNES–
MOSCOVICI’s original approach.
Let us mention that the b + B cycle (τ0, · · · , τ2n) has been discovered inde-
pendently by WILLWACHER [WIL]. He used this cocycle to compute a higher
Riemann-Roch formula.
By a similar idea as above, we extend the algebraic index theorem of [PFPOTA]
for orbifolds to the above higher version. We represent an orbifold by a proper
e´tale groupoid, and consider A((h¯)) ⋊ G as a deformation quantization of a sym-
plectic orbifold M = (G0/G,ω), as it has been constructed by the third author
in [TA]. Using Fedosov’s idea [FE02], we generalize the above b + B cocycle
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(τ0, · · · , τ2n) on the Weyl algebra W2n to a γ-twisted b + B cocycle with γ a lin-
ear symplectic isomorphism on V of finite order. Analogously to the manifold
case, we use the γ-twisted cocycle and Fedosov’s connection to define a S-quasi-
isomorphism Q from the cyclic de Rham differential complex on the correspond-
ing inertia orbifold M˜ to the b + B total complex of the algebra A((h¯)) ⋊ G. For
α = (α2k, · · · , α0) ∈ Tot2k BΩ•(M˜)((h¯)), and P1, P2 two projectors in the matrix al-
gebra over A((h¯))⋊ G with P1 − P2 compactly supported, we obtain the following
formula as Thm. 5.13.
〈Q(α), P1− P2〉 =
k
∑
j=0
∫
M˜
1
(2pi
√−1)jm
α2j ∧ Aˆ(M˜) Chθ(ι∗V1 − ι∗V2) exp(− ι∗Ω2pi√−1h¯ )
Chθ(λ−1N)
,
where V1 and V2 are the orbifold vector bundles on M determined by the 0-th
order terms of P1 and P2, Ω is the characteristic class of (A((h¯)) ⋊ G, ⋆), ι is the
canonical map from M˜ to M, and m is defined in terms of the order of the local
isotopy groups.
As an application of our algebraic formulas, we derive higher analytic index
theorems for elliptic operators using an asymptotic symbol calculus.
To this end we first consider a cotangent bundle of a manifold Q. It was shown
by the first author [PF98] that the asymptotic symbol calculus on pseudodiffer-
ential operators on Q naturally defines a deformation quantization (A((h¯))cpt , ⋆op)
of T∗Q and the operator trace induces a canonical trace on (A((h¯))cpt , ⋆op). To de-
rive CONNES–MOSCOVICI’s higher index from the higher algebraic index theo-
rem, we prove that the algebraic pairing 〈Q(α), P1− P2〉 coincides asymptotically
with the pairing 〈X[ f ], Ch(eD)〉 defined in [COMO]. More precisely, we prove
that the cyclic cocycles Q(α) and X[ f ] on A((h¯))cpt (T∗Q) are cohomologous, if the
Alexander–Spanier cocycle f and the closed form α induce the same cohomology
class on Q. We prove the claimed relation by using sheaf theoretic methods and
by applying inherent properties of the calculus of asymptotic pseudodifferential
operators. Let us mention that a sketch of how to derive the analytic higher index
theorem from the algebraic one has already been outlined in [NETS96]. Here, we
take a different approach by elaborating more on the nature of Alexander–Spanier
cohomology and its use for constructing cyclic cocycles on a deformation quanti-
zation in general. In particular, this enables us to directly compare the algebraic
higher index with the definition of the localized index by CONNES–MOSCOVICI.
Secondly, we consider the cotangent bundle of an orbifold Q. The way we ad-
dress this problem is similar to the above manifold case. To define a higher index
for an elliptic operator D on Q, we need to define a localized index of an elliptic
operator D on Q. This leads us to introduce a new notion of orbifold Alexander-
Spanier cohomology, whose cohomology is equal to the cohomology of the cor-
responding inertia orbifold Q˜. Next, we introduce a notion of localized K-theory
of an orbifold, and show that there is a well defined pairing between localized
K-theory and orbifold Alexander-Spanier cohomology of Q. With these natural
definitions and constructions, we follow the same ideas as in the manifold case
to prove a higher index theorem on a reduced orbifold. We would like to remark
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that our definition of orbifold Alexander–Spanier cohomology is new and differ-
ent from the standard definition of Alexander-Spanier cohomology of a topolog-
ical space. In particular, we have view an orbifold as a stack more than just a
topological space. For this reason, our higher index theorem on orbifolds detects
the topological information of an orbifold as a stack.
Recall that CONNES–MOSCOVICI [COMO] used their higher index theorem to
prove a covering index theorem, which was used to prove the Novikov conjecture
in the case of hyperbolic groups. We would like to view this paper as a seed for the
study of covering index theorems (cf. [MAMA]) for orbifolds and the equivariant
Novikov conjecture [ROWE]. We plan to study these questions in the future.
This paper is organized as follows. In Section 2, we introduce and prove that
(τ0, · · · , τ2n) defines a b+ B cocycle on the Weyl algebra W2n. In Section 3, we use
a Fedosov connection to construct a quasi-isomorphism from the sheaf complex
of differential forms to the sheaf complex of cyclic cochains on the algebra of the
deformation quantization (A((h¯))cpt , ⋆) of a symplectic manifold corresponding to
the Fedosov connection. Then, in Section 4, we use Lie algebra Chern-Weil theory
technique to prove a algebraic higher index theorem. Afterwards, in Section 5, we
extend the constructions from Sections 2-4 to orbifolds and obtain a higher alge-
braic index theorem for orbifolds. In Sections 6 and 7, we discuss how to apply the
higher algebraic index theorem to prove CONNES and MOSCOVICI’s higher index
theorem on manifolds and its generalization to orbifolds.
Acknowledgments: The authors would like to thank M. Crainic, G. Felder, A.
Gorokhovsky, and H. Moscovici for helpful discussions. H. Posthuma and X. Tang
would like to thank the Department of Mathematics, University of Colorado for
hosting their visits at CU Boulder, where part of the work has been completed. The
research of H. Posthuma is supported by NWO, and X. Tang is partially supported
by NSF grant 0703775.
2. CYCLIC COHOMOLOGY OF THE WEYL ALGEBRA
2.1. TheWeyl algebra. Let (V,ω) be a finite dimensional symplectic vector space.
In canonical coordinates (p1, . . . pn, q1, . . . qn) the symplectic form simply reads
ω = ∑i dpi ∧ dqi. The polynomial Weyl algebra Wpoly(V) over the ring C[h¯, h¯−1]
is the space of polynomials S(V∗)⊗ C[h¯, h¯−1] with algebra structure given by the
Moyal–Weyl product
f ⋆ g = (m ◦ exp( h¯
2
α))( f ⊗ g)
wherem is the commutative multiplication and α ∈ End (Wpoly(V)⊗Wpoly(V)) is
basically the Poisson bracket associated to ω:
α( f ⊗ g) =
n
∑
i=1
(
∂ f
∂pi
⊗ ∂g
∂qi
− ∂ f
∂qi
⊗ ∂g
∂pi
)
.
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In the formula for the Moyal product, the exponential is defined by means of its
power series expansion, which terminates after finitely many terms for the poly-
nomial Weyl algebra. For the particular case where V = R2n with its natural
symplectic structure, we write W
poly
2n for W
poly(V).
The symplectic group Sp2n acts on W
poly
2n by automorphisms. Infinitesimally,
this leads to an action of the Lie algebra sp2n by derivations. It is known that all
derivations of W
poly
2n are inner, in fact there is a short exact sequence of Lie algebras
0→ C[h¯, h¯−1]→ Wpoly2n → Der
(
W
poly
2n
) → 0.
The action of sp2n is explicitly given by identifying sp2n with the quadratic homo-
geneous polynomials in S(V∗).
Finally, using the spectral sequence associated to the h¯-filtration on W
poly
2n , one
proves the following well-known result:
Proposition 2.1. [FETS] The cyclic cohomology of the Weyl algebra is given by
HCk(Wpoly2n ) =
{
C[h¯, h¯−1] if k = 2n+ 2p, p ≥ 0,
0 else.
2.2. Cyclic cocycles on the Weyl algebra. The aim of this section is to define an
explicit cocycle in the (b, B)-complex that generates the nontrivial cyclic cohomol-
ogy class at degree 2n as is suggested in Proposition 2.1 above. We first need a
couple of definitions. For 1 ≤ i 6= j ≤ 2k ≤ 2n we define αij ∈ End
(
(Wpoly2n )
⊗2k+1)
by
αij(a0 ⊗ . . .⊗ a2k) =
n
∑
s=1
(
a0 ⊗ . . .⊗ ∂ai
∂ps
⊗ . . .⊗ ∂aj
∂qs
⊗ . . .⊗ a2k
−a0 . . .⊗ ∂ai
∂qs
⊗ . . .⊗ ∂aj
∂ps
⊗ . . .⊗ a2k
)
,
i.e., the Poisson tensor acting on i’th and j’th slot of the tensor product. We also
need
pi2k = 1⊗ (h¯α)∧k ∈ End
(
(Wpoly2n )
⊗(2k+1)),
and finally µi : (W
poly
2n )
⊗(i+1) → C[h¯, h¯−1] is given by
µi(a0 ⊗ . . .⊗ ai) = a0(0) · · · ai(0).
In the following, ∆k ⊂ Rk is the standard simplex given by 0 ≤ u1 ≤ . . . ≤ uk ≤ 1.
Definition 2.2. Let W
poly
2n be the Weyl algebra. For all i with 0 ≤ i ≤ 2n define the
cochains τi ∈ Ci(Wpoly2n ) as follows. For even degrees put
τ2k(a) = (−1)kµ2k
∫
∆2k
∏
0≤i<j≤2k
eh¯(ui−uj+
1
2 )αij
∣∣∣∣∣
u0=0
pi2k(a)du1 · · · du2k.
In the odd case, we put
τ2k−1(a) := (−1)k−1µ2k−1
∫
∆2k−1
∏
0≤i<j≤2k−1
eh¯(ui−uj+
1
2 )αij
∣∣∣∣∣
u0=0
(h¯α)∧k(a)du1 · · · du2k−1,
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Remark 2.3. The cocycle τ2n ∈ C2n(Wpoly2n ) is the Hochschild cocycle of [FEFESH]
up to a sign (−1)n. The sign is needed for (τ0, · · · , τ2n) to be b + B closed, as in
the theorem below.
Theorem 2.4. The cochains τi ∈ Ci(Wpoly2n ) satisfy the relation
−Bτ2k = τ2k−1 = bτ2k−2.
Remark 2.5. For n = 1, the proof of this theorem is quite easy since the cocycles
can be written down explicitly. We have
τ2(a0 ⊗ a1 ⊗ a2) := −h¯µ2
∫
∆2
eh¯(
1
2−u1)α01eh¯(
1
2−u2)α02eh¯(u1−u2+
1
2 )α12
(1⊗ α) (a0 ⊗ a1 ⊗ a2) du1du2
τ0(a0) := a0(0)
With this we compute:
Bτ2(a0 ⊗ a1) = −τ2(1⊗ a0 ⊗ a1) + τ2(1⊗ a1 ⊗ a0)
= −h¯µ2
∫
∆2
eh¯(u1−u2+
1
2 )αα(a0 ⊗ a1 − a1 ⊗ a0)du1 ∧ du2
= −h¯µ2
∫ 1
0
du2
∫ u2
0
du1e
h¯(u1−u2+ 12 )αα(a0 ⊗ a1 − a1 ⊗ a0)
= −µ2
∫ 1
0
du2
∫ u2
0
du1
(
d
du1
eh¯(u1−u2+
1
2 )α
)
(a0 ⊗ a1 − a1 ⊗ a0)
= −µ2
∫ 1
0
du2
(
e
h¯
2 α − eh¯( 12−u2)α
)
(a0 ⊗ a1 − a1 ⊗ a0)
= −µ2e h¯2 α(a0 ⊗ a1 − a1 ⊗ a0)
+ µ2
∫ 1
0
du2
(
eh¯(
1
2−u2)α − e−h¯( 12−u2)α
)
(a0 ⊗ a1)
= −µ2e h¯2 α(a0 ⊗ a1 − a1 ⊗ a0)
= − (a0 ⋆ a1(0)− a1 ⋆ a0(0))
= −bτ0(a0 ⊗ a1).
The integral in the sixth line can be seen to be zero by using the antisymmetry of
the integrand under reflection in the point u2 = 1/2. This gives an easy proof of
the n = 1 case.
In the general case, the proof of Theorem 2.4 proceeds in two steps:
Lemma 2.6. One has τ2k−1(a0 ⊗ . . .⊗ a2k−1) = −Bτ2k(a0 ⊗ . . .⊗ a2k−1).
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Proof. First we write out the left hand side:
τ2k−1(a0 ⊗ . . .⊗ a2k−1) =
= (−1)k−1
∫
∆2k−1
∏
0≤i<j≤2k−1
eh¯(ui−uj+
1
2 )αij
(h¯α)∧k(a0 ⊗ . . .⊗ a2k−1)du1 · · · du2k−1
= (−1)k−1
∫ 1
0
ds
∫
∆2k−1
∏
0≤i<j≤2k−1
eh¯(ui−uj+
1
2 )αij
(h¯α)∧k(a0 ⊗ . . .⊗ a2k−1)du1 · · · du2k−1
= (−1)k−1
2k−1
∑
l=0
∫ ul+1
ul
ds
∫
∆2k−1
∏
0≤i<j≤2k−1
eh¯(ui−uj+
1
2 )αij
(h¯α)∧k(a0 ⊗ . . .⊗ a2k−1)du1 · · · du2k−1
= (−1)k−1
2k−1
∑
l=0
(−1)l
∫
∆2k
∏
0≤i<j≤2k−1
eh¯(ui−uj+
1
2 )αij
(h¯α)∧k(a0 ⊗ . . .⊗ a2k−1)du1 · · · duldsdul+1 · · · du2k−1.
In the l-th term of the sum we now change variables
v1 = s
v2 = ul+1 + s
...
v2k−l = u2k−1 + s
v2k−l+1 = u1 + s
...
v2k = ul + s.
Now let σl ∈ S2k be the cyclic permutation σl(1, . . . 2k) = (l, . . . , 2k, 1, . . . l − 1).
With this, the l-th term can be written as
(−1)l
∫
σl(∆
2k)
∏
1≤i<j≤2k
e
h¯ψ(vσl(i)
−vσl(j))αij(h¯α)∧k(a0 ⊗ . . .⊗ a2k−1)dv1 · · · dv2k,
where ψ : R → [−1, 1] is the function introduced in [FEFESH, §2.4]. As in the
proof of Lemma 2.2. of loc. cit., the expression above is equal to
(−1)l
∫
∆2k
∏
1≤i<j≤2k
eh¯(vi−v j+
1
2 )αij(h¯α)∧k(al ⊗ . . .⊗ a2k−1 ⊗ a0 ⊗ . . . al−1)dv1 · · · dv2k.
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On the other hand we have
Bτ2k(a0 ⊗ . . .⊗ a2k−1) =
2k−1
∑
l=0
(−1)lτ2k(1⊗ al ⊗ . . .⊗ a2k−1 ⊗ a0 ⊗ . . .⊗ al−1)
= (−1)k
2k−1
∑
l=0
(−1)lµ2k−1
∫
∆2k
∏
1≤j<l≤2k
eh¯(ui−uj+
1
2 )αij
× (h¯α)∧k(al ⊗ . . .⊗ a2k−1 ⊗ a0 ⊗ . . .⊗ al−1)du1 . . . du2k.
One finally concludes that the two sides of the claimed equality coincide. 
Lemma 2.7. One has bτ2k = τ2k+1.
Proof. The proof of the claim proceeds along the lines of the proof of Proposition
2.1. in [FEFESH]. Introduce the differential form η ∈ Ω2k(∆2k+1,C2k+1(W2n)) by
η := (−1)kµ2k+1
2k+1
∑
i=1
∏
0≤j<l≤2k+1
eh¯(uj−ul+
1
2 )αjl
∣∣∣∣∣
u0=0
du1∧ . . .∧ d̂ui∧ . . .∧ du2k+1pii2k,
where pii2k ∈ End
(
W
⊗2k+2
2n
)
is (h¯α)∧k acting on all slots in the tensor product
except the zero-th and the i-th. It then follows that
bτ2k =
∫
∂∆2k+1
η =
∫
∆2k+1
dη.
We have
dη = (−1)kµ2k+1
2k+1
∑
i=1
(−1)i
2k+1
∑
s=0
h¯αispi
i
2k ∏
0≤j<l≤2k+1
eh¯(uj−ul+
1
2 )αjldu1 ∧ . . . ∧ du2k+1.
We now claim that
2k+1
∑
i=1
(−1)i
2k+1
∑
s=0
h¯αispi
i
2k = (h¯α)
∧(k+1) ∈ End (W⊗(2k+2)2n ).
Indeed one can split the sum as
2k+1
∑
i=1
(−1)i
2k+1
∑
s=0
h¯αispi
i
2k =
2k+1
∑
i=1
(−1)ih¯αi0pii2k +
2k+1
∑
i=1
(−1)ih¯
2k+1
∑
s=1
αispi
i
2k.
The first part equals (h¯α)∧(k+1), whereas the second equals zero: the αij all com-
mute among each other, the number of terms 2k(2k− 1) is even, they cancel pair-
wise. 
This completes the proof of Theorem 2.4. As a corollary we have of course:
Corollary 2.8. The cochains τ2k, 0 ≤ k ≤ n combine to define a cocycle
(τ0, τ2, . . . , τ2n) ∈
(
Tot2n BC•(Wpoly2n ), b+ B
)
,
Remark 2.9. In particular, bτ2n = 0, which is the statement in [FEFESH] that τ2n
is a Hochschild cocycle, generating the Hochschild cohomology in degree 2n. In
other words, we have completed this Hochschild cocycle τ2n to a full cyclic cocycle
(τ0, τ2, . . . , τ2n) in the (b, B)-complex. Notice the similarity of this cocycle with the
so-called JLO-cocycle [JALEOS].
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2.3. The sp2n-action. For any algebra A, denote by gl(A) the associated Lie al-
gebra given by A equipped with the Lie bracket [a1, a2] = a1a2 − a2a1. This Lie
algebra acts on the Hochschild chains by
La(a0 ⊗ . . .⊗ ak) =
k
∑
i=0
(a0 ⊗ . . .⊗ [a, ai]⊗ . . .⊗ ak).
The Cartan formula La = b ◦ ιa + ιa ◦ b holds with respect to the Hochschild differ-
ential, if we define ιa : Ck(A) → Ck+1(A) by
ιa(a0 ⊗ . . .⊗ ak) =
k
∑
i=0
(−1)i+1(a0 ⊗ . . .⊗ ai ⊗ a⊗ ai+1 ⊗ . . .⊗ ak).
Dually, these formulas induce Lie algebra actions of gl(A) on C•(A) and C•(A).
Recall that sp2n acts on W
poly
2n by inner derivations where we identify sp2n with
the homogeneous quadratic polynomials in W
poly
2n .
Proposition 2.10. The cochains τ2k ∈ C2k(Wpoly2n ), 0 ≤ k ≤ n are invariant and basic
with respect to sp2n, i.e.,
Laτ2k = 0 and ιaτ2k = 0 for all a ∈ sp2n.
Proof. The proof is literally the same as for the Hochschild cocycle τ2n, cf. [FEFESH,
Thm 2.2.]. 
This property of the cocycle (τ0, . . . , τ2n) ∈ Tot2n BC•(Wpoly2n ) is important in the
next section where we apply the Fedosov construction to globalize these cocycles
to deformed algebras over arbitrary symplectic manifolds.
3. CYCLIC COCYCLES ON SYMPLECTIC MANIFOLDS
Let (M,ω) be a symplectic manifold with symplectic form ω. We study in this
section the cyclic cohomology of a deformation quantization Ah¯ of (M,ω). In
particular, we construct an explicit chain map from the space of differential forms
on M to the space of cyclic cochains on the quantum algebra Ah¯.
3.1. Deformation quantization of symplectic manifolds. For the convenience of
the reader let us briefly review Fedosov’s construction of a deformation quantiza-
tion of a symplectic manifold (M,ω).
We first extend the Weyl algebra Wpoly(V) for a symplectic vector space (V,ω)
to W+(V) and W(V). Let y1, · · · , y2n be a symplectic basis of V with y2i−1 = pi,
y2i = qi for 1 ≤ i ≤ 2n. Then W+(V) consists of elements of the form
∑
i1,··· ,i2n,i≥0
h¯iai,i1,··· ,i2ny
i1 · · · y2n with ai,i1,··· ,i2n constant.
It is easy to check that the product ⋆ on W extends to a well defined associative
product on W+(V). Furthermore, we define W(V) to be W+(V)[h¯−1].
Observe that the standard symplectic Lie group Sp(2n,R) lifts to act on W(V)
and W+(V). Let FM be the symplectic frame bundle of TM, which is a principal
Sp(2n,R)-bundle. We consider the following associated bundle W = FM ×Sp2n
W
+V, which is usually called the Weyl algebra bundle. We fix a symplectic con-
nection ∇ on TM, which lifts to a connection ∇˜ on W . Let R ∈ Ω2(M; sp(TM))
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be the curvature of∇. Then ∇˜2 is equal to 1h¯ [R˜,−] ∈ Ω2
(
M; End(W)), where R˜ is
obtained from R via the embedding sp2n →֒ W+2n.
Assign deg(yi) = 1, and deg(h¯) = 2, and denote W≥k be subset of W with
degree greater than or equal k. Fedosov proved in [FE95] that there exists a smooth
section A˜ ∈ Ω1(M;W≥3) such that D = ∇˜+ 1h¯ [A,−] defines a flat connection on
W , which means that D2 = 0 ∈ Ω2(M; End(W)). This implies that the Weyl
curvature Ω of D, which is defined by Ω = R˜+ ∇˜(A) + 12h¯ [A, A] is in the center
ofW since D2 = 1h¯ [Ω,−]. Since the center of W+2n is given by C[[h¯]], Ω = −ω +
h¯ω1+ · · · is a closed form inΩ2
(
M;C[[h¯]]
)
. By [FE95] it follows that the sheafAh¯D
of flat sections with respect to D is isomorphic to C∞M[[h¯]] as a C[[h¯]]-module sheaf.
Moreover, the induced product on C∞(M)[[h¯]] defines a star product on M. The
connection D is usually called a Fedosov connection on W . In the following we
will refer toAh¯D(M) as the quantum algebra associated to D, and will often denote
it for short by Ah¯D or Ah¯ if no confusion can arise. The algebra of sections with
compact support of the sheaf Ah¯D will be denoted by Ah¯cpt. Finally, let us remark
that gauge equivalent D and D′ define isomorphic sheaves of algebras Ah¯D and
Ah¯D′ , and that any formal deformation quantization of M can be obtained in this
way.
3.2. Shuffle product on Hochschild chains. In this part, we review the construc-
tion of shuffle product on Hochschild chains. Let A be a graded algebra with a de-
gree 1 derivation∇. Recall that the shuffle product between a0⊗ · · · ⊗ ap ∈ Cp(A)
and b0 ⊗ · · · ⊗ bq ∈ Cq(A) is defined to be
(a0⊗ · · · ⊗ ap)× (b0 ⊗ · · · ⊗ bq) =
= (−1)deg(b0)(∑j deg(aj)) Shp,q(a0b0 ⊗ a1 ⊗ · · · ⊗ ap ⊗ b1 ⊗ · · · ⊗ bq),
where
Shp,q(c0 ⊗ · · · ⊗ cp+q) = ∑
σ∈Sp,q
sgn(σ) c0⊗ cσ(1)⊗ · · · ⊗ cσ(p+q)
with sum over all (p, q)-shuffles in Sp+q.
In [ENFE, Sec. 2], ENGELI–FELDER considered differential graded algebras, and
studied the properties of the shuffle product of a Hochschild chain with a Maurer-
Cartan element in the differential graded algebra. Due to the needs of our applica-
tion here to deformation quantization, we consider a generalized Maurer-Cartan
element ω which means a degree 1 element of A such that∇ω + ω2/h¯+ R˜ = Ω is
in the center of A and R˜ is a degree 2 element. We prove the following analogous
properties of shuffle products with ω as in [ENFE].
Lemma 3.1. Let ω ∈ A be such that Ω − R˜ = ∇ω + ω2/h¯. Put (ω)k := 1⊗ ω ⊗
· · · ⊗ω ∈ Ck(A). Then one has for all a = a0 ⊗ · · · ⊗ ap ∈ Cp(A)
b(a× (ω)k) = b(a)× (ω)k + (−1)pa× b(ω)k
− (−1)p
k
∑
i=0
(a0 ⊗ · · · ⊗ [ω, ai]⊗ · · · ⊗ ap)× (ω)k−1,
(3.1)
where [a, a′] for a, a′ ∈ A is the graded commutator between a and a′.
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Proof. This is literally the same as the proof of [ENFE, Lemma 2.6]. 
Lemma 3.2. For ω as in Lemma 3.1 and k ≥ 1
b(ω)0 = 0 and b(ω)k = h¯∇((ω)k−1)+ h¯
k−1
∑
j=1
(−1)j1⊗ω⊗ · · ·⊗ (Ω− R˜)⊗ · · ·⊗ω.
Let us remark at this point that Lemma 3.2 is slightly different from [ENFE, Lemma
2.5] because of the existence of Ω.
Proof. First check b((ω)0) = b(1) = 0. Then observe that for k ≥ 1
b(ω)k = b(1⊗ ω⊗ · · · ⊗ω) = ω⊗ · · · ⊗ω+
+
k−1
∑
j=1
(−1)j1⊗ ω⊗ · · · ⊗ω2 ⊗ · · · ⊗ ω + (−1)k(−1)k−1ω ⊗ · · · ⊗ ω
=
k−1
∑
j=1
(−1)j1⊗ ω ⊗ · · · ⊗ h¯(Ω− R˜−∇ω)⊗ · · · ⊗ ω
= h¯∇((ω)k−1) + h¯
k−1
∑
j=1
(−1)j1⊗ ω ⊗ · · · ⊗ (Ω− R˜)⊗ · · · ⊗ ω.

Lemma 3.3. For ω as in Lemma 3.1 and every a ∈ Cl(A) one has
B(a× (ω)k) = Ba× (ω)k.
Proof. The claim follows by a straightforward computation:
B (a× (ω)k) =
= B
(
(−1)deg(b0)(∑j deg(aj)) Shl,k(a0 ⊗ a1 ⊗ · · · ⊗ al ⊗ω ⊗ · · · ⊗ ω)
)
=
k+l
∑
i=l+1
(−1)i(k+l)1⊗ Shl,k(ω⊗ · · · ⊗ω ⊗ a0 ⊗ a1 ⊗ · · · ⊗ al ⊗ ω⊗ · · · ⊗ω)
+
l
∑
i=1
(−1)i(k+l)1⊗ Shl,k(ai ⊗ · · · ⊗ al ⊗ ω⊗ · · · ⊗ω ⊗ a0 ⊗ a1 ⊗ · · · ⊗ ai−1)
=
l
∑
i=0
(−1)il Shl+1,k(1⊗ ai ⊗ · · · ⊗ al ⊗ a0 ⊗ · · · ⊗ ai+1⊗ ω ⊗ · · · ⊗ ω)
= Ba× (ω)k.

3.3. Cyclic cocycles on deformation quantizations of symplectic manifolds. In
this section, we study the cyclic cohomology of the quantum algebra
A((h¯))D := Ah¯D[h¯−1],
which is the kernel of a Fedosov connection D = d + 1h¯ [A,−] on W [h¯−1]. Note
that since D is a local operator we in fact obtain a sheaf of quantum algebras on
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M, which we also denote by A((h¯))D . Let A((h¯))cpt be its space of sections with com-
pact support. We will define in this section an S-morphism Q between the mixed
complexes (
Ω•(M), d, 0
)
and
(
C
•(A((h¯))cpt ), b, B).
In the construction of Qwewill use the mixed sheaf complex
(
C
•(A((h¯))), b, B) de-
fined in Appendix A.2 and Theorem A.3 which tells that the complex of its global
section spaces is quasi-isomorphic to the mixed complex
(
C
•(A((h¯))cpt ), b, B).
In the following definitions, we consider the shuffle product on the Hochschild
chains of the graded algebra W ⊗C∞(M) Ω•(M)((h¯)) with a degree 1 derivation
∇, the symplectic connection, and a generalized Maurer-Cartan element A, the
Fedosov connection.
Remark 3.4. The cyclic cocycle (τ0, . . . , τ2n) ∈ Tot2n BC•(Wpoly2n ) defined in Def. 2.2
extends uniquely to a continuous cyclic cocycle on the algebra W with the same
properties as Prop. 2.10.
Definition 3.5. Define Ψi2k ∈ Ωi(M)⊗C∞(M)
(W⊗(2k−i+1))∗(M) by putting
Ψi2k
(
a0 ⊗ · · · ⊗ a2k−i
)
:=
(
1
h¯
)i
τ2k
(
(a0 ⊗ · · · ⊗ a2k−i)× (A)i
)
.
To explain this definition a bit more: for a given point x ∈ M, we have used the
natural identification of the fiber ofW [h¯−1] over x with the Weyl algebra W2n in
the formula above. The cochain τ2k is defined as in Definition 2.2, (−)∗ denotes
the dual bundle functor, and a0, · · · , a2k−i are germs of smooth sections of W at
x. It is important to remark that the definition above does not depend on the
decomposition D = ∇+ A of the Fedosov connection: a different choice amounts
to adding a sp2n valued one-form to A. By Proposition 2.10, this yields the same
result.
Proposition 3.6. For every chain a0 ⊗ · · · ⊗ a2k−i ∈ C2k+1−i
(A((h¯))cpt ) the above defined
Ψi2k satisfies the following equality:
(−1)i dΨi2n−2k(a0 ⊗ · · · ⊗ a2k+1−i)
=Ψi+12n−2k(b(a0 ⊗ · · · ⊗ a2k+1−i)) +Ψi+12n−2k+2(B(a0 ⊗ · · · ⊗ a2k+1−i)).
(3.2)
Proof. To prove Eq. (3.2), apply τ2k to Eq. (3.1) with ω = A and check that(
1
h¯
)i
τ2k(b(a× (A)i)) =
=
(
1
h¯
)i
τ2k(b(a)× (A)i) + (−1)2k−i+1
(
1
h¯
)i
τ2k(a× b(A)i)
− (−1)2k−i+1
2k+1−i
∑
j=0
(
1
h¯
)i−1
τ2k
(
(a0 ⊗ · · · ⊗ 1
h¯
[A, aj]⊗ · · ·
· · · ⊗ a2k+1−i)× (A)i−1
)
(3.3)
14 M.J. PFLAUM, H. POSTHUMA, AND X. TANG
for every a = a0 ⊗ · · · ⊗ a2k+1−i ∈ C2k+1−i
(A((h¯))cpt ). Recall that by definition, every
aj ∈ A((h¯)) satisfies the equality
∇aj + 1h¯ [A, aj] = 0.
Therefore, we have
τ2k ((a0 ⊗ · · · ⊗ 1h¯ [A, aj]⊗ · · · ⊗ a2k+1−i)× (A)i−1) =
= −τ2k((a0 ⊗ · · · ⊗∇aj ⊗ · · · ⊗ a2k+1−i)× (A)i−1).
By Lemma 3.2, we obtain
1
h¯
a× b((A)i) =
= a×∇((A)i−1) +
i−1
∑
j=1
(−1)ja× (1⊗ A⊗ · · · ⊗ (Ω− R˜)⊗ · · · ⊗ A).
(3.4)
Recall that Ω ∈ Ω2(M,C[[h¯]]) is in the center ofW and R˜ is in the image of sp2n in
W . Therefore, since the τ2k are reduced sp2n basic cochains by Prop. 2.10,
τ2k(a× (1⊗ A⊗ · · · ⊗ (Ω− R˜)⊗ · · · ⊗ A)) = 0.
Applying τ2k to Eq. (3.4), one gets
1
h¯
τ2k(a× b(A)i) = τ2k(a×∇((A)i−1)).
Therefore, we have that
(−1)2k+1−i
(
1
h¯
)i
τ2k(a× b(A)i)
− (−1)2k+1−i
2k+1−i
∑
j=0
(
1
h¯
)i−1
τ2k((a0 ⊗ · · · ⊗ 1h¯ [A, aj]⊗ · · ·
· · · ⊗ a2k+1−i)× (A)i−1)
= (−1)2k+1−i
(
1
h¯
)i−1
τ2k(a×∇((A)i−1))
+ (−1)2k+1−i
2k+1−i
∑
j=0
(
1
h¯
)i−1
τ2k((a0 ⊗ · · · ⊗ ∇aj ⊗ · · · ⊗ a2k+1−l)× (A)i−1)
= (−1)2k+1−i
(
1
h¯
)i−1
dτ2k(a× (A)i−1).
Applying Corollary 2.8, we have that
bτ2k(a⊗ (A)i) = − Bτ2k+2(a× (A)i)
= − τ2k+2(B(a× (A)i))
= − τ2k+2(B(a)× (A)i) (by Lemma 3.3).
(3.5)
Eq. (3.5) entails(
1
h¯
)i
τ2k(b(a× (A)i)) = −
(
1
h¯
)i
τ2k+2(B(a)× (A)i).
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Now going back to Eq. (3.3), we obtain
−
(
1
h¯
)i
τ2k+2(B(a)× (A)i) =
=
(
1
h¯
)i
τ2k(b(a)× (A)i) + (−1)i−1
(
1
h¯
)i−1
dτ2k(a× (A)i−1).
(3.6)
But this is equivalent to
(−1)i−1
(
1
h¯
)i
dτ2k(a× (A)i) =
=
(
1
h¯
)i+1
τ2k+2(B(a)× (A)i+1) +
(
1
h¯
)i+1
τ2k(b(a)× (A)i+1),
which by the definition of Ψi2k entails Eq. (3.2). 
Definition 3.7. For every i, r with 2r ≤ i and every open U ⊂ M define a mor-
phism χi−2ri,U : Ω
i(U)((h¯)) → Ci−2r(A((h¯))cpt )(U) by
χi−2ri,U (α)(a0 ⊗ · · · ⊗ ai−2r) =
∫
U
α ∧Ψ2n−i2n−2r(a0 ⊗ · · · ⊗ ai−2r),
where α ∈ Ωi(U)((h¯)) and a0, · · · , ai−2r ∈ A((h¯))cpt (U). The integral converges
because a0, . . . , ai−2r have compact support. Obviously, the χi−2ri,U form the local
components of sheaf morphisms χi−2ri : Ω
i
M((h¯)) → C
i−2r(A((h¯))). Using these,
define further sheaf morphisms χi : Ω
i
M((h¯))→ Toti BC
•
(A((h¯))) by
(3.7) χi = ∑
2r≤i
χi−2ri .
The χi have the following crucial property.
Proposition 3.8. For every α ∈ Ω•(U)((h¯)) with U ⊂ M open one has
(b+ B)χ•(α) = χ•(dα).
Proof. Writing out the definition of χ, we have to show that∫
M
dα ∧ ∑
2r≤i+1
Ψ2n−i−12n−2r (a0 ⊗ · · · ⊗ ai+1−2r) =
=
∫
M
α ∧ ∑
2r≤i+1
Ψ2n−i2n−2r(b(a0 ⊗ · · · ⊗ ai+1−2r))+
+
∫
M
α ∧ ∑
2r≤i+1
Ψ2n−i2n−2r+2(B(a0 ⊗ · · · ⊗ ai+1−2r))
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holds true for all chains a0 ⊗ · · · ⊗ ai−2r+1 ∈ C2k+1−i
(A((h¯))cpt ). Since M is a closed
manifold, by integration by parts, this equality is equivalent to
(−1)i
∫
M
α ∧ ∑
2r≤i+1
dΨ2n−i−12n−2r (a0 ⊗ · · · ⊗ ai+1−2r) =
=
∫
M
α ∧ ∑
2r≤i+1
Ψ2n−i2n−2r(b(a0 ⊗ · · · ⊗ ai+1−2r))+
+
∫
M
α ∧ ∑
2r≤i+1
Ψ2n−i2n−2r+2(B(a0 ⊗ · · · ⊗ ai+1−2r)).
This is a corollary of Prop. 3.6 
As a corollary of Proposition 3.8, we obtain for every i a sheaf morphism
Q
i : Toti BΩ•M((h¯)) :=
⊕
2r≤i
Ωi−2rM ((h¯)) → Toti BC
•(A((h¯)))
which over U ⊂ M open evaluated on forms αi−2r ∈ Ωi−2r(U)((h¯)) gives
(3.8) QiU
(
∑
2r≤i
αi−2r
)
=
1
(2pi
√−1)n ∑2r≤i
χi−2r,U(αi−2r),
where we have viewed χi−2r,U(αi−2r) as an element in Toti BC•
(A((h¯)))(U) via the
embedding Toti−2r BC•(A((h¯))) →֒ Toti BC•(A((h¯))).
Theorem 3.9. The above defined sheaf morphism
Q :
(
Tot• BΩ•M((h¯)), d
)→ (Tot• BC•(A((h¯))), b+ B)
is an S-morphism between mixed cochain complexes of sheaves and a quasi-isomorphism
of the sheaves of cyclic cochains.
Proof. By Proposition 3.8, Q is a morphism of sheaf complexes. Together with
Eqs. (3.7) and (3.8) this entails that Q is an S-morphism. To prove the second
claim it therefore suffices by [LO, Prop. 2.5.15] that the
(
χii
)
i∈N form a quasi-
isomorphism of sheaf complexes χ : Ω•M((h¯))→ C•
(A((h¯))).
This follows from a spectral sequence argument provided in the following. We
remark that χ does not preserve the h¯-filtration on both complexes. Therefore,
we need to modify χii by
1
h¯i−n
without changing the final conclusion. Under this
change, we will have a cochain map χ : (Ω•M((h¯)), h¯d) → (C•
(A((h¯))), b) compat-
ible with the h¯-filtration. Then we consider the induced morphism on the corre-
sponding spectral sequences. The E0 terms of C
•(A((h¯))) is equal to the localized
Hochschild cochain sheaf complex C•
(C∞(M)((h¯))), which is quasi-isomorphic
to the sheaf of de Rham currents on M, cf. [CO]. The induced differential on E0
under this quasi-isomorphism is dual to the Poisson differential on the sheaf of
differential forms on M
As all the above sheaves are fine, it sufficient to prove the claim over each ele-
ment of an open cover of M where each of its open sets is symplectic diffeomor-
phic to an open contractible subset of R2n equipped with the standard symplectic
form: a Darboux chart. We check that the induced χii on E0 over such open setU is
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a quasi-isomorphism. Over U, the E0 component χ˜
i
i of χ
i
i in Def. 3.7 is computed
to be
(3.9) χ˜ii(α)(a0⊗ a1 ⊗ · · · ⊗ ai) =
∫
U
α ∧ ∗(a0da1 ∧ · · · ∧ dai),
where ∗ : ΩiM → Ω2n−iM is the symplectic Hodge star operator on M introduced by
Brylinski [BR].
By the identity dpi = (−1)i ∗ d∗ for the Poisson homology differential dpi on
Ωi+1M : ∫
U
dα ∧ ∗(a0da1 ∧ · · · ∧ dai+1) =
= (−1)i
∫
U
α ∧ d ∗ (a0da1 ∧ · · · ∧ dai+1)
=
∫
U
α ∧ ∗ (dpi(a0da1 ∧ · · · ∧ dai+1)) .
(3.10)
Combining Eq. (3.9)-(3.10), we see that χ˜ii maps the de Rham differential onΩ
•
M((h¯))
to a differential on the cohomology of C•
(C∞(M)((h¯))), which is dual to the Pois-
son differential dpi. Therefore, we conclude that on each U, the chain map (χ˜ii)i∈N
is a quasi-isomorphism at the E0 level. This proves that (χ
i
i)i∈N is a quasi-isomorphism.

Corollary 3.10. Over global sections, Q induces an S-quasi-isomorphism
Q :
(
Tot• BΩ•(M)((h¯)), d)→ (Tot• BC•(A((h¯))cpt ), b+ B).
4. ALGEBRAIC INDEX THEOREMS
In this section we study Connes’ pairing between the K-theory of A((h¯))cpt and
a cocycle Q(c) ∈ Tot• BC•(A((h¯))cpt (M)), where c is an element in Tot• BΩ•(M) =⊕
2l≤•Ω•−2l((h¯)). This results in an algebraic index theoremwhich computes this
pairing in terms of topological data of the underlying manifold M.
4.1. The pairing between cyclic cohomology and K-theory. We start with briefly
reviewing the general theory [LO, Sec. 8.3] of a pairing between cyclic cohomology
and K0 group of a unital algebra.
Let A be a unital algebra over a field k and let e be an idempotent of A. The
Chern character Chk(e) is a cocycle in
B2k(A) = A⊗ A⊗(2k) ⊕ A⊗ A⊗(2k−2) ⊕ · · · ⊕ A
defined by the following formulas
Chk(e) = (ck, ck−1, · · · , c0) ∈ B2k(A), where
ci = (−1)i (2i)!i! (e−
1
2
)⊗ e⊗(2i) ∈ A⊗ A2i for i = 1, . . . , k
c0 = e ∈ A.
(4.1)
It is easy to check that Chk(e) is b+ B closed. One then defines a pairing between a
(b+ B)-cocycle φ = (φ2k, · · · , φ0) and a projection e ∈ A by the canonical pairing
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between Ck(A) and C
k
(A),
〈φ, e〉 := 〈φ, Chk(e)〉 =
k
∑
l=0
(−1)l (2l)!
l!
φ2l
(
(e− 1
2
)⊗ e⊗ · · · ⊗ e
)
.
This construction descends to cohomology and yields the desired pairing
HCk(A)× K0(A) → k.
Now let M be a symplectic manifold, and A((h¯))(M) be a Fedosov deformation
quantization of M as constructed in the previous section. We apply the above to
obtain a pairing between the cyclic cohomology HC•(A((h¯))cpt ) and the K0 group of
A((h¯))cpt (M). (To define the Chern character like (4.1), we usually adjoin a unit to the
algebraA((h¯))cpt (M). )
Recall from [FE95, 6.1] that an element in K0
(A((h¯))cpt ) can be represented by a
pairing of projections P0, P1 in Mk
(A((h¯))) for some k ≥ 0 such that P0 − P1 is
compactly supported. (ByMk
(A((h¯))) we mean the algebra of k× k-matrices with
coefficient inA((h¯)).) The set of all such pairs of projections forms a semi-group. It
is proved in [FE95, 6.1] that modulo stabilization this semi-group is isomorphic to
the K-group of M. Now let φ be a (b+ B)-cocycle of A((h¯)) which has degree 2k.
Then the pairing between φ = (φ0, · · · , φ2k) and e = (P1, P2) a representative of a
K-group element of A((h¯)) is defined as
〈φ, e〉 := 〈φ, P1〉 − 〈φ, P2〉.
4.2. Quantization twisted by a vector bundle. In the following, we explain how
to reduce the computation of the above pairing to the trivial case that e = 1 in
A((h¯)). Define p1 = P1|h¯=0 and p2 = P2|h¯=0. Since P1 ⋆ P1 = P1 and P2 ⋆ P2 =
P2, the matrices p1 and p2 are projections in Mn(C
∞(M)) and therefore define
vector bundles V1 and V2 on M. Furthermore, V1 and V2 are isomorphic outside a
compact of M.
Following [FE95], we can twist the quantum algebra Ah¯ by the bundles V1 and
V2. We consider the twisted Weyl algebra bundles WV1 = W ⊗ End(V1) andWV2 = W ⊗ End(V2). Fixing connections ∇1 and ∇2 on V1 resp. V2, we obtain
connections ∇V1 = ∇⊗ 1+ 1⊗∇1 and∇V2 = ∇⊗ 1+ 1⊗∇2 onWV1 resp.WV2 .
FEDOSOV proved in [FE95] that there are flat connections DV1 = ∇V1 + 1h¯ [AV1 ,−]
and DV2 = ∇V2 + 1h¯ [AV2 ,−] on WV1 resp. WV2 such that the algebra of flat sec-
tions forms a deformation quantization twisted by V1 resp. V2. The corresponding
deformation quantization sheaf is denoted by A((h¯))V1 resp. A
((h¯))
V2
.
Observe that the cocycle (τ0, · · · , τ2n) on Wpoly2n can be extended to the algebra
W
poly,V
2n := W
poly
2n ⊗ End(V) for any finite dimensional vector space V by putting
τV2k
(
(a0 ⊗M0)⊗ · · · ⊗ (a2k ⊗M2k)
)
:= τ(a0 ⊗ · · · ⊗ a2k) tr(M0M1 · · ·M2k).
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As in the proof of Corollary 2.8 one checks that (τV0 , · · · , τV2n) is a (b+ B)-cocycle
on W
poly,V
2n . Hence we can extend Def. 3.5 to define twisted Ψ
i
Vj,2k
for j = 1, 2 by
ΨiVj,2k
(
a0 ⊗ · · · ⊗ a2k−i
)
=
=
(
1
h¯
)i
τ
Vj
2k
(
(a0 ⊗ · · · ⊗ a2k−i)× (AVj)i
)
,
where a0, · · · , a2k−i are germs of smooth sections ofWVj at x. Moreover, we define
sheaf morphisms χi−2lVj,i : Ω
i
M((h¯)) → C
i−2l(A((h¯))Vj ) by setting over U ⊂ M open
χi−2lVj,i,U(α)(a0⊗ · · · ⊗ ai−2l) :=
∫
M
α ∧Ψ2n−iVj,2n−2l
(
a0(x) · · · ⊗ ai−2l(x)
)
,
where α ∈ Ωi(U)((h¯)) and where a0, · · · , a2k−i ∈ A((h¯))Vj,cpt(U) are sections of the
twisted deformation quantization sheaf with compact support in U. Like in Sec-
tion 3.3 we then obtain S-quasi-isomorphisms of mixed sheaf complexes
QVj :
(
Tot• BΩ•M((h¯)), d
)→ (Tot• BC•(A((h¯))Vj ), b+ B), j = 1, 2.
Over global sections, QVj then induces an S-quasi-isomorphism
QVj :
(
Tot• BΩ•(M)((h¯)), d)→ (Tot• BC•(A((h¯))Vj,cpt), b+ B).
Generalizing [CHDO, Thm. 3], we have the following proposition:
Proposition 4.1. For any a closed differential α ∈ Tot• BΩ•(M)((h¯)) and projections
P1 and P2 of A((h¯)) with P1 − P2 compactly supported, one has
〈Q(α), P1− P2〉 = 〈QV1(α), 1〉 − 〈QV2(α), 1〉.
Proof. The proof of [CHDO, Thm. 3] applies verbatim. 
4.3. Lie algebra cohomology. In the following paragraphs, we use Lie algebra
cohomology to determine the pairing 〈QV(α), 1〉 locally for a vector bundle V
on M. By definition, the pairing 〈QV(α), 1〉 for an element α = (α0, · · · , α2k) ∈
Tot2k BΩ•(M)((h¯)) is equal to〈 1
(2pi
√−1)n ∑l≤k
χV,2k−2l(α2k−2l), 1
〉
=
〈 1
(2pi
√−1)n ∑l≤k,j≤k−l
χ
2k−2l−2j
V,2k−2l (α2k−2l), 1
〉
=
1
(2pi
√−1)n ∑l≤k,j≤k−l
(−1)k−l−j(2k− 2l − 2j)!
(k− l − j)!
∫
M
α2k−2l ∧Ψ2n−2k+2lV,2n−2j (1⊗ · · · ⊗ 1).
Now observe that Ψ2n−2k+2lV,2n−2j (1⊗ · · · ⊗ 1) vanishes when j < k− l since τ2n−2j is a
normalized cochain. Hence
〈QV(α), 1〉 = ∑
l≤k
1
(2pi
√−1)n
∫
M
α2k−2l ∧Ψ2n−2k+2lV,2n−2k+2l(1) =
=
k
∑
l=0
1
(2pi
√−1)n
∫
M
α2l ∧Ψ2n−2lV,2n−2l(1).
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These considerations show that for the computation of the pairing between an el-
ement α ∈ Tot• BΩ•(M)((h¯)) and a class in K0
(A((h¯))) it is sufficient to determine
Ψ2n−2lV,2n−2l(1) for all l ≤ n.
To achieve this goal wewill applymethods fromLie algebra cohomology, namely
the Chern–Weil homomorphism. To this end let us first review the standard map
from the Hochschild cochain complex to the corresponding Lie algebra cochain
complex, which can be found in [LO].
Let A be a unital algebra. Consider Lie algebra glN(A) of N × N-matrices with
coefficients in A. There is a chain map φN from the Hochschild cochain complex
C•(A) to the Lie algebra cochain complex C•
(
glN(A); glN(A)
∗):
φN(c)
(
(M1 ⊗ a1)⊗ · · · ⊗ (Mk ⊗ ak)
)
(M1 ⊗ a1)
= ∑
σ∈Sk
sgn(σ)c(a0⊗ aσ(1) ⊗ · · · ⊗ aσ(k)) tr(M0Mσ(1) · · ·Mσ(k)).(4.2)
We define ΘV,N,2k to be φ
N(τV2k) ∈ C2k
(
glN(W
V
2n); glN(W
V
2n)
∗). It is easy to check
that Ψ2n−2kV,2n−2k(1) =
(
1
h¯
)2n−2k
1
(2n−2k)!ΘV,2n−2k(A ∧ · · · ∧ A)(1).
Proposition 4.2. For any k ≤ n, ΘV,N,2k(1) is a cocycle in the relative Lie algebra
cohomology complex C2k
(
glN(W
V
2n), glN ⊕ glV ⊕ sp2n
)
and satisfies
ΘNV,2n(p1 ∧ q1 ∧ · · · ∧ pn ∧ qn) = N dim(V).
Proof. Since 1 is in the center of WV2n, we have the following equation
∂Lie((ΘV,N,2k)(1)) = ∂Lie(ΘV,N,2k)(1).
On the right hand side of the above equation, ΘV,N,2k is viewed as a Lie algebra
cochain in C2k
(
glN(W
V
2n); glN(W
V
2n)
∗). Furthermore, since φN is a morphism of
cochain complexes, we have that ∂LieΘV,N,2k(1) = ∂Lieφ
N(τV2k) = φ
N(b(τV2k)). Since
(τV0 , · · · , τV2n) is a (b+ B)-cocycle,we have b(τV2k) = −B(τV2k+2) and ∂LieΘV,N,2k(1) =
−φN(B(τV2k+2))(1). Now we compute
φN(B(τV2k+2))(1)
(
(a1 ⊗M1)⊗ · · · ⊗ (a2k+1⊗M2k+1)
)
= ∑
σ∈S2k+1
sgn(σ)B(τV2k+2)(1⊗ aσ(1)⊗ · · · ⊗ aσ(2k+1)) · tr(Mσ(1) · · ·Mσ(2k+1))
= ∑
σ∈S2k+1
∑
i
sgn(σ)τV2k+2(1⊗ aσ(i)⊗ · · · ⊗ aσ(2k+1)⊗ 1⊗ aσ(1) ⊗ · · · ⊗ aσ(i−1))·
· tr (Mσ(1) · · ·Mσ(2k+1)) = 0.
One concludes that ΘV,N,2k(1) is a closed 2k-cocycle in C
2k
(
glN(W
V
2n);C((h¯))
)
.
Since τ2k is a normalized cochain, one can easily check that ΘV,N,2k is in fact a
cocycle relative to the Lie subalgebra glN ⊕ glV of glN(WV2n). The fact that ΘV,N,2k
is a cocycle relative to sp2n is a corollary of Proposition 2.10. Thus the claim is
proven. 
4.4. Local Riemann-Roch theorem. In this subsection, we use Chern-Weil the-
ory to compute the Lie algebra cocycle ΘV,N,2k, using the strategy in the proof of
[FEFESH, Thm. 5.1].
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We start with recalling the construction of the Chern-Weil homomorphism. Let
g be a Lie algebra and h a Lie subalgebra with an h-invariant projection pr : g→ h.
The curvature C ∈ Hom(∧2g, h) of pr is defined by
C(u ∧ v) := [pr(u), pr(v)]− pr([u, v]).
Let (S•h∗)h be the algebra of h-invariant polynomials on h graded by polynomial
degree. Define the homomorphism ρ : (S•h∗)h → C2•(g, h) by
ρ(P)(v1 ∧ · · · ∧ v2q) = 1q! ∑σ∈S2q,
σ(2i−1)<σ(2i)
(−1)σP(C(vσ(1), vσ(2)), · · · ,C(vσ(2q−1), vσ(2q))).
The right hand side of this equation defines a cocycle, and the induced map in
cohomology ρ : (S•h∗)h → H2•(g, h) is independent of the choice of the projection
pr. This is the Chern–Weil homomorphism.
In our case, we consider g = glN(W
V
2n) and h = glN⊕ glV ⊕ sp2n. The projection
pr : g→ h is defined by
pr (M1 ⊗M2 ⊗ a) :=
:=
1
N
a0 tr(M2)M1 +
1
dim(V)
a0 tr(M1)M2 +
1
N dim(V)
tr(M1 ⊗M2)a2,
where aj is the component of a homogeneous of degree j in y, M1 ∈ glN , and
M2 ∈ glV . The essential point about the Chern-Weil homomorphism in this case is
contained in the following result.
Proposition 4.3. For N ≫ n and q ≤ 2k, the Chern-Weil homomorphism
ρ : (Sqh∗)h → H2q(g, h)
is an isomorphism.
Proof. The proof of this result goes along the same lines as the proof of Proposition
4.2 in [FEFESH]. 
Recall the following invariant polynomials on the Lie algebras glN and sp2n:
First on glN we have the Chern character
Ch(X) := tr (expX) , for X ∈ glN .
On sp2n, we have the Aˆ-genus:
Aˆ(Y) := det
(
Y/2
sinh(Y/2)
)1/2
, for Y ∈ sp2n.
We will need the rescaled version Aˆh¯(Y) := Aˆ(h¯Y). With this, we can now state:
Theorem 4.4. In H2k
(
glN(W
V
2n), glN ⊕ glV ⊕ sp2n
)
we have the identity
[ΘV,N,2k] = ρ((Aˆh¯ ChV Ch)k)
for k ≤ n and N ≫ 0.
Proof. When k = n the equality is proved in [FEFESH, Thm. 5.1]. Actually, one can
literally repeat the constructions and arguments in the proof of [FEFESH, Thm. 5.1]
for all k ≤ n. We remark that we have different sign convention with respect to
[FEFESH, Thm. 5.1] due to the change of sign in the cocycle τ2n, cf. Remark 2.3. 
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4.5. Higher algebraic index theorem. In this section, we use Theorem 4.4 to com-
pute the pairing 〈Q(α), P1− P2〉.
Theorem 4.5. For a sequence of closed forms α = (α0, · · · , α2k) ∈ Tot2k BΩ•(M)((h¯))
and two projectors P1, P2 in A((h¯)) with P1 − P2 compactly supported, one has
〈Q(α), P1− P2〉 =
k
∑
l=0
1
(2pi
√−1)l
∫
M
α2l ∧ Aˆ(M)Ch(V1 −V2) exp
(
− Ω
2pi
√−1h¯
)
,
where V1 and V2 are vector bundles on M determined by the zero-th order terms of P1 and
P2.
Proof. According to Proposition 4.1, 〈Q(α), P1 − P2〉 = 〈QV1(α), 1〉 − 〈QV2(α), 1〉.
Furthermore, by the arguments at the beginning of Section 4.3, 〈QVi(α), 1〉, i = 1, 2
is given by
(4.3) ∑
l≤k
1
(2pi
√−1)n
∫
M
α2l ∧Ψ2n−2lV,2n−2l(1).
Moreover, recall that Ψ2n−2lV,2n−2l(1) is equal to
1
(2n−2l)!h¯n−lΘV,2n−2l(A ∧ · · · ∧ A)(1).
Note that the direct sumwith trivial bundles does not change the value of the pair-
ing. Therefore, we can add a large enough trivial bundle to both V1 and V2 so that
we can apply Theorem 4.4 to compute ΘV,2n−2l. For vector fields ξ1, · · · , ξ2n−2l on
M we have
ΘV,N,2n−2l(1)(A ∧ · · · A)(ξ1, · · · , ξ2n−2l) =
= (2n− 2l)! ρ((Aˆh¯ChV Ch)2n−2l)(A(ξ1) ∧ · · · ∧ A(ξ2n−2l))
=
(2n− 2l)!
(n− l)! ∑
σ(2j−1)<σ(2j)
sgn(σ)
P2n−2l
(
C(A(ξσ(1)), A(ξσ(2))), · · · ,C(A(ξσ(2n−2l−1)), A(ξσ(2n−2l)))
)
,
where P2n−2l = (Aˆh¯ ChV Ch)n−l ∈ (Sn−lh)∗h. By [FEFESH, Thm. 5.2], for two
any vector fields ξ, η on M, C(A(ξ), A(η)) is equal to R˜V(ξ, η) + R˜(ξ, η)−Ω(ξ, η),
where R˜ (and R˜V) is the lifting of the curvature of the bundle TM (and V) and Ω
is the curvature for the Fedosov connection. Therefore, we have
ΘV,N,2n−2l(1)(A∧ · · · A)(ξ1, · · · , ξ2n−2l)
=(2n− 2l)! ρ(P2n−2l)((RV + R−Ω)2n−2l).
Replacing Ψ2n−2lV,2n−2l(1) by
1
h¯n−l(2n−2l)!ΘV,N,2k in Equation 4.3, we obtain〈
QV1(α)−QV2(α), 1
〉
=∑
l≤k
1
(2pi
√−1)l
∫
M
α2l ∧ Aˆ(M)Ch(V1 −V2) exp
(
− Ω
2pi
√−1h¯
)
.
This completes the proof. 
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5. GENERALIZATION TO ORBIFOLDS
In this section we show how the previous constructions can be generalized to
orbifolds. The result is an algebraic index theorem for (b+ B)-cocycles on certain
formal deformations of proper e´tale groupoids, which in turns generalizes the in-
dex formula for traces in [PFPOTA].
5.1. Preliminaries. Let (M,ω) be a symplectic orbifold, i.e., a paracompact Haus-
dorff space locally modeled on a quotient of an open subset of R2n, equipped with
the standard symplectic form, by a finite subgroup Γ ⊂ Sp(2n,R). As an abstract
notion of an atlas, we fix a proper e´tale groupoid G1 ⇒ G0 with the property that
G0/G1 ∼= M, and G0 is equipped with a G-invariant symplectic form ω. Denot-
ing the two structure maps of the groupoid by s, t : G1 → G0, this means that
s∗ω = t∗ω. Remark that for any symplectic orbifold, such a groupoid always ex-
ists and is unique up to Morita equivalence. Associated to the groupoid G is its
convolution algebra A⋊G := C∞cpt(G1) with product given by convolution:
( f1 ∗ f2)(g) := ∑
g1g2=g
f1(g1) f2(g2), where f1, f2 ∈ C∞cpt(G1) and g ∈ G1.
The symplectic structure on G equipsA⋊Gwith a noncommutative Poisson struc-
ture, that is, a degree 2 Hochschild cocycle whose Gerstenhaber bracket with itself
is a coboundary. Let Ah¯ be a G-invariant deformation quantization of (G0,ω), for
example given by Fedosov’s method, using an invariant connection as is explained
in [FE02]. This means thatAh¯ forms a G-sheaf of algebras over G0, and we can take
the crossed product Ah¯ ⋊G := Γcpt
(
G1, s
−1Ah¯) with algebra structure
[a1 ⋆c a2]g = ∑
g1g2=g
([a1]g1g2)[a2]g2 , for a1, a2 ∈ s−1Ah¯(G1) and g ∈ G1.
This is a noncommutative algebra deforming the convolution algebra of the un-
derlying groupoid.
In [NEPFPOTA], the cyclic cohomology ofA((h¯))⋊Gwas computed to be given
by
(5.1) HC•(A((h¯))⋊ G) = ⊕
r≥0
H•−2r
(
M˜,C((h¯))
)
,
where M˜ is the so-called inertia orbifold which we will now describe. Introduce
the “space of loops” B(0) given by
B(0) := {g ∈ G1 | s(g) = t(g)}.
In the sequel, we denote by σ0 the local embedding obtained as the composition
of the canonical embedding B(0) →֒ G1 with the source map s. If no confusion can
arise, we also denote the embedding B(0) →֒ G1 by σ0. The groupoid G acts on
B(0) and the associate action groupoid ΛG := B(0)⋊ G turns out to be proper and
e´tale as well. It therefore models another orbifold M˜ := B(0)/G called the inertia
orbifold.
As done in the previous sections for smooth manifolds, we will lift the isomor-
phism (5.1) to a morphism of cochain complexes where on one side we have a
complex of differential forms and on the other side Connes’ (b, B)-complex. There
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are two natural choices for a de Rham-type of complex that computes the coho-
mology of M˜. One is to use a simplicial resolution of B(0) given by the so-called
“higher Burghelea spaces” Bk and the associated simplicial de Rham complex. The
other one, and this is the complex we use, is to use G-invariant differential forms
on B(0). The fact that the two models compute the same cohomology is true be-
cause G is a proper groupoid.
It was observed in [CR] that ΛG is a so-called cyclic groupoid, that is, comes
equipped with a canonical nontrivial section θ : B(0) → ΛG1 of both source and
target map. In this case θ is given by θ(g) = g, g ∈ B(0). As a consequence of
this, when we pull-back the sheaf Ah¯ to B(0), it comes equipped with a canonical
section
θ ∈ Aut(ι−1(Ah¯G)).
As we have seen, for a smooth symplectic manifold, the local model for a defor-
mation quantization was given by the Weyl algebra. In this case, it is given by the
Weyl algebra together with an automorphism.
5.2. Adding an automorphism to the Weyl algebra. As remarked in §2.1, the
symplectic group Sp(2n,R) acts on the Weyl algebra Wpoly2n by automorphisms.
Let us fix an element γ ∈ Sp(2n,R) of finite order. It induces a decomposition
of V = R2n into two components, V = V⊥ ⊕ Vγ, where Vγ is the subspace of
fixed points. Since γ is a linear symplectic transformation, this decomposition is
symplectic, and we put l := dim(V⊥)/2. Adding the automorphism γ to the
definition of cyclic cohomology has quite an effect in the sense that we now have
Proposition 5.1. The twisted cyclic cohomology of the Weyl algebra is given by
HCkγ
(
W
poly
2n
)
=
{
C[h¯, h¯−1], if k = 2n− 2l+ 2p, p ≥ 0
0, else.
We will now give an explicit generator for the nonzero class in cyclic cohomol-
ogy. Let A and A˜ be algebras over a field k, possibly equipped with automor-
phisms γ ∈ Aut(A) and γ˜ ∈ Aut(A˜). The Alexander–Whitney map defines a
cochain map
# : C•(A)⊗ C•(A˜)→ C•(A⊗ A˜),
where the Hochschild differentials are twisted by resp. γ, γ˜ and γ⊗ γ˜. According
to the Eilenberg–Zilber theorem, this is in fact a quasi-isomorphism. The cyclic
version of this theorem, cf. [LO, §4.3], states that the map above can be completed
to a quasi-isomorphism of the cochain complexes Tot• BC•. Below we will only be
interested in the case where one of the two cochains is of degree 0, that means a
twisted trace. Recall that a γ˜-twisted trace on A˜ is a linear functional trγ˜ : A˜ → k
satisfying
(5.2) trγ˜(a˜1 a˜2) = trγ˜(γ˜(a˜2)a˜1) for all a˜1, a˜2 ∈ A˜.
Lemma 5.2. Let ψ = (ψ0, . . . ,ψ2k) ∈ Tot2k BC•(A) be a γ-twisted (b+ B)-cocycle on
A and tr a γ˜-twisted trace on A˜. Then the cochain
ψ# tr = (ψ0# tr, . . . ,ψ2k# tr)
is a γ⊗ γ˜-twisted cocycle of degree 2k in Tot• BC•(A⊗ A˜).
CYCLIC COCYCLES ON DEFORMATION QUANTIZATIONS 25
Proof. Explicit computation. 
In our case, we have W
poly
2n = W
poly
2l ⊗Wpoly2n−2l according to the decomposition
V = V⊥⊕Vγ of the underlying symplectic vector space. Notice that by definition,
the automorphism γ ∈ Sp2n is trivial on Wpoly2n−2l. Therefore we can simply use the
cyclic cocycle (τ0, . . . , τ2n−2l) of degree 2n− 2l on this part of the tensor product.
On the transversal part, i.e., associated to V⊥ = R2l we use the twisted trace
trγ : W
poly
2l → C[h¯, h¯−1] constructed by Fedosov in [FE02]: For this, we choose a
γ-invariant complex structure on V⊥, identifying V⊥ ∼= Cl so that γ ∈ U(l). The
inverse Caley transform
c(γ) =
1− γ
1+ γ
is an anti-hermitian matrix, i.e., c(γ)∗ = −c(γ). With this, define
trγ(a) := µ2l
(
det−1(1− γ−1) exp
(
h¯ c(γ−1)ij ∂
∂zi
∂
∂z¯j
)
a
)
,
where c(γ−1)ij is the inversematrix of c(γ−1) andwherewe sum over the repeated
indices i, j = 1, . . . , l. It is proved in [FE02, Thm. 1.1], that this functional is a γ-
twisted trace density, i.e., satisfies equation (5.2). Clearly, trγ(1) = det
−1(1−γ−1),
so the cohomology class of trγ is independent of the chosen polarization. With this
we have:
Proposition 5.3. Let γ ∈ Sp(2n,R). Then the #-product
(τ0# trγ, . . . , τ2n−2l# trγ) ∈ Tot2n−2l BC•(Wpoly2n )
defines a nontrivial γ-twisted cocycle of degree 2n− 2l on the Weyl algebra.
5.3. Cyclic cocycles on formal deformations of proper e´tale groupoids. In this
section we will show how to use the twisted (b+ B)-cocycle of the previous sec-
tion to construct arbitrary (b+ B)-cocycles on formal deformations of proper e´tale
groupoids. Consider again the Burghelea space B(0). Generically, this space will
not be connected, and has components of different dimensions. Introduce the lo-
cally constant function ℓ : B(0) → N by putting ℓ(g) equal to half the codimension
of the fixed point set of g in a local orbifold chart.
Definition 5.4. Define Ψi2k ∈ Ωi(B(0))⊗C∞(B(0))
(
(σ∗0W)⊗(2k−2ℓ−i+1)
)∗
by
Ψi2k
(
a0 ⊗ . . .⊗ a2k−2ℓ−i
)
:=
:=
(
1
h¯
)i
τθ2k−2ℓ
(
(a0 ⊗ . . .⊗ a2k−2ℓ−i)× (σ∗0 A)i
)
.
Hereby, W is the Weyl algebra bundle on G0 for the G-invariant Fedosov defor-
mation quantization A((h¯)), A is the corresponding connection 1-form on G0, and
a0, . . . , a2k−2ℓ−i are germs of smooth sections of σ∗0W at a point g ∈ B(0). Notice
that as a cochain on σ∗0W , the degree of Ψi2k varies over the connected components
of B(0) according to the function ℓ introduced above.
Proposition 5.5. The Ψi2k are G-equivariant and satisfy the equalities
(−1)idΨi−12k = Ψi2k ◦ bθ +Ψi2k+2 ◦ Bθ.
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Proof. Since the Fedosov connection on G0 is assumed to be G-invariant, Ψ
i
2k is
easily checked to be G-equivariant. We observe that bθ(σ
∗
0A)k = b(σ
∗
0 A)k and
Bθ(σ
∗
0A)k = B(σ
∗
0A)k on G0. The proof of the equality follows the same lines as
the proof of its untwisted version Proposition 3.6. 
Remark 5.6. In particular, for g ∈ B(0), i = 2n − 2ℓ(g) and k = n, we find that
over each connected neighborhood of g ∈ B(0)
dΨ
2n−2ℓ(g)−1
2n = Ψ
2n−2ℓ(g)
2n ◦ bθ .
Thus the form Ψ2n−2ℓ2n is a “twisted trace density” in the notation of [PFPOTA,
Def. 2.1]. In fact unraveling the definitions, the identity above is exactly [PFPOTA,
Prop. 4.2].
Definition 5.7. For 2r ≤ i, define sheaf morphisms
χi−2ri : Ω
i
B(0)
((h¯))→ Ci−2r(σ∗0A((h¯))),
by the formula
χi−2ri,U (α)(a0, . . . , ai−2r) :=
∫
B(0)
α ∧Ψ2n−2ℓ−i2n−2r (σ−10 a0, . . . , σ−10 ai−2r),
where U ⊂ B(0) is open, α ∈ Ωi(U)((h¯)), and a0, . . . , a2k−2r ∈ Γcpt
(
σ∗A((h¯))).
Together these morphisms define sheaf morphisms
χi : Ω
i
B(0)
((h¯))→ Toti BC•(σ∗0A((h¯))), χi := ∑
2r≤i
χi−2ri .
By an argument similar to the untwisted case we obtain
Theorem 5.8. The morphism χ• is a morphism of sheaves of cochain complexes, i.e.,
(b+ B)χ•(α) = χ•(dα),
for all α ∈ Ω•(U) and U ⊂ B• open.
With this we can now define an S-morphism of mixed G-sheaf complexes over the
inertia orbifold M˜ as follows:
Q
i : Toti BΩ•
B(0)
((h¯)) =
⊕
2r≤i
Ωi−2r
B(0)
((h¯)) → Toti BC•(A((h¯)))
by
Q
i
(
∑
2r≤i
αi−2r
)
:=
1
(2pi
√−1)ℓ ∑2r≤i
χi−2r(αi−2r).
Forming global invariant sections we finally obtain the S-morphism
Q : Toti BΩ•(M˜)((h¯)) = ⊕
2r≤i
Ωi−2r(M˜)((h¯))→ Toti BC•(A((h¯))⋊ G).
Proposition 5.9. The map Q is an S-quasi-isomorphism establishing the isomorphism
(5.1).
CYCLIC COCYCLES ON DEFORMATION QUANTIZATIONS 27
5.4. Twisting by vector bundles. It is our aim to compute the pairing of the co-
cycles in Connes’ (b + B)-complex obtained by the map Q above with K-theory
classes on A((h¯)) ⋊ G. Let us first explain how orbifold vector bundles define el-
ements in K0
(A((h¯)) ⋊ G). Recall that an orbifold vector bundle is a vector bun-
dle V → G0 together with an action of G. Taking formal differences of isomor-
phism classes, these define the orbifold K-group K0orb(M). An orbifold vector
bundle defines a projective A⋊ G-module Γcpt(G0,V), where f ∈ C∞cpt(G1) acts on
ξ ∈ Γcpt(G0,V) by
( f · ξ)(x) = ∑
t(g)=x
f (g) ξ(s(g)), for x ∈ G0.
On the other hand, K-theory is stable under formal deformations, which means
that
K0(Ah¯ ⋊ G) ∼= K0(A⋊G),
where the isomorphism is induced by taking the zero’th order term of a projector
in a matrix algebra over Ah¯ ⋊G. Altogether, we have defined a map
K0orb(M)→ K0(Ah¯ ⋊ G).
It therefore makes sense to pair our cyclic cocycles with formal differences of
isomorphism classes of vector bundles. To compute this pairing we again use
quantization with values in the vector bundle to extend our cyclic cocycles. For
this, notice that when we pull-back an orbifold vector bundle V → G0 to B(0),
the cyclic structure θ acts on σ∗0V. We therefore consider the algebra W
poly,V
2n =
W
poly
2n ⊗ End(V) equipped with the automorphism γ acting both via Sp(2n) on
W
poly
2n and on the second factor by an element in End(V), also denoted by γ. This
leads to cochains
τ
V,γ
2k
(
(a0 ⊗M0)⊗ . . .⊗ (a2k ⊗M2k)
)
:= τγ2k(a0 ⊗ . . .⊗ a2k) trV(γM0 · · ·M2k).
for 0 ≤ k ≤ 2n− 2l. Together these cochains constitute a γ-twisted (b+ B)-cocycle
(τV,γ0 , τ
V,γ
2 , . . . , τ
V,γ
2n−2l) ∈ Tot2n−2l BC•(WV2n). With this, one generalizes the defi-
nition of Ψi2k, χ• and Q
• in the obvious manner to ΨiV,2k, χV,i and Q
i
V .
Proposition 5.10. Let α = (α0, . . . , α2k) ∈ Tot2k BΩ•(M˜) be a closed differential form,
and P1 and P2 projection in the matrix algebras over A((h¯)) ⋊ G with P1 − P2 compactly
supported on M˜. Then we have〈
Q(α), PV1 − PV2
〉
=
〈
QV1(α)−QV2(α), 1
〉
=
k
∑
i=0
∫
M˜
1
(2pi
√−1)ℓmα2i ∧
(
Ψ2n−2ℓ−2iV1,2n−2i (1)−Ψ
2n−2ℓ−2i
V2,2n−2i (1)
)
.
Here the function m : M˜ → N is the locally constant function which coincides for each
sector O ⊂ B(0) with mO, the order of the isotopy group of the principal stratum of
O/G ⊂ M˜.
Proof. The first equality is just as in Prop. 4.1. For the second, again observe that
the twisted cyclic cocycles are normalized, so we can throw away all terms that
contain more than one 1. Finally, the reduction to an integral over M˜ is as in
[PFPOTA, Prop. 4.4]. 
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5.5. A twisted Riemann–Roch theorem. By the previous proposition, it remains
to evaluate Ψ2n−2ℓ−2iV,2n−2i (1), which is of course done by interpreting it as a cocycle in
Lie algebra cohomology. Define the inclusion of Lie algebras h ⊂ g by setting
g := glN
(
W
V,γ
2n
)
, h := glN ⊕ glV ⊕ spγ2n,
where the superscript γ means taking γ-invariants. We will now construct Lie al-
gebra cocycles of g relative to h in C•(g; h) as follows. First the standardmorphism
from Hochschild cochains to Lie algebra cochains, cf. Eq. (4.2), is still a morphism
of cochain complexes when we twist the differentials:
φN :
(
C•(MN(W2n),MN(W2n)∗), bγ
)→ (C•(glN(W2n),MN(W2n)∗), ∂Lie,γ).
Here the twisted Lie algebra cochain complex is as defined in [PFPOTA, §4.1.].
Second, evaluation at 1 ∈Mn(W2n) induces a morphism
ev1 :
(
C•(glN(W
γ
2n),MN(W2n)
∗), ∂Lie,γ
) → (C•(g,C((h¯)), ∂Lie).
Notice that this is only a morphism of cochain complexes when restricted to the γ-
invariant part of glN(W
V
2n), because the evaluation morphism above only respects
the module structure of this sub-Lie algebra. With this we now have:
Proposition 5.11. For k ≤ n the cochain
Θ
N,γ
V,2k :=
1
h¯k
ev1
(
φN(τγ2k)
) ∈ C2k (g; h,C((h¯))) ,
is a Lie algebra cocycle relative to h, which means ∂LieΘ
N,γ
V,2k = 0.
With this we have
Ψ2n−2ℓ−2rV,2n−2r (1) =
(
1
h¯
)n−ℓ−r 1
(2n− 2ℓ− 2r)!Θ
N,θ
V,2n−2ℓ−2r(A ∧ . . .∧ A)(1)
To explicitly compute the class [ΘN,γV,2k] ∈ H2k(g; h,C((h¯))), we use the Chern–Weil
homomorphism
ρ :
(
Skh∗
)h → H2k(g; h,C((h¯))),
which, by [PFPOTA, Prop. 5.1], is again an isomorphism for k ≤ n− l and N ≫ n
as in the untwisted case, cf. Prop. 4.3. Let us now describe the ingredients of the
unique polynomial in Sk h∗ that is defined by ΘN,γV,2k. For this we split
h = sp2n−2ℓ ⊕ spγ2ℓ ⊕ glγV ⊕ glN ,
and write X = (X1,X2,X3,X4) for an element in h. Define
(Aˆh¯ Jγ ChV,γ Ch)(X) := Aˆh¯(X1)Jγ(X2)ChV,γ(h¯X3)Ch(X4),
where Ch and Aˆh¯ are as before, ChV,γ is the Chern character twisted by γ. Con-
cretely, this means ChV,γ(X3) = trV(γ exp(X3)). Finally, Jγ is defined by
Jγ(X2) :=
∞
∑
i=0
1
i!
trγ(X2 ⋆ · · · ⋆ X2︸ ︷︷ ︸
i
),
where we use the embedding of sp
γ
2ℓ ⊂ sp2n as degree two polynomials in the
Weyl algebra. Strictly speaking, this is not an element of S•(h∗)h, but we will only
need a finite number of terms in the expansion in the theorem below. In fact, in
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the application to the higher index theorem, the specific element X2 turns out to
be pro-nilpotent.
Theorem 5.12. In H2k(g; h) we have the equality
[ΘN,γV,2k] = ρ
(
(Aˆh¯ Jγ ChV,γ Ch)k
)
.
Proof. Given Theorem 4.4, this follows as in [PFPOTA, Thm. 5.3]. 
5.6. The higher index theorem for proper e´tale groupoids. We finally arrive at
our main result. To state it properly, we need to introduce a few characteristic
classes. Let V be an orbifold vector bundle. Using the cyclic structure θ, we can
twist the Chern character of the pull-back σ−10 V to define Chθ(ι
−1V) by
Chθ(ι
−1V) := tr
(
θ exp
(
RV
2pi
√−1
))
∈ Hev(M˜)
where RV denotes the curvature of a connection on V. Denote by N, the normal
bundle over B(0) coming from the embedding into G1. It is easy to see that the
element
Chθ(λ−1N) :=
2ℓ
∑
i=0
(−1)iChθ(ΛiN) ∈ Hev(M˜),
is invertible. If we use R⊥ to denote the curvature on N, then
2ℓ
∑
i=0
(−1)iChθ(ΛiN) = det(1− θ−1 exp(− R
⊥
2pi
√−1 )).
With this observation, we can now state:
Theorem 5.13. Let α = (α2k, · · · , α0) ∈ Tot2k BΩ•(M˜)((h¯)) be a sequence of closed
forms on the inertia orbifold, and P1, P2 be two projectors in the matrix algebra overA((h¯))
with P1 − P2 compactly supported. Then we have
〈Q(α), P1− P2〉 =
k
∑
j=0
∫
M˜
1
(2pi
√−1)jm
α2j ∧ Aˆ(M˜) Chθ(ι∗V1 − ι∗V2) exp(− ι∗Ω2pi√−1h¯ )
Chθ(λ−1N)
,
where V1 and V2 are the orbifold vector bundles on M determined by the zero-th order
terms of P1 and P2, and m is a local constant function defined by the order of the isotopy
group of the principal stratum of a sector O/G ⊂ M˜.
6. THE HIGHER ANALYTIC INDEX THEOREM ON MANIFOLDS
The higher algebraic index theorems proved in Section 4 gives us the means
to derive Connes–Moscovici’s higher index theorem in a deformation theoretic
framework. To this end we first recall Alexander–Spanier cohomology which is
needed to define a higher analytic index for elliptic operators on manifolds and
then determine the cyclic Alexander–Spanier cohomology. An h¯-dependent sym-
bol calculus for pseudodifferential operators gives rise to a deformation quantiza-
tion on the cotangent bundle. This together with the computation of the cyclic
Alexander–Spanier cohomology enable us to relate the analytic with the alge-
braic higher index. The higher algebraic index theorems can then be derived from
Thm. 4.5.
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6.1. Alexander–Spanier cohomology. Assume to be given a smooth manifold M.
Like in App. A.2 denote by k one of the commutative rings R, R[[h¯]] and R((h¯)),
and let OM,k be one of the sheaves C∞M, C∞M[[h¯]] and C∞M((h¯)), respectively. In other
words, OM,k(U) := C∞(U)⊗ˆk with U ⊂ M open consists of all smooth functions
on U with values in k. If no confusion can arise, we shortly write O instead of
OM,k. For k ∈ N denote by O⊠ˆk the completed exterior tensor product sheaf
which is a sheaf on Mk and which is defined by the property
O⊠ˆk(U1 × · · · ×Uk) ∼= O(U1)⊗ˆ · · · ⊗ˆO(Uk) for all U1, · · · ,Uk ⊂ M open,
where ⊗ˆ means the completed bornological tensor product. Put now CkAS(O) :=
∆∗k+1
(O⊠ˆk+1) and define sheaf maps δ : Ck−1AS (O) → CkAS(O) as follows. First
observe that
C
k
AS(O)(U) ∼= O⊠ˆk+1
(
Uk+1
)
/J (∆k+1(U),Uk+1),
where J (∆k+1(U),Uk+1) denotes the ideal of sections of O⊠ˆk+1 over Uk+1 which
vanish on the diagonal ∆k+1(U). Then define δ f ∈ O⊠ˆk+1
(
Uk+1
)
for f ∈ O⊠ˆk(Uk)
by the formula
δ f =
k
∑
i=0
(−1)i δi f , where
δi f (x0, . . . , xk+1) = f (x0, . . . , xi−1, xi+1, . . . , xk+1), x0, . . . , xk+1 ∈ U.
Additionally, put
δ′ f =
k−1
∑
i=0
(−1)i δi f .
By construction, δ f and δ′ f lie in J (∆k+2(U),Uk+2), if f ∈ J (∆k+1(U),Uk+1).
Hence one can pass to the quotients and obtains maps
δ : Ck−1AS (O)(U)→ CkAS(O)(U) and δ′ : Ck−1AS (O)(U)→ CkAS(O)(U)
which are the components of sheaf maps. Since δ2 = (δ′)2 = 0, we have two sheaf
cochain complexes
(
C•AS(O), δ
)
and
(
C•AS(O), δ′
)
. Denote byC•AS(O) := Γ(M,C•AS(O))
the complex of global sections with differential given by δ. This is the Alexander–
Spanier cochain complex of O. Its cohomology is denoted by H•AS(O) and called
the Alexander–Spanier cohomology of O. In the particular case, where k = R and
O = C∞M, one recovers the Alexander–Spanier cohomology H•AS(M) of M.
Proposition 6.1. Let ι : k→ C0AS(O) be the canonical embedding of the locally constant
sheaf k into C0AS(O). Then
k
ι→ C0AS(O) δ→ C1AS(O) δ→ . . . δ→ CkAS(O) δ→
is a fine resolution of the locally constant sheaf k. Moreover,
(
C•AS(O), δ′
)
is contractible.
Proof. Obviously, each of the sheaves CkAS(O) is fine. So it remains to show that for
each x ∈ M the sequence of stalks
0 →֒ k ι→ C0AS(O)x δ→ . . . δ→ CkAS(O)x δ→ . . .
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is exact. To this end note first that the stalk CkAS(O)x is given as the inductive limit
of quotients O⊠ˆ(k+1)(Uk+1)/J (∆k+1(U),Uk+1), where U runs through the open
neighborhoods of x. Define now for k ∈ N so-called extra degeneracy maps
skx :O⊠ˆ(k+2)
(
Uk+2
)→ O⊠ˆ(k+1)(Uk+1), f 7→ f (x,−), and
sk+1,k :O⊠ˆ(k+2)(Uk+2)→ O⊠ˆ(k+1)(Uk+1), f0 ⊗ . . .⊗ fk+1 7→ f1 ⊗ . . .⊗ fk ⊗ fk+1 f0.
Additionally put
εx : O(U)→ k, f 7→ f (x).
Then one checks immediately that
(6.1) sk+1x δ + δs
k
x = id for all k ∈ N and s0xδ + ιε = id .
This proves the first claim. For the proof of the second it suffices to verify that
(6.2) sk+1,kδ0 = id and sk+1,kδi = δi−1sk,k−1,
since then
sk+1,kδ′ + δ′sk,k−1 = id for all k ∈ N∗ and s1,0δ′ = id .
But Eq. (6.2) is obtained by straightforward computation, and the proposition fol-
lows. 
Remark 6.2. By the preceding result the Alexander–Spanier cohomology has to
coincide both with the Cˇech cohomology of the locally constant sheaf k and the de
Rham cohomology of M with values in k (cf. [SP, COMO]). Let us sketch the con-
struction of the corresponding quasi-isomorphisms. To this end choose an open
covering U of M and a subordinate smooth partition of unity (ϕU)U∈U . Consider
a Cˇech cochain c = (cU0,...,Uk)(U0,...,Uk)∈N k(U ) with values in the ring k, where
N k(U ) := {(U0, . . . ,Uk) ∈ U k+1 | U0 ∩ . . .∩Uk 6= ∅}
is the nerve of the covering. Associate to c the Alexander–Spanier cochain
ρU (c)(x0, . . . , xk) = ∑
U0 ...Uk
cU0 ...Uk ϕU0(x0) · . . . · ϕUk(xk).
One checks easily that the resulting map ρU : Cˇ•U (M,k) → C•AS(O) is a chain
map. Moreover, if U is a good covering, i.e. if it is locally finite and if the in-
tersection of each finite family of elements of U is contractible, then ρU is even a
quasi-isomorphism. To define a quasi-isomorphism λ : C•AS(O) → Ω•(M,k) first
choose a complete riemannian metric on M, and denote by exp the corresponding
exponential function. For f ∈ O⊠ˆ(k+1)(Mk+1), x ∈ M and v1, . . . , vk ∈ TxM then
put
λ( f )x(v1, . . . ,vk) :=
=
1
k! ∑
σ∈Sk
sgn(σ)
∂
∂s1
. . .
∂
∂sk
f
(
x, expx(s1vσ(1)), . . . , expx(skvσ(k))
)|si=0.
Clearly, this defines a k-valued smooth k-form λ( f ), which vanishes, if one has
f ∈ J (∆k+1(M),Mk+1). Moreover, one checks easily that λδ( f ) = dλ( f ). By
passing to the quotient CkAS(M) = O⊠ˆ(k+1)(Mk+1)/J
(
∆k+1(M),M
k+1
)
we thus
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obtain the desired chain map which is denoted by λ. By [COMO], λ is a quasi-
isomorphism.
Remark 6.3. For later purposes let us present here another representation of Ale-
xander-Spanier cochains in case O is the sheaf of smooth functions on M. This
representation allows also for a dualization, i.e. the construction of Alexander-
Spanier homology groups. To this end consider an open covering U of M, and
denote by U k the neighborhood ⋃U∈U Uk of the diagonal ∆k(M) in Mk. Then put
(6.3) CkAS(M,U ) := C∞
(U k)
Obviously,
(
C•AS(M,U ), δ
)
then forms a complexwhere, in degree k, δ denotes here
the Alexander-Spanier differential restricted to C∞(U k). Moreover, for every re-
finement V →֒ U of open coverings, one has a canonical chain map C•AS(M,U ) →
C•AS(M,V). The direct limit of these chain complexes with respect to U running
through the directed set Cov(M) of open coverings of M coincides naturally with
the Alexander-Spanier cochain complex over M:
(6.4) lim−→
U∈Cov(M)
C•AS(M,U ) ∼= C•AS(C∞)(M).
Hence the direct limit of the cochain complexes C•AS(M,U ) computes the Alexan-
der-Spanier cohomology of M. Note that since homology functors commute with
direct limits, Alexander-Spanier cohomology also coincides naturally with the di-
rect limit
lim−→
U∈Cov(M)
H•AS(M,U ).
Now let CASk (M,U ) be the topological dual of CkAS(M,U ), i.e. the space of com-
pactly supported distributions on Mk+1. Transposing δ gives rise to a chain com-
plex
(
CAS• (M,U ), δ∗
)
, the homology of which is denoted by HAS• (M,U ). The in-
verse limit
(6.5) HAS• (M) := lim←−
U∈Cov(M)
HAS• (M,U )
is called the Alexander-Spanier homology of M. By [MOWU, Prop. 1.2] one has
for every open covering U of M a natural isomorphism between the Alexander-
Spanier homology and Cˇech homology
(6.6) HAS• (M,U ) ∼= Hˇ•(M,U ).
This implies in particular, that Alexander-Spanier homology coincides naturally
with Cˇech homology. Moreover, for a good open cover U of M, i.e an open cover
such that all finite nonempty intersections of elements of U are contracible, the
homology HAS• (M,U ) of the cover U then has to coindide with the Alexander-
Spanier homology HAS• (M) of the total space (cf. [BOTU, §15]).
By duality of the defining complexes, Alexander-Spanier homology and coho-
mology pair naturally, which means that in each degree k one has a natural map
(6.7) 〈−,−〉 : HASk (M)× HkAS(M)→ R.
Let us describe this pairing in some more detail, since we will later need it. Let
[ f ] be an Alexander-Spanier cohomology class represented by some cochain f ∈
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CkAS(M,U ). Let µ =
(
[µV ]
)
V∈Cov(M) be an Alexander-Spanier homology class,
where the µV are appropriate cycles in CASk (M,V). Then, one puts
(6.8) 〈µ, [ f ]〉 := µU ( f ).
It is straightforward to check that this definition of the pairing 〈µ, [ f ]〉 does not
depend on the choice of representatives for the homology classes [µV ] respectively
for the cohomology class [ f ].
Besides the above defined sheaf complex
(
C
•
AS(O), δ
)
, one can define the sheaf
complex
(
C•aAS(O), δ
)
of antisymmetric Alexander–Spanier cochains and the sheaf
complex
(
C•λAS(O), δ
)
of cyclic Alexander–Spanier cochains. A section of CkAS(O)
over U ⊂ M open which is represented by some f ∈ O⊠ˆk+1(Uk+1) is called anti-
symmetric resp. cyclic, if
f (xσ(0), . . . , xσ(k+1) = sgn(σ) f (x0, . . . , xk)
for all (x0, . . . , xk) close to the diagonal and every permutation resp. every cyclic
permutation σ in k+ 1 variables. In the following we show how to determine the
cohomology of these sheaf complexes. To this end we first define degeneracy maps
si,k for 0 ≤ i ≤ k as follows:
si,k :O⊠ˆ(k+2)(Uk+2) → O⊠ˆ(k+1)(Uk+1),
f0 ⊗ . . .⊗ fk+1 7→ f0 ⊗ . . .⊗ fi fi+1 ⊗ . . .⊗ fk+1.
Obviously, these maps si,k induce sheaf morphisms si,k : Ck+1AS (O) → CkAS(O).
Moreover, one checks immediately that the following cosimplicial identities are
satisfied:
δ
j
δ
i
= δ
i
δ
j−1
, if i < j(6.9)
sj,k−1si,k = si,k−1sj+1,k, if i ≤ j(6.10)
sj,kδ
i
=

δ
i
sj−1,k−1 for i < j,
id for i = j or i = j+ 1,
δ
i−1
sj,k−1 for i > j+ 1.
(6.11)
Next we introduce the cyclic operators
(6.12) tkx : C
k
AS(O)x → CkAS(O)x, [ f0 ⊗ . . .⊗ fk]x 7→ (−1)k[ f1 ⊗ . . .⊗ fk ⊗ f0]x
Note that the cyclic operator tkx is induced by a globally defined sheaf morphism
tk : CkAS(O) → CkAS(O). One easily checks that the tk satisfies the following cyclic
identities:
tkδ
i
= δ
i−1
tk−1, if 1 ≤ i ≤ k(6.13)
tksi,k = si−1,ktk+1, if 1 ≤ i ≤ k(6.14) (
tk
)k+1
= id .(6.15)
This means that the tuple
(
CkAS(O), δi, si,k, tk
)
is a cyclic cosimplicial sheaf over M.
Its cyclic cohomology can be computed as the cohomology of either one of the
following complexes:
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(1) the total complex of the associated cyclic bicomplex with vertical differen-
tials given by δ in even degree resp. by −δ′ in odd degree, and horizontal
differentials given by id−tk in even degree resp. by Nk := ∑kl=0
(
tk
)l
in
odd degree;
(2) the complex obtained as the 0-th cohomology of the horizontal differentials
in the cyclic bicomplex; in other words this is the cyclic Alexander–Spanier
complex C•λAS(O) with differential δ;
(3) the total complex of the associated mixed cochain complex with differen-
tials δ and BAS, where B
k
AS := N
k s0,k
(
id−tk−1) with s0,k the extra degener-
acy defined above.
By Proposition 6.1 the Hochschild cohomology of the mixed complex (3) is given
by k in degree 0 and by 0 in all other degrees. Hence the cyclic cohomology of this
mixed complex coincides with k in even degree and with 0 else. Since the cyclic
cohomology is also computed by C•λAS(O)x one obtains the claim about the cyclic
Alexander–Spanier cohomology in the following result.
Proposition 6.4. In the derived category of sheaves on M, both sheaf complexes C•AS(O)
and C•aAS(O) are isomorphic to k, whereas C•λAS(O) is isomorphic to the cyclic sheaf com-
plex
k→ 0→ k→ . . .→ 0→ k→ 0→ . . . .
Moreover, the antisymmetrization ε• : C•AS(O)→ C•aAS(O),
εk
(
[ f0 ⊗ . . .⊗ fk]
)
= ∑
σ∈Sk+1
sgn σ
(k+ 1)!
[ fσ(0)⊗ . . .⊗ fσ(k)]
is a quasi-isomorphism.
Proof. By the previous considerations it remains only to prove that ε• is a quasi-
isomorphism. To this end one checks along the lines of the proof of Proposition
6.1 and by using the maps skx that C
•
aAS(O) is a fine resolution of k, and that ε• is a
sheaf morphism between these fine resolutions over the identity of k. 
Remark 6.5. Abstractly, a cyclic object in a category C is a contravening functor
fromConnes’ cyclic category ∆C to C , cf. [LO, §6.1]. The cyclic category ∆C has the
remarkable property of being isomorphic to its opposite ∆Cop via an explicit func-
tor as in Prop. 6.1.11. in [LO]. Therefore, out of any cyclic object, one constructs
a cocyclic object -that is, a covariant functor ∆C → C- by precomposing with this
isomorphism, called the dual. With this, one recognizes the cocyclic sheaf C•AS(O)
as the dual of the cyclic sheaf O♮• associated to O as a sheaf of algebras.
Next we construct a quasi-isomorphism from the sheaf complex
(
CkλAS(O), δ
)
to
the total complex of the mixed sheaf complex
(
Ω•(−,k), d, 0). To this end define
for 2r ≤ k and U ⊂ M open a morphism
λ
k−2r
k,U : Γ
(
U,CkAS(O)
)→ Ωk−2r(U,k)
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as follows. First let f ∈ O⊠ˆk+1(Uk+1) be a representative of a section of CkAS(O)
over U, let x ∈ U and v1, . . . , vk−2r ∈ TxM. Then put
λk−2rk,U ( f )x(v1, . . . , vk−2r) :=
(k− 2r)!
(k+ 1)! ∑
ν∈S2r+1,k−2r
∑
σ∈Sk−2r
sgn(ν) sgn(σ)
∂
∂s1
. . .
∂
∂sk−2r
(ν f )
(
x, x, . . . , x, expx(s1vσ(1)), . . . , expx(sk−2rvσ(k−2r))
)|si=0
Hereby, Sp,q denotes the set of (p, q)-shuffles of the set {0, . . . , p+ q}, and ν f for
ν ∈ Sk+1 is defined by
ν f (x0, x1, . . . , xk) := f (xν(0), xν(1), . . . , xν(k)).
Obviously, λk−2rk,U ( f ) vanishes, if f vanishes around the diagonal of U
k+1. Hence
one can define
λ
k−2r
k,U
(
f + J (∆k+1,Uk+1)
)
:= λk−2rk,U ( f )
which provides us with the desired morphism. By an immediate computation one
checks that for f0, . . . , fk ∈ O(U)
λk−2rk,U ( f0 ⊗ . . .⊗ fk) =
=
(k− 2r)!
(k+ 1)! ∑
ν∈S2r+1,k−2r
sgn(ν) fν(0) · . . . · fν(2r) d fν(2r+1) ∧ . . .∧ d fν(k).
(6.16)
Proposition 6.6. Let λk : C
k
λAS(O) → Totk BΩ•(−,k) be the sheaf morphism defined
by λk := ∑2r≤k λ
k−2r
k . Then the following relation is satisfied:
λk+1δ = dλk.
Proof. First check that for 0 ≤ i ≤ k
λk−2rk,U
(
δi( f0 ⊗ . . .⊗ fk−1)
)
=
= (−1)i λk−2rk,U
(
1⊗ f0 ⊗ . . .⊗ fk−1
)
= (−1)i (k− 2r)!
(k+ 1)! ∑
ν∈S2r,k−2r
sgn(ν) fν(0)⊗ . . .⊗ fν(2r−1) d fν(2r) ∧ . . . ∧ d fν(k−1),
and then that
d λk−1−2rk−1,U ( f0 ⊗ . . .⊗ fk−1) =
=
(k− 2r− 1)!
k! ∑
ν∈S2r+1,k−2r−1
sgn(ν) d( fν(0)⊗ . . .⊗ fν(2r)) ∧ d fν(2r+1) ∧ . . .∧ d fν(k−1)
=
(k− 2r)!
k! ∑
ν∈S2r,k−2r
sgn(ν) fν(0)⊗ . . .⊗ fν(2r−1) d fν(2r+1) ∧ . . .∧ d fν(k−1).
By the definition of δ, these two equations entail the claimed equality. 
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6.2. Higher indices. Alexander–Spanier cohomology has been used by CONNES–
MOSCOVICI [COMO] to define higher (analytic) indices of an elliptic operator act-
ing on the space of smooth sections of a (hermitian) vector bundle over a closed
(riemannian) manifold. More precisely, the Connes–Moscovici higher indices can
be understood as a pairing of the Chern character of a K-theory class defined by
an elliptic operator with the cyclic cohomology class defined by an Alexander–
Spanier cohomology class (cf. [MOWU]). Unlike for the K-theoretic formulation of
the Atiyah–Singer index formula, where the K-theory of the algebra of smooth sec-
tions over the cosphere bundle of the underlying manifold is considered, it turns
out that for the K-theoretic formulation of higher index theorems the appropri-
ate algebra is the algebra of trace class operators acting on the Hilbert space of
square integrable sections of the given vector bundle. This point of view and the
fact that the pseudo-differential calculus on the underlying manifold gives rise to
a deformation quantization enable us to compare the higher analytic index with
the higher algebraic index and then derive the Connes–Moscovici higher index
formula. In the following we provide the details and proceed in several steps.
Step 1. Assume that Ψ ∈ Ω2n(M) ⊗C∞(M) W∗ is a trace density for the star
product algebraA((h¯))cpt on M. In other words this means that
Tr : A((h¯))cpt → k, a 7→
∫
M
Ψ(a)
is a trace functional on A((h¯))cpt . Then we define a chain map
XTr : C
•
AS
(C∞M((h¯)))→ C•(A((h¯)))
as follows. For f0, f1, . . . , fk ∈ C∞(U)((h¯)) with U ⊂ M open and a0, . . . , ak ∈
A((h¯))cpt (U) put
(6.17) XTr( f0 ⊗ f1 ⊗ . . .⊗ fk) (a0 ⊗ . . .⊗ ak) := Trk
(
f0 ⋆ a0, . . . , fk ⋆ ak
)
,
where
(6.18) Trk
(
a0, . . . , ak) := Tr
(
a0 ⋆ . . . ⋆ ak
)
.
Since the star product is local and the trace functional Tr is given as an integral over
the trace density, which also is local in its argument, one concludes that the cochain
XTr( f ) vanishes, if f ∈ C∞(Uk+1)((h¯)) vanishes around the diagonal ∆k+1(U). By
passing to the quotient we obtain the desired maps XTr : C
k
AS
(C∞M((h¯)))(U) →
Ck
(A((h¯)))(U). By straightforward computation one checks that
bXTr = XTrδ and BXTr( f ) = 0, if f ∈ CkλAS
(C∞M((h¯)))(U).
Hence XTr provides a chain map from the cyclic Alexander–Spanier complex to
the cyclic complex of the deformed algebra.
Remark 6.7. Let A be a sheaf of k-algebras. Assume that on O a local product
denoted by · is defined, and that A carries an O-module structure. Finally let
τ : A(M)→ k be a trace. Then Eqs. (6.17) and (6.18) define a map
Xτ : C
k
λAS
(O)→ Ckλ(A(M)).
Later in this section we will make use of this observation.
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We now want to compare the morphism XTr with Q ◦ λ. To this end, let Ψ
denote the trace density Ψ2n2n defined in 3.5. Note that by Proposition 3.6, Ψ
2n
2n is
a trace density, indeed. Furthermore, let U ⊂ M be a contractible open Darboux
domain. By Theorem 3.9 one knows that
Q
2k
U (1) = Tr
is a generator of the cyclic cohomology group H2k
(
Tot• BC•(A((h¯)))(U)) for k ≥ 0,
and that all other cyclic cohomology groups Hl
(
Tot• BC•(A((h¯)))(U)), with l odd.
Moreover, observe that for all k ∈ N
XTr(1
2k+1) = Tr2k and Q
2k
U λ(1
2k+1) = Q2kU (1) = Tr .
But since
1
2k
(b+ B)
(
Tr1,−Tr3, . . . , (−1)k−1 Tr2k−1
)
= Tr0+(−1)k−1 Tr2k for k > 0,
both XTr(1
2k+1) and Q2kU λ(1
2k+1) are generators of the cyclic cohomology groups
H2k
(
Tot• BC•(A((h¯)))(U)) for k ≥ 0. Hence one concludes
Proposition 6.8. The sheaf morphisms XTr : C
•
λAS
(C∞M((h¯))) → Tot• BC•(A((h¯))) and
Q ◦ λ : C•λAS
(C∞M((h¯))) → Tot• BC•(A((h¯))) →֒ Tot• BC•(A((h¯))) coincide in the de-
rived category of sheaves on M. In particular,XTr : C
•
λAS
(C∞M((h¯)))→ Tot• BC•(A((h¯)))
is a quasi-isomorphism.
Step 2. Next we explain how a global symbol calculus for pseudodifferential
operators on a riemannian manifold Q gives rise to a deformation quantization on
the cotangent bundle T∗Q. Given an open subsetU ⊂ Q denote by Symm(U),m ∈
Z, the space of symbols of orderm onU, that means the space of smooth functions
a on T∗U such that in each local coordinate system of U and each compact set K in
the domain of the local coordinate system there is an estimate of the form∣∣∂αx∂βξ a(x, ξ)∣∣ ≤ CK,α,β(1+ |ξ|2) m−|β|2 , x ∈ K, ξ ∈ T∗xQ, α, β ∈ Nn,
for some CK,α,β > 0. Moreover, put
Sym∞(U) :=
⋃
m∈Z
Symm(U), Sym−∞(U) :=
⋂
m∈Z
Symm(U).
Obviously, the spaces Symm(U) with m ∈ Z ∪ {±∞} form the section spaces of a
sheaf Symm on Q. Similarly, one constructs the presheaves ΨDOm of pseudodif-
ferential operators of order m ∈ Z ∪ {±∞} on Q. Next let us recall the definition
of the symbol map σ and its quasi-inverse, the quantization map Op. The sym-
bol map associates to every operator A ∈ ΨDOm(U) a symbol a ∈ Symm(U) by
setting
(6.19) a(x, ξ) := A
(
χ(·, x)ei〈ξ,Exp−1x (·)〉) (x),
where Exp−1x is the inverse map of the exponential map on TxQ, and
(6.20) χ : Q×Q→ [0, 1]
is a smooth cut-off function such that χ = 1 on a neighborhood of the diagonal,
χ(x, y) = χ(y, x) for all x, y ∈ Q, supp χ(·, x) is compact for each x ∈ Q, and finally
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such that the restriction of Expx to an open neighborhood of Exp
−1
x
(
supp χ(·, x))
is a diffeomorphism onto its image. The quantization map
(6.21) Op : Symm(U)→ ΨDOm(U) ⊂ Hom (C∞cpt(U), C∞(U)),
is then given by
(6.22)(
Op(a) f
)
(x) :=
∫
T∗xQ
∫
Q
e−i〈ξ,Exp
−1
x (y)〉χ(x, y)a(x, ξ) f (y) dy dξ, f ∈ C∞cpt(U).
The maps σ and Op are now inverse to each other up to elements ΨDO−∞ respec-
tively Sym−∞. Note that by definition of the operator map, the Schwartz kernel
KOp(a) of Op(a) is given by
(6.23) KOp(a)(x, y) =
∫
T∗xQ
ei〈ξ,exp−1x (y)〉χ(x, y) a(ξ) dξ.
By the space ASymm(U), m ∈ Z of asymptotic symbols over an open U ⊂ Q one
understands the space of all q ∈ C∞(T∗U × [0,∞)) such that for each h¯ ∈ [0,∞)
the function q(−, h¯) is in Symm(U) and such that q has an asymptotic expansion
of the form
q ∼ ∑
k∈N
h¯kam−k,
where each am−k is a symbol in Symm−k(U). More precisely, this means that one
has for all N ∈ N
lim
h¯ց 0
(
q(−, h¯)− h¯−N
N
∑
k=0
h¯kam−k
)
= 0 in Symm−N(U).
Like above one then obtains sheaves ASymm for m ∈ Z ∪ {±∞}. Now consider
the subsheaves JSymm ⊂ ASymm consisting of all asymptotic symbols which van-
ish to infinite order at h¯ = 0. The quotient sheaves Am := ASymm / JSymm can
then be identified with the formal power series sheaves Symm[[h¯]].
The operator product on ΨDO∞ induces an asymptotically associative product
on ASym∞(Q) by defining for q, p ∈ ASym∞(Q)
(6.24) q⊛ p :=
{
σh¯
(
Oph¯(q) ◦Oph¯(p)
)
if h¯ > 0,
q(−, h¯) · p(−, h¯) if h¯ = 0.
Hereby, Oph¯ = Op ◦ιh¯ and σh¯ = ιh¯−1 ◦ σ, where ιh¯ : Sym∞(Q) → Sym∞(Q) is
the map which maps a symbol a to the symbol (x, ξ) 7→ a(x, h¯ξ). By standard
techniques of pseudodifferential calculus (cf. [PF98]), one checks that ⊛ has an
asymptotic expansion of the following form:
(6.25) q⊛ p ∼ q · p+
∞
∑
k=1
ck(q, p) h¯
k,
where the ck are bidifferential operators on T
∗Q such that
c1(a, b)− c1(b, a) = −i{a, b} for all symbols a, b ∈ Sym∞(Q).
Hence, ⊛ is a star product on the quotient sheaf A∞, which gives rise to a de-
formation quantization for the sheaf AT∗Q of smooth functions on the cotangent
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bundle T∗Q. By definition of the product⊛ it is clear that for the Schwartz kernels
of two operators Oph¯(q) and Oph¯(q) one has the following relation:
(6.26) K
Oph¯
(
q⊛p
)(x, y) = ∫
Q
KOph¯(q)(x, z)KOph¯(p)(z, y) dz.
Even though ⊛ is not obtained by a Fedosov construction, it is equivalent to a
Fedosov star product ⋆ on T∗Q by [NETS95]. In the following, we fix ⋆ to be such
a Fedosov star product, and assume that it is obtained by a Fedosov connection A
constant along the fibers of T∗Q. Note that by the equivalence of ⊛ and ⋆, each
trace functional for ⊛ is one for ⋆ and vice versa.
Using the riemannian metric on Q one even obtains a trace functional Tr on A∞
by the following construction. Pseudodifferential operators ΨDO− dimQcpt (Q) act as
trace class operators on the Hilbert space L2(Q). Thus there is a map
Tr : A−∞cpt (Q)→ C[h¯−1, h¯]], q 7→ tr
(
Oph¯(q)
)
,
where tr is the operator trace. By construction, Tr has to be a tracewith respect to⊛
and is ad(A∞)-invariant. Using the global symbol calculus for pseudodifferential
operators [WID, PF98] the following formula can be derived:
(6.27) Tr(q) =
1
(2pi
√−1h¯)dimQ
∫
T∗Q
q(−, h¯) ω
dimQ
(dimQ)!
,
where ω is the canonical symplectic form on T∗Q. Moreover, by the remarks
above, Tr is also a trace with respect to the Fedosov star product ⋆. Finally note
that for all operators A ∈ AΨDO∞(Q)
(6.28) tr
(
Oph¯ σh¯(A)− A
)
= 0.
Step 3. The final step reduces the computation of the higher indices to the alge-
braic higher indices using the global symbol calculus of step 2. We begin by defin-
ing the analytic higher index using the localized K-theory of MOSCOVICI–WU
[MOWU]. Let Q be a compact riemannian manifold and consider the smoothing
operators ΨDO−∞(Q) acting on L2(Q). These operators have a smooth Schwartz
kernel, and therefore ΨDO−∞(Q) ∼= C∞cpt(Q × Q). Note that by assumptions on
Q, every element K ∈ ΨDO−∞(Q) is trace-class, and ΨDO−∞(Q) is dense in the
space of trace class operators on L2(Q). For any finite open covering U of Q, we
define
ΨDO−∞(Q,U ) := {K ∈ ΨDO−∞(Q) | supp(K) ⊂ U 2},
where U k := ⋃U∈U Uk for k ∈ N∗. Now let M∞(ΨDO−∞(Q,U )) be the induc-
tive limit of all N × N-matrices with entries in ΨDO−∞(Q,U ). Likewise, define
M∞
(
ΨDO−∞(Q,U )∼) and M∞(C), where ΨDO−∞(Q,U )∼ := ΨDO−∞(Q,U )⊕
C. With these preparations, one defines
K0(Q,U ) := K0
(
ΨDO−∞(Q,U )) :=
:=
{
(P, e) ∈ M∞
(
ΨDO−∞(Q,U )∼)×M∞(C)) | P2 = P, P∗ = P,
e2 = e, e∗ = e and P− e ∈ M∞
(
ΨDO−∞(Q,U ))}/ ∼,(6.29)
where (P, e) ∼ (P′, e′) for projections P, P′ ∈ M∞
(
ΨDO−∞(Q,U )∼) and e, e′ ∈
M∞(C), if the elements P and P′ can be joined by a continuous and piecewise C1
path of projections in some MN
(
ΨDO−∞(Q,U )) with N ≫ 0 and likewise for e
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and e′ (see [MOWU, Sec. 1.2] for further details). Elements of K0(Q,U ) are repre-
sented as equivalence classes of differences R := P− e, where P is an idempotent
in M∞
(
ΨDO−∞(Q,U )∼), e is a projection in M∞(C), and the difference P− e lies
in M∞
(
ΨDO−∞(Q,U )).
A (finite) refinement V ⊂ U obviously leads to an inclusion ΨDO−∞(Q,V) →֒
ΨDO−∞(Q,U )which induces a map K0(Q,V) → K0(Q,U ). With these maps, the
localized K-theory of Q is defined as
(6.30) K0loc(Q) := lim←−
U∈Covfin(Q)
K0(Q,U ).
Concretely, this means that elements of K0loc(Q) are given by families
(6.31)
(
[PU − eU ]
)
U∈Covfin(Q)
of equivalence classes of pairs of projectors in matrix spaces over ΨDO−∞(Q,U )∼
such that eU ∈ M∞(C) for every finite covering U and (PU , eU ) ∼ (PV , eV ) in
M∞
(
Ψ−∞(Q,U )∼) whenever V ⊂ U .
Following [MOWU], we now construct the so-called (even) Alexander-Spanier-
Chern character map
ChAS2• : K0loc(Q)→ HAS2•(Q).
As a preparation for the construction we set for every subset W ⊂ Q, k ∈ N and
every finite covering V of Q
stk(W,V) := ⋃
(V1,...,Vk)∈chaink(W,V)
V1 ∪ . . .∪Vk, where
chaink(W,V) :=
:= {(V1, . . . ,Vk) ∈ V k |W ∩V1 6= ∅, V1 ∩V2 6= ∅, . . . , Vk−1 ∩Vk 6= ∅}.
Then we define stk(V) as the open covering of Qwith elements stk(V,V)where V
runs through the elements of V . Obviously, one then has
ΨDO−∞(Q,V) · . . . · ΨDO−∞(Q,V)︸ ︷︷ ︸
k−times
⊂ ΨDO−∞(Q, stk(V)).
Next let us fix an even homology degree 2k and a finite open covering U of Q.
Then choose a finite open covering U0 of Q such that stk(U0) is a refinement of U .
Now let RU0 := PU0 − eU0 ∈ ΨDO−∞(Q,U0) represent an element of K0(Q,U0) as
defined above, and put for f0, . . . , f2k ∈ C∞(Q)(
ChAS2k(RU0)
)
( f0 ⊗ . . .⊗ f2k) :=
:= (−2pii)k (2k)!
k!
ε2k tr
(
( f0PU0 f1 . . . f2kPU0)− ( f0eU0 f1 . . . f2keU0)
)(6.32)
It has been shown in [MOWU, Sec. 1.4] that the right hand side even defines a cycle
in CAS2k (M,U ), hence one obtains a homology class ChAS2k(RU0 ,U ) ∈ HAS2k (M,U ).
Moreover, a family R = (RV )V∈Covfin(Q) defining a local K-theory class gives rise
to a family of compatible homology classes ChAS2k(RU0 ,U ), U ∈ Covfin(Q), hence by
the universal properties of inverse limits one finally obtains a charactermap ChAS2k :
K0loc(Q) → HAS2k (Q) indeed. Let us now reformulate the pairing
〈
[ f ], ChAS2k([R])
〉
,
where [ f ] denotes an Alexander-Spanier cohomology class of degree 2k. Without
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loss of generality, we can assume that [ f ] has the form [ f0 ⊗ . . . ⊗ f2k] with the
fi being smooth functions on Q. Then note that the operator trace tr on L
2(Q)
induces a trace on Ψ−∞(Q). With this trace, equation (6.17) defines a morphism
X
U
tr : C
2k
AS(Q,U )→ C2kλ
(
Ψ−∞(Q,U0)
)
which is uniquely determined by the requirement
X
U
tr( f0 ⊗ . . .⊗ fk)(R0 ⊗ . . .⊗ Rk) := tr ( f0R0 · · · fkRk) ,
where the fi on the right hand side are viewed as bounded multiplication oper-
ators on L2(Q), and the Ri are elements of Ψ
−∞(Q,U0). Note that on the right
hand side C2kλ (Ψ
−∞(Q,U0)) is the restriction of the space of cyclic 2k-cochains
C2kλ (Ψ
−∞(Q))) to elements of Ψ−∞(Q,U0). By the construction of the pairing in
Alexander-Spanier homology in Remark 6.3 and the definition of ChAS2k above, the
pairing between localized K-theory and Alexander–Spanier cohomology can be
rewritten as
(6.33)
〈
[ f ], ChAS2k([R])
〉
=
〈
X
U
tr(ε
2k f ), Ch(RU0)
〉
,
where R = (RV )V∈Covfin(Q) is as above, Ch is the noncommutative Chern charac-
ter (on the chain level) as defined by Eq. (4.1), and where U is a sufficiently fine
covering such that in particular U 2k+1 is contained in the domain of the function f
defining the Alexander-Spanier cohomology class [ f ].
Let us now come to the definition of the localized index, or in other words, the
higher index which originally was defined by CONNES–MOSCOVICI in [COMO,
§2.]. To this end assume first that E → Q is an Hermitian vector bundle over
Q and that D is an elliptic pseudodifferential operator acting on the space of
smooth sections Γ∞(E). The operator D gives rise to an invertible principle sym-
bol σpr(D) ∈ C0(T∗Q \ Q). Its restriction to the cosphere bundle will be denoted
by
σres(D) := σpr(D)|S∗Q.
The restricted principal symbol σres(D) defines an element in the odd K-group
K1
(C∞(S∗Q)). Morever, as explained in [COMO, p. 353], one can associate to
σres(D) and each finite covering U of Q an element RU = PU − eU ∈ Ψ−∞(Q,U )
which is constructed as a difference of a certain pseudodifferential projection P of
order −∞ on Q and a projection in the matrix algebra over C and which fulfills
the crucial relation
ind(D) = tr RU .
Note that RU is homotopic to the graph projection of D (cf. [ELNANE]), and that
the induced class [R] ∈ K0loc(Q) of the family R = (RU )U depends only on the class
of σres(D) in K1
(C∞(S∗Q)). One thus obtains a map ∂ : K1(C∞(S∗Q)) → K0loc(Q)
which we call the local index map. Next let [ f ] be an even Alexander–Spanier co-
homology class of degree 2k which is represented by the function f ∈ C∞(Q2k+1).
Then one defines the localized index or higher index of D at [ f ] as the pairing
(6.34) ind[ f ](D) :=
〈
[ f ], ChAS2k
(
∂[σres(D)]
)〉
.
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Note that according to the work of [MOWU], this localized index can be trans-
formed into the original definition of the localized index by CONNES–MOSCOVICI:
ind[ f ](D) := (−1)k
∫
Q2k+1
tr
(
RV (x0, x1) · . . . · RV (x2k−1, x2k)
)
f (x0, . . . , x2k)dµ
2k+1
= XUtr( f )
(
RV ⊗ . . .⊗ RV
)
,
(6.35)
where here µ is the volume form on Q, R := (RU )U := ∂σres(D), and V is a finite
covering sufficiently fine such that V2k+1 is contained in U 2k+1, the domain of the
function f defining the Alexander-Spanier cohomology class [ f ].
Now let ai = σh¯(Ai), i = 0, . . . , k be the asymptotic symbols of pseudodifferen-
tial operators Ai ∈ AΨDO−∞. For all Alexander Spanier cochains f0 ⊗ . . .⊗ fk ∈
C∞(Qk+1) the following relation then holds true asymptotically in h¯:
Xtr
(
f0 ⊗ . . .⊗ fk
)(
A0 ⊗ . . .⊗ Ak
)
:= tr
(
f0A0 · . . . · fkAk
)
=
= tr
(
f0Oph¯(a0) · . . . · fkOph¯(ak)
)
= tr
(
Oph¯( f0a0) · . . . ·Oph¯( fkak)
)
= tr
(
Oph¯( f0a0 ⊛ . . .⊛ fkak)
)
= Tr
(
f0 ⊛ a0 ⊛ . . .⊛ fk ⊛ ak
)
= Tr
(
f0 ⋆ a0 ⋆ . . . ⋆ fk ⋆ ak
)
= XTr
(
f0 ⊗ . . .⊗ fk
)(
a0 ⊗ . . .⊗ ak
)
.
(6.36)
Hereby, we have used that fiOph¯(ai) = Oph¯( fiai), and that by Eq. (6.26)
tr
(
Oph¯(ai ⊛ ai+1)
)
= tr
(
Oph¯(ai)Oph¯(ai+1)
)
.
Using the results from Step I together with Eqns. (6.33) and (6.36) one now obtains
with rV =: σh¯RV the asymptotic symbol of RV , and f = f0 ⊗ . . .⊗ f2k
ind[ f ](D) =
〈
[ f ], ChAS2k
(
∂[σres(D)]
)〉 (6.33)
=
〈
X
U
trε
2k( f ), Ch
(
RV
)〉
=
(6.36)
=
〈
XTrε
2k( f ), Ch rV
〉
=
〈
XTrε
2k([ f ]), Ch r
〉
Prop.6.8
=
〈
Qλε2k([ f ]), Ch r
〉
=
=
1
(2pi
√−1)k
∫
T∗Q
f0d f1 ∧ . . .∧ d f2k ∧ Aˆ(T∗Q)Ch(V1 −V2).
Hereby,V1−V2 is the virtual vector bundle obtained by the asymptotic limit h¯ց 0
of r, and r is the symbol of RQ with Q denoting here the trivial covering of Q. We
have thus reproved the following result from [COMO].
Theorem 6.9. For an elliptic differential operator D on a riemannian manifold Q and an
Alexander–Spanier cohomology class [ f ] of degree 2k with compact support the localized
index is given by
ind[ f ](D) =
1
(2pi
√−1)k
∫
T∗Q
f0d f1 ∧ . . .∧ d f2k ∧ Aˆ(T∗Q)Ch(V1 −V2).
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7. A HIGHER ANALYTIC INDEX THEOREM FOR ORBIFOLDS
In this section, which comprises the final part of this work, we prove the higher
index theorem for elliptic differential operators on orbifolds as an application of
the higher algebraic index theorem for proper e´tale groupoids of Section 5. This
generalizes the higher index theorem by CONNES–MOSCOVICI to the orbifold set-
ting.
Although our strategy for the proof is the same as in Section 6, the general-
ization is by no means straightforward: we start in Section 7.1 with defining the
Alexander–Spanier cochain complex for proper e´tale groupoids G. This cochain
complex depends on the groupoid structure, and instead of being localized to the
diagonal, the cochains are localized to the so-called “higher Burghelea spaces”. In
Section 7.2, we explain how cohomology classes are represented by functions in
a sufficiently small neighbourhood of these Burghelea spaces so that we can have
cocycles acting on L2(G0) by convolution. This is important in Section 7.4 for the
pairing with orbifold localized K-theory.
In Section 7.3, we relate orbifold Alexander–Spanier cohomology to the cyclic
cohomology of a deformation quantization of the convolution algebra. In Section
7.4, the orbifold version of localized K-theory is introduced in terms of a filtra-
tion in which smoothing operators on G0 are localized to the diagonal and invari-
ance is imposed. Via a Chern character, such K-theory classes pair with localized
Alexander–Spanier cocycles.
The link between the two pairings of Alexander–Spanier cohomology, namely
on the one side the pairing with localized K-theory and on the other side with the
cyclic cohomology of a deformation quantization, is given by a global h¯-dependent
symbol calculus for pseudodifferential operators on orbifolds as constructed in
[PFPOTA]. This induces a deformation quantization over the cotangent bundle of
the underlying orbifolds with which we can compare the two pairings. The higher
index theorem finally follows by application of this idea to the canonical localized
K-theory class induced by the elliptic operator.
7.1. Orbifold Alexander-Spanier cohomology. As before, we denote by M an
orbifold given as a quotient space of a proper e´tale Lie groupoid G1 ⇒ G0. The
orbifold version of the Alexander–Spanier sheaf complex is constructed as follows:
again we consider the space of loops B(0) ⊂ G1. On this space define the following
sheaves:
C
k
AS,tw(O) := s−1O⊠(k+1)G0 ,
where OG0 is a sheaf of unital algebras as before. We introduce a cosimplicial
structure with coface operators δ¯i : CkAS,tw(O) → Ck+1AS,tw(O), i = 0, . . . , k+ 1 given
by
δ¯i( f0 ⊗ . . .⊗ fk) := f0 ⊗ . . .⊗ fi−1⊗ 1⊗ fi+1 ⊗ . . .⊗ fk,
and degeneracies si : CkAS,tw(O) → Ck−1AS,tw(O), i = 0, . . . , k− 1 defined by
s¯i( f0 ⊗ . . .⊗ fk) := f0 ⊗ . . .⊗ fi fi+1 ⊗ . . .⊗ fk.
So far, nothing new, but this time the cyclic structure t¯k : CkAS,tw(O) → CkAS,tw(O)
is given by
t¯( f0 ⊗ . . .⊗ fk) := f1 ⊗ . . .⊗ fk ⊗ θ−1( f0),
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where θ : B(0) → G1 is the cyclic structure of the groupoid Λ(G). Recall, cf.
[CR, Def. 3.3.1], that θ, and also θ−1, equips Λ(G) with the structure of a cyclic
groupoid. Using that notion, it is not difficult to verify that with these structure
maps C•AS,tw(O) is a cocyclic sheaf on the cyclic groupoid (Λ(G), θ−1) and gives
rise to an ∞-cocyclic object (C•AS,tw(O), δ¯, s¯, t¯) in the category of G-sheaves over
B(0) such that t¯k+1 = θ−1 in each degree k.
Remark 7.1. Pulling back the standard cyclic sheaf of algebras O♮
G0
on G0 to B
(0),
there is a way to twist the structure maps by the cyclic structure θ, cf. [CR]. The
cyclic sheaf above is simply the cyclic dual of this one. Notice that there is no
twist in the degeneracies because exactly the face operator containing the twist in
s−1O♮
G0
is not used in the definition of the dual, cf. [LO, §6.1].
Associated to the underlying simplicial complex is the Hochschild sheaf com-
plex (C•AS,tw(O), δ¯) with differential δ¯ = ∑ki=0(−1)iδ¯i.
Definition 7.2. The orbifold Alexander–Spanier cohomology H•AS,orb(M,O) of M
with values in O is defined to be the groupoid sheaf cohomology of the complex
(C•AS,tw(O), δ¯).
As alluded to in the notation, orbifold Alexander–Spanier cohomology is inde-
pendent of the particular groupoid G representing its Morita equivalence class. In
fact we have:
Proposition 7.3. There is a natural isomorphism
H•AS,orb(M,O) ∼= H•(M˜,k).
Proof. As for manifolds, cf. Proposition 6.1, the inclusion k →֒ C•AS,tw is a quasi-
isomorphism in Sh(Λ(G)) since it is clearly compatible with the G-action on both
sheaves. But for the locally constant sheaf k we have the natural isomorphism
H•(Λ(G),k) ∼= H•(M˜,k). 
As groupoid cohomology, orbifold Alexander–Spanier cohomology can be com-
puted using the Bar complex of Λ(G). However, instead of using the nerve of
Λ(G), we shall use the isomorphic Burghelea spaces associated to G to write down
such a Bar complex. Introduce
B(k) :=
{
(g0, . . . , gk) ∈ Gk+1 | s(g0) = t(g1), . . . , s(gk−1) = t(gk), s(gk) = t(g0)
}
.
These Burghelea spaces B(k) form a simplicial manifold with face maps
(7.1) di(g0, . . . , gk) =
{
(g0, . . . , gigi+1, . . . , gk), 0 ≤ i ≤ k− 1,
(gkg0, . . . , gk−1), i = k.
Consider now themap σ¯k : B
(k) → G(k+1)0 given by σ¯k(g0, . . . , gk) = (s(g0), . . . , s(gk)).
With this we define for each k ∈ N the sheaf Sk := σ¯∗k
(O⊠ˆ(k+1)), the pullback
sheaf of O⊠ˆ(k+1) to B(k). We write AS k(G,O) := Γ(B(k),Sk) and observe that
a (bornologically) dense subspace of the space of sections Γ
(
B(k),Sk
)
is given by
sums of sections of the form
f = f0 ⊗ · · · ⊗ fk : (g0, · · · , gk) 7→ ( f0)[g0] ⊗ . . .⊗ ( fk)[gk],
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where ( fi)[gi] ∈ Os(gi) and (g0, . . . , gk) ∈ B(k). With this in mind, we introduce a
simplicial structure onAS•(G,O) bymeans of the cofacemaps δi : ASk−1(G,O)→
AS k(G,O) defined as
δi( f0 ⊗ . . .⊗ fk−1)[g0,...,gk ]
=
{
1s(g0) ⊗ ( f0)[g0] ⊗ ( f1)[g2] ⊗ . . .⊗ ( fk−1)[gkg0] i = 0
( f0)[g0] ⊗ . . .⊗ ( fi)[gigi+1]g−1i ⊗ 1s(gi) ⊗ . . .⊗ ( fk−1)[gk] for 1 ≤ i ≤ k.
Codegeneracies are given by
si( f0 ⊗ . . .⊗ fk+1)[g0,··· ,gk ]
= ( f0)[g0] ⊗ . . .⊗ ( fi−1)[gi−1] ⊗ ( fi)[s(gi−1] · ( fi+1)[gi] ⊗ ( fi+2)[gi+1] ⊗ . . .⊗ ( fk+1)[gk].
Finally, we can define a compatible cyclic structure tk : ASk(G,O) → AS k(G,O)
by
tk( f0 ⊗ · · · ⊗ fk)[g0,··· ,gk ] = (−1)k( f0)[gk ] ⊗ ( f1)[g0] ⊗ . . .⊗ ( fk)[gk−1].
It is straightforward to show that with these structure maps AS ♮(G,O) is a cyclic
cosimplicial vector space indeed.
To relate the above introduced cosimplicial complex with the Bar complex of
the sheaf cohomology of C•AS,tw(O) on ΛG in Definition 7.2 we identify B(k) with
ΛG(k) by the map ν
ν(g0, · · · , gk) = (g1 · · · gkg0, g1, · · · , gk).
The induced isomorphism ν∗ on AS ♮ is computed to be
ν∗ ( f0 ⊗ · · · ⊗ fk)(g1 · · · gkg0, g1, · · · , gk) =
=
(
( f0(g0))g1 · · · gkg0, ( f1(g1))g2 · · · gkg0, · · · , ( fk(gk))g0
)
.
The image ν∗(Sk) then is a sheaf on ΛG(k). Observe that the sheaf Sk can be un-
derstood as the pullback of a sheaf Oktw on B(0) through the map
(g1 · · · gkg0, . . . , gk) 7→ g1 · · · gkg0.
It is easy to check that ν∗ defines an isomorphism between the complexAS ♮(G,O)
and the Bar complex on ΛG of C
♮
AS,tw(O). Since Λ(G) is proper, the Bar complex
is quasi-isomorphic to the complex of invariant sections on B(0). Denote by β :
B(k) → B(0) the map β(g0, . . . , gk) = g0 · · · gk. Putting all this together, we have
Proposition 7.4. For every proper e´tale Lie groupoid G and sheaf O as above
β∗ : AS ♮(G,O)→ Γinv
(
B(0),C♮AS,tw(O)
)
.
is a quasi-isomorphism of cochain complexes.
7.2. Explicit realization of Alexander–Spanier cocycles. Recall that in the case
of manifolds the Alexander–Spanier cochain complex could be written as a direct
limit of a cochain complex of functions defined on a neighbourhood of the diag-
onal ∆k+1 : M → Mk+1 given in terms of the choice of an open covering of M.
This realization of Alexander–Spanier cocycles was crucial in the definition of the
pairing with localized K-theory. In this section we will generalize this construction
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to proper e´tale groupoids G, where this time the role of the diagonal is played by
the Burghelea space B(k) →֒ Gk+11 .
Let G1 ⇒ G0 be a proper e´tale groupoid modeling an orbifold M, and U ⊂ G0
an open set. A local bisection, cf. [MOMR, §5.1], on U is a local section σ : U → G1
of the source map s : G1 → G0 such that t ◦ σ : U → G0 is an open embedding. This
second property of local bisections shows that they define local diffeomorphisms
of G0 and as such the product
(7.2) (σ1σ2)(x) := σ1(t(σ2(x)))σ2(x)
is defined if the domain of σ1 contains the image of t ◦ σ1.
Definition 7.5. A covering U = {Ui}i∈I of G0 is said to be G-trivializing if it satis-
fies the following two conditions:
i) U is the pull-back of a covering of M along the projection pi : G0 → M. By
this we mean that there exists a covering U of M such that U consists of
the connected components of pi−1(U), U ∈ U .
ii) For all g ∈ G1, there exists an i ∈ I and a bisection σi defined on Ui with
σi(s(g)) = g. In particular, s(g) ∈ Ui.
Remark that such a covering always exists and is completely determined by the
induced covering of the quotient M. We will therefore denote the set of coverings
of M satisfying property ii) above by CovG(M). Clearly, CovG(M) is directed by
the notion of refinement. Remark that the property of being G-trivializing very
much depends on the groupoid G, and not the quotient. As an easy example,
consider amanifoldM: when represented as a groupoidwith only identity arrows,
any covering satisfies the properties above. However, when represented as a Cˇech-
groupoid associated to a fixed covering U , only those coverings that refine the
covering U ′ = {Ui ∩Uj}i,j∈I are trivializing.
Also, the σi in ii) are uniquely determined by g because G is e´tale. Because of
this, we shall write σ
g
i for this local bisection. Furthermore, since s ◦ pi = t ◦ pi,
we have pi(t(σ
g
i (Ui))) = pi(Ui) so there exists a j ∈ I such that (t ◦ σgi )(Ui) = Uj.
Associated to the covering are the subsets Gij ⊂ G1, i, j ∈ I defined by
Gij := {g ∈ G1 | s(g) ∈ Uj, σgj (Uj) = Ui}.
The conditions on the covering ensures that
⋃
i,j∈I Gij = G. With this notation, we
introduce
B
(k)
U :=
⋃
i0,...,ik∈I
Gi0i1 × . . .× Giki0 →֒ Gk+11 .
Remark that there is a canonical embedding B(k) ⊂ B(k)U .
Lemma 7.6. The family of spaces B
(k)
U , k ∈ N carries a canonical cyclic manifold struc-
ture which extends the cyclic structure on B(•).
Proof. Let (g0, . . . , gk) ∈ B(k)U . By definition, there are i0, . . . , ik ∈ I such that gj ∈
Gi ji j+1. Let σj be the unique local bisection σj : Ui j → G1 corresponding to gj. By
construction, σj+1(Ui j+1) = Ui j, and we can define the product of gj and gj+1 as
gj ⊙ gj+1 := (σjσj+1)(s(gj+1)),
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with the product of the local bisections as in (7.2). It is not difficult to check that
this definition of the product is independent of the choice of i0, . . . , ik. To see that
it is associative it is best to think of the local bisections σj as elements in the pseu-
dogroup of local diffeomorphisms of G0. Finally, with this composition, we can
define the cyclic structure on B
(k)
U by the same formulae as in (7.1). The proof that
this indeed define a cyclic manifold is then routine. Clearly, it induces the canoni-
cal cyclic structure on the Burghelea spaces. 
Remark 7.7. Note that the product g1 ⊙ g2 coincides with the groupoid composi-
tion, if s(g1) = t(g2). The product ⊙ can thus be understood as an extension of
the groupoid product around the “orbifold diagonal” meaning around the set of
composable arrows.
Let us now introduce the following complex:
CkAS(G,U ) := C∞(B(k)U ).
The differential δ : CkAS(G,U )→ Ck+1AS (G,U ) is defined by the formula
(δ f ) (g0, . . . , gk+1) :=
:=
k
∑
i=0
(−1)i f (g0, . . . , gi ⊙ gi+1, . . . , gk) + (−1)k+1 f (gk+1 ⊙ g0, . . . , gk).
Since the differential is defined in terms of the underlying simplicial structure on
B
(•)
U , we automatically have δ
2 = 0.
Example 7.8. Consider the transformation groupoid Γ × X ⇒ X associated to a
group action of a discrete group Γ on a manifold X. By definition, s(γ, x) = x,
t(γ, x) = γ(x) for x ∈ X, γ ∈ Γ, and a bisection on X is given by an element γ ∈ Γ.
In this case, the trivial covering of X/Γ obviously satisfies the conditions i) and ii)
above. Unravelling the definition this leads to the following complex associated
to the trivial covering of X: CkAS(Γ×X,X) := C∞
(
(Γ×X)k+1) and the differential
is given by
(δ f )(γ0, x0, . . . , γk+1, xk+1) :=
k
∑
i=0
(−1)i(γ0, x0, . . . , xi−1, γiγi+1, xi+1, . . . , γk+1, xk+1)
+ (−1)k+1 f (γk+1γ0, x0, . . . , γk, xk).
(7.3)
In particular, for Γ the trivial group and any covering U , we find exactly the com-
plex (6.3).
Clearly, if a covering U satisfies condition i) and ii) above, a refinement V →֒ U
also satisfies these conditions and therefore induces a canonical map C•AS(G,U )→
C•AS(G,V). With this, we can take the direct limit over the set of coverings of the
orbifold M.
Proposition 7.9. In the limit, there is a canonical isomorphism
lim−→
U∈CovG(M)
C•AS(G,U ) ∼= AS•(G,O).
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Proof. As the cover gets finer, the set B
(k)
U →֒ Gk+1 shrinks to the Burghelea space
B(k). Therefore, the restriction of a function f ∈ C∞(B(k)U ) to the germ f |B(k) of
B(k) induces the linear isomorphism as in the statement of the Proposition. It is
straightforward to show that this map is compatible with the differentials. 
By Proposition 7.3, we therefore have that the cohomology of the limit complex
lim−→
U∈CovG(M)
(C•AS(G,U ), δ)
equals H•(M˜,k). In fact, unravelling all the isomorphisms involved, we have:
Corollary 7.10. The cohomology class in Hk(M˜,k) induced by a cocycle f = f0 ⊗ . . .⊗
f2k ∈ C∞(B(k)U ) is represented by the closed invariant differential form on B(0) given by
ν∗
(
λkk( f )|B(k)
)
g
= ∑
g0,...,gk∈B(k)
g0···gk=g
∑
σ∈Sk+1
fσ(0)(g0)d fσ(1)(g1) ∧ . . .∧ d fσ(k)(gk).
In particular, if f has compact support, the resulting differential form is compactly sup-
ported.
This gives us an explicit way of representing cohomology classes in H•(M˜,k)
by cocycles defined on a sufficiently small neighbourhood of the ”orbifold diago-
nal” B(k) →֒ Gk+1. For example, for a transformation groupoid as in Example 7.8,
we have
M˜ = ∐
〈γ〉∈Conj(Γ)
X〈γ〉
/
Z〈γ〉.
As we have seen above, there are enough global bisections in this case, and we can
use the trivial covering. Wewrite f = ∑γ∈Γ fγUγ for an element in f ∈ C∞(Γ×X).
The function
f〈γ〉 = ∑
ν∈Γ
1Uνγν−1,
is closed under the Alexander–Spanier differential, δ f〈γ〉 = 0, as an easy argument
shows. By the canonical projection onto the direct limit complex, it induces a cocy-
cle of degree zero in the Alexander–Spanier complex. It is not difficult to see that
this is a generator of H0(X〈γ〉/Z〈γ〉,k) ⊂ H0(M˜,k).
7.3. Relating orbifold Alexander–Spanier cohomology with cyclic cohomology.
We assume in this step G0 is equipped with an invariant symplectic form ω. Let
A((h¯)) be a (local) deformation quantization on G0. According to [TA], A((h¯)) ⋊ G
is a deformation quantization over the groupoid G, which by definition is a defor-
mation of the convolution algebra on G. In [PFPOTA], we constructed a universal
trace Tr on A((h¯)) ⋊G. The trace functional is defined by
(7.4) Tr(a) :=
∫
B(0)
Ψ
2n−ℓ(g)
2n (a), a ∈ A((h¯))(G0),
where Ψ2n−ℓ2n is defined in Section 5 (cf. Remark 5.6). In this step, we will use Tr
to associate to each groupoid Alexander-Spanier cocycle on G a cyclic cocycle on
A((h¯)) ⋊G.
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Note that there are two natural products on A((h¯))⋊G. Recall first that linearly
A((h¯))⋊G ∼= Γcpt
(
G1, s
∗A((h¯))), and that this space carries the convolution product
⋆c defined by
(7.5) [ f1 ⋆c f2]g = ∑
g1 g2=g
(
[ f1]g1g2
)
[ f2]g2 , f1, f2 ∈ Γcpt
(
G1, s
∗A((h¯))), g ∈ G1,
where [ f ]g denotes the germ of a section ∈ Γcpt
(
G1, s
∗A((h¯))) at the point g ∈ G1.
Secondly, the star product ⋆ can be canonically extended to A((h¯))⋊ G by putting
(7.6) [ f1 ⋆ f2]g = s∗[ f1]g ⋆ s∗[ f2]g, f1, f2 ∈ Γcpt
(
G1, s
∗A((h¯))), g ∈ G1.
Now we can define XGTr : AS•
(
G, C∞
G0
((h¯))
)→ C•(A((h¯)) ⋊G) by
X
G
Tr( f0 ⊗ · · · ⊗ fk)(a0 ⊗ · · · ⊗ ak)
= Trk
(
f0 ⋆ a0, · · · , fk ⋆ ak
)
:= Tr
(
( f0 ⋆ a0) ⋆c · · · ⋆c ( fk ⋆ ak)
)
.
(7.7)
Since in the definition of Tr(A) by Eq. (7.4) only the germ of a ∈ A((h¯)) ⋊ G at
B(0) enters, XGTr( f )(a)with f = f0⊗ · · · ⊗ fn and a = a0⊗ · · ·⊗ ak depends only on
the germ of ( f0 ⋆ a0) ⋆c · · · ⋆c ( fk ⋆ ak) at B(0). By definition of the products ⋆c and ⋆
onA((h¯))⋊G, the value XGTr( f )(a) then depends only on the germs of f0 ⊗ · · · ⊗ fk
and a0 ⊗ · · · ⊗ ak at B(k). In particular, if f vanishes around B(k), then XGTr( f ) = 0.
This shows that for each k, XGTr is well defined as a map from AS
(
G, C∞
G0
((h¯))
)k
to
Ck
(A((h¯)) ⋊G). Moreover, one checks immediately that
bXGTr = X
G
Trδ and BX
G
Tr( f ) = 0, if f ∈ AS
(
G, C∞
G0
((h¯))
)k
.
We conclude that XGTr defines a cochain map from the the groupoid Alexander–
Spanier cochain complex of G to the cyclic cochain complex of A((h¯))⋊G.
To relate our construction to higher indices of elliptic operators on an orbifold
M, we construct a cochain map XMTr from groupoid Alexander–Spannier cochain
complex of G to the cyclic cochain complex of the algebra A((h¯))M , which can be
identified as the algebra of G-invariant smooth functions on G0 equipped with a
G-invariant star product.
Let c be a smooth cut-off function on G0 as is introduced in [TU, Sec. 1]. Define
e a smooth function on G by
e(g) := c(s(g))
1
2 c(t(g))
1
2 .
It is easy to check that ∑g=g1g2 e(g1)e(g2) = e(g). Let E be the corresponding
projection in A((h¯)) ⋊ G with Eh¯=0 = e. (We point out that e and E may not be
compactly supported but they can be chosen to be inside a proper completion of
A⋊ G and A((h¯)) ⋊G on which the convolution products are still well defined.) It
is easy to check that e commutes with all G-invariant functions on G0 and similarly
E commutes with all elements of A((h¯))M .
We will use E to define a cochain map XMTr from groupoid Alexander-Spannier
cochain complex of G to the cyclic cochain complex of A((h¯))M .
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Define XMTr : AS•
(
G, C∞
G0
((h¯))
)→ C•(A((h¯))M ) by
X
M
Tr ( f0 ⊗ · · · ⊗ fk)(a0, · · · , ak) :=Tr
((
f0 ⋆ (a0 ⋆c E)
)
⋆c · · · ⋆c
(
fk ⋆ (ak ⋆c E)
))
=Tr
((
( f0 ⋆ E) ⋆c a0
)
⋆c · · · ⋆c
(
( fk ⋆ E) ⋆c ak
))
(7.8)
where a0, · · · , ak are elements of A((h¯))M identified as G-invariant functions on G0.
We point out that since a0, · · · , ak and f0, · · · , fk are compactly supported,
(
( f0 ⋆
E) ⋆c a0
)
⋆c · · · ⋆c
(
( fk ⋆ E) ⋆c ak
)
is also compactly supported. Using the fact that E
commutes with ai, we can quickly check the equality between the two expressions
in the definition. Hence, the pairing XMTr ( f0 ⊗ · · · ⊗ fk)(· · · ) is well defined. Sim-
ilar to XGTr, one can easily check that X
M
Tr is compatible with the differentials and
therefore defines a cochain map.
BothXGTr andX
M
Tr aremorphisms of sheaves of complexes. Nowwe explain how
to related XGTr and X
M
Tr when M is reduced. As shown in [NEPFPOTA, Prop. 5.5],
the algebra A((h¯))⋊ G is Morita equivalent to the invariant algebra (A((h¯))(G0))G,
if M is reduced. TheMorita equivalence bimodules are given by P := A((h¯))⋊G ⋆c
E and Q := E ⋆c A((h¯)) ⋊ G, where P (and Q) is a left (right) A((h¯)) ⋊ G and right
(left)
(A((h¯))(G0))G bimodule. In particular, the map ι : (A((h¯))(G0))G → A((h¯)) ⋊
G defined by ι(a) = E ⋆c a ⋆c E = a ⋆c E is an algebra homomorphism between the
two algebras, and one can easily check the following diagram to commute:
AS•(G,O) C•(A((h¯)) ⋊G)
AS•(G,O) C•((A((h¯))(G0))G)
✲
XGTr
❄
Id
❄
ι
✲
XMTr
.
We point out that when G is a transformation groupoid of a finite group Γ acting
on a symplectic manifold X, then one can choose e = E to be the element
e =
1
|Γ| ∑
γ∈Γ
δγ,
where δγ is the function on U˜ × Γ such that δγ(x, γ) = 1 for every x ∈ U˜, and
which is 0 otherwise. Note that the Morita equivalence between the crossed prod-
uct algebra A((h¯)) ⋊ Γ and the invariant algebra A((h¯))(X)Γ ∼= A((h¯))M with M =
X/Γ was proved by DOLGUSHEV and ETINGOF [DOET].
After the above discussion, we end this subsection with comparing the con-
structions above with the quasi-isomorphism Q from Section 5.3. Since all the
cochain maps involved are sheaf morphisms, the same local computations as in
the proof of Proposition 6.8 entail the following result.
Proposition 7.11. The sheaf morphisms X
M
Tr : C
•
λAS
(C∞
G0
((h¯))
) → Tot• BC•(A((h¯))M )
and Q ◦ λ˜ : C•λAS
(C∞
G0
((h¯))
) → Tot• BC•(A((h¯))M ) →֒ Tot• BC•(A((h¯))M ) coincide in the
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derived category of sheaves on M. In particular, the morphism XTr : C
•
λAS
(C∞
G0
((h¯))
) →
Tot• BC•(A((h¯))M ) is a quasi-isomorphism.
7.4. Pairing with localized K-theory. In this section we will define localized K-
theory for orbifolds and its pairing with the Alexander–Spanier cohomology de-
fined in Section 7.1. Let Q be an orbifold modeled by a proper e´tale groupoid
G. Pseudodifferential operators on orbifolds were introduced in [GN1, GN2] and
[BU] as operators on C∞(Q) that in any local orbifold chart can be lifted to invari-
ant pseudodifferential operators on open subsets of Rn. Here we are interested
in the algebra of smoothing operators that are lifts of such smoothing operators
on Q. However, the notion of invariance is not straightforward, except for global
quotient orbifolds.
First let us remark that C∞(Q) embeds into C∞(G0) as functions invariant un-
der G via pull-back along the projection pi : G0 → Q. Consider the algebra
ΨDO−∞(G0) of smoothing operators on G0. Let U = {Ui}i∈I be a G-trivializing
covering of G0 and denote by Ai the restriction of A ∈ Ψ−∞(G0) to Ui ∈ U . Define
ΨDO−∞inv (G,U ) :=
:= {A ∈ Ψ−∞(G0) | supp(A) ⊂ U 2, Ai(gx, gy) = Aj(x, y) for all i, j ∈ I, g ∈ Gij}.
Note that this definition really makes sense, since G is e´tale, hence any arrow
g ∈ G1 induces, by the existence of a local bisection, a local diffeomorphism with
support on a sufficiently small neighbourhood of s(g) ∈ G0. Therefore, we find:
Proposition 7.12. For a sufficiently fine covering U ofG0, any element A ∈ ΨDO−∞inv (G,U )
defines a smoothing operator on C∞cpt(Q).
Observe that ΨDO−∞inv (G,U ) is not a subalgebra of ΨDO−∞(G0) because of both
the support condition and the invariance condition. However, we shall consider
the space C•λ(ΨDO
−∞
inv (G,U )) of cyclic cochains nonetheless. Let tr be the densely
defined trace on ΨDO−∞(G0) coming from the representation on L2(G0). Let ∗ be
canonical commutative product on C∞(G) defined by f1 ∗ f2(g) := f1(g) f2(g) for
f1, f2 ∈ C∞(G). For f = f0 ⊗ . . .⊗ f2k an element in C∞cpt(B(2k)U ) define, as before,
X
U
tr( f )(A0 ⊗ . . .⊗ A2k) = trk
(
( f0 ∗ e)A0, . . . , ( f2k ∗ e)A2k
)
,
with A0, . . . , A2k ∈ ΨDO−∞inv (G,U0), where U0 is a G-trivializing cover such that
st2k(U0) refines U , and e is the projection in A⋊G introduced in Section 7.3.
Proposition 7.13. The following identities hold true:
X
U
tr(δ( f ))(A0⊗ . . .⊗ A2k) = XUtr( f )(b(A0 ⊗ . . .⊗ A2k))
X
U
tr(t( f ))(A0⊗ . . .⊗ A2k) = XUtr( f )(A2k ⊗ A0 ⊗ . . .⊗ A2k−1).
Proof. This is a direct computation: first observe that for f ∈ C∞cpt(B(2k)U ) and smooth-
ing operators A0, . . . , A2k ∈ ΨDO−∞inv (G,U0), the pairingXUtr( f )(A0⊗ . . .⊗A2k) can
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be written as
∑
t(gi)=xi,
i=0,...,2k
∫
G2k+10
f (g0, . . . , g2k)e(g0) · · · e(g2k)
A0(g0(x0), x1) · · · A2k(g2k(x2k), x0)dx0 · · · dx2k
= ∑
s(g0)=xi
i=0,...,2k
∫
G2k+10
f (g0, . . . , g2k)e(g0) · · · e(g2k)
A0(g0 ⊙ . . .⊙ g2k(x0), x1) · · · A2k(x2k, x0)dx0 · · · dx2k,
where, to pass to the second line, we use invariance of the kernels Ai, i = 0, . . . , 2k,
and the composition g0 ⊙ . . .⊙ g2k is as defined in Lemma 7.6. From this expres-
sion and the property that e is a projection, the identities of the Proposition easily
follow. 
We can therefore morally think of XUtr as being a morphism of cochain com-
plexes from the compactly supported Alexander–Spanier complex (C•AS,c(G,U ), δ)
to the cyclic complex (C•λ(ΨDO
−∞
inv (G,U0)), b).
7.4.1. Localized K-theory. After these preparations, we can give a definition of lo-
calized K-theory for orbifolds. Let U be a G-trivializing covering of G0 and con-
sider the associated subset ΨDO−∞inv (G,U ) of smoothing operators. As before, uni-
talization is denoted by a ∼. With this, let us define
K0
(
ΨDO−∞inv (G,U )
)
:=
{
(P, e) ∈ M∞
(
ΨDO−∞inv (G,U )∼
)×M∞(C) | P2 = P, P∗ = P,
e2 = e, e∗ = e and P− e ∈ M∞
(
ΨDO−∞inv (G,U )
) }
/ ∼,
(7.9)
where (P, e) ∼ (P′, e′) for projections P, P′ ∈ M∞
(
ΨDO−∞inv (G,U )∼
)
and e, e′ ∈
M∞(C), if the elements P and P′ can be joined by a continuous and piecewise C1
path of projections in some MN
(
ΨDO−∞inv (G,U )
)
with N ≫ 0 and likewise for e
and e′. Elements of K0
(
ΨDO−∞inv (G,U )
)
are represented as equivalence classes of
differences R := P− e, where P is an idempotent in M∞
(
ΨDO−∞inv (G,U )∼
)
, e is a
projection in M∞(C), and the difference P− e lies in M∞
(
ΨDO−∞inv (G,U )
)
.
A (finite) refinement V ⊂ U obviously leads to an inclusion ΨDO−∞inv (G,V) →֒
ΨDO−∞inv (G,U ) which induces a map K0
(
ΨDO−∞inv (G,V)
) → K0 (ΨDO−∞inv (G,U )).
With these maps, the orbifold localized K-theory of Q is defined as
(7.10) K0loc(Q) := lim←−
U∈CovG(M)
K0
(
ΨDO−∞inv (G,U )
)
.
More precisely, this means that elements of K0loc(Q) are given by families
(7.11)
(
[PU − eU ]
)
U∈CovG(M)
of equivalence classes of pairs of projectors in matrix spaces over ΨDO−∞inv (G,U )∼
such that eU ∈ M∞(C) for every G-trivializing covering U and (PU , eU ) ∼ (PV , eV )
in M∞
(
ΨDO−∞inv (G,U )∼
)
whenever V ⊂ U .
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7.4.2. Pairing with Alexander–Spanier cohomology. Finally, let us describe the pair-
ing of the thus defined localized K-theory with orbifold Alexander–Spanier co-
homology. Let U be a G-trivializing covering of G0, and f = f0 ⊗ . . . ⊗ f2k ∈
C∞cpt(B(2k)U ) a cocycle, i.e, δ f = 0. Choose a G-trivializing covering U0 of G0 such
that st2k(U0) refines U . Now let RU0 := PU0 − QU0 ∈ ΨDO−∞inv (G,U0) represent an
element of K0
(
ΨDO−∞inv (G,U0)
)
as defined above. Define
(
Ch AS2k (RU0)
)
( f ) := (−2pii)k (2k)!
k!
ε2k
(
tr
(
( f0 ∗ e)PU0( f1 ∗ e) . . . ( f2k ∗ e)PU0
)
− tr (( f0 ∗ e)QU0( f1 ∗ e) . . . ( f2k ∗ e)QU0)),
(7.12)
where tr is the canonical operator trace on ΨDO−∞(G0) and e is the projection
introduced in Section 7.3. We remark that the ( f0 ∗ e)PU0( f1 ∗ e) . . . ( f2k ∗ e)PU0 and
( f0 ∗ e)QU0( f1 ∗ e) . . . ( f2k ∗ e)QU0 are well defined trace class operators on L2(G0),
because st2k(U0) is finer than U .
The same arguments as in [MOWU, Sec. 2] now prove the following result.
Proposition 7.14. In the limit when the covering gets finer, the pairing defined by Eq.
(7.12) is independent of all choices and induces a map
Hevcpt(Q˜,C)× K0loc(Q)→ C.
7.5. Operator-Symbol calculus on orbifolds and the higher analytic index. In
this final subsection we will define the higher analytic index of an elliptic differ-
ential operator on a reduced orbifold and, using the algebraic index theorem, de-
rive a topological expression computing this number. Throughout this section, we
denote by Q a reduced compact riemannian orbifold modeled by a proper e´tale
groupoid G. The groupoid T∗G therefore models the cotangent bundle T∗Q.
7.5.1. Orbifold pseudodifferential operators and the symbol calculus. Here we recall the
symbol calculus on proper e´tale groupoids of [PFPOTA] and relate it to the the-
ory of pseudodifferential operators on orbifolds by imposing invariance. As for
the smoothing operators in Section 7.4, invariance only makes sense when the
operators are localized to a sufficiently small neighbourhood of the diagonal in
G0 × G0. Let U be a G-trivializing cover of G0, and choose a cut-off function
χ : G0 × G0 → [0, 1] as in (6.20) with supp(χ) ⊂ U 2 which is invariant:
χ(gx, gy) = χ(x, y), for all g ∈ Gij, x, y ∈ Ui ×Ui.
These choices define a quantization map as in (6.21). Observe that the groupoid G
acts on the sheaf Symm of symbols on G0, since they are just functions on T
∗G0. It
thereforemakes sense to consider the subspace Symminv of invariant global symbols
of order m. With this, we see from the explicit formula (6.22) that the quantization
provides a map
Op : Symminv → ΨDOminv(G,U ),
where, as for the smoothing operators,
ΨDOminv (G,U ) :=
:= {A ∈ ΨDOm(G0), | supp(A) ⊂ U 2, gAig−1 = Aj, for all i, j ∈ I, g ∈ Gij}.
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Indeed, both the support and the invariance properties follow from the corre-
sponding properties of the cut-off function χ. In the opposite direction, the symbol
map σ defined in equation (6.19) maps σ : ΨDOminv(G,U )→ Symminv and we there-
fore have an isomorphism
Sym∞inv / Sym
−∞
inv
∼= ΨDO∞inv(G,U )/ΨDO−∞inv (G,U ),
induced by Op and σ. Now, since pseudodifferential operators have smooth ker-
nels off the diagonal, one observes that the right hand side inherits an algebra
structure from the product in ΨDO∞(G0) even though ΨDO
∞
inv(G,U ) is not closed
under operator composition. Therefore, going over to asymptotic families of sym-
bols, one obtains a deformation quantization of T∗Q by defining the product on in-
variant asymptotic families of symbols as in equation (6.24). We refer to [PFPOTA,
Appendix 2] for more details about this operator-symbol calculus. Moreover, the
operator trace on L2(Q) defines a trace tr on this deformation quantization. We ob-
served in [PFPOTA] that as in the manifold case, this canonical deformation quan-
tization using the asymptotic symbol calculus is isomorphic to one constructed
by a Fedosov connection. Under the corresponding isomorphism, the operator
tr is identified with the trace Tr defined by Eq. (7.4). Besides this, we can use
now a similar argument as in Sec. 7.3 for the construction of XTr, to show that
asymptotically in h¯ the locally defined maps Xtr(U) glue together to a sheaf mor-
phism Xtr : C
•
AS
(C∞T∗G0 ((h¯))) → C•(A((h¯))). Furthermore, we can pull back func-
tions on Q to T∗Q, hence we obtain a quasi-isomorphism from C•AS
(C∞Q ((h¯))) to
C
•
AS
(C∞T∗Q((h¯))). Using the same arguments as for the proof of Eq. (6.36), we can
show now that the induced cochain map Xtr : C
•
AS
(C∞T∗Q) → C•(A((h¯))T∗Q ) agrees
with the map XTr.
7.5.2. The orbifold higher analytic index. Let D be an elliptic differential operator on
the reduced orbifold Q. We denote by the same symbol D its lift to a G-invariant
elliptic operator on G0. With the symbol calculus developed in the previous section
we can now prove the following:
Proposition 7.15. The elliptic operator D defines a canonical element [D] ∈ K0loc(Q).
Proof. By the definition of localized K-theory, cf. (7.10), we first have to construct
an element in K0
(
ΨDO−∞inv (G,U )
)
for any G-trivializing cover U , and second for
any refinement V ⊂ U a homotopy between the corresponding K-theory elements
localized in V respectively U . To achieve the first we use the operator-symbol cal-
culus developed in Section 7.5.1 and follow the standard procedure (cf. [EGSC,
Sec. 3.2.2]) to find a symbol function e ∈ Sym∞inv(Q) such that σ(D)e − 1 and
eσ(D)− 1 are in Sym−∞inv . Choose a G-trivializing covering U ′ such that st2(U ′)
refines U , and a corresponding invariant cut-off function χ, we define the quan-
tization map as in (6.21). It follows that both DOp(e) − I and Op(e)D − I are
elements in ΨDO−∞inv (G,U ′), since D is an invariant differential operator. Write
E = Op(e), and define S0 := I − DE, and S1 := I − ED, and
L =
(
S0 −E− S0B
D S1
)
.
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Then the matrix R defined by
R = L
(
I 0
0 0
)
L−1 −
(
0 0
0 I
)
is a formal difference of projectors in M2
(
ΨDO−∞inv (G,U )
)
which defines an ele-
ment in K0
(
ΨDO−∞inv (G,U )
)
. Second, for a refinement V ⊂ U we have two element
RU ∈ K0
(
ΨDO−∞inv (G,U )
)
and RV ∈ K0
(
ΨDO−∞inv (G,V)
)
defined by using cut-off
functions χU and χV . But then the family of projectors Rt, t ∈ [0, 1] defined us-
ing the cut-off function χt = tχU + (1− t)χV gives the desired homotopy proving
that both projectors define the same element in K0
(
ΨDO−∞inv (G,U )
)
. In total, this
defines the element [D] ∈ K0loc(Q). It is independent of any choices made. 
We are now ready to define the higher analytic index of D. Let [ f ] ∈ H2kcpt(Q˜,C)
be a compactly supported cohomology class of degree 2k, represented by an Ale-
xander–Spanier cocycle f ∈ C∞cpt(B(2k)U ) satisfying δ( f ) = 0 for some G-trivializing
cover U . Choose a G-trivializing cover V such that st2k(V) refines U . Then by the
above discussion, RV defines an element in K0
(
Ψ−∞inv (G,V)
)
, which can be paired
with f . Hence we define the [ f ]-localized index of D to be
ind[ f ] =: Ch
AS
2k (RV )( f ),
which is independent of the choices of the representative f in its cohomology class
and the coverings U ,V .
Using the previously obtained results from this section one proves exactly like
for Eq. (6.36) that by comparing Eq. (7.8) and Eq. (7.12) the higher analytic index
of D on Q can be computed using the corresponding higher algebra index of rD ,
where rD is the asymptotic symbol of RD. Therefore, we can apply Thm. 5.13 to
compute ind[ f ](D). This proves our last result.
Theorem 7.16. Let D be an elliptic pseudodifferential operators on a reduced orbifold
Q, and [ f ] a compactly supported orbifold cyclic Alexander–Spanier cohomology class of
degree 2j. Then
ind[ f ](D) =
j
∑
r=0
∫
T˜∗Q
1
(2pi
√−1)j−r m
λ˜2j−2r( f ) ∧ Aˆ(T˜∗M) Chθ(σpr(D))
Chθ(λ−1N)
,
where ℓ, Chθ , λ−1N, and m are as in Theorem 5.13.
We end this section with two remarks about the above Theorem 7.16.
(1) When we take the Alexander–Spanier cohomology class 1 ∈ H0(Q˜), the
localized index ind[1](D) is the classical index of the elliptic operator D
on Q. Theorem 7.16 in this case reduces to the Kawasaki’s index theorem
[KA], and our proof is identical to the one given in [PFPOTA].
(2) In the case that Q is a global quotient orbifold represented by a transfor-
mation groupoid as in Example 7.8, if we take the cocycle f〈γ〉 introduced
at the end of Section 7.2, the localized index ind f〈γ〉(D) can be computed
using a theorem by Atiyah and Segal in [ATSE].
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APPENDIX A. CYCLIC COHOMOLOGY
A.1. The cyclic bicomplex. Here we briefly recall the definition of Connes’ (b, B)-
complex computing cyclic cohomology. Let A be a unital algebra over a field k.
The Hochschild chain complex
(
C•(A), b
)
resp. the normalized Hochschild chain
complex
(
C•(A), b
)
is given by
Ck(A) := A⊗k A⊗k resp. Ck(A) := A⊗k (A/k)⊗k
equipped with the differential b : Ck(A)→ Ck−1(A),
b(a0 ⊗ . . .⊗ ak) :=
k−1
∑
i=0
(−1)ia0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ ak + (−1)kaka0 ⊗ . . .⊗ ak−1.
Note that b passes down to C•(A). The homology of
(
C•(A), b
)
is called the
Hochschild homology of A and is denoted by HH•(A). It naturally coincides
with the homology of the normalized Hochschild chain complex. Introduce the
operator B : Ck(A) → Ck+1(A) by the formula
B(a0 ⊗ . . .⊗ ak) :=
k
∑
i=0
(−1)ik1⊗ ai ⊗ . . .⊗ ak ⊗ a0 ⊗ . . .⊗ ai−1.
This defines a differential, i.e., B
2
= 0, and we have [B, b] = 0, so we can form the
(b, B)-bicomplex
. . .
b

. . .
b

. . .
b

C2(A)
b

C1(A)
b

B
oo C0(A)
B
oo
C1(A)
b

C0(A)
B
oo
C0(A)
The total complex associated to this (normalized) mixed complex
Bk(A) =
[k/2]⊕
i=0
Ck−2i(A),
equipped with the differential b+ B, is the fundamental complex computing the
cyclic homology HC•(A). The dual theory is obtained by taking the Homk(−,k)
of this complex with the induced differentials, also denoted b and B. For example
the normalizedHochschild cochain complex is given by C
•
(A) := Homk(C•(A),k)
and this leads to the normalized mixed cyclic cochain complex
(B•(A), b, B). This
is the mixed complex that we will mainly use throughout this paper. For further
information on Hochschild and cyclic homology theory and in particular for the
definition of B and B•(A) in the general, not normalized, case see [LO].
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Remark A.1. Note that for A a sheaf of algebras over a topological space M, the
assignments U 7→ Ck
(
Γ(U,A)) and U 7→ Ck(Γcpt(U,A)), where U runs through
the open subsets of M are presheaves on M.
RemarkA.2. Throughout this paper we consider only algebras resp. sheaves of al-
gebras which additionally carry a bornology compatible with the algebraic struc-
ture. It is understood that the Hochschild and cyclic (co)homologies considered
have to be compatible with the bornology meaning that as tensor product functor
we take the completed bornological tensor product and as Hom-spaces we choose
the space of bounded linear maps between two bornological linear spaces. See
[ME, PFPOTATS] for details on bornologies.
A.2. Localization. Let k denote one of the ground rings R, R[[h¯]] or R((h¯)), and
let M be a smooth manifold. Let OM,k, or just O if no confusion can arise, be
the sheaf of smooth functions C∞M, if k = R, the sheaf C∞M[[h¯]], if k = R[[h¯]], and
finally the sheaf C∞M((h¯)), if k = R((h¯)). Assume thatO carries an associative local
product ·, which can be either given by the standard pointwise product of smooth
functions or by a formal deformation thereof. Note that in each case,O carries the
structure of a sheaf of bornological algebras and that
OMk,k = O⊠ˆkM,k,
where ⊠ˆ denotes the completed bornological exterior tensor product.
Now let X ⊂ M be a (locally) closed subset. Then put for each open U ⊂ M
JX,M,k(U) := {F ∈ O(U) | (DF)|X∩U = 0 for all differential operators D on M}.
Obviously, these spaces form the section spaces of an ideal sheaf JX,M,k in O; we
denote it briefly by JX if no confusion can arise. The pullback of the quotient sheaf
O/JX,M,k by the canonical embedding ι : X →֒ M gives rise to a sheaf of Whitney
fields on X (cf. [MA, BRPF]). The resulting sheaf ι∗
(O/JX,M,k) will be denoted by
EX,M,k or EX for short.
Next let ∆k : M → Mk be the diagonal embedding. The constructions above
then give rise to sheaf complexes C•(O) and C•(O) defined as follows. For k ∈ N
and U ⊂ M open put
Ck(O)(U) := Γ
(
∆k+1(U), E∆k+1(M),Mk+1,k
)
and(A.1)
C
k(O)(U) := Hom (Γcpt(∆k+1(U), E∆k+1(M),Mk+1,k),k).(A.2)
Clearly, the Ck(O)(U) resp. Ck(O)(U) are the sectional spaces of a fine sheaf on M.
Since b and B map the ideal J∆k+1,Mk+1,k(U) to J∆k,Mk,k(U) resp. J∆k+2,Mk+2,k(U),
the differentials b and B descend to C•(O) and C•(O). Thus we obtain mixed
sheaf complexes
(
C•(O), b, B
)
and
(
C
•(O), b, B). Obviously, there are normalized
versions of these mixed sheaf complexes which we will also use in this article.
Finally, for each open U ⊂ M we have natural maps
ρk :Ck
(
Γ(U,O))→ Ck(O)(U),(A.3)
a0 ⊗ . . .⊗ ak 7→ a0 ⊗ . . .⊗ ak + J∆k+1(U),U,k and
ρk : Ck(O)(U)→ Ck(Γcpt(U,O(U)),(A.4)
F 7→
(
a0 ⊗ . . .⊗ ak 7→ F
(
a0 ⊗ . . .⊗ ak + J∆k+1(U),U,k
))
.
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Clearly, these maps are even morphisms of presheaves preserving the mixed com-
plex structures.
TheoremA.3. Themorphisms of mixed sheaf complexes ρ• and ρ• are quasi-isomorphisms.
Proof. For k = R and O the sheaf of smooth functions on M the claim has been
proven in [BRPF]. For k = R[[h¯]] the claim follows by a spectral sequence argu-
ment. Note that O is filtered by powers of h¯ in that case which induces a filtration
on C•
(
Γ(U,O) and Ck(O)(U). Consider the associated spectral sequences. The
corresponding E1-terms are the sheaf complexes associated to the sheaf of smooth
functions on M for which we already know that they are quasi-isomorphic. But
this entails that the limits of these spectral sequences C•
(
Γ(U,O) and Ck(O)(U)
have to be quasi-isomorphic, too. Likewise one checks that the complexes Ck(O)(U)
and C•
(
Γ(U,O) are quasi-isomorphic in that case. By localizing h¯ in this situation
the claim follows also for k = R((h¯)). 
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