Let P be a sequence of length 2n in which each element of {1, 2, . . . , n} occurs twice. Let P ′ be a closed curve in a closed surface S having n points of simple autointersections, inducing a 4-regular graph embeddded in S which is 2-face colorable. If the sequence of auto-intersections along P ′ is given by P , we say that P ′ is 2-face colorable solution for the Gauss Code P on surface S or a lacet for P on S. In this paper we present necessary and sufficient conditions yielding these solutions when S is the Klein bottle. Ultimately these conditions take a form of a system of linear equations over GF (2) and generalize similar conditions on the projective plane and on the sphere. In a strong way, the Klein bottle is an extremal case admitting an affine linear solution: we show that the similar problem on the torus and on surfaces of higher connectivity are modelled by a quadratic system of equations. We also provide a way for finding the smallest connectivity of a surface realizing a Gauss code as a lacet in terms of deciding whether or not a quadratic system of equations over GF (2) is consistent.
Introduction
A Gauss code P is a cyclic sequence in the set of labels E = {1, 2, . . . , n} in which each x ∈ E occurs twice. Let P ′ be a closed curve in a closed surface S having n points of simple auto-intersections, inducing a 4-regular graph embeddded into S such that the cyclic sequence of auto-intersections reproduces P . We say that P ′ realizes P in S and it is called a lacet for P . If the embedding of P ′ produces a 2-face colorable map, then P ′ is called a 2-colorable lacet for P . Without the 2-face colorability condition the algebra derived from maps with a single zigzag (Lins[1980] , Lins and Silva[2002] ) is not available and an entirely different problem arises. Here we only consider 2-colorable lacets. In this case, P ′ is the medial map (Godsil and Royle [2001] ) of a map M formed by a graph G M embedded into S. M has a single zigzag (Lins[1982] ). The dual of M is denoted D and its phial (Lins[1982] ) is denoted P . G P , the graph of P , has a single vertex (corresponding to the single zigzag). Previous work on the Gauss code problem can be found in Shank [1975] , Rosenstiehl[1976a] , Rosenstiehl[1976B] , Lovasz and Marx[1976] , Lins[1980] and Lins, Richter and Shank [1987] . The last two works solve the 2-face colorable problem for the case of the projective plane. The previous works deal with the planar case in which the 2-face colorability is granted. In the present work we algorithmically solve the problem for the Klein bottle.
This problem has been recently tackled by in Crapo and Rosenstiehl[2001] . In this paper they introduce the terminology lacet meaning 2-colorable lacets. This theory has its origin in the basic algebraic fact appearing in Lins[1980] and in Lins, Richter and Shank[1987] connecting the surface S and the intersection of the cycle spaces of G M and G D . By developing further the theory of 2-colorable lacets they find conditions for their realization in the torus (Theorem 19) and in the Klein bottle (Theorem 20). In both cases the condition for the existence of the lacet in the appropriate surface is the existence of a pair of 0 − 1 vectors (a, b) satisfying some conditions coming from the fact that the image of b P (see section 3) has 4 elements. In the case of the Klein bottle the pair (a, b) corresponds to the partition (O 0 , O 1 ) of section 3. However, their paper is theorethical and do not address the issue of effectively finding the adequate (a, b)-partitions. In this paper, for the case of the Klein bottle, we show that the set of all possible (a, b)-partitions admit an affine linear structure, enabling us to effectively display all the solutions. We thank Bruce Richter for bringing the Crapo-Rosensthiehl paper to our attention after we have submmited a previous version of this work.
An example and the algebraic tools
Consider the example of a kleinian map M with a single zigzag given on the left of Fig. 1 . The cyclic sequence of edges visited in the zigzag is P = (1, 4, 5, 6, 5, 4, 3, 8, 7, 3 , 2, −1, −2, 8, 7, −6). This can be easily followed in the 2-colorable lacet P ′ . We think of P ′ as the medial map of M. The direction of the first occurrence of an edge of G M defines its orientation. Edges 3, 4, 5, 7, 8 are traversed twice in the positive direction (they correspond to black circles in the medial map) and edges 1,2,6 are traversed once in the positive direction and once in the negative direction (they correspond to white circles). The reason for the notation P is that the signed cyclic sequence defines the phial map P (whence also M, D and P ∼ , as well as the surface of M) and vice-versa, the phial defines the sequence. For the algebraic concepts we refer to Godement[1968] . For graph terminology to Bondy and Murty[1976] and to Godsil and Royle[2001] . For more background on graphs embedded into surfaces we refer to Giblin[1977] . Given a map M with a single z-gon we define linear functions (over the field GF (2)) i P : 2 E → 2 E and κ P : 2 E → 2 E as follows. They are defined in the singletons and extended by linearity. Let i P ({x}) be the set of edges occurring once in the cyclic sequence P between the two occurrences of x. Let κ P (x) = {x} if x is traversed twice in the same direction in the zigzag path (x is a black vertex in the medial map), and κ P (x) = {∅}, if x is traversed in opposite direction in the zigzag path (x is a white vertex in the medial map). Let c P = κ P + i P . It is easy to verify that c P (x) is the set of edges occurring once in a closed path in G M . Therefore, c P (x) ∈ V ⊥ . In the above figure we see that c P (1) = ∅ ∪ {2, 8, 7, 6}, c P (3) = {3} ∪ {8, 7} and, indeed, {2, 8, 7, 6} and {3, 8, 7} are in V ⊥ . From the definitions, it follows that if P has a single vertex, for any x, κ P (x) + κ P ∼ (x) = {x} and that c P ∼ (x) + c P (x) = {x} and so, c P ∼ + c P is the identity linear transformation. 
Moreover the dimension of this subspace is the connectivity of S. These facts were first proved in Lins[1980] . They also appear in Lins, Richter and Shank [1987] , in Crapo and Rosenstiehl [2001] and with simplified proofs in Lins and Silva [2002] . For the above example we have the following values for functions c P , c P ∼ and b P :
c P (7) = {7, 3, 1, 8} c P ∼ (7) = {3, 1, 8} b P (7) = {1, 2, 6, 7, 8}
3 Results up to the Klein bottle and a parity Theorem
If S is the Klein bottle, then dim(Im(b P )) = 2 = ξ(S). Since the underlying field is GF (2), there are at most 4 distinct values in the image of b P . Indeed we can be more specific. Let O = {x ∈ E | |i P (x)| is odd} and E be complementary subset of edges. 
. Let a pair of 0 − 1 variables γ x , δ x be associated with each x ∈ E. The value of γ x is 1 if x is black and is 0 if it is white. The value of δ x is i ∈ {0, 1} if x ∈ O i ∪ E i .
Corollary 1 (Vectorial linear equations up to the Klein bottle) P is realizable as a 2-colored lacet in the 2-sphere, in the real projective plane or in the Klein bottle iff the following system of n vectorial linear equations over GF (2) in the 2n variables γ 1 , δ 1 , γ 2 , δ 2 , . . . , γ n , δ n is solvable:
Proof: This Corollary follows directly from of the previous Theorem. Observe that the left hand side of both equations yields the value of b P (x), according to Lemma 2, in section 3. Given the partitions (O 0 , O 1 ) and (E 0 , E 1 ) and the interpretation of the variables in GF (2), this theorem states the same as the previous one.
Consider the function ψ
is surjective. We refer to Lins[1982] or Lins and Silva[2002] for the notation and terminology on (combinatorial) maps.
is a homomorphism. Its kernel is the subspace of CS(C M ) generated by the v-gons and the squares of M.
Proof: Let S 1 and S 2 be cycles in C M . We must show that ψ
iff an even number of f M -edges of square e belongs to one of S 1 and S 2 , and one f M -edge of square e belongs to the other. The latter statement is equivalent to e ∈ ψ The intersection of S with the edges of an arbitrary square has zero or two f M -edges. Denote by T the cycle formed by the union of the squares Q ∈ SQ(M) such that eQ ∩ S contains the two f M -edges of Q. It follows that S + T has no f M -edges. Since S + T is the edge set of a collection of polygons, (C M is cubic), it follows that S + T is formed by a collection of v-gons whose edge set we denote by U. Hence, S = T + U, with T induced by squares, U induced by v-gons. Therefore, we conclude that Ker(ψ M c ) is contained in the space generated by the edge sets of squares and v-gons of M. The proof is complete.
Since an element of the kernel of ψ M c has an even number of edges of
r-Circuits are minimal r-cycles. We observe that the r-circuits in M t are precisely the orientationreversing polygons in M t . This topological notion is not used; we work with our parity definition of r-cycle. Observe that a subset T ⊆ E is a boundary in M t iff there exists a cycle T ′ of C M , such that ψ M c (T ′ ) = T , and T ′ can be written as the mod 2 sum of nome subsets of v-gons, f -gons, and squares. For a map M, two cycles in G M are homologous mod 2 if their symmetric difference is a boundary in M t . Homology mod 2 is, thus, an equivalence relation. Theorem 2b of Lins and Silva[2002] applied to c P ∼ shows that b P (x) = b P (y) iff the cycles c P (x) and c P (y) are homologous mod 2.
The following Theorem shows that the type of c P (x) depends only on the parity of i P (x). It first appears in Lins[1980] and is an important tool on 2-colorable lacet theory.
Proof: To prove the result, we define a function c ′ P on the vertices of C M whose image is CS(C M ). For a vertex X of C M , the cycle c ′ P (X) is defined by the edges of C M occurring once in the reentrant path which starts at z M (X) and proceeds by using a M − , v M − , and f M -edges (in this order) until it reaches another vertex of x, which denotes the square to which x belongs. This vertex can be v M (X), in which case we close the path by using the f M -edge linking v M (X) to z M (X); it also can be f M (X), in which case we close the path by using the v M -edge which links f m (X) to z m (X). The fact that x is a loop in G P and a parity argument show that the first vertex of x reached by the path is not X, and is not z M (X). This completes the definition of c
for any X ′ vertex of the square of M containing X, corresponding to edge x of G M . Since C M is cubic, the cycle c ′ P (X) induces a subgraph of C M which consists of a certain number of disjoint polygons, whose set is denoted by Ω. We count the vertices of these polygons. In square corresponding to x there are two vertices which are vertices of a polygon in Ω. If a square is met twice by the reentrant path which defines c ′ P (X), then all its four vertices are vertices of polygons in Ω. If a square is met once by the reentrant path, then three of its vertices are vertices of a polygon in Ω. Evidently, if a square is not met by the reentrant path, none of its vertices is in a polygon in Ω. Hence, the parity of the number of vertices of the polygons in Ω, which is the same as the parity of |c ′ P (X)|, is equal to the parity of |i P (x)|. This establishes the Theorem.
Lemmas
for the proof of Theorem 1 Let A ∈ E and e ∈ E. Define s e (A) = {f ∈ A | κ(f ) = κ(e)}.
Lemma 2 Let M any map with a single zigzag with interlace function
. By expanding we get [i
Proof: Assume that b P (x) = b P (y). This implies that c P ∼ (c P (x) + c P (y)) = {∅}. Therefore c P (x) + c P (y) ∈ F by Theorem 2b of (Lins and Silva[2002] ). It follows that c P (x) + c P (y) is an s-cycle. This is a contradiction since, by Theorem 3, c P (x) is an s-cycle, c P (y) is an r-cycle. Their sum must be an r-cycle.
Lemma 5 For x, y ∈ E, y ∈ b P (x) ⇔ x ∈ b P (y).
Proof: Consider the equivalence x ∈ b P (y) ⇔ [(x ∈ i 2 P (y) and x / ∈ s y (i P (y))) or (x / ∈ i 2 P (y) and x ∈ s y (i P (y)))]. From Lemma 3, x ∈ i 2 P (y) ⇔ y ∈ i 2 P (x). As x ∈ i P (y) ⇔ y ∈ i P (x), x ∈ s y (i P (y)) ⇔ y ∈ s x (i P (x)).
Lemma 6 If P
′ is kleinian and x, y ∈ E, b P (x) = ∅ = b P (y), then b P (x) = b P (y).
Proof: If c P (z) is an s-cycle ∀z ∈ E, then C M would be bipartite and P ′ would not be klenian. Thus, there exists an z ∈ O = ∅. The 3 distinct nonnull vectors of Im(b P ) are b P (x), b P (y) and b P (z). Then either b P (x) = b P (y) or b P (z) = b P (x) + b P (y). We show that the second possibility leads to a contradiction. As z ∈ b P (z) we may adjust notation and suppose that z ∈
The three sets X, Y, Z are nonempty, disjoint, X ∪ Y ⊆ E (because x, y ∈ E and Lemma 5) and Z ⊆ O (because z ∈ O and Lemma 5). We claim that
From the 2 claims we may conclude that b P (y) ⊆ X: indeed E = X ∪ Y ∪ Z ∪ W , where W = {w ∈ E | b P (w) = ∅} and b P (y) ∩ W = ∅. Let x ′ ∈ b P (y) ⊆ X and x ′′ be an arbitrary element of X. We have that y ∈ b P (x ′ ) = b P (x ′′ ) and so by previous Lemma, x ′′ ∈ b P (y). It follows that X ⊆ b P (y), or X = b P (y). Next we show that b P (x) = Y ∪ Z. We already know that y, z ∈ b P (x). Let y ′ ∈ Y and z ′ ∈ Z. We have
In a similar way we can show that b P (z) = X ∪ Z as follows. We already know that x, z ∈ b P (z). Let x ′ ∈ X and z ′ ∈ Z. We have
These two expressions for b P (z) imply that Y = ∅, which is a contradiction. Thus, the only remaining possibility is b P (x) = b P (y).
Proof: Let y ∈ b P (x). Suppose y ∈ E. Since x ∈ b P (y), b P (x) and b P (y) are non-empty. By previous lemma, b P (x) = b P (y). Thus x ∈ b P (y) = b P (x). This contradicts Lemma 3. Therefore b P (x) ⊆ O. Let y ∈ b P (x) ⊆ O and z ∈ O\b P (x). Note that b P (z) = b P (y), since x ∈ b P (y)\b P (z). By Lemma 4, b P (x) = b P (y) and b P (x) = b P (z). It follows that b P (x), b P (y) and b P (z) are the 3 non-null vectors in the image of b P . Thus, they satisfy b P (x) = b P (y)+b P (z). From this equality, since x ∈ b P (y) and x / ∈ b P (z), it follows that x ∈ b P (x). A contradiction with Lemma 3, because x ∈ E. So, O\b P (x) must be empty, that is, b P (x) = O.
Proof of Theorem 1:
If both O 1 and E 1 are empty, then Im(b P ) would have dimension 1, and we know it is 2. Assume that E 1 = ∅. By the Lemma 7, for x ∈ E 1 , then b P (x) = O and for x ∈ E 0 = E\E 1 , b P (x) = {∅}. The fourth vector in the image of 
Corollary 2 (Linear equations up to the Klein bottle) The set of realizations of P in the 2-sphere, the real projectve plane or the Klein bottle is in 1−1 correspondence with the set of solutions of the following system of at most n 2 linear equations in the 2n variables γ 1 , δ 1 , γ 2 , δ 2 , . . . , γ n , δ n over GF (2): for x, y ∈ E,
In particular, if P is realizable in the above surfaces, then for x ∈ E, [i
If P is not realizable in them, then there exists a subset of the above equations whose sum yields 0 = 1.
Proof: There are at most n 2 equations, because the pairs (x, y) with y / ∈ i P (x)+i 2 P (x) do not imply any restrictions. The result follows from of Corollary 1: expand the vectorial equations to their components. Therefore, there is the 1 − 1 correspondence. The 0 = 1 condition arises from any inconsistent system of equations over GF (2): row operations suffice to find the subsystem whose sum yields the contradiction.
The system of at most n 2 = 8 2 = 64 equations for the example in Fig. 1 simplifies, when non existent (corresponding to y / ∈ i P (x) + i 2 P (x)) and duplicated equations are discarded, to the following:
It is interesting to observe that the solution is by no means unique. In this case, the dimension of the solution space is 4. The specific solution corresponding to Fig. 1 is the second on the left table below. All the sixteen solutions are now displayed. As expected, the solution set is closed if we interchange black and white vertices: 
Lacets on general surfaces
A basic question about a Gauss code P , apparently not considered before, is to determine its connectivity, conn(P ). This is defined as the minmum connectivity among the connectivities of the surfaces of P ′ , which realize P as a lacet.
Given a Gauss code P , let γ be any 0−1 vector indexed by E. Vector γ induces a map P γ with a single vertex as follows: the edges around the single vertex are as in P and the orientation reversing loops are the edges x of P γ with γ x = 1; the others, with γ x = 0 are orientation preserving. The phial map, M γ , of P γ is a map with a single zigzag and its medial map P ′ γ is a lacet for P on a surface S γ which has B γ = {x ∈ E | γ x = 1} and W γ = {x ∈ E | γ x = 0} as its sets of black and white vertices. The dimension of the image of b Pγ is the connectivity of S γ . The important fact is that both b Pγ and S γ are defined from P and γ. 
Lemma 8 Given a Gauss code
Proof: Since the right hand side of each of the above equations is the value of b Pγ (x) it is enough to prove that the coefficient of z on the right hand side is 1 or 0 according to z ∈ b Pγ (x) or not. Henceforth, to simplify the notation, lets us drop the subscripts γ. Observe that z ∈ b P (x) = c P (c P ∼ (x)) iff |c P (z) ∩ c P ∼ (x)| is odd. Moreover, c P (z) ∩ c P ∼ (x) and c P (x) ∩ c P ∼ (z) have the same parity. The crucial observation is that the parity of c P (z) ∩ c P ∼ (x) is the intersection number of the mod 2 homology classes (Giblin[1977] ) of the cycle c P (z) on the map M and of the cycle c P ∼ on the dual map D. As we only use homology mod 2, henceforth we drop the mod 2.
j . The crossing number between the homology classes of c P (z) and c P ∼ (x) can be computed from the crossing number between Theorem 3 (Vectorial quadratic equations for P ′ on arbitrary surfaces) Let a Gauss code P over E be given. There exists a 0 − 1 vector γ indexed by E inducing a medial P ′ γ which is a lacet for P in a surface of connectivity at most p if and only if the following quadratic system of n vectorial equations on the (1 + 2p)n variables γ 1 , γ 2 , . . . , γ n , δ 11 , δ 12 , . . ., δ 1p , . . ., δ n1 , δ n2 , . . ., δ np , . . ., ǫ 11 , ǫ 12 , . . ., ǫ 1p , . . ., ǫ n1 , ǫ n2 , . . ., ǫ np is solvable: for each x ∈ E, y∈i P (x) (1 + γ x + γ y )y + z∈E ( p j=1 δ zj ǫ xj )z = i 2 P
(x).
Proof: If there exists a γ with dim(Im(b Pγ )) = conn(S γ ) = q ≤ p, then apply the previous Lemma with P and this γ as the input parameters. We get values for δ xj and ǫ xj with x ∈ E and j ∈ {1, 2, . . . , q}. By defining δ xj = 0 and ǫ xj = 0 for x ∈ E and j ∈ {q + 1, . . . , p}, we produce a solution of the above system.
To prove the opposite implication, assume that the system has a solution (γ, δ, ǫ): γ is an n-vector indexed by E, δ and ǫ are n × p matrices. To conclude the proof, it is enough to show that conn(S γ ) = dim(Im(b Pγ )) ≤ p. Let {x 1 , . . . , x p , x p+1 } be an arbitrary subset with p + 1 elements of E whose only restriction is that b Pγ (x i ) = 0, 1 ≤ i ≤ p + 1. Consider the (p + 1)×p matrix K whose (i, j) entry is ǫ x i ,j . Since K has more rows than columns, there exists a subset I ⊆ {1, . . . , p, p+1} such that the sum of the K-rows indexed by I is the zero row. Obviously I = ∅. Since (γ, δ, ǫ) is a solution, we get i∈I b Pγ (x i ) = z∈E ( p j=1 δ zj ( i∈I ǫ x i ,j ))z = z∈E ( p j=1 δ zj 0)z = z∈E 0z = 0. Thus, any set of p + 1 b Pγ (x i )'s is linearly dependent. Therefore, dim(Im(b Pγ )) is at most p, establishing the Theorem.
Corollary 3 (Quadratic equations for P ′ on arbitrary surfaces) A Gauss code P is realized as a 2-colorable lacet P ′ on a surface of connectivity at most p iff the following system of n 2 quadratic equations (on the n(2p + 1) variables of the previous Theorem) over GF (2) is solvable: for x, y ∈ E, α xy (γ x + γ y ) + p j=1 δ yj ǫ xj = β xy , where the constants α xy and β xy are defined as α xy = 1, if y ∈ i P (x), α xy = 0, if y / ∈ i P (x), β xy = 1, if y ∈ i P (x) + i 2 P (x) and β xy = 0, if y / ∈ i P (x) + i 2 P
Proof: This result follows from the previous Theorem: just expand the vectorial equations to their components.
