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Planar particle image velocimetry (PIV) and tomographic PIV (TPIV) measure-
ments are utilized to analyze turbulent statistical theory quantities and the instan-
taneous turbulence within a single-cylinder optical engine. Measurements are per-
formed during the intake and mid-compression stroke at 800 and 1500 RPM. TPIV
facilitates the evaluation of spatially-resolved Reynolds stress tensor (RST) distri-
butions, anisotropic Reynolds stress invariants, and instantaneous turbulent vortical
structures. The RST analysis describes distributions of individual velocity fluctuation
components that arise from unsteady turbulent flow behavior as well as cycle-to-cycle
variability (CCV). A conditional analysis, for which instantaneous PIV images are
sampled by their tumble center location, reveals that CCV and turbulence have sim-
ilar contributions to RST distributions at the mean tumble center, but turbulence
is dominant in regions peripheral to the tumble center. Analysis of the anisotropic
Reynolds stress invariants reveals the spatial distribution of axisymmetric expansion,
axisymmetric contraction, and 3D isotropy within the cylinder. Findings indicate
that the mid-compression flow exhibits a higher tendency toward 3D isotropy than
the intake flow. A novel post-processing algorithm is utilized to classify the geometry
of instantaneous turbulent vortical structures and evaluate their frequency of occur-
rence within the cylinder. Findings are coupled with statistical theory quantities to
provide a comprehensive understanding of the distribution of turbulent velocity com-
ponents, the distribution of anisotropic states of turbulence, and compare the turbu-
lent vortical flow distribution that is theoretically expected to what is experimentally
observed. The analyses reveal requisites of important turbulent flow quantities and
discern their sensitivity to the local flow topography and engine operation.
a)Electronic mail: brian.peterson@ed.ac.uk
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I. INTRODUCTION
The physics of the turbulent in-cylinder flow in internal combustion (IC) piston engines
have captivated scientists and engine designers for several decades. Engine flows are often
amongst the most-complicated flows in technical applications today; they are non-stationary,
yet periodic, turbulent flows that undergo rapid compression, expansion and gas exchange,
which includes combustion and, in the case of direct-injection (DI), two-phase flows with
phase change1–5. Engine flows are highly more relevant than the filling and emptying of the
cylinder contents; they are responsible for describing the key processes of turbulence mixing
and combustion that define the engine performance and efficiency.
For spark-ignition (SI) engines, emphasis is placed on generating a large-scale, rotating
flow motion (known as tumble or swirl6) containing kinetic energy. The large-scale tumbling
flow, which has an axis of rotation perpendicular to the cylinder axis, is intrinsically instable
near the end of compression and leads to the tumble breakdown where the kinetic energy
from the tumble motion is transferred to small-scale turbulence4,7. The resulting mean flow
and turbulence uniquely describes thermal transport5,8,9, fuel-air preparation10–15, ignition
behavior16,17, and flame- and species-transport18–20, which accurately describes the instan-
taneous burning rate. The creation of an organized large-scale tumble rotation is challenged
by varying initial conditions, periodically varying boundary conditions during the cycle, and
stochastic flow events that result in large-scale cycle-to-cycle flow variations21. Particularly
in direct-injection engines, cycle-to-cycle flow variations (termed CCV) can lead to dras-
tic changes in fuel-air distributions and flame transport, which if severe can lead to poor
burning cycles that limit power output and increase fuel consumption11,13,14,22,23.
Engine development with improvement of fuel economy and reduced emissions requires
tools to accurately measure and predict the turbulent in-cylinder flow. Reynolds-averaged
Navier-Stokes (RANS) and large-eddy simulations (LES) are powerful computational tools
to predict engine flows and are widely used for the design and optimization of engine
development24–27. While RANS and LES simulations have provided valuable contributions
towards understanding engine flows, the difficulties in predicting flow physics for multiple
operating conditions and engine geometries is equally acknowledged. Model validation is
needed for any numerical tool modeling turbulent flows and the need for well-documented
velocimetry measurements (e.g. Abraham et al.21, Baum et al.28, and Lacour and Pera29) is
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important for the development of more predictive engine models. Measurements that pro-
vide distribution requisites of turbulent statistical theory quantities (e.g. Reynolds stresses)
and can discern their sensitivities with regards to changes in engine operation (e.g. crank-
angle, engine speed, inflow conditions) are well-sought after to provide useful metrics for
comparison between experiments and numerical simulations.
Experiments utilizing laser Doppler anemometry (LDA) and particle image velocimetry
(PIV) have been used extensively to understand the engine flow physics, with particular
emphasis on turbulent flow generation and CCV30–34. Advances in diagnostics has led to
the ability to capture transient, multi-dimensional flow information within IC engines20,35–41.
Just as planar PIV images of the instantaneous, spatially resolved velocity field was a warm
welcome from single-point, time-series LDA measurements, techniques like tomographic PIV
(TPIV) are well-received to understand the three-dimensional (3D) flow behavior. As engine
flows are inherently 3D, the ability to resolve the complete velocity gradient tensor becomes
increasingly important to analyze turbulent statistical theory quantities and instantaneous
turbulent flow phenomena. Such capabilities are anticipated to provide further insight into
the study of turbulence and CCV as well as build more predictive models describing the
engine flow that may deviate from traditional, fully-developed, isotropic, homogeneous tur-
bulence assumptions commonly used for simulation platforms42.
In this study, planar PIV (denoted as PIV) and TPIV are applied to analyze turbulent
statistical theory quantities and the intantaneous turbulent flow within a single-cylinder
optical SI engine. This data extends from a comprehensive experimental database28 designed
for LES and RANS model development and validation purposes. The analysis focuses on the
intake flow at 270 ◦ before top-dead center (bTDC) and mid-compression flow at 90 ◦bTDC
for engine speeds of 800 and 1500RPM. TPIV enables the evaluation of spatially-resolved
distributions of Reynolds stress tensors (RST), anisotropic Reynolds stress invariants, and
instantaneous turbulent vortical structures. Results from TPIV and PIV are compared to
establish data coherence. PIV measurements are also used to evaluate xy-RST distributions
in a larger field-of-view (FOV). The RST analysis describes the distribution of individual
velocity fluctuation components arising from unsteady turbulent flow behavior and CCV (i.e.
cyclic variances of the location and direction of mean flow features). A conditional analysis
is introduced in attempt to calculate velocity fluctuations associated with turbulence and
less biased by CCV. The local distribution of anisotropic Reynolds stress invariants reveals
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the spatial distribution of anisotropic states of turbulence existing within the cylinder. To
provide analysis of the instantaneous turbulent flow, a box-counting algorithm (BCA) is used
to classify the shape of 3D vortical structures within the cylinder. This analysis provides
a statistical view on instantaneous turbulence that is not based from statistical moments,
but rather based on visualizations of the physical instantaneous vortical structures resolved
in the TPIV measurements. Findings from the BCA are coupled with statistical theory
quantities to provide a comprehensive understanding of the turbulent velocity distribution,
the anisotropic states of turbulence distribution, and compare the turbulent vortical flow
distribution that is theoretically expected to that which is experimentally observed.
II. EXPERIMENTAL METHODOLOGY
Planar PIV and TPIV measurements were performed in a single-cylinder DISI optical
engine operating under motored conditions (i.e. non-fired operation, see Table I). The
optical engine and PIV diagnostics have previously been described in Baum et al.28 and are
summarized below.
The optical engine features a twin-cam, overhead-valve pentroof cylinder head, a 55mm
height quartz-glass cylinder liner with 8mm window extension into the pentroof, and a
Bowditch piston arrangement with flat quartz-glass piston crown window (75mm diameter).
The cylinder head is equipped with a side-mounted fuel injector, centrally mounted spark
plug, and dual intake valves (33mm diameter) and exhaust valves (29mm diameter) located
on opposite sides of the spark plug placement. The spark plug was removed and replaced
with a threaded plug and the injector remained inactive for the experiments. A stainless
steel piping (1.4m length) extending from a sound reduction plenum is connected to the
dual-port intake system via a Y-tube, which was specifically made by laser sintering to
provide simplified boundary surface geometries. The intake system was specially designed to
provide reproducible thermodynamic and flow boundary conditions and simplified meshing
for three-dimensional flow simulations. Further details of the intake port geometries as well
as detailed flow measurements (water analog) for the inlet engine geometry are found in
Freudenhammer et al.43,44.
Velocimetry measurements were performed at two engine speeds (800 and 1500RPM)
with 0.95 bar intake pressure and 23 ◦C intake air temperature. Both intake ports remained
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Engine speed 800, 1500RPM
Intake pressure 0.95 bar
Intake air temp. 23 ◦C
Mass of air in 11.5, 22.2 kg/hr
Air relative humidity 1.8%
Flow motion Tumble
Cyl. head, coolant temp. 60 ◦C
Engine bore, stroke 86, 86mm
Compression ratio 8.5
Disp. volume 499mm3
Intake valve open 325 ◦ after TDC
Intake valve close 125 ◦bTDC
Exhaust valve open 105 ◦ after TDC
Exhaust valve close 345 ◦bTDC
TABLE I. Engine operating parameters. TDC refers to top-dead-center compression.
active to produce a directed tumble flow motion within the engine. The intake air was
accurately defined by mass flow controllers (Bronkhorst) supplied by a pressurized air sys-
tem with relative humidity of 1.8%. The cycle averaged air flow rate into the engine was
11.5 kg/hr (800RPM) and 22.2 kg/hr (1500RPM), which was measured with two identical
rotary piston gas flow meters (FM, Aerzen) within the intake and exhaust systems. Silicone
oil droplets (approx. 1µm diameter) were used as the seeding medium for the velocimetry
measurements. The droplets were introduced into the intake air (1.4m upstream the engine)
via an aerosol generator (AGF-10.0, Palas).
A dual-cavity frequency-doubled Nd:YAG laser (Edgewave INNOSLAB IS4 II-DE,
532 nm, 8.0mJ/pulse) and 12-bit digital camera (Phantom V.711) were synchronized to
the engine at up to 13.3Hz for PIV measurements. The camera imaged perpendicularly
onto a 65 × 60mm2 FOV within the central symmetry plane (i.e. z = 0mm) (Fig. 1a,
PIV camera shown in red). The PIV laser light sheet thickness was 1mm. A dual-cavity
frequency-doubled Nd:YAG (PIV-400, Spectra Physics, 532 nm, 375mJ/pulse) operating at
3.3Hz was used for TPIV measurements. Four 12-bit CCD cameras (ImagerIntense, LaV-
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ision) in Scheimpflug arrangement were setup circularly around the engine (Fig. 1a, Cams
1-4) and each camera projection provided independent line-of-sight information of the illu-
minated volume. TPIV measurements resolved the volumetric flow within a 47×35×8mm3
volume centered in the tumble plane. The central plane of the TPIV volume (i.e. z = 0mm)
corresponds to the planar PIV measurement location. Laser pulse time separation (dt) was
specified at the image timing to ensure that the maximum pixel shift was within 1/4 of the
final PIV interrogation window size.
Planar PIV and TPIV measurements were conducted in separate experiments at selected
crank-angle degrees (CAD) during intake (270 ◦bTDC) and compression (90 ◦bTDC) for
different engine speeds (800 and 1500RPM). Planar PIV measurements were recorded up
to 2700 consecutive cycles, while TPIV measurements were recorded for 300 cycles. Unless
otherwise stated, the planar PIV measurements in this work are presented for a 300 cycle
subset of the 2700 sequence to provide the same statistical sample size for PIV and TPIV.
A. Velocity field processing
A commercial software program (DaVis, LaVision) was used for PIV and TPIV process-
ing. Images of a spatially defined target within the engine were used to calibrate images
and match viewing planes from multiple cameras. For planar PIV, Mie scattering images
were cross-correlated with decreasing-window, multi-pass iterations with 75% window over-
lap. This provided a 2.0mm spatial resolution based on the final interrogation window size
(32 × 32 pixels) with a vector spacing of 0.63mm. This considers a spatial resolution of
80% of the final interrogation window size when 75% overlap is utilized. A 3× 3 Gaussian
smoothing filter operation was applied to the vector field to remove noise at the spatial
scales near the resolution limit of the PIV.
For TPIV, a volume self-calibration45 was performed for each CAD imaged and provided
a remaining pixel disparity of less than 0.3 pixels for all cameras. The reconstruction of the
3D particle images was performed using an iterative multiplicative algebraic reconstruction
technique (MART) algorithm46 yielding approximately 200 volumes in the z-direction with
an average particle density of 0.042 particles per pixel. A volume cross-correlation with
decreasing volume size (final size: 64 × 64 × 64 pixels) with 75% overlap was applied and
provided a spatial resolution of 1.76mm with vector spacing of 0.55mm in all directions.
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This considers a spatial resolution of 80% of the final interrogation window size when 75%
overlap is utilized. A 3× 3× 3 Gaussian smoothing filter was applied to the vector field to
remove noise below the spatial resolution. Additional information regarding velocity field
processing are discussed in Baum et al.28.
B. Uncertainty of PIV measurements
The identification of measurement uncertainty with digital PIV has been addressed within
previous works45,47–53. Acquiring reliable PIV data with minimal uncertainty is largely
depending on parameters such as: tracer particle, optical medium, camera settings, and
choice of PIV algorithm. Baum et al.28 discusses these in detail for the presented dataset.
Overall, an accumulated uncertainty of approx. 5% has been stated for the presented PIV
measurements28, while TPIV measurements presented have uncertainties up to 9%40,54.
Uncertainty of velocity fluctuations calculated by Reynolds decomposition is pending on
the uncertainty of the velocity component itself and the standard error of the ensemble-mean.
Baum et al.28 discusses the standard error of the ensemble-mean in detail. It is shown that
this quantity is locally dependent for velocity datasets of finite sample sizes. Overall, it has
been shown that for 300 samples the local dependence is small and an uncertainty of the
mean in the order of 0.3m/s for 270 ◦bTDC and 0.2m/s for 90 ◦bTDC can be assumed. This
is leading to an approximate 0.5% additional error on the velocity fluctuations due a sample
size of 300 cycles.
III. ENSEMBLE-AVERAGE FLOW FIELDS
Before discussing the analysis of statistical turbulent flow quantities, it is first important
to discuss the features of the in-cylinder flow at the CADs of interest. Figures 1b-e show the
ensemble-average flow field (z = 0mm) at 270 ◦bTDC and 90 ◦bTDC for 800RPM (b,c) and
1500RPM (d,e). The flow field is composed from PIV images for 300 cycles. Streamlines
are used to show the flow direction, while the color-scale shows the velocity magnitude. At
the CADs shown, the piston surface is located at y = −52mm.
During intake, at 270 ◦bTDC, the flow is characterized by high velocities entering the
cylinder and the general formation of the clockwise tumble motion. Velocity magnitudes
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FIG. 1. (a) Experimental setup. Velocity magnitudes and streamlines of the ensemble-averaged
flow within z = 0mm plane for (b) 270 ◦bTDC 800RPM, (c) 90 ◦bTDC 800RPM, (d) 270 ◦bTDC
1500RPM, and (e) 90 ◦bTDC 1500RPM. Statistics are based on 300 cycles. Black outlines identify
the mean intake jet (A) and stagnation region (B). Region (A) is determined with avg. velocity
magnitudes: |V2D,avg| > 22m/s (800RPM) and |V2D,avg| > 41m/s (1500RPM). Region (B) is
determined with avg. velocity magnitudes: |V2D,avg| < 5m/s (800RPM) and |V2D,avg| < 9m/s
(1500RPM). Location (C) identifies the mean tumble center at 90 ◦bTDC.
are highest near the intake valves where the annular flow from each port impinges on each
other, creating a strong jet-like flow into the cylinder. This jet-like flow is often referred
to as intake jet28,33,40,43,44,55 and is shown by the black outline (A). Region (A) is deter-
mined with avg. velocity magnitudes: |V2D,avg| > 22m/s (800RPM) and |V2D,avg| > 41m/s
(1500RPM). Further details of the intake jet formed from the annular flow in this engine
can be found in Freudenhammer et al.43,44. As the flow extends beyond the intake jet, the
flow is recirculated by the cylinder wall and piston top, forming the clockwise tumble motion
within the symmetry plane. A stagnation region (outline (B)) is formed left of the tumble
center vortex where the incoming fluid of the intake jet impinges on the reversing flow from
the piston. Region (B) is determined with avg. velocity magnitudes: |V2D,avg| < 5m/s
(800RPM) and |V2D,avg| < 9m/s (1500RPM). The two RPMs investigated in this study
have similar spatially resolved flow features at 270 ◦bTDC. Velocity magnitudes however,
are larger at 1500RPM and scale with the increase in engine speed as expected2.
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During compression, at 90 ◦bTDC, velocity magnitudes are lower and the flow features a
clockwise tumble motion with tumble center (identified by (C)) located beneath the exhaust
valves. Regions of high velocity magnitude occur in a region extending from the piston
and are caused by the upward piston motion. The tumble center location is shifted more
towards the cylinder axis for 1500RPM (center: x = 22mm, y = −18mm) than compared to
800RPM (center: x = 28.5mm, y = −15.0mm). The cause of this shift is not investigated
in this study. Velocity magnitudes are again higher at 1500RPM and the difference scales
with difference in engine speed.
Further discussions of the ensemble-average flow field, including the convergence of the
mean, the standard deviation distribution, mean flow representation from TPIV, and coher-
ence between PIV and TPIV measurements are found in Baum et al.28.
IV. VELOCITY FLUCTUATIONS IN TURBULENT FLOWS WITH
CYCLE-TO-CYCLE VARIATIONS
The velocity fluctuation component (u′i) is used to determine local distributions of
Reynolds stress tensors (Sec. V) and anisotropic Reynolds stress invariants (Sec. VI).
Reynolds decomposition is used to separate the instantaneous velocity (ui) into its mean
(ui) and fluctuating components:
ui(~x, θ) = ui(~x, θ) + u
′
i(~x, θ) (1)
Here subscript i indicates the velocity component in the ith direction. In the case of a
periodic IC engine flow, θ is used to represent a corresponding phase during the engine cycle
(i.e. CAD) while ensemble-averaging is conducted over multiple cycles at the same θ.
The resulting velocity fluctuation from Reynolds decomposition is a matter of consid-
erable debate for IC engine flows4,31. This term encompasses all of the fluctuations from
the ensemble mean, which include velocity fluctuations assoicated with classical turbulence42
(i.e. turbulence kinetic energy and dissipation, unsteady flow behavior, etc.) as well as veloc-
ity fluctuations assoicated with distinct flow features located differently within the cylinder
(i.e. CCV).
At this point it is important to discuss u′i in terms of turbulence and CCV contributions.
Proper assessment of true flow turbulence in a statistical manner (e.g. Reynolds decompo-
sition) requires that each measurement of the flow is acquired at the same boundary and
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initial conditions for a large number of samples. In this situation, any fluctuation from the
ensemble-mean will increase u′i and is associated with flow turbulence. In engines, even for
stable engine operating conditions, it is simply not possible that the initial and boundary
conditions at every location within the entire 3D domain (including the intake and exhaust
systems) are exactly the same for each cycle. Any difference of initial or boundary conditions
can alter the formation of key flow features and change how the flow develops through the
course of the cycle. Differences in the location of distinct flow features from cycle to cycle
will increase u′i by means of CCV.
Figure 2 shows example PIV images to further illustrate the turbulence and CCV nature
of the engine flow. Images are shown during intake (at/around 270 ◦bTDC) for 800RPM
when the images exhibit several pronounced large-scale flow features that also exist in the
ensemble-mean (Fig. 1b). These flow features are: (i) the intake jet (|V2D,avg| > 22m/s), (ii)
the stagnation zone (|V2D,avg| < 5m/s), and (iii) the recirculated flow forming the clockwise
tumble motion. In order to best discuss flow turbulence, relevant time-history information
of the flow is needed. Therefore, the top row of Fig. 2 shows high-speed PIV (HS-PIV)
images from a single engine cycle that describes the in-cylinder flow evolution at 2 CAD
increments. The bottom row of Fig. 2 shows phase-locked PIV images (as described in
Sec. III) of four individual, statistically independent cycles at 270 ◦bTDC. The HS-PIV
images were acquired separately under the same operating conditions as PIV (Table I) and
measure the flow in the same FOV (z = 0 mm) as the PIV images described in Sec. III.
Full details of the HS-PIV measurements, uncertainties, and comparisons to the PIV and
TPIV techniques are presented in Baum et al.28.
The intake jet is a distinct flow feature that exhibits both turbulence and CCV be-
havior. HS-PIV images (Fig. 2a-d) illustrate the time-evolution of the intake jet from
274−268 ◦bTDC. The principle flow features of the intake jet (e.g. mean flow direction and
center of mass) are consistent for the image sequence in Fig. 2a-d, while the periphery of the
intake jet experiences large flow variances within a short time duration (416µs every 2 CADs
at 800RPM). These variances are associated with the unsteady turbulent nature of the jet
and indicate a spatially and temporally varying jet penetration depth. Velocity fluctuations
associated with this unsteady flow behavior is consistent with turbulence. However, in order
to successfully resolve the u′i associated with turbulence, principle flow features of the intake
jet (e.g. mean direction and location) must remain consistent for a large sample size. The
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FIG. 2. (a-d) example high-speed PIV images describing the intake flow evolution in 2 CAD
increments for a single engine cycle. (e-h) statistically independent, phase-locked PIV images
acquired at 270 ◦bTDC. Every 7th velocity vector shown and black outlines indicate the intake jet
(|V2D,avg| > 22m/s) within the viewing plane.
principle flow features within Figs. 2a-d remain consistent because the flow fields are sta-
tistically dependent. The example phase-locked PIV images at 270 ◦bTDC for statistically
independent images (Figs. 2e-h) clearly show that principle features of the intake jet can
drastically change from cycle-to-cycle. Fig. 2e reveals an intake jet geometry similar to the
ensemble-mean (Fig. 1b), while Fig. 2f exhibits an intake jet penetrating further into the
FOV (similar to Figs. 2a-d), Fig. 2g reveals an intake jet that is exclusively on the left-side
of the image, and Fig. 2h shows the presence of virtually no intake jet within the FOV.
As the mean position and direction of the intake jet changes, the location and behavior of
the stagnation zone (|V2D,avg| < 5m/s) and recirculated flow also changes. Differences in
the mean position and direction of the intake jet (and other flow features) will lead to u′i
consistent with CCV behavior. A similar flow behavior can be seen during compression at
90 ◦bTDC where the tumble center location and surrounding flow can vary from cycle to
cycle (see Sec. VC).
Exact conditions leading to the different flow behavior shown in Fig. 2e-h are not known.
As the high velocity flow enters the cylinder, the intake jet could exhibit an oscillatory
motion, referred to as a flapping jet30,55. This turbulent large-scale oscillatory flow behavior
can be synonymous to turbulent behavior in less convoluted flows such as a turbulent jet
exiting a nozzle56 or a turbulent plume extending from a point source57,58. However, HS-
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PIV images do not reveal an oscillating jet scenario within the FOV (z = 0 mm) that would
produce intake jet positions that span the range shown in Fig. 2e-h for a 280− 260 ◦bTDC
time duration (not shown for brevity). Therefore, it is believed that severe differences of
flow features within the FOV (as depicted in Fig. 2e-h), and their resulting flow variances
from the ensemble-mean, are more consistent to CCV than turbulence. To find the cause of
CCV flow variances, one needs accurate initial and boundary conditions within the entire
engine domain (including intake and exhaust systems) as well as 3D flow information at all
scales within the entire volumetric domain at all instances in time.
It is clear that the engine flow exhibits both turbulence and CCV behavior. Currently,
there is no single consensus on how to distinguish between flow properties associated with
turbulence or CCV. Consequently, the velocity fluctuation from Reynolds decomposition
is often anticipated to overestimate turbulence levels for IC engine flows59. Spatially fil-
tering techniques have been used in attempt to separate velocity fluctuations associated
with turbulence from those associated with CCV31,55,60–62. Velocity fluctuations about the
ensemble-mean are decoupled into low- and high-frequency components relative to a filter
cut-off frequency. An appropriate cut-off frequency is based on characteristic times of the
unsteady flow motion, but selection criteria remains diversified in the literature30,31,61. How-
ever, filtering techniques alone cannot ascertain the extent to which the velocity fluctuations
are random or deterministic in nature; frequencies of larger-scale turbulence may overlap
with frequencies of the unsteady mean motion55.
Proper orthogonal decomposition (POD) analyses have been previously utilized to dif-
ferentiate between turbulence and CCV21,32,33,63–65. Although a powerful tool, POD has not
been explicitly shown to resolve individual velocity-fluctuation components (i.e. u′i), but
rather turbulent kinetic energy and thus not employed here to calculate individual RST
components.
In this work, Reynolds decomposition (i.e. eqn. 1) is used to obtain velocity fluctuation
components to investigate RST distributions (Sec. V) and anisotropic Reynolds stress invari-
ants (Sec. VI). RST distributions are carefully analyzed to evaluate potential contributions
from turbulence and CCV. A conditional analysis (Sec. VC) is presented at 90 ◦bTDC to
categorize cycles of the same geometrical flow pattern and re-calculate the RST distribution
in attempt to locally remove CCV contributions from the RST distribution. In Sec. VII,
TPIV resolving the full velocity gradient tensor is used to analyze instantaneous turbulent
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vortical flow structures without relying on the Reynolds decomposition. This analysis pro-
vides a statistical view on the instantaneous turbulent vortical flow based on visualizations
of the physical instantaneous vortical structures resolved in the TPIV measurements.
V. REYNOLDS STRESS DISTRIBUTION
This section presents the local distribution of Reynolds stress tensor (RST) components
calculated from PIV and TPIV measurements. Reynolds stresses play a crucial role in the
transport equations of fluid motion and are particularly important for RANS-based simula-
tions where the Reynolds stress terms are modelled. Several models exist - each with its own
complexity and practicality to determine Reynolds stresses for periodic, unsteady turbulent
flows found in IC engines. Because RANS modeling is widely used for engine development,
it is important to understand the distribution requisites of each RST component in order
to accurately predict the engine flow field. Moreover, it is equally important to discern sen-
sitivities of the RST distributions with regards to changes in engine operation (e.g. engine
speed and load). A given RST component is represented as: u′iu
′
j, where u
′
i is the velocity
fluctuation component in the ith direction and the bar indicates the phase-average quantity.
A. RST distributions during intake at 270 ◦bTDC
The spatial distributions of RST components at 270 ◦bTDC are shown in Fig. 3; distribu-
tions are shown in the symmetry plane (z = 0mm) for 800RPM (Fig. 3a-i) and 1500RPM
(Fig. 3j-r). Figures 3a-c,j-l display RST distributions calculated from PIV measurements,
while the remaining sub-plots display distributions calculated from TPIV measurements.
The PIV data provides evaluation of xy-RST components within a large FOV that captures
the main flow features (e.g. intake jet, recirculated flow, and stagnation region), while TPIV
data facilitates the evaluation of all nine RST components, albeit in a smaller FOV that does
not capture all main flow features in the symmetry plane. The RST tensor is symmetric;
for brevity, duplicates of the off-diagonal components are not presented. Vectors of corre-
sponding ensemble-average velocity fields are overlaid onto each respective image (every 7th
vector shown). The intake jet and stagnation regions are respectively highlighted by the
black outlines (A) and (B) overlaid onto each image. Interpretation of RST values near the
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cylinder head is not performed because these regions exhibit intense laser light scattering
near solid surfaces, for which flow velocities are not well-resolved.
1. xy-RST distributions (PIV, 800RPM)
RST distributions are first discussed for 800RPM from PIV measurements (Fig. 3a-c)
where the distribution is best shown with respect to mean flow features captured in the
larger FOV. A distinct region of high u′xu
′
x values is shown near the edge of the intake
jet and located within regions (2) - (4) highlighted in Fig. 3a. To understand the nature
of the high u′xu
′
x region, spatially-resolved, instantaneous x-velocity components (ux) are
extracted from regions (1) - (4) and analyzed with respect to the probability of observing
the intake jet in each region. A 2D probability map showing of the most probable intake jet
location (300 cycle statistic) is shown in Fig. 4a. The 2D probability map was constructed
from PIV images that were binarized to highlight regions with velocity magnitude |V2D| >
22m/s. This threshold represents the highest 15% of |V2D| resolved from instantaneous
PIV images at 270 ◦bTDC (800RPM) and describes velocities observed in the intake jet.
For completeness, the 2D probability map of the stagnation region is also included in Fig.
4a and was determined from PIV images that were binarized to highlight regions with
|V2D| < 5m/s threshold. This threshold represents the lowest 5% of velocities resolved from
instantaneous PIV images at 270 ◦bTDC (800RPM) and describes velocities observed in the
stagnation region. The ux distributions (300 cycle statistic) from regions (1) - (4) are shown
in Fig. 4b.
The 2D probability map of the intake jet reveals that regions (3) and (4) are located
near the edge of the intake jet. As discussed in Sec. IV, peripheral regions of the intake jet
exhibit an unsteady turbulent jet behavior such that high turbulence levels can be expected
and contribute to high u′x values. However, CCV will also contribute to the u
′
x distributions
as the intake jet position and direction vary from cycle to cycle. Figure 4 reveals that
region (3) experiences a large variability of observing the intake jet (30-80%). Additionally,
region (3) exhibits the broadest ux distribution with the highest velocities and largest skew
(µ3 = 0.86) towards lower velocities (Fig. 4b). Consequently, Fig. 3a shows that region (3)
experiences the highest u′xu
′
x values within the FOV. Further downstream, region (4) reveals
the extent of the intake jet location as the probability of observing the jet decreases from
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FIG. 3. RST components from PIV and TPIV measurements at 270 ◦bTDC, 800RPM and
1500RPM (see titles of each subplot for RPM). The intake jet (A), stagnation zone (B), and
ensemble-average velocity vectors are overlaid onto each image (every 7th vector shown). Statistics
based on 300 cycles. Rectangles (1) - (4) in (a) indicate where ux velocities are extracted and
presented in Fig. 4b.
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FIG. 4. (a) 2D probability map of intake jet and stagnation zone. Region (I) indicates the area of
u′yu
′
y > 40m
2/s2 in Figs. 3c,f, while region (II) indicates the area of u′zu
′
z > 40m
2/s2 in Fig. 3i.
(b) ux velocity distributions extracted from rectangles (1) - (4). Statistics based on 300 cycles.
50% to 20% and the ux distribution exhibits a broad Gaussian distribution with overall lower
magnitudes. Moving upstream, region (2) is located further in the core of the intake jet;
high ux velocities exist, but the ux distribution also shows a long tail towards lower velocities
where probabilities of observing the intake jet decrease below 80%. Accordingly, regions (2)
and (4) also exhibit high u′xu
′
x values that can be associated with velocity fluctuations
originating from turbulence and CCV, but u′xu
′
x values are lower in comparison to region
(3). For completeness, region (1) is located further into the intake jet core and exhibits the
narrowest ux distribution. Consequently, u′xu
′
x values in region (1) are the lowest amongst
the highlighted regions.
The u′yu
′
y distribution (Fig. 3c) does not reveal large values in regions (1)− (4), indicating
that these regions are more susceptible to u′x. Instead, the highest values of u
′
yu
′
y are depicted
in the region between the intake jet and the stagnation zone. This location reveals where
the strong intake jet velocities are reduced as they impinge on the flow recirculated by the
piston. The region of high u′yu
′
y values exceeding 40m
2/s2 (region (I)) is overlaid onto the
probability map in Fig. 4a. A region with 35m2/s2 ≤ u′yu
′
y ≤ 45m
2/s2 extends from the
intake jet (−20mm ≤ y ≤ −10mm, −20mm ≤ x ≤ −10mm). The probability map in
Fig. 4a reveals that this region experiences a large variability for observing the intake jet
(20% - 70%) in a short distance. This location indicates the periphery of the intake jet for
which high turbulence levels are expected due to the unsteady nature of the jet, but CCV
variations of the jet location will also contribute to u′y.
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Maximum u′yu
′
y values are observed above the stagnation region outline (B) where the
probability of observing the intake jet decreases from 50% to 0%. From instantaneous
velocity images, it is observed that the intake jet often competes against the flow recirculated
by the piston as the two flows impinge onto one another. The flow impingement leads to
a stagnation of the flow in the vertical direction (i.e. uy ≈ 0m/s). The flow impingement
region is different for each cycle, creating a broad distribution of instantaneous uy velocities
(not shown), which increases u′yu
′
y values in region (I) via CCV. Although u
′
y associated
with CCV is expected in such a region, the turbulence generated from the two opposing
flows is also expected (e.g. opposing jet configurations in Bo¨hm et al.66). Consequently
maximum u′yu
′
y values in region (I) are likely resulting from both CCV and turbulence,
which is not decoupled in this analysis. For completeness, the u′xu
′
x distribution within the
confines of region (I) exhibit moderate values, but are nearly half the values shown in the
u′yu
′
y distribution. This demonstrates that u
′
y is greater than u
′
x where the two opposing
flows impinge on one another.
The u′xu
′
y distribution in Fig. 3b modestly highlights the areas with moderate-to-high u
′
x
and u′y velocities. Large u
′
xu
′
y magnitudes, although lower than u
′
xu
′
x and u
′
yu
′
y, are exhibited
regions (1) - (4), which include large u′x values, as well as in region (I), which exhibits large
u′y values.
For completeness, each RST distribution in Fig. 3 exhibits a region of lower values above
the piston. At this location, the flow predominantly travels in the x-direction as the flow is
recirculated by the cylinder wall and piston. Here the flow experiences little CCV and lower
velocity magnitudes for which turbulence is expected to be lower.
2. xyz-RST distributions (TPIV, 800RPM)
The TPIV data facilitates the evaluation of all nine RST components, albeit in a smaller
FOV that does not capture the intake jet and stagnation zone in its entirety within the
symmetry plane. The xy-RST distributions show excellent agreement between PIV (Figs.
3a-c) and TPIV (Figs. 3d-f ); both the spatial distribution and magnitudes are consistent.
Previous work already revealed a strong coherence between the PIV and TPIV for mean and
RMS velocity components28. The findings emphasize the reproducibility of engine opera-
tion, validity of the measurement techniques, and high data quality to reliably calculate flow
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statistics in engines from datasets utilizing different experimental setups and data processing
procedures. The comparison of the local RST distributions in this manuscript reiterates the
coherence of RMS velocities, but also confidently establishes that the spatial RST distri-
butions are strongly influenced by characteristics of the local flow topography. The strong
coherence between PIV and TPIV measurements provides confidence in the TPIV to re-
solve z-affiliated RST distributions. Off-diagonal, z-RST distributions (Fig. 3g,h) exhibit
the lowest values amongst all distributions (i.e. 25 times smaller than u′xu
′
x or u
′
yu
′
y). The
distributions show a region of scattered positive/negative values extending from the confines
of the intake jet and into the stagnation region. In comparison to the other RST distribu-
tions in Fig. 3, local distributions of u′xu
′
z and u
′
yu
′
z show a less-distinct dependence relative
to local flow features.
The u′zu
′
z distribution in Fig. 3i reveals a region of high u
′
zu
′
z values extending from the
bounds of the intake jet (i.e. y > −20mm), but values quickly decay as the stagnation
region is approached and u′zu
′
z values remain below 15m
2/s2 for y < −30mm. The region of
high u′zu
′
z values exceeding 40m
2/s2 is overlaid onto the probability map in Fig. 4a (region
(II)) and demonstrates that this region has a large variability of observing the intake jet
(20-70% probability). The symmetry plane (i.e. z = 0mm) is located directly between
each intake valve. During air induction, the annular flow from each port impinges onto one
another and any asymmetries between the two annular flows will cause the mean motion
of the intake jet to shift in the ±z-direction. Variances of the intake jet location in the
±z-direction will increase u′z in region (II) in terms of CCV. Equally so, unsteady flow
separation within the intake ports or, more predominantly, at the intake valves can cause
periodic vortex shedding67 such that turbulenc can also increase u′z below the valves. Region
(II), highlighted in Fig. 4a, is likely to extend further into the intake jet, but is beyond the
TPIV FOV and is not quantified in these measurements.
As previously mentioned, decoupling u′i into contributions from CCV or from turbulence
is a challenging matter for engine flows. Main flow features (e.g. intake jet, impinging flow)
are subject to variances in location and direction, which increases u′i due to CCV. At the same
time, the flow exhibits an unsteady turbulent behavior, which increases u′i due to turbulence.
Decoupling of u′i in terms of CCV and classical turbulence is a topic for which researchers
have not identified an infallible solution. At this point in the analysis, decoupling u′i into
contributions from CCV and turbulence is not performed for the intake flow. However, a
19
conditional analysis (Sec. VC) is presented for the flow during compression, which offers a
method to estimate Reynolds stresses originating from turbulence alone.
3. xyz-RST distributions (PIV, TPIV, 1500RPM)
Despite differences in magnitudes, the RST spatial distributions for 1500RPM (Fig. 3j-
r) show a remarkable resemblance to the RST distributions at 800RPM (Fig. 3a-i). The
color-scale ranges were systematically chosen for appropriate visual comparison between
1500RPM and 800RPM. The maximum and minimum values (b−/+) of each color-scale
at 800RPM (Fig. 3a-i) were scaled by the squared ratio of mean piston speeds (u¯P) to
determine the color-scale boundaries at 1500RPM (Fig. 3j-r):
b
−/+
1500 = b
−/+
800 ·
(
u¯P,1500
u¯P,800
)2
(2)
The mean piston speed was determined by
u¯P = 2 · S ·N (3)
where S is the stroke length (86mm) and N is the engine rotational speed in RPM2. Slight
differences in RST distributions between 800 and 1500RPM exist: e.g. regions of high
u′xu
′
x and u
′
yu
′
y magnitudes are larger at 800RPM than at 1500RPM and regions of posi-
tive/negative scatter of u′xu
′
z or u
′
yu
′
z do not perfect align. However, this should not take
away from the fact that all RST distributions scale with u¯P, or equivalently, N . It is rec-
ognized that velocity fluctuations often scale with engine speed68. However, for the engine
and operating conditions in this study, at 270 ◦bTDC, the spatial topography of the main
flow features remain similar for 800 and 1500RPM. Because the velocity fluctuations, thus
Reynolds stresses, are shown to be dependent on main flow features, the spatial topography
of RST at 270 ◦bTDC also remains similar for 800 and 1500RPM.
B. RST distributions during compression at 90 ◦bTDC
The spatial distributions of RST components at 90 ◦bTDC are shown in Fig. 5; distribu-
tions are shown in the symmetry plane (z = 0mm) for 800RPM (Fig. 5a-i) and 1500RPM
(Fig. 5j-r). RST distributions calculated from PIV measurements are shown in Fig. 5a-c,j-l,
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while the remaining subplots show distributions from TPIV measurements. Vectors of the
ensemble-average velocity field are overlaid onto each image. The tumble center location is
identified as (C) in the images. Details of RST distributions are first discussed for 800RPM
(Fig. 5a-i) followed by a discussion and comparison of RST distributions at 1500RPM (Fig.
5j-r). Interpretation of RST values near the cylinder head is not performed because these
regions exhibit intense laser light scattering near solid surfaces, for which flow velocities are
not well-resolved.
1. xyz-RST distributions (PIV, TPIV, 800RPM)
RST distributions from PIV measurements (Fig. 5a-c) are first discussed with respect
to main flow features captured in the larger FOV. RST magnitudes at 90 ◦bTDC are nearly
one order of magnitude lower than those shown at 270 ◦bTDC. This is not unexpected
considering the differences in flow attributes; during mid-compression, the tumble flow pri-
marily exhibits a large-scale, 2D, clockwise-rotating motion and does not exhibit the same
turbulence-generating flow attributes as revealed at 270 ◦bTDC (e.g. unsteady turbulent
jet or impinging flow). With the exception of the periphery of the mean flow tumble cen-
ter location, xy-RST distributions exhibit low values with little spatial variation. As the
mean tumble center location is approached, xy-RST values increase and pockets of elevated
magnitudes exist near the tumble center where magnitudes are largest for u′xu
′
x and u
′
yu
′
y.
Relatively large u′xu
′
y magnitudes are also seen near the mean tumble center but are 80%
lower than diagonal components. The larger magnitudes surrounding the mean tumble cen-
ter can be a consequence of differing tumble center locations from CCV (see Sec. VC).
Varying conditions at the start of different cycles, periodically varying boundary conditions
throughout the cycle, and stochastic flow events will lead to variations in the solid body
rotation during compression. The proximity of the tumble center exhibits the most distin-
guishable, contrasting flow attributes within the FOV; the flow is comprised of low velocity
magnitudes and a distinct change of flow direction. Thus, the proximity of the mean tumble
center location is expected to contain higher velocity fluctuations from CCV than other
regions in the FOV.
However, turbulence can also be a contributing factor to high xy-RST values shown. The
axis of tumble rotation is perpendicular to the cylinder axis. During compression, the tumble
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FIG. 5. RST components from PIV and TPIV measurements at 90 ◦bTDC, 800RPM and
1500RPM (see titles of each subplot for RPM). Ensemble-average velocity vectors and mean tum-
ble center location (C) are overlaid onto each image (every 7th vector shown). Statistics are based
on 300 cycles.
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geometry is contorted, often changing to an elliptical form and the periphery of the vortex
center can experience high strain rates, thereby increasing turbulence levels. Additionally,
the wall-bounded tumble vortex interacts with solid boundaries (e.g. cylinder wall and
cylinder head), which is recognized as a leading phenomenon that generates turbulence
during tumble breakdown4. With the close proximity of the tumble vortex to the cylinder
wall (location: x = 43mm), it is anticipated that the periphery of the mean tumble center
will already experience increased levels of turbulence due to vortex-wall interactions.
Similar to results presented at 270 ◦bTDC, the xy-RST distributions from TPIV (Fig. 5d-
f ) show excellent agreement with those from PIV (Fig. 5a-c); both magnitude and spatial
distribution are consistent. Distributions of u′xu
′
z and u
′
yu
′
z exhibit the lowest values amongst
the distributions (80% lower than u′xu
′
y). Larger u
′
zu
′
z magnitudes are located in the right-side
of the FOV and reduce in magnitude from right to left. The large magnitudes in the right-
half can be a consequence of CCV produced by slight flow asymmetries during compression
or out-of-plane flow motion from fluid displacement by the piston and recirculating flow.
2. xyz-RST distributions (PIV, TPIV, 1500RPM)
Unlike RST distributions at 270 ◦bTDC, the RST spatial distributions at 90 ◦bTDC ex-
hibit differences between 800 and 1500RPM. RST magnitudes are larger at 1500RPM
and the color-scale ranges were chosen using the similar approach as described in eqn. 2.
Differences in the RST spatial distribution indicate that velocity fluctuations, thus RST
components, at a fixed location do not scale perfectly with RPM. This is likely due to the
differences in the tumble flow between 800 and 1500RPM; although both RPMs exhibit a
mean clockwise tumble motion, the mean tumble center location is shifted (approx. 7mm)
towards the center of the FOV for 1500RPM. In comparison to 270 ◦bTDC and 90 ◦bTDC
(800RPM), slight differences exist between PIV and TPIV for 90 ◦bTDC, 1500RPM (Fig.
5j-o). In particular, PIV shows larger u′xu
′
x and u
′
yu
′
y values towards the tumble center.
Regardless of these small differences, good agreement is shown for the xy-RST distributions
from TPIV and from PIV.
The region of largest u′xu
′
x magnitudes remains near the tumble center location. The
u′yu
′
y distribution exhibits a larger region of high values extending from the piston and
leading to the mean tumble center location. The u′xu
′
y distribution also mimics this change
23
and a pocket of large negative values are located farther from the tumble center location.
Differences in the u′yu
′
y spatial distributions with RPM might be a consequence of differences
in the turbulence-generating mechanisms, e.g. greater vortex-wall interactions or higher
strain rates from faster compression.
Images show that the region of high u′yu
′
y values appears to shift in the same direction
as the tumble center shift and a larger region is present at 1500RPM than for 800RPM.
The u′zu
′
z distribution shows that values exceed the (u¯P,1500/u¯P,800)
2 scaling relation in the
majority of the TPIV FOV. Higher values extending from the bottom and right side of the
image could be a consequence of greater out-of-plane flow variations from fluid displacement
by the upwards movement of the piston, which is approaching faster at 1500RPM than at
800RPM (piston position: y = −52mm). Spatial distributions of u′xu
′
z and u
′
yu
′
z also reveal
differences with RPM, but values continue to remain the lowest amongst the distributions
and are not discussed in detail.
C. Conditionally sampled xy-RST distributions at 90 ◦bTDC, 800RPM
Thus far velocity fluctuations calculated using the Reynolds decomposition methods do
not distinguish between velocity fluctuations associated with CCV and those associated with
turbulence. In IC piston engines, it is important to separate CCV from turbulence because
each has separate, yet impactful, roles on mixture preparation, combustion, and engine-out
emissions.
In this section, PIV images are conditionally sampled to categorize images by similar
spatially distributed global flow features54 to evaluate conditioned xy-RST distributions that
are less susceptible to velocity fluctuations associated with CCV. At 90 ◦bTDC, all cycles
exhibit a large-scale clockwise tumble flow with an identifiable tumble center. The position
of the tumble center is arguably the most appreciable difference in the global flow structure
from cycle-to-cycle. Since the tumbling flow exhibits a relatively simple, recognizable flow
pattern, PIV images at 90 ◦bTDC are conditionally sampled by tumble center location using
a vortex center detection algorithm proposed by Graftieaux et al.69. The algorithm allows a
robust identification of a large-scale vortex structure by quantifying the streamline topology
within the given FOV. To supress small-scale fluctuations the spatial filtering was set to
9× 9 vectors.
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FIG. 6. (a) Histogram of tumble center location at 90 ◦bTDC, 800RPM (2700 cycle statistic).
(b-d) conditionally sampled xy-RST distributions. Distributions are evaluated for cycles with
tumble center located in x = 28.2mm, y = −15.3mm region (174 cycles). Results reveal velocity
fluctuations associated with turbulence exist in the periphery of the tumble center.
Figure 6a shows the histogram of identified tumble center locations at 90 ◦bTDC from
a PIV dataset consisting of 2700 consecutive cycles. The larger dataset was used for this
analysis in order to evaluate a RST distribution from a conditional subset with a sample
size comparable to Fig. 5 (i.e. 300 samples). The tumble center varies within a 15×25mm2
region (black rectangle in Fig. 6b-d) and each tumble center is binned to a 1.8 × 1.8mm2
region in Fig. 6a. The binned location x = 28.2mm, y = −15.3mm has the largest number
of occurrences (174 cycles) and is chosen to evaluate xy-RST distributions for cycles with a
similar tumble center location.
The conditioned xy-RST distributions are shown in Fig. 6b-d. The majority of the FOV
reveals similar spatial distribution to the non-conditioned xy-RST distributions in Fig. 5a-
c, but larger differences exist near the mean tumble center. In essence, the mean tumble
center location exhibits lower magnitudes, while regions within 5−10mm radius continue to
exhibit large magnitudes similar to those shown in Fig. 5a-c. These findings indicate that
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CCV and turbulence can have similar contributions to the RST distributions at the mean
tumble center location, but turbulence may be dominant in regions peripheral to the tumble
center. Such turbulence can occur from vortex-wall interactions as well as high strain rates
generated as the tumble vortex undergoes rapid compression.
It is recognized that the RST distributions in Fig. 6 are not completely liberated from
velocity fluctuations associated with CCV. Primarily the region near the mean tumble center
is the least influenced by CCV as the large-scale flow topography was very similar in this
region. Variations of the tumble center location within the binned 1.8× 1.8mm2 area is not
expected to greatly influence the findings. Furthermore, regions with large RST magnitudes
are larger than the binning size and located beyond the binned area containing the tumble
center. Local RST magnitudes can be associated with CCV due to geometrical variations of
the tumble vortex (e.g. circular or ellipsoidal), but this bias is expected to be small in the
vicinity of the tumble center. Further beyond the mean tumble center location however, RST
distributions can exhibit a bias from large-scale flow CCV because instantaneous velocity
images are not conditioned in these regions. However, upon visual inspection of PIV images,
regions beyond a 10mm radius from the tumble center primarily exhibit a repeatable large-
scale, clockwise rotating motion with minimal geometrical changes. This is true for cycles of
the conditioned and non-conditioned statistic. Coincidently, RST magnitudes 10mm beyond
the mean tumble center are similar for the conditioned and non-conditioned statistics and
remain significantly lower than magnitudes seen near the tumble center.
The conditional analysis is only performed for PIV images at 90 ◦bTDC, 800RPM to
present a simple methodology that can be used to evaluate turbulence statistics that are
less influenced by large-scale flow variations (i.e. CCV). This analysis is utilized when a clear
flow structure is identified within the PIV images. For such an analysis, it is important to
start with a large dataset that enables a sufficient conditional sample size. If CCV is severe, a
larger sample size is required. In the extreme case, CCV could suppress a clear flow structure,
making it difficult to apply this technique. Here, the PIV dataset at 800RPM consisted of
2700 cycles. At 90 ◦bTDC, the sample size and CCV level are such that a conditional
statistic of 174 cycles is suitable to evaluate RST distributions. At 270 ◦bTDC, the intake
flow is more complex and it is difficult to condition to a single identifiable flow feature.
Evaluation of conditionally sampled turbulence statistics for intake flows and sensitivity
analysis for smaller sample sizes is the focus of future work. For the analyses at 1500RPM
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and for TPIV, only 300 cycles were available, which were insufficient for the conditional
statistic. Moreover, the smaller FOV for TPIV made it more difficult to observe trademark
flow features (e.g. tumble center at 90 ◦bTDC), which further reduced the available sample
size. A larger sample size and larger FOV are needed to apply the conditional analysis to
the TPIV datasets.
VI. ANISOTROPIC REYNOLDS STRESS INVARIANTS
The distribution of the local anisotropic Reynolds stress invariants is investigated using
the well-established anisotropic invariant map70. The anisotropic invariant map (referred to
as the Lumley triangle in this manuscript) provides a statistical interpretation of the char-
acterization of the Reynolds stress anisotropy and states of realizable turbulence. Reynolds
stress anisotropic tensors are modeled in the commonly used two-equation models (e.g. k-ǫ
or k-ω)42. Especially in the realm of IC engines, such models are not universal and small
changes in the model can result in significant changes in the predicted mean flow fields71.
Experimentally resolving the spatial distribution of the Reynolds stress anisotropic tensors
will further aid in the development and validation of more predictive models for IC engines.
The Lumley triangle is characterized by the second (I2) and third (I3) invariant of the
normalized Reynolds stress tensor (bij).
I2 = −(bijbij)/2 (4)
I3 = (bijbjkbik)/3 (5)
bij = (u′iu
′
j)/(u
′
ku
′
k)− δij/3 (6)
Analysis in this section is used to understand the local distribution of the anisotropic invari-
ants of the engine flow and its change during the engine cycle (270 ◦bTDC and 90 ◦bTDC)
for two different RPM (800 and 1500RPM). For this analysis, TPIV measurements are used
to access all three velocity component fluctuations. The Reynolds stress tensor and the in-
variants (−I2 and I3) were calculated for each voxel within the symmetry plane (z = 0mm).
Similar to the RST analysis, the velocity fluctuations are determined by Reynolds decom-
position with 300 cycle sample size (i.e. non-conditioned statistic). Conditional sampling,
as presented in Sec. VC, is not performed with TPIV data because: (1) the limited number
of cycles acquired for the TPIV dataset, (2) it was not possible to condition for a single
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flow feature at 270 ◦bTDC, and (3) at 90 ◦bTDC the tumble center was often beyond the
TPIV FOV such that sampling on the tumble center location was not possible for each
image. Therefore, it must be presumed that velocity fluctuations used in this analysis are
associated with turbulence. Despite this shortcoming, the findings presented are considered
important to study turbulent statistical theory quantities for engine flows.
It is important to understand the influence of measurement spatial resolution on the
results. The spatial resolution in the TPIV measurements is 1.76mm. For reference, the in-
tegral length scale, determined from spatial two-point correlation42, is 4−8mm for the CAD
regime in this engine (i.e. same order of magnitude as the spatial resolution). Stereoscopic
PIV (SPIV) measurements were also performed in this engine with a spatial resolution of
0.8mm28. Anisotropic invariants from SPIV (see Appendix A) revealed good agreement with
TPIV results. TPIV measurements were also reprocessed with a lesser spatial resolution of
2.56mm (final interrogation size of 96 × 96 × 96 pixel, see Appendix A) and results re-
mained consistent. Although resolution differences between SPIV and TPIV measurements
are small, this sensitivity analysis demonstrates that the measurements confidently capture
turbulent statistical quantities at the spatial resolutions acquired. Additional measurements
with larger differences in spatial resolution may lead to different results, but are not pursued
here.
Figure 7a shows the Lumley triangle according to Choi and Lumley70 and shows the states
of realizable turbulence. The origin of the triangle (−I2 = I3 = 0) describes the state of
3D isotropic turbulence. The left boundary describes the state of axisymmetric contraction
leading to 2D isotropy and 2D turbulence, while the right boundary describes the state of
axisymmetric expansion leading to 1D turbulence. According to Choi and Lumley70, the
state of axisymmetric contraction indicates a preferred direction of the turbulent kinetic
energy (TKE) along two axes and would suggest turbulent eddies with an elongated shape
along one axis. Axisymmetric expansion however, indicates that one component of the
TKE is predominant over the others and it is argued the resulting turbulent eddies have no
preferred shape or direction70,72.
Figure 7b highlights regions associated with 3D isotropy, axisymmetric contraction, and
axisymmetric expansion. 3D isotropy (grey region) is defined by data points with −I2 <
0.02. Data points classified as axisymmetric contraction (blue region) is calculated by same
equation as the left boundary with additional offset of −I2 = 0.02. The same approach is
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FIG. 7. (a) anisotropic invariant map (Lumley triangle). (b) Regions describing the states of
axisymmetric contraction (blue), axisymmetric expansion (red), and 3D isotropy (grey) which are
further discussed in Fig. 10.
applied for the axisymmetric expansion (red region). All points located within these regions
are expected to exhibit the state of turbulence associated with the particular region.
Figure 8a shows the distribution of the local invariants (−I2 and I3) for each velocity
vector within the symmetry plane (z = 0mm) at 270 ◦bTDC, 800RPM. Within the FOV
there exists a large distribution of invariants extending from 3D isotropy (−I2 = I3 =
0) towards axisymmetric expansion (right boundary) and axisymmetric contraction (left
boundary). Figure 8b presents a 2D-PDF near the origin of the Lumley triangle (enlarged
view), where the maximum number of occurrences exist despite the broad range of values.
The legend in Fig. 8b reports the percentage of data existing below a given −I2 threshold.
Approximately 36% of the voxels are located beneath −I2 ≤ 0.02, which is identified as 3D
isotropic turbulence. Figure 8a shows that axisymmetric expansion and contraction states
are also populated with some data points scattered beyond −I2 > 0.05, I3 > 0.01. Few data
points within the undefined state are also observed. As engine speed increases to 1500RPM
(Fig. 8c) the scattering of the invariants is lower and the majority of data remains below
−I2 < 0.1. In comparison to 800RPM, the 2D-PDF at 1500RPM (Fig. 8d) reveals a slightly
higher data population below −I2 = 0.03 and 43% of the data points are approximated as 3D
isotropic turbulence (i.e. −I2 < 0.02). Remaining data points are primarily located along
the boundaries of the triangle with a slight preference towards axisymmetric expansion.
During compression at 90 ◦bTDC, the invariants show a significantly lower scatter than
at 270 ◦bTDC - both for 800RPM (Fig. 9a,b) and 1500RPM (Fig. 9c,d). For 800RPM,
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FIG. 8. Lumley triangle visualized as scatter plot data at 270 ◦bTDC, (a) 800RPM, (c) 1500RPM.
Enlarged view of Lumley triangle to show the 2D-PDF distribution of points around the origin for
(b) 800RPM, (d) 1500RPM. Data points represent all points within the TPIV FOV symmetry
plane (z = 0mm) for 300 cycles.
61% of the data is approximated as 3D isotropic turbulence (Fig. 9b), while the remaining
data points are scattered along the axisymmetric expansion region, but remain below −I2 =
0.08, I3 = 0.008. For 1500RPM, a similar distribution is approximated as 3D isotropic
turbulence (59%, Fig. 9d). Although a significant number of data points can be seen in
the axisymmetric expansion region, in comparison to 800RPM, larger data populations are
located within the axisymmetric contraction region.
Overall, this analysis demonstrates that the mid-compression flow at 90 ◦bTDC exhibits
a higher tendency towards 3D isotropy than the intake flow at 270 ◦bTDC. As shown in the
RST analysis of Sec. V, flows at 270 ◦bTDC exhibit more regions where one or two of the
velocity fluctuation components are dominant. Therefore, one can expect that the intake
flow will exhibit more anisotropic states of turbulence than during mid-compression. For a
reliable turbulence model, the anisotropy should be correctly modeled sinced this may have
large implications of correctly predicting the flow at subsequent CADs.
30
-0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
I3
-I
2
-0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
I3
-I
2
800 RPM
1500 RPM
see b) for a
zoomed view
see d) for a
zoomed view
(a) (b)
(c) (d)
-I
2
-4 -2 0 2 4 6 8
-3
0
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
2D
−
P
D
F
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
points with I2≤ 0.03 : 87%
points with I2≤ 0.02 : 61%
points with I2≤ 0.01 : 15%
-I
2
-4 -2 0 2 4 6 8
0
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
2D
−
P
D
F
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
points with I2 ≤ 0.03 : 83%
points with I2 ≤ 0.02 : 59%
points with I2 ≤ 0.01 : 21%
I3 x10
x103
I3 x10
-3
x103
FIG. 9. Lumley triangle visualized as scatter plot data at 90 ◦bTDC, (a) 800RPM, (c) 1500RPM.
Enlarged view of Lumley triangle to show the 2D-PDF distribution of points around the origin for
(b) 800RPM, (d) 1500RPM. Data points represent all points within the TPIV FOV symmetry
plane (z = 0mm) for 300 cycles.
Figure 10 highlights the local distribution of the anisotropic states within the TPIV FOV.
The states of anisotropy are defined by data points that are located in the highlighted regions
shown in Fig. 7b. The color code shown indicates the state of anisotropy and a white color
indicates the undefined state described in Fig. 7b. Streamlines from the ensemble-average
TPIV flow field in the symmetry plane are overlaid onto each image.
As mentioned in Secs. III and V, the spatial distribution of mean flow features and
RST at 270 ◦bTDC are similar for 800 and 1500RPM. Consequently, the locally distributed
states of anisotropy are also similar (Fig. 10a,c), despite larger occurrences of axisymmetric
expansion and undefined states at 800RPM. A region of axisymmetric contraction (region
(1)) is located underneath the valves. The RST analysis in Sec. V revealed this region
experiences a large variability of observing the intake jet (Fig. 4a) and exhibits large u′y
and u′z magnitudes. The TKE is thus dominated by u
′
y and u
′
z such that axisymmetric
contraction can be expected in this region. According to Choi and Lumley70, turbulent
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FIG. 10. Spatial distribution of the state of anisotropy within the symmetry plane (z = 0mm)
for (a) 270 ◦bTDC, 800RPM, (b) 90 ◦bTDC, 800RPM, (c) 270 ◦bTDC, 1500RPM, (d) 90 ◦bTDC,
1500RPM. Distributions are based on 300 cycles. Streamlines from ensemble-averaged velocity
fields are overlaid onto each image.
eddies in this region would have an elongated shape along one axis of TKE. Axisymmetric
expansion is primarily shown in region (2) where the intake jet impinges onto the flow
recirculated by the piston. As described in Sec. V, large u′y magnitudes are predominant
in this region and leads to the axisymmetric expansion for which no preferred shape would
be expected for turbulent eddies70,72. In the stagnation region (3), velocity fluctuations are
approximated as 3D isotropic turbulence due to each u′i being relatively equal in magnitude.
A small region of axisymmetric contraction is shown near the bottom of the FOV (region
(4)). The RST analysis in Sec. V revealed this region exhibited low u′x magnitudes for which
the other velocity fluctuation components, though not exceedingly large, are dominating and
thus exhibits axisymmetric contraction.
At 90 ◦bTDC, the locally distributed states of anisotropy in Fig. 10b,d reveal larger
differences between 800 and 1500RPM. Such discrepancies arise from differences in tum-
ble center location, which were shown to change the local u′i component distributions (see
Fig. 5). As indicated in Fig. 9a, the majority of the data at 90 ◦bTDC, 800RPM is ap-
proximated as either 3D isotropic turbulence or axisymmetric expansion. The 3D isotropic
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turbulence regions are shown where u′i in all directions are of similar magnitude. Local RST
distributions (see Fig. 5) further support this finding by showing similar magnitudes for
each diagonal RST component within these regions. Axisymmetric expansion regions are
larger for 800RPM than at 1500RPM and are distributed differently. The cause of the
axisymmetric expansion is the predominant u′z component of the TKE in these regions as
indicated by the diagonal RST component distributions in Fig. 5. At 1500RPM, occur-
rences of axisymmetric contraction are greater, which are a result of the dominant u′y and
u′z components in these locations.
VII. TOPOGRAPHY OF INSTANTANEOUS TURBULENT VORTICAL
FLOW STRUCTURES
Within this section a novel approach is presented for which TPIV is used to identify the
spatial distribution of instantaneous 3D vortical structures. Unlike Secs. V and VI this
evaluation of the flow topography is not based on statistical moments. The availability of
the full velocity gradient tensor from instantaneous TPIV images allows the identification
and characterization of turbulent vortical structures based on single instances for different
CADs acquired.
A. Identification of vortical structures
There are several approaches to identify vortical structures within 3D unsteady flows73,74.
Within this section vortical structures are determined by using the threshold based vortex
identification criterion (i.e. Q-criterion) presented by Hunt et al.75. Assuming an incom-
pressible flow, local vortical flow structures are defined as regions with a positive second
invariant of the velocity gradient tensor ∇~u, expressed as:
Q =
1
2
(‖Ω‖2 − ‖S‖2) > 0 (7)
Where Ω denotes the rate of rotation tensor, S denotes the rate of shear tensor, and the
symbol ‖. . . ‖ denotes the Frobenius-norm. The condition, Q > 0, indicates a local domi-
nance of rotation over strain within vortices. As Q is defined to be the second invariant of
velocity gradient tensor, ∇~u, it has to be noted that the equation additionally contains the
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square of divergence of velocity (∇·~u)2 75,76. At the CADs, engine operation of interest, and
short time-scales of the laser pulse separation, the flow is considered to be incompressible40,
i.e.:
∇ · ~u = 0 (8)
Nonzero velocity divergence values have to be interpreted as unphysical and can provide
a quantitative measure of noise for a given Q-value76. By relating this to the selected
Q-threshold, a calculation of the signal-to-noise ratio (SNR) for a selected Q-threshold is
possible.
SNR =
2 ·Q
(∇ · ~u)2
(9)
To identify the local predominant vortical structures and allow suitable comparison between
cycles and CADs, the Q-values for each image are normalized using the bore diameter, d,
and the spatially averaged velocity magnitude
∣∣V3D∣∣40.
Qnorm =
Q · d2∣∣V3D∣∣2 (10)
Dominant vortical structures within the FOV are identified as regions that exceed an arbi-
trary chosen Qnorm threshold. Figure 11 shows a sensitivity analysis of the Q-value threshold
on the average vortex density (ρv) and SNR-values. Vortex density is defined as the ratio of
voxels exceeding a threshold (VQ) to the total number of voxels in the FOV (VFOV), i.e.
ρv =
VQ
VFOV
(11)
A fixed value of ρv is used to systematically prescribe the sensitivity of the Q-threshold
values to identify significant local vortical structures and provide suitable comparison of
results at different CADs.
Figure 11a shows the relationship between Qnorm and ρv for 270
◦bTDC and 90 ◦bTDC.
The solid curves in Fig. 11a represent the Qnorm relationship based on 300 cycles at each
CAD. Additionally, the SNR of Qnorm as function of ρv is calculated by relating the Q-
values (i.e. signal) within the threshold to the local divergence of the velocity (i.e. ∇ · ~u 6=
0; noise) as stated previously. To address the sensitivity for the empirical chosen Qnorm
threshold, ρv values from 2.5% to 7.5% were considered for further analysis (see Fig. 11a).
In doing so, threshold values of 1250 (ρv = 2.5%), 750 (ρv = 5%) and 500 (ρv = 7.5%) for
270 ◦bTDC and 450 (ρv = 2.5%), 300 (ρv = 5%) and 200 (ρv = 7.5%) for 90
◦bTDC are
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FIG. 11. (a) Relationship between Qnorm and average vortex density (ρv, 300 cycles); SNR of
Qnorm as function of ρv for 270
◦bTDC and 90 ◦bTDC at 800RPM. (b) Instantaneous vortical flow
structures identified at Qnorm values of 500, 750, and 1250 (270
◦bTDC). (c) Instantaneous vortical
flow structures identified at Qnorm values of 200, 300, and 450 (90
◦bTDC).
considered. For visualization, vortical structures calculated by the normalized Q-criterion at
these threshold values are shown for an example single cycle in Fig. 11b for 270 ◦bTDC and
in Fig. 11c for 90 ◦bTDC. With increasing Q-thresholds, structures are getting smaller and
more concentrated towards the structure center, indicating that highest values of rotation are
located within the middle of each structure. With decreasing Q-values, structures become
larger and can merge with neighboring structures, which enlarges the volume and can create
more complex 3D geometries.
All of the chosen threshold values correspond to SNR values of 60− 80, indicating a low
level of noise influencing structures identified by selected Q-values. For all further analysis
of the flow topography, the Q-values for ρv = 5% are chosen because the SNR values are
considered high and a sufficient number of vortical structures are identified. Furthermore,
for corresponding Qnorm values in Fig. 11, the sensitivity of the results are considered minor
(see Sect. VIIB), which supports the choice of ρv = 5%. It is recognized that all results
shown here are accounted as spatially filtered approximations of reality, since the spatial
resolution of TPIV governs the gradient-based criterion for identifying a vortical structure.
The influence of TPIV spatial resolution towards identifying individual vortical structures
is presented in Appendix C.
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FIG. 12. Representation of ξ-η-map which is used to identify the geometry of individual vortical
structures within the imaging volume.
B. Characterization of vortical structures
An identification and characterization of resolved vortical flow structures (resolution de-
pendent) is performed using a Box-Counting Algorithm (BCA) developed for the scope of
this paper. Details of the BCA are described in Appendix B. In principle, the BCA is
based on the concept of Moisy and Jime´nez77, which allows identifying and evaluating ge-
ometric properties of spatially independent volumetric objects. Utilizing this methodology,
the shape of each individual vortical structure identified by Q-values is analyzed within the
spatial domain for 300 cycles at respective CADs. Vortical structures within the FOV are
defined by values of Qnorm larger than the threshold. Main geometrical properties are derived
by fitting an ellipsoid to each single structure using the BCA deriving three characteristic
lengths c3 ≥ c2 ≥ c1. Following a similar procedure as Moisy and Jime´nez
77, a statistical
analysis of the aspect ratios of each individual structure is possible to provide a geometrical
classification. By defining two ratios, ξ and η, the so-called ξ-η-map (Fig. 12) is used to
evaluate individual geometrical structures identified in the flow.
ξ = c1/c2 (12)
η = c2/c3 (13)
The left upper corner (ξ = 0, η = 1) of the ξ-η-map describes an ideal flat-shaped
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structure, while the right upper corner (ξ = 1, η = 1) is determining an ideal spherical-shaped
and the right lower corner (ξ = 1, η = 0) describes an ideal elongated-shaped structure. For
further analysis, three areas of the map were chosen to approximately represent the shape
of the extreme states. All flow structures located in ξ ∈ (0, 0.4) ∧ η ∈ (0.6, 1) (red zone)
are considered to be flat-shaped, while structures in ξ ∈ (0.6, 1) ∧ η ∈ (0.6, 1) (green zone)
are considered to be spherical-shaped, and structures within ξ ∈ (0.6, 1) ∧ η ∈ (0, 0.4) (blue
zone) are considered to be elongated-shaped.
In addition to the three geometrical classifications (flat, spherical, elongated), another
group of shape, so-called complex-shaped structures, is defined within this work. Complex-
shaped structures (flow structure (5) in Fig. 13c, see also Appendix B and C) are character-
ized by a strongly warped or highly branched topography. Applying an ellipsoid-fit to those
structures would lead to a misinterpretation of their real shape. Consequently these struc-
tures are excluded from ξ-η-map as their observance might dilute the reliability of statistics.
As the difference between a structure’s volume (Vs) and an ellipsoid’s volume (Ve) increases
with more complex shapes, an identification can be derived by defining a concrete volume
ratio (Ve/Vs) above which the flow structure is considered to be complex-shaped (see Ap-
pendix B). Within this work the ratio between the volumes was chosen to be Ve/Vs = 5,
which is suitable for identifying complex-shaped structures.
C. Instantaneous topography of turbulent vortical structures during engine
operation
Using the methodology described above, it is possible to further evaluate the topography
of individual turbulent vortical structures in TPIV images. All vortical structures (excluding
complex-shaped geometries) identified by the specific Q-values (270 ◦bTDC: 750; 90 ◦bTDC:
300) are plotted on ξ-η-map with respect to their shape at 270 ◦bTDC and 90 ◦bTDC (Fig.
13a,b, respectively). For brevity, this analysis is only performed at 800RPM. Example
individual vortical structures within each shape classification are identified in the ξ-η-map
at 270 ◦bTDC and shown (1) to (5) in Fig. 13c.
The shape and distribution of 2D-PDFs as well as the percentages of population lo-
cated within each zone are quite similar for 270 ◦bTDC and 90 ◦bTDC. For both CADs,
approximately 5% of identified vortical structures are considered to be flat-shaped, while ap-
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FIG. 13. 2D-PDF of individual vortical structure geometries distributed on the ξ-η-map at
800RPM (a) 270 ◦bTDC and (b) 90 ◦bTDC. (c) Example individual vortical structures (1) to
(5) for each shape classification are identified in the ξ-η-map at 270 ◦bTDC. Note: complex-shaped
structures (e.g. shape (5)) are excluded from the ξ-η-map.
proximately 20% of vortical structures exhibit spherical-shaped geometries and a population
slightly greater than 10% exhibit elongated-shaped structures. As the peak of the 2D-PDF
distributions is predominantly located outside the three characteristic zones, a fourth zone
(named majority of shapes ; red dashed line, Fig. 13a,b) was defined to further analyze the
class of structures having the highest occurrence. This fourth zone encompasses the 2D-PDF
centroid. Both CADs show a very similar population with approximately 27% of structures
being located in this fourth zone. The percentage of complex-shaped structures (excluded in
the 2D-PDFs) is given within each sub-figure; at 270 ◦bTDC, 6.9% of the identified structures
are complex-shaped, while at 90 ◦bTDC the population reduces to 4.5%.
The sensitivity of the chosen threshold value is addressed by analyzing the centroid of 2D-
PDF for the Qnorm thresholds. The shape of the 2D-PDF for constant values of occurrence
is shown in Fig. 13a,b (270/90 ◦bTDC, Qnorm = 500/200: black lines, Qnorm = 750/300:
grey lines, Qnorm = 1250/450: white lines). Overall, the centroid location and PDF shape
are not sensitive to the different Q-thresholds analyzed. The PDFs are also not sensitive for
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FIG. 14. Spatially distributed normalized frequency of occurrence (f iocc) for vortical structures
with geometry i for 800RPM 270 ◦bTDC (top) and 90 ◦bTDC (bottom). Results are based on 300
cycles with ρv = 5% threshold.
a slight change in spatial resolution (see Appendix C).
The spatial distribution of vortical structures is investigated using a normalized frequency
of occurrence (f iocc) for each shape classification (i.e. flat-, spherical-, elongated-, complex-
shaped and majority of shapes) defined as:
f iocc(x, y, z) =
ni(x, y, z)
max(ni)
(14)
where ni(x, y, z) is the local frequency a voxel is considered to be part of a structure be-
longing to shape class i for the range of acquired cycles and max(ni) denotes the maximum
value of this frequency occurring in the complete FOV. Figure 14 shows f iocc for each shape
classification at the CADs acquired for 300 cycles. This analysis provides a statistical view
of instantaneous, 3D turbulent vortical structures and results will be discussed in relation
to RST and anisotropic invariant findings to provide a complimentary and comprehensive
analysis of the turbulent flow.
At 270 ◦bTDC, vortical structures with Qnorm > 750 are primarily located in the upper
half of the FOV where the intake jet and stagnation zone regions are located (example in Fig.
11b). As a result, vortical structures for each shape classification are also located within the
upper half of the FOV in Fig. 14a-e. However, each shape classification appears to occupy
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distinct locations with a different frequency of occurrence. The majority of shapes distri-
bution shows the location where most turbulent vortical structures are found; distributions
with f iocc > 0.25 occupy the upper half of the FOV and are in perfect accordance with the
RST analysis, which also revealed high turbulence levels (regions (I) and (II) in Fig. 4).
Elongated-shaped vortical structures (Fig. 14b) show a higher occurrence in the intake
jet, beneath the intake valves (left corner). RST analysis revealed that the upper left
corner exhibits large turbulent velocities (u′y and u
′
z, Fig. 3), which can be a result from
shear generated turbulence or coherent vortical structures associated with vortex shedding.
Furthermore, the upper left corner also exhibits axisymmetric contraction characteristics
(Fig. 10), for which, in combination with vortex shedding, a higher occurrence of elongated-
shaped vortical structures can be expected. Spherical-shaped vortical structures (Fig. 14c)
show a higher occurrence in the upper right portion of the FOV. This region also exhibits
3D isotropic turbulence (Fig. 10), for which no single turbulent velocity component is
dominant and spherical-shaped vortical structures can be expected. Flat-shaped vortical
structures (Fig. 14d) are scattered through the upper FOV, but exhibit higher occurrence
in the stagnation zone (along with elongated- and spherical-shaped structures). This region
was characterized to exhibit axisymmetric expansion (Fig. 10), where turbulent eddies do
not exhibit a preferred shape70,72, justifying the several defined-shaped vortical structures
identified in this region. However, the stagnation zone also exhibits the opposing intake
jet and recirculated flow, which will often present an impinging flow condition and may
produce flat-shaped vortical structures. Complex-shaped vortical structures (Fig. 14e) are
often a result of neighboring structures merging together, regardless of their shape. Therefore
regions with densely populated vortical structures are susceptible to complex-shaped vortical
structures and their maximum occurrence occurs within the intake jet in the left corner of
the FOV.
At 90 ◦bTDC, vortical structures with Qnorm > 300 are often scattered throughout the
entire volume (example in Fig. 11c). Likewise, Fig. 14f-j shows that vortical structures
for each shape classification are distributed throughout the entire volume. The majority of
shapes structures show a higher level of occurrence near the right where larger turbulence
levels were revealed in the RST analysis (Fig. 5 and 6). Spherical-, flat-, and complex-shaped
vortical structures exhibit a higher occurrence in the tumble center periphery (top right). A
comparison of vortical structure geometries to those expected from the anisotropic invariant
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map (Fig. 10) is not always in full agreement. Although spherical-shaped structures are
present in regions of 3D isotropy, they are not inclusive, nor predominant. Agreement is
shown in small axisymmetric contraction regions (x = −10mm, y = −20mm and closer to
the piston), which show a high occurrence of elongated-shaped structures. The remaining
regions of axisymmetric expansion are not expected to exhibit a preferred vortical flow
geometry70,72.
Recall that the tumble flow at 90 ◦bTDC exhibits significantly lower turbulent velocity
fluctuations than at 270 ◦bTDC (see Sec. V). Often times, the tumble center, which is
the most distinguishable flow attribute that exhibits relatively high turbulence levels, is not
captured in the TPIV FOV at 90 ◦bTDC, 800RPM (see Fig. 5). Consequently, the vortical
structures shown in Fig. 14f-j likely have lower turbulence levels than those experienced
closer towards the tumble center. Recall, these vortical structures with Qnorm > 300 were
chosen to keep ρv constant at each CAD. A larger FOV and possibly new Qnorm threshold
are needed to further investigate the orientation and location of stronger turbulent vortical
flow structures associated with the tumble center.
The BCA analysis allows an identification and classification of the turbulent vortical flow
topography in an engine. At a fixed ρv value, the distributions in the ξ-η-map reveal that
the total occurrence of vortical structures as well as the distribution of their shapes is quite
similar between 270 ◦bTDC and 90 ◦bTDC (i.e. Fig. 13). This indicates that for a fixed
ρv, the intake flow at 270
◦bTDC does not exhibit significantly more occurrences of vortical
structures with specific geometry than the compression flow at 90 ◦bTDC. However, the
local occurrence of vortical structures within the FOV (i.e. Fig. 14) is significantly different
at 270 ◦bTDC and 90 ◦bTDC and is shown to be dependent on the local flow topography.
Further analysis with higher statistics, large FOVs, and improved spatial resolution is desired
to further investigate the distribution of turbulent vortical structures within IC engines.
Overall, findings from the BCA analysis are strongly coupled to findings from turbulent
statistical theory (Sec. V and VI). This provides a comprehensive evaluation of turbulent
velocity distributions, the resulting distribution of anisotropic states of turbulence, and
compares local turbulent vortical flow structures that are theoretically expected to those
that are experimentally observed. Together these analyses can be useful for RANS and LES
engine simulations to statistically evaluate the distribution of coherent turbulent vortical
structures and investigate their influence on local air-fuel mixing and flame transport.
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VIII. CONCLUSIONS
Planar PIV and TPIV measurements are utilized to analyze turbulent statistical the-
ory quantities and instantaneous turbulent flow phenomena within a single-cylinder optical
engine. Analysis is focused on the intake flow at 270 ◦bTDC and mid-compression flow
at 90 ◦bTDC for engine speeds of 800 and 1500RPM. TPIV facilitates the evaluation of
the complete velocity gradient tensor to analyze spatially-resolved distributions of Reynolds
stress tensor (RST), anisotropic Reynolds stress invariants, and 3D turbulent vortical flow
structures.
The RST analysis described distributions of individual velocity fluctuation components
associated with turbulence and CCV. xy-RST distributions from TPIV and PIV revealed
great agreement, providing confidence in evaluating z -affiliated RST distributions. RST
distributions at 270 ◦bTDC revealed that large u′i magnitudes were located in regions that
experienced a large variability of observing the intake jet. Large u′i magnitudes were at-
tributed to (i) CCV by means of cyclic variances of the location and direction of mean flow
features such as the intake jet or tumble center and (ii) turbulence by means of unsteady
turbulent flow behavior (e.g. unsteady turbulent jet, unsteady flow separation, vortex shed-
ding, and vortex-wall interactions). RST distributions at 90 ◦bTDC revealed that relatively
large u′i magnitudes were located within a 10mm radius of the mean tumble center location
and the spatial distribution showed significant changes as the flow field changes with RPM.
A conditional analysis, for which PIV images were sampled by the tumble center location,
were analyzed at 90 ◦bTDC (800RPM) to evaluate velocity fluctuations associated with tur-
bulence and less biased by CCV. Findings indicated that CCV and turbulence have similar
contributions to the RST distributions at the mean tumble center location, but turbulence
may be dominant in regions peripheral to the tumble center.
Local distributions of the anisotropic Reynolds stress invariants were resolved from TPIV
measurements to reveal the spatial distribution of anisotropic states of turbulence. Axisym-
metric contraction states were located in local regions where two components of the turbulent
kinetic energy were locally dominant (e.g. u′y ≈ u
′
z > u
′
x). Such regions were found within
the intake jet (high u′y and u
′
z) and near the piston (low u
′
x) at 270
◦bTDC and were less
frequent at 90 ◦bTDC. Axisymmetric expansion regions were located in areas that exhibited
a single dominant u′i component. These regions were dominant between the intake jet and
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stagnation region at 270 ◦bTDC (impinging flow with large u′y) and regions with relatively
large u′z at 90
◦bTDC. 3D isotropy was present within regions exhibiting similar contribu-
tions from each u′i component, which was more predominant for the mid-compression flow
than the intake flow. At 270 ◦bTDC distributions were similar for 800 and 1500RPM, but
90 ◦bTDC exhibited larger differences with RPM due to larger changes in the tumble center
location.
A box-counting algorithm (BCA) was used to identify 3D vortical structures and sub-
sequently classify their geometry based on characteristic lengths of an ellipsoid onto the
so-called ξ-η-map. Vortical structures adhering to a given shape classification occupied dis-
tinct locations within the volume domain at different frequencies of occurrence. The local
frequency of occurrence of vortical structures is dependent on the local flow topography; thus
distributions are different for 270 and 90 ◦bTDC. This view of the instantaneous turbulent
flow is remarkably coupled to the statistical theory analysis performed; namely:
• Elongated-shaped structures were located in regions where two components of the
TKE were dominant and exhibited an axisymmetric contraction state of turbulence
for which turbulent eddies would have an elongated shape along one axis of the TKE.
• Spherical-shaped structures were primarily found in regions exhibiting 3D isotropy for
which no single component of the TKE is dominant and spherically shaped turbulent
eddies were expected.
• Flat-shaped structures were primarily located within the stagnation zone in the intake
flow. This region exhibited axisymmetric expansion for which a single component of
the TKE is dominated, but no preferred turbulent eddy shape is expected. However,
it was anticipated that the impinging flow phenomenon within the stagnation zone
was responsible for generating the flat-shaped turbulent vortical structures identified.
• Majority of shape structures were located in regions with the highest turbulence levels
indicated in the RST distributions.
These analyses present a unique statistical view of instantaneous turbulence. Findings
are coupled to statistical theory quantities to provide a comprehensive understanding of the
turbulent flow in an optical IC engine. All turbulent quantities evaluated are particular to
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the local flow topography, which was dependent on the crank-angle imaged and engine speed.
Overall, these findings reveal requisites of turbulence quantities and discern their sensitivities
to changes in engine operation. Since findings are unique to the local flow topology, findings
are expected to change for different in-cylinder locations, engine geometries, flow generation
mechanisms, and engine operating conditions. The database presented here is anticipated
to provide further insight into the study of turbulent flows in piston engines as well as
build more-predictive numerical models that accurately describe the engine flow, which may
deviate from traditional, fully-developed, isotropic, homogeneous turbulence assumptions
commonly used for engine simulation platforms. The analyses presented are useful for RANS
and LES platforms to statistically evaluate the distribution of coherent turbulent vortical
structures and investigate their influence on local mixing.
This data extends from a comprehensive experimental database28 designed for LES and
RANS model development and validation purposes. The velocimetry data and model ge-
ometry are provided upon request for those academic groups interested in modelling the
database (Benjamin Bo¨hm, bboehm@ekt.tu-darmstadt.de).
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Appendix A: Sensitivity of spatial resolution on anisotropic invariant map
A sensitivity analysis of the spatial resolution for the anisotropic invariant map is pre-
sented. The TPIV measurements at 800RPM were reprocessed with a larger final inter-
rogation window size (96 × 96 × 96 pixels, 2.56mm spatial resolution). Additionally, SPIV
measurements were also performed in this engine with a spatial resolution of 0.8mm28. The
local distribution of anisotropic states for TPIV and SPIV are shown in Fig. 15a,b and
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(a) (b)
(c) (d)
axisym. contraction 3-D isotropy axisym. expansion unde!ned state
FIG. 15. Spatial distribution of the state of anisotropy within the symmetry plane (z = 0mm).
TPIV (2.56mm resolution) shown in (a) 270 ◦bTDC and (b) 90 ◦bTDC, while SPIV (0.8mm res-
olution) shown in (c) 270 ◦bTDC and (d) 90 ◦bTDC. Results shown at 800RPM and distribution
is based on 300 cycles. Streamlines from ensemble-averaged velocity fields are overlaid onto each
image.
c,d, respectively. Despite differences in the upper-left region (i.e. decrease in axisymmet-
ric contraction and increase in 3D isotropy), the majority of findings are consistent and in
agreement with findings presented in Fig. 10. Overall it can be stated that the majority
of features discussed in Sec. VI are independent of spatial resolution for the given range
(0.8mm to 2.56mm) within the FOV. This suggests that the TPIV resolution is reasonable
for the application of this study, but the measurements could be improved with a larger
spatial dynamic range.
Appendix B: Description of Box-Counting Algorithm (BCA)
For a statistical evaluation of 3D structures within TPIV measurements a Box-Counting
Algorithm (BCA) was developed to identify and characterize geometrical structures by the
number and orientation of voxels within them. In principle this methodology was outlined by
Moisy and Jime´nez77. Figure 16 shows a description of the BCA based on two 2-dimensional
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FIG. 16. Pictorial description of the Box-Counting Algorithm (BCA) utilized to identify and
subsequently classify shape of individual vortical structures.
Non-complex
(volume ratio V  / V  small)
Complex
(volume ratio V  / V  large)e s e s
real structrue volume dierence (V  / V  ) tted ellipsoidLegend: e        s
FIG. 17. Description of complex and non-complex structures identified with the volume ratio
Ve/Vs.
structures for simplicity.
In this work, the Q-criterion is used to identify individual vortical structures (Fig. 16a).
In principle, the BCA analysis can be performed for other flow structure analyses (e.g.
enstrophy or Lambda-Chi74). Individual grid points that exceed a threshold value (e.g.
Qnorm > 750) are identified (Fig. 16b). In a third step (Fig. 16c), substructures are
identified by all boxes satisfying the threshold in the vertical direction (i.e. columns of a third
order tensor representing the 3D volume). Neighboring boxes also satisfying the threshold
are considered to be part of this substructure. This overlap enables a stepwise merging of
substructures by forming intersecting sets based on the point sets of substructures in step 4
(Fig. 16d). Structures containing 10 points or less in total are neglected for further analysis
following Worth78 (Fig. 16e). Finally an ellipsoid is fitted to each individual structure in
space (Fig. 16f ) such that three characteristic lengths (c3 ≥ c2 ≥ c1) are defined.
The volume of an individual structure is described by the sum of all voxels belonging to
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FIG. 18. 2D-PDF of individual vortical structures geometries distributed on the ξ-η-map at 800
RPM for TPIV (2.56mm resolution) at (a) 270 ◦bTDC and (b) 90 ◦bTDC.
a structure. Assuming equally spaced vectors in all spatial dimensions, each voxel contains
a volume of ∆x3, where ∆x is the vector spacing. By following this approach, differences
between the individual structure volume (Vs) and its fitting-ellipsoid volume (Ve) can be
used to further evaluate the geometry of structures. As illustrated in Fig. 17, the ratio
Ve/Vs increases with more complex-shaped structures. A criterion of Ve/Vs = 5 is used in
this work to identify structures with complex-shaped geometries. These structures are not
included in the ξ-η-maps presented.
Appendix C: Sensitivity of spatial resolution on vortical structure identification
A sensitivity analysis of the spatial resolution has been performed for the vortical struc-
ture identification. To investigate this influence, the same set of TPIV data was reprocessed
with a final interrogation window size of 96× 96× 96 pixels and final resolution of 2.56mm
(Fig. 18). Compared to results in Sec. VII (64 × 64 × 64 pixels window size and 1.76mm
resolution), the basic shape of 2D-PDF distribution as well as the location of the highest
PDF-values do not change for the new spatial resolution. The most noticeable changes are
a slight population decrease in spherical- and complex-shaped structures and a slight pop-
ulation increase in elongated-shaped structures. Regarding complex-shaped structures, the
reduced spatial resolution essentially filters out the fine texture of a structure such that
the filtered geometry is approximated as a defined shape. This consequently reduces the
complex-shaped population. An investigation of structures with higher resolution was not
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FIG. 19. Spatially distributed normalized frequency of occurrence (f iocc) for vortical structures with
given shape i for 800RPM 270 ◦bTDC (top) and 90 ◦bTDC (bottom). Results (300 cycle statistic)
are shown for reprocessed TPIV images with coarser spatial resolution of 2.56mm. Findings reveal
that the local distribution of geometrically shaped vortical structures is dependent on spatial
resolution.
possible due to low SNR values for the vortex identification criterion.
Figure 19 shows the spatially distributed f iocc of vortical structures with given geometry
for the coarser spatial resolution. Overall, the f iocc distributions are less densely populated
for the coarser resolution than the original resolution (Fig. 14). At 270 ◦bTDC, the f iocc
distributions remain within the upper-half of the FOV and regions of higher occurrence
remain consistent for the two resolutions of interest. The only exception is for spherically-
shaped structures, which show fewer occurrences in the upper right portion of the FOV. At
90 ◦bTDC, the distributions for f iocc < 0.25 are far sparser for the coarser resolution. With
the exception to elongated-shaped structures, distributions with f iocc > 0.25 are located in
the periphery of the mean tumble center, which is consistent with findings in Fig. 14.
The elongated-shaped distribution shows a higher population of f iocc > 0.25 for the coarser
grid. Differences in the f iocc distributions at the two resolutions of interest reveal that spatial
resolution can be a sensitive parameter for such analyses. Although only slight differences are
observed here, larger differences can be expected for larger differences in spatial resolution.
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