We introduce the HSIC (Hilbert-Schmidt independence criterion) bottleneck for training deep neural networks. The HSIC bottleneck is an alternative to conventional backpropagation, that has a number of distinct advantages. The method facilitates parallel processing and requires significantly less operations. It does not suffer from exploding or vanishing gradients. It is biologically more plausible than backpropagation as there is no requirement for symmetric feedback. We find that the HSIC bottleneck provides a performance on the MNIST/FashionMNIST/CIFAR10 classification comparable to backpropagation with a cross-entropy target, even when the system is not encouraged to make the output resemble the classification labels. Appending a single layer trained with SGD (without backpropagation) results in state-of-the-art performance.
Introduction
Deep learning has brought a new level of performance to an increasingly wide range of tasks. At the same time, the error backpropagation algorithm underlying current deep learning is generally regarded as not biologically plausible [1, 2, 3] . In practice backpropagation and the associated stochastic gradient descent algorithm SGD and its variants are time consuming, have problems of vanishing and exploding gradients, require sequential computation across layers, and typically require the exploration of learning rates and other hyper-parameters. These considerations are driving research into both theoretical and practical alternatives [4] .
In this paper we show that it is possible to learn classification tasks at near competitive accuracy without backpropagation, by maximizing a surrogate of the mutual information between hidden representations and labels and simultaneously minimizing the mutual dependency between hidden representations and the inputs. We further show that the hidden units of a network trained in this way form useful representations. Specifically, fully competitive accuracy can be obtained by freezing the network trained without backpropagation and appending and training a one-layer network using conventional SGD to convert convert the representation to the desired format.
We propose a deep network training method that does not require backpropagation. It consists of training the network using an approximation of the information bottleneck. Due to the difficulties of calculating the mutual information among the random variables, we adopt a non-parametric kernel-based method, the Hilbert-Schmidt independence criterion (HSIC), to characterize the statistical (in)dependence of different layers. That is, for each network layer we simultaneously maximize HSIC between the layer and the desired output and minimize HSIC between that layer and the input. The usage of this HSIC bottleneck leads to fast convergence during training compared to the standard backpropagation algorithm. As the HSIC-bottleneck operates directly on continuous random variables it is more attractive than conventional information bottleneck approaches based on binning. The method uses a shallow conventionally trained post-processing network to convert the resulting representation to the form of output labels. In practice, we use a network comprised of a number of layers and with varying dimensionality (fully connected layer) or different number of kernels (convolutional-layer) as a starting point.
Our work joins an increasing body of recent research that explores deep learning fundamentals from an information theoretical perspective ( [5, 6, 7, 8] and others). Our contributions are as follows: We show that it is possible to form useful representations for classification in a deep network without backpropagation, using only an information-bottleneck principle. Following HSIC bottleneck training, performance competitive with backpropagation can be obtained by appending a single classification layer trained with SGD without backpropagation. We show that the computation effort required for training with the HSIC bottleneck is significantly lower than conventional backpropagation. In some cases, the final-layer representations (without the appended classification layer) can be directly used for classification after identifying a suitable permutation. The HSIC bottleneck approach sidesteps the issue of vanishing or exploding gradients in backpropagation (though these issues may still arise in feedforward computation). Because the network training is explicitly based on an information bottleneck principle, it addresses overfitting by design. Our results were obtained with relatively little effort towards finding suitable hyperparameters and architectures, and further improvements are likely possible. This paper is organized as follows: Section 2 surveys related work. In Section 3, we introduce the proposed supervised HSIC-trained network based on the HSIC bottleneck. In Section 4, we provide our experimental results. The experiments provide insight in how information selected by the HSIC bottleneck helps the training of the post-processing network. Section 5 contains our conclusions.
Background and Related Work
Although SGD using the backpropagation algorithm [9] is the predominant approach to optimizing deep neural nets, other approaches have been considered [10, 11, 12, 13, 14] . Kickback follows the local gradient using a direction obtained from the global single-class error. Feedback alignment [11] shows that deep neural networks can be trained using random feedback connections. The alternating minimization [14] , a coordinate descent-like approach, breaks the nested objective into a collection of small subproblems by introducing the auxiliary variables associated to each activation which can update the layers in parallel.
Other research has explored the use of random features in a DNN context, by freezing most weights at their initial random value and only training the last layer [15, 16, 17] or a subset of other weights [18] . In some cases this results in nearly competitive performance, although a larger network may be required [17] . In the case where the hidden layers are smaller than the input this can be seen as a form of random dimensionality reduction [19] , though the idea has also been employed with hidden layers that enlarge the number of features relative to the input dimensionality [20, 21, 17, 22] . For instance, training on fractional random weights in the network [21] generalizes the accuracy well. [22] uses untrained VGG network successfully changing the style of the target image to the reference image. Tangentially related, a few studies [23, 24] have shown that networks trained on different but related tasks can provide useful features. In these approaches, the previously trained network (say AlexNet [25] ) is frozen and the last layer(s) are removed. A new layer is appended and trained on the new task, giving surprisingly competitive performance.
The biological plausibility of backpropagation is a subject of much debate, and is one motivation for exploring alternate approaches. One problem is that synaptic weights are adjusted based on downstream errors, which is unfeasible in a biological system [26, 27] . Another issue is that the feedforward inference and backpropagation share the same weight matrices. This is known as the weight transport problem [28, 11] . Additionally, the backpropagation gradient is computed linearly but brains have complicated neural interconnections, and backpropagation has to be halted while the feedforward is computed (and vice-versa) [1] .
Information theory [29] underlies much research on learning theory [8, 30, 31] . The Information Bottleneck (IB) principle [7] generalizes the notion of minimal sufficient statistics, expressing a tradeoff in the hidden representation between the information needed for predicting the output, and the information retained about the input. The IB objective is formally written as:
where X,Y are the input and label random variable respectively, T i represents the hidden representation at layer i. Note that information characterized by T i relating to Y is extracted from X. Intuitively, the IB principal preserves the information of the hidden representations about the label while compressing information about the input data.
In practice, the IB is hard to compute for several reasons. If the network inputs are regarded as continuous, the mutual information I(X, T i ) is infinite unless noise is added to the network. Many algorithms are based on binning, which does not scale to high-dimensions and yields different results with different choices of bin size. The distinction between discrete and continuous data, and between discrete and differential entropy, presents additional considerations [6, 32] . In this paper, we replace the Mutual Information terms in the Information Bottleneck objective with HSIC. In contrast to mutual information estimates, HSIC provides a robust computation with a time complexity O(m 2 ) where m is the number of data points.
The Hilbert-Schmidt Independence Criterion (HSIC) [33] is the Hilbert-Schmidt norm of the cross-covariance operator between the distributions in Reproducing Kernel Hilbert Space (RKHS):
where k x and k y are kernel functions, where H and G are the Hilbert spaces, and where E XY is the expectation over X an Y .
Equation (2) leads to the following empirical expression [33] :
where m is the number of samples, K X ∈ R m×m and K Y ∈ R m×m with entries are K X ij = k(x i , x j ) and
, and H ∈ R m×m is the centering matrix
2 ) (used in all our experiments), HSIC is zero if and only if the given two random variables X, Y are independent P xy = P x P y [34] . An intuition for the HSIC approach here is provided by the fact that the series expansion of the exponential contains a weighted sum of all moments of the data, and two distributions are equal if and only if their moments are identical. Considering the expression (3), the i element of the Equation 3 is
This inner product will be large when the relation between each point i of X and all other points of X is similar to the relation between the corresponding point i of Y and all other points of Y , summed over all i, and where similarity is measured through the kernel k(x i , x j ) that (appropriately chosen) captures all statistical moments of the data.
Unlike mutual information, HSIC does not have an interpretation in terms of information theoretic quantities (bits or nats). On the other hand, HSIC does not require density estimation and is simple and reliable to compute. Kernel distribution embedding approaches such as HSIC can also be resistant to outliers, as can be seen by considering the effect of outliers under the Gaussian kernel. The empirical estimate converges to the population HSIC value at the rate 1/ √ n independent of the dimensionality of the data [33] , meaning that it partially circumvents the curse of dimensionality.
While in principle HSIC can discover arbitrary dependencies between variables, in practice and with finite data the choice of σ parameter in the HSIC kernel emphasizes relationships at some scales more than others. Intuitively, two data points x, y are not well distinguished when their difference is sufficiently small or large, such that they lie on the small-slope portions of the Gaussian. This is typically handled by choosing the kernel σ based on median distances among the data [35, 36] , or by a parameter search (such as grid-search [37] or random-search [38] ).
Proposed Method
In this section we introduce the proposed HSIC-trained network. Training a deep network without backpropagation using the HSIC-bottleneck objective will be termed HSIC-bottleneck training or pre-training. The output of the bottleneck-trained network contains information necessary for classification, but not in the right form. We evaluate two approaches to produce usable classifications from the HSIC-bottleneck trained network. First, if the outputs are one-hot, they can simply be permuted to align with the training labels. In the second scheme we append a single layer and softmax output to the frozen bottleneck-trained network, and train the appended layer using SGD without backpropagation. This step is termed post-training.
HSIC-Bottleneck
Suppose we have a network composed of m hidden layers T i (·) :
, where i ∈ {1, ..., L}, and m denotes batch size. Implementing the Information Bottleneck principle, we replace the original Mutual Information terms with HSIC as the learning objective:
where X ∈ R m×dx is the input, Y ∈ R m×dy is the label, where d x and d y are the dimensionalities of the input and output variable respectively. Since we concentrate on classification in our experiments, d y is the number of classes. However, our approach can be generalized to other tasks. The λ is the Lagrange multiplier expressing the balance of IB objectives. Following (3), the HSIC of each term is:
The formulation (4), (5) suggests that the optimal hidden representation Z i finds a balance between independence from unnecessary details of the input and dependence with the output. Ideally, the information needed to predict the label is retained when (4) converges, while unnecessary information that would permit overfitting is removed.
HSIC-trained network
. . . . . . Figure 1a ) is a standard feedforward network trained using the HSIC IB objective, resulting in hidden representations at the last layer that can be trained rapidly. Figure 1b) shows the σ-combined network, where each branch of the network HSIC-net j is trained with a specific σ. Thus, each hidden representation from the HSIC-trained network may contain different information obtained by optimizing the HSIC bottleneck objective at a particular scale. The Aggregator sums the hidden representations to form an output representation.
Our HSIC-trained network is a feedforward network (see Figure 1a ,
where Z = {Z i }, i ∈ {0, ..., L} and L is the number of hidden layers. The HSIC-trained network can be understood as resulting in the optimized encoding P θ T (Z i |X) and the decoding P θ T (Y |Z i ) where i ∈ {0, ..., L} that provides the hidden representation that contains the information required for performing the task at hand.
As shown in Section 4.1, HSIC-bottleneck training tends to produce one-hot outputs in the experiments we tried. This inspired us to use the HSIC-bottleneck objective to directly solve the classification problem. This is done by setting the dimensionality of the last layer Z m to match the number of classes (e.g., d m = d y ). Since the activated entry is typically permuted with respect to the labels (e.g., images of the digit zero activate the third output layer entry), we simply pick the output with the highest activation across the inputs of a particular class as the correct output for that class.
Post-trained network
For our experiments using a standard supervised feed-forward network for classification, we simply append a single output layer O, taking the optimized hidden representation P θ T (Z L |X) as its input. The new layer is trained using SGD, however backpropagation is not used in any experiment other than as a baseline for comparison.
σ-network
In principle HSIC is a powerful measure of statistical independence, but the results do depend somewhat on the chosen σ parameter. To cope with this, we combine HSIC-trained networks with different sigma, and use a single aggregator to assemble all the hidden representations in single layer. The aim of the σ-combined network is that it can provide all information obtained characterized at different scales σ to the post training.
The σ-combined network architecture is illustrated in Figure 1b . Thus the total objective of the combined network is:
where j and i refer to the i-th hidden representation of j-th HSIC-trained network. The performance of the σ-network is presented in 4.3.
Computation
One of the main benefits of HSIC-bottleneck is computationally efficiency. As comparison, note that the gradient of cost function with respect to the weight W at layer l is
Thus, the computational complexity for calculating the gradient
, where we assume that each layer has D neurons; thus, the complexity is O(LD 3 ) for the entire network. The HSIC objective of (3) has a computational complexity of O(M 2 ) for M data samples [33] . Therefore, the HSIC-bottleneck Equation (4) is O(M 2 ) for a particular layer, and O(LM 2 ) for the entire network.
Further, note that the computation of the HSIC bottleneck cost function (6) sums over the layers of the network. While the layers can be optimized sequentially, we can also perform the task in parallel, with each layer potentially computed on a separate processor.
Experiments
In this section, we reported several experiments that explored and validated the HSIC-trained network concept. First, to motivate our work, we plot the HSIC-bottleneck values and activation distributions of a simple model during training. Second, we provide a comparison of the performance of our approach versus standard backpropagation on a feedforward network with the same number of parameters. Next, we discuss several experiments on HSIC-trained networks with different capacities and consider the effect of the HSIC sigma hyperparameter. We briefly discuss the application of this approach to other network architectures such as ResNet.
For the experiments, we used standard feedforward networks on the MNIST/Fashion MNIST/CIFAR10 dataset for the HSIC-bottleneck analysis solving with classic classification problem (Section 4.1), HSIC sufficient statistics (Section 4.2), network capacity (Section 4.
3) experiments, and tested on the architecture ResNet (Section 4.4). All experiments including standard backpropagation, pre-training, and post-training stages were using a simple SGD optimizer. The learning rates of the HSIC-trained and post-trained networks were 0.001 and 0.1 unless mentioned otherwise. The coefficient λ of the HSIC-bottleneck was empirically set to 100, which balances the compression and keeps the relevant information available to the post-training. For comparisons, we used conventional training in combination with with cross-entropy loss and backpropagation weight updates. In Figure 3 we found the HSIC-bottleneck objective had the effect of separating signals according to the maximum activation value. Inspired by this finding, we trained a network of size 128-128-128-128-10 using the HSIC-bottleneck. Remarkably, in experiments on CIFAR10/FashionMNIST/MNIST the network output has non-overlapping one-hot activations, as seen in Figure 4 . This allows classification to be performed by simply using the highest activation value to select the class. For example in Figure 4 , the activity of images of the digit 'zero' has highest density at entry seven.
Pure HSIC-bottleneck training of deep networks
Next, we showed that our approach can produce results competitive with standard training. Figure 5 illustrates the result of backpropagation and proposed HSIC-bottleneck training. At the first epoch our approach outperforms the standard training, reaching 43%, 85%, and 95% on Cifar10, FashionMNIST, and MNIST respectively. At the end of training the accuracies are generally similar to those of standard backpropagation training of the same architectures.
In standard backpropagation, the computational complexity for training is high. All layers are computed sequentially based on the preceding signals. In contrast, the proposed HSIC-bottleneck can train each layer individually, allowing each processor to optimize a layer of the network. As noted earlier in section 3.1 this facilitates parallel implementation. It's worth to note that due to the small gradient at two sides of tanh, the activation in backprop (3b) is hard to reach the extreme values. Contrary to backprop, the proposed HSIC-bottleneck (3a) can separate out classed signals better.
We believed these experiments support the idea that training encodes the input variables in a form from which the desired output can be easily discovered. With these motivations, we used the HSIC-bottleneck as an training objective to train deep representations without backpropagation. The resulting HSIC-trained network then provides good representations for the output layer during post-training.
Using the HSIC-bottleneck as sufficient statistics for post-training
An interesting question regarding deep neural networks is how effectively these stacked layers learn the information from the input and the label. To explore this, we fixed all the hyper-parameters of HSIC-trained network except the training time (number of epochs). We expect that training the HSIC-trained network for more epochs will result in a hidden representation that better represents the information needed to predict the label, ending up with higher accuracy in post-training. Figure 6 shows the result of this experiment. The figure shows the accuracy and loss of a single epoch of post-training on a 15-layer HSIC-trained network trained for 5, 25, and 100 epochs. From Figure 6 it is evident that the HSIC-trained network can boost accuracy even at the very beginning of SGD post-training. Additionally, as the HSIC-trained network trains longer, the post-training yields higher accuracy.
The effect of network capacity
The five experiments in Figure 7 show the effect of different widths in the HSIC-trained network, followed by a standard post-training step. Since the HSIC-trained networks have different width, the network has converged with respect to the objective (6).
Examining Figure 7a and Figure 7b indicates that larger networks (say width-128 compared to width-8) lead to faster post-training. This suggests the HSIC bottleneck objective (6) works effectively on large networks that provide more relevant information to the post-training, whereas small pre-networks may contain less information to train with.
As mentioned in Section 3.2 the HSIC results do depend on the chosen σ. In our experiments, making σ a learnable parameter did not produce significant performance improvement. Consequently, in this experiment we aggregate several HSIC-trained networks with different σ together in parallel to better capture dependencies at multiple scales. Our experiment setup trains three parallel HSIC networks having the same five-layer configuration but with different kernel widths σ = 5, σ = 10, and σ = 15 as shown in Figure 7c . The results show post-training on the σ-combined network outperforms other experiments, suggesting that it is providing additional information relating to the corresponding scale to the post-training. It also indicates that a single σ is not sufficient to capture all dependencies in these networks, as anticipated. Note that the HSICpt is using Equation (4) only, without the crossentropy objective and backpropagation, and it is outperforming the same configuration of BackProp-256 dramatically.
Experiments on ResNet
Most of our results aimed at demonstrating the training efficacy of the new paradigm are based on basic feedforward fully connected networks. To show that the paradigm is also effective for other architectures, we also train a ResNet on MNIST/CIFAR10 dataset. For this special case of ResNet, we added the loss (4) to the output of each residual block.
In Figure 8 , we show the results for a HSIC-trained network with five convolutional residual blocks on several datasets. Each experiment includes 50 HSIC-trained epochs followed by post-training with a one-layer classifier network, and compared with its standard backpropagation-trained counterpart. Our results show that post-training can rapidly converge to high accuracy performance by making use of the distinct representations from the HSIC-trained network. (Figures 7a, 7b) and a σ-combined network (Figures 7c, 7d) . The network capacity in post-training experiments is labeled in Figure 7a . This figure suggests that larger capacity provides more relevant information to the post-training. The σ-combined network experiment demonstrates that using several σ improves performance. 
Conclusion
We presented a new approach to training deep neural networks without the use of backpropagation. The method is inspired by the information bottleneck and can be seen as an approximation there-of. HSIC-bottleneck training of several standard classification problems results in one-hot outputs that can be directly permuted to perform classification, with accuracy approaching that of standard backpropagation training of the same architectures. Performance is further improved by using the outputs as representations for a second post-hoc training stage, in which a single layer (and softmax ) is appended and trained with conventional SGD, but without backpropagation.
The HSIC bottleneck trained network provides good hidden representations by removing irrelevant information and retaining information that is important for the task at hand. As a result, the performance converges significantly faster than the standard backpropagation method, both in training time and an in number of epochs required. It is likely that scheduling of the HSIC-bottleneck coefficient can lead to further improvements in convergence rate.
HSIC bottleneck training has several benefits over backpropagation:
• It has significantly faster convergence rates; In this experiment, we evaluate our work versus conventional backpropagation training on a small ResNet with five residual blocks. Our results (labeled as ResNet-Post) outperforms standard backpropagation training (labeled ResNet-Backprop) across the initial batch updates through the full first epoch. The CIFAR10 result is well below state-of-the-art performance, because we are not using a state-of-the-art architecture. Nevertheless, the HSIC-bottleneck network provides a significant boost in performance.
• it removes the vanishing and exploding gradient issues found in backpropagation, since it solves the problem layer-by-layer without the use of the chain rule; • it removes the need for backward sweeps;
• it potentially allows layers to be trained in parallel, using layerwise block coordinate descent.
Our work is an initial exploration of backpropagation-free learning using the HSIC bottleneck, and, in common with other explorations of new training methods for deep learning, e.g., [14] ) does not attempt to achieve state-of-the-art performance. Future work might consider careful tuning of the HSIC σ to improve performance, and evaluate the HSIC-bottleneck approach on a broader range of architectures.
