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Adhesive debondingThe understanding of ice shedding is of prime importance in the assessment of aeronauti-
cal ice protection systems. In this paper, the authors previously studied mechanism is
extended to include adhesive debonding. It is based on pressure redistribution in the water
film formed at the ice/airfoil interface. The numerical modelling of crack propagation is
based on recent work on damage mechanics which provides a general framework. As for
adhesive debonding an algebraic model is derived from general mechanical equilibrium
relations. Numerical experiments are performed to study an adhesive-debonding/brittle-
failure mode detachment, the results of which are discussed.1. Introduction
Icing is a major issue in the aeronautical world. Indeed, this phenomenon has plagued powered flight since the beginning
of aviation (at which time it was known as the ice problem) [47,46]. Icing is caused by the supercooled water droplets con-
tained in some types of clouds commonly encountered during flight (cumuliform and stratiform) [1]. When these droplets
impact the surface of the aircraft their metastable state is broken and they freeze. This therefore leads to ice build-up, which
has several undesirable consequences such as a degradation of aerodynamic performances or blocked air intakes. It is there-
fore one of the most serious threats which may be encountered in the aeronautical world.
Hence, manufacturers are required to ensure the airworthiness of their aircrafts by complying with strict certifications
and regulations. To do so, many ice protection systems have been developed over the years. Today, in the context of more
electric aircrafts and the reduction of energy consumption, the electro-thermal ice protection system (ETIPS) is being con-
sidered as a promising technology.
This system is composed of electrical heater installed within a multi-layered material and can be used in anti-icing or de-
icing configurations [39,43]. The nominal operation of an ETIPS is illustrated in Fig. 1. It first involves what is called the ‘part-
ing strip’ (heater C). This element is placed near the leading edge and is always active when icing conditions are encountered.
This has the effect of keeping the leading edge clean from ice. The other heaters are activated according to a given power
cycle. Ice is therefore able to build up in their neighbourhood. When a given heater is activated, the generated heat melts
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w adhesion energy (J m2)the ice at the interface. The ice is then less able to stay attached to the surface and is eventually shed by the effect of the
aerodynamic forces.
The understanding of ice shedding is of prime importance in the assessment of the performance of an ETIPS. It is essential
to understand by which mechanisms the aerodynamic forces are able to detach the ice. However, very few studies exist and
ice shedding is to this day still not well understood. Experimental studies dealing with the precise mechanisms of ice shed-
ding are almost inexistent and present extremely scattered results [5,41].
On the numerical side, Scavuzzo et al. performed a finite element analysis of the stress distribution due to aerodynamic
forces in an accreted ice block [40]. More recently, Zhang et al. have used a crack propagation and re-meshing technique to
study ice break up [2]. However these studies did not take into account the effect of an ice protection system.
From a practical point of view, ice shedding is taken into account in state of the art icing codes by using a highly empirical
criterion. The criterion works by comparing the length of the liquid water film formed at the interface with the whole contact
length. It states that, if the ratio of these two lengths exceeds a user defined value (typically 80% of the whole contact length),
then the ice block detaches [39]. However, such an empirical criterion is unsatisfactory. Therefore, to obtain more physical
ice shedding models, a better understanding of the detachment process is needed.
In this paper, the authors build upon their previous study [24] by incorporating new possible debonding mechanisms.
First, the proposed detachment mechanisms are presented. Then, the modelling and numerical techniques used in this study
are introduced. This will be followed by a parameter identification after which numerical experiments are performed. Finally
the results are discussed.
As shall be stressed out later, it is extremely difficult to characterize the mechanical properties of atmospheric ice. Hence,
it should be noted that the goal here is not to provide highly accurate predictions. It is rather to propose a general method-
ology which can be used to explore and explain different ice shedding mechanisms in a qualitative way, opening the door to
their experimental investigation. The presented methodology is moreover general enough to be applied to the study of other
problems. In addition, this approach has the advantage of locally predicting the initiation of detachment or fracture.
With this approach, qualitative progress is sought on the comprehension of the physical mechanisms at play, in particular
concerning the interplay between adhesive detachment and brittle failure. Indeed, this aspect is of great importance to the
design of electro-thermal ice protection systems (heating cycles, choice of materials, etc.).2. Proposed mechanism
Let us consider the following situation (illustrated in Fig. 2). In the nominal functioning mode, ice has built up just aft the
parting strip. In due time, the corresponding heater will be activated. This will lead to the creation of a liquid water film,
extending over a distance Lf , between the surface and the ice. Due to hydrostatic equilibrium, the pressure exerted by the
Fig. 1. Operation of an ETIPS.
Fig. 2. Illustration and schematic pressure distribution.aerodynamic flow field at Pc will be redistributed within the film (assuming the film is static1 and negligible surface tension
effects which are discussed in Section 5.4). Moreover, the flow over the lump of ice will induce a pressure decrease, meaning
that the pressure recovered in the film will be higher than that acting on the external surface.
This pressure distribution creates a lifting force. To this force, one has to add the viscous forces, which are tangential.
Thanks to these forces, several outcomes may be possible (see Figs. 3–6):
 The whole length is melted (Lf ¼ Lt) in which case the ice no longer adheres to the surface (or only by means of surface
tension effects).
 Adhesive interfacial debonding: part of the length Lf ¼ x%Lt is melted and the adhesion forces that hold ice on the surface
are no longer strong enough.
 Cohesive interfacial debonding: part of the length Lf ¼ x%Lt is melted, ice can still adhere, but a crack may nucleate due to
stress concentration and propagate along the interface.
 Bulk failure: part of the length Lf ¼ x%Lt is melted, ice can still adhere, but a crack may nucleate due to stress concentra-
tion and propagate inside the bulk of the ice block, therefore tearing off a part of the ice.
 Ice shedding is due to an interplay of all or part of the previous mechanisms, as the experiments of Wei et al. seem to
suggest [48].1 In fact, as liquid water takes up less volume than ice, a gap may form in the melted region. That is to say, the water filmmay not entirely occupy the volume
formerly made out of ice and air may be allowed to fill in the gap. However, we would still be in a case of hydrostatic pressure equilibrium. Therefore we would
still have pressure redistribution as described.
Fig. 3. Adhesive debonding.In this paper, a mixed adhesive debonding/brittle fracture ice shedding mechanism is investigated, extending the authors
previous work which considered only brittle failure.
3. Mechanical modelling
In this study, a framework close to continuum damage mechanics is chosen. In the following paragraphs the brittle failure
and adhesive debonding models are presented.
3.1. Brittle failure model
The brittle failure model which is used for this study relies strongly on the variational approach to fracture [18]. It is based
on a principle of conservation of energy which translates the interplay between elastic deformation energy and crack surface
energy [3]. Fig. 7 shows an illustration of a cracked material.
The crack energy is obtained by introducing a damage variable d and using a regularized crack energy functional (see for
example Bourdin et al. [8]).Ecrack ¼
Z
X
/ðd;rdÞdV ¼
Z
X
gc
1
2l
d2 þ l
2
rd  rd
 
dV ð1Þwhere gc is the crack energy release rate, the damage variable d lies between 0 and 1 (dðxÞ ¼ 0 corresponding to an undam-
aged state and dðxÞ ¼ 1 to a fractured state). l is a regularization length which is chosen according to the recommendations of
the literature [13] and tests performed in previous work [24]. The values chosen in this work are given in Table A.4.
On the other hand, following Miehe et al. [13], the elastic energy is split into purely tensile and compressive parts defined
by using the eigenvalues of  (1 and 2 in two dimension) and a positive/negative part function noted hi:wþ0 ðÞ ¼
k
2
h1 þ 2i2þ þ l h1i2þ þ h2i2þ
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
0 represent respectively the undamaged tensile and compressive elastic energies. Thus only w
þ
0 ðÞ, the tensile part,
is multiplied by a function of d, noted f ðdÞ. The function f ðdÞ represents the degradation of tensile energy due to crack for-
mation and is chosen accordingly [13].Eel ¼
Z
X
/ðd;rdÞdV ¼
Z
X
f ðdÞwþ0 ðÞ þ w0 ðÞ
 
dV ð4ÞThen, using variational arguments, one may show that:divðrðu;dÞÞ ¼ f vol in X
r  n ¼ f surf on C1
u ¼ ud on C2
gc
l d gclMd ¼ 2ð1 dÞwþ0 ðÞ in X
rd  n ¼ 0 on @X
ð5ÞFig. 4. Cohesive debonding.
Fig. 5. Bulk failure.where r is the stress tensor and is deduced from the elastic energy: r ¼ @w
@.
Eq. (5) are nonlinear and describe a stationary damaged equilibrium state compatible with the external constraints. They
translate conservation of energy. In order to incorporate the irreversible aspect of crack propagation, Miehe et al. [13] intro-
duce a history function Hd. The following iterative algorithm, which is implemented using a finite element method [24], is
inspired by the algorithm proposed by Miehe et al. [13].
 Compute the history field:Hid ¼max Hi1d ;wþ0 ði1Þ
	 
 ð6Þ Compute the damage field:
gc
l
di  gclMdi ¼ 2ð1 diÞHid in X ð7Þ
rdi  n ¼ 0 on @X ð8Þ
 Compute the displacement field:divðriði;diÞÞ ¼ f vol in X ð9Þ
ri  n ¼ f surf on C1 ð10Þ
ui ¼ ud on C2 ð11ÞThe main advantage of this method is that it does not require an initial crack. On the other hand, it should be noted that
the main drawback is the need of a refined mesh. Especially in the case of imposed boundary load, the crack tends to spread
if the mesh is not refined enough [12,24].
Before we proceed to the next section describing the adhesion model, it seems important to outline how the stress tensor
is computed. The stress tensor r derives from the definition of the elastic energy and takes the following form:r ¼ @w
@
¼ f ðdÞ khtrðÞiþ1þ 2lþ
 þ khtrðÞi1þ 2l½ The problem here is that stress and strain are not linked by a linear constitutive law. The definition above involves non
linear functions such as the positive part hiþ. In particular, the computation of the positive/negative part of  requires pro-
jection operators which depend on the current local value of the strain tensor. Moreover, note that the volumetric deforma-
tion term trðÞ is also split into distinct contributions (htrðÞi) to tensile and compressive energies. Hence, on the whole, the
mechanical equilibrium problem remains strongly non-linear.
In order to linearize this problem, a method which takes advantage of the iterative approach to solving the global problem
is used. Indeed, at any given iteration i of the global problem, the strain tensor at iteration i 1 is known. Therefore, it is i1Fig. 6. Adhesive initiation followed by cohesive extension. Process terminates with bulk failure.
Fig. 7. Illustration of a cracked material.which is used in order to compute the projection operators. Therefore, the eigenvalues and eigenvectors used to compute the
various objects relative to the negative/positive decomposition are those of i1. More details are given in Appendix B.3.2. Adhesive debonding model
Adhesion modelling is also an active area of research (see for example [32,34,31]). Here, the approach initiated by
Frémond [17] is used as a starting point. An algebraic model is then deduced and an algorithm inspired by that used for brit-
tle failure is used.
Let us consider a block of material adhering to a given surface, as depicted in Fig. 8. A surface force T is applied on the
upper boundary, C1. In reaction to that force, the bonds at the bottom interface, noted C2 exert a force R on the block of mate-
rial. The force R tends to counteract T and to maintain the block attached to C2.
The mechanical equilibrium of such a configuration is described by the following equations:divðrÞ ¼ f vol in X ð12Þ
r  n ¼ T on C1 ð13Þ
r  n ¼ R on C2 ð14ÞNote that later on, it will be shown that (14) takes the form of a kind of Fourier–Robin condition, hence ensuring well-
posedness.
The idea, as in the brittle failure model, is to introduce an adhesive damage variable, noted b. This variable represents the
state of the microscopic bonds that maintain the block attached to the interface through the force R. Like d, the variable b is
defined to vary from 0 for a fully bonded state to 1 for a fully debonded state.
The total energy is then defined as the sum of the elastic energy of the block of material, the energy stored in the micro-
scopic bonds and the surface energy which appears when debonding occurs (creation of new interfaces). Energy densities are
then introduced: wðÞ for the elastic bulk energy, /ðbÞ for surface energy and cðb;uÞ for the energy stored inside the micro-
scopic bonds. The choice of the inputs of the energies / and c can be justified on intuitive physical grounds.
/ is the energy linked to the amount of surface created during the debonding process. This amount of surface is directly
linked to b, which represents the broken or unbroken state of the microscopic bonds. Surface energy will be associated with
regions where the bonds are broken. Hence it is natural to consider / as a function of b.Fig. 8. Illustration of a solid body adhering to a surface.
c is the energy stored within the microscopic bonds. First, the more bwill approach the value 1, the weaker the bonds will
be and the less energy they will be able to store. Secondly, for a given local b, the amount of energy stored within the bonds
will be a function of the displacement u applied on the bonds. The bonds may be thought of as springs and indeed this visu-
alization is coherent with the model which will be derived and the choice of the energy c.
Hence, the total energy is defined asEtot ¼
Z
X
wðÞdV þ
Z
C2
/ðbÞdCþ
Z
C2
cðb;uÞdCTherefore, the variation in total energy reads:dEtot ¼
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dC ð15ÞMoreover, the variation of total energy must be equal to the work performed by external forces:dEtot ¼Wext
Here, this work must take into account the forces acting on the whole boundary of the block of material as well as the
forces acting upon the microscopic bonds (as their energy is accounted for in the total energy). Let us note f ext the forces
acting on the boundary of X and f bond the force exerted by the material block on the microscopic bonds. The work Wext
can therefore be written as follows:Wext ¼
Z
@X
f extdudCþ
Z
C1
f bonddudC ð16ÞBy the action/reaction principle, the force f bond is equal to R. By combining Eqs. (15) and (16) and using the mechanical
equilibrium equations, one obtains the following:Z
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dudC ¼ 0 ð17ÞEq. (17) has to hold for every variation db; du; d, therefore:r ¼ @w
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in X ð18Þ
@/
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¼  @c
@b
on C2 ð19Þ
R ¼  @c
@u
on C2 ð20ÞAs in Section 3.1, the choice of the elastic bulk energy density determines the stress tensor. It may be chosen in its classic
linear elastic form to yield Hooke’s law. However, in this study, as the adhesion model will be coupled with the brittle failure
model, the elastic bulk energy is defined as in Section 3.1 by splitting into tensile and compressive parts.
The density / represents the surface energy created in the debonding process. By analogy with the bulk damage model, it
is defined as follows:/ ¼ wb2 ð21Þ
wherew is the adhesion energy per unit area. Note that as the subsequent computations are performed in a two dimensional
framework, the debonding naturally follows the boundary line and gradient terms would not be of fundamental use. Hence
they are not introduced.
Finally, c is the density of energy stored inside the interfacial microscopic bonds. Inspired by the fracture modelling
approach, we choose here to split the contributions of the interfacial displacement using its normal (un) and tangential
(us) components. At this point, it is important to note that the term  @c@b will be the driving force of the debonding process.
It seems natural to consider that un will only contribute to the debonding process if it is positive and that us will always do.
Moreover, this contribution has to degrade itself with increasing b. Therefore, the following expression is chosen for c:c ¼ f ðbÞ k
2
huni2þ þ asu2s
h i
þ k
2
huni2where f is the same function here as for the brittle failure model, that is to say f ðbÞ ¼ ð1 bÞ2 and k is an effective stiffness
parameter. as is a parameter representing the contribution of the tangential displacement, which could be different from
that of the normal one. un and us are linked to ux and uy through the following relation:us
un
 
¼ cosðhÞ sinðhÞ sinðhÞ cosðhÞ
 
ux
uy
 
where h is the angle between the tangent to C2 and the x axis, as shown in Fig. 9.
For simplicity, the more compact notation is introduced for c:c ¼ f ðbÞcb þ c0
wherecb ¼
k
2
huni2þ þ asu2s
h iandc0 ¼
k
2
huni2With such choices, the equation defining the local damage state of the interfacial elastic bonds (19) reduces to the
following algebraic relation:@/
@b
¼  @c
@b
! wb ¼ ð1 bÞ k
2
huni2þ þ asu2s
h i
¼ ð1 bÞcb ð22Þleading to the following formula for b:b ¼ cb
wþ cb
ð23ÞThe choice of c also defines the reaction force R through its partial derivatives with respect to ux and uy. Hence the partial
derivatives of huni2þ; huni2 and u2s need to be computed. Starting with huni2þ:@huni2þ
@ux
¼ @huni
2
þ
@un
@un
@ux
¼ 2huniþSo as to express huniþ explicitly in terms of u, the following function is introduced:dþ ¼
0 if un < 0
1 if un P 0

which leads to the expression:huniþ ¼ dþun ¼ dþ½ sinðhÞ cosðhÞu
Noting that the partial derivative of un with respect to ux is simply:@un
@ux
¼  sinðhÞthe partial derivative of huni2þ with respect to u reads:@huni2þ
@ux
¼ 2 sinðhÞdþ½ sinðhÞ cosðhÞuwhich finally yields the following expression:@huni2þ
@u
¼ 2dþ sin
2ðhÞ  sinðhÞ cosðhÞ
 sinðhÞ cosðhÞ cos2ðhÞ
 !
ux
uy
 The partial derivatives of huni2 and u2s follow exactly the same straightforward procedure (with the introduction of a
function d for huni). Therefore, the reaction force R is given by:Fig. 9. Definition of the angle h.
R ¼  @c
@u
¼ kFðb; uÞuwhere Fðb;uÞ is a matrix given byFðb;uÞ ¼ f ðbÞdþ sin
2ðhÞ  sinðhÞ cosðhÞ
 sinðhÞ cosðhÞ cos2ðhÞ
 !
þ asf ðbÞ
cos2ðhÞ sinðhÞ cosðhÞ
sinðhÞ cosðhÞ sin2ðhÞ
 !
þ d sin
2ðhÞ  sinðhÞ cosðhÞ
 sinðhÞ cosðhÞ cos2ðhÞ
 ! ð24ÞIt is interesting to note that this will lead to a kind of Fourier–Robin boundary condition on C2.
As a final step, inspired by the method used for the brittle failure model and considering that the debonding process is
also irreversible, a history function, noted Hb, is introduced and replaces cb in Eq. (23). This leads to the formulation of
the following algorithm:
 Compute the history field:Hib ¼max Hi1b ; cbðui1Þ
 
ð25Þ Compute the interfacial damage field:bi ¼ H
i
b
wþHib
on C2 ð26Þ Compute the displacement field:
divðriðiÞÞ ¼ f vol in X ð27Þ
ri  n ¼ T on C1 ð28Þ
ri  nþ kFðbi; ui1Þui ¼ 0 on C2 ð29ÞIt should be noted that the Fourier–Robin boundary condition is linearized by taking ui1 as the displacement defining F.
3.3. Coupled adhesive/brittle failure algorithm
In order to perform a mixed adhesive/brittle failure computation, the two previously described methods are combined in
the following way:
Algorithm 1. Adhesive/brittle failure computationwhere b and d are set to 10
3.
The algorithm can be viewed in the following manner. For each debonded configuration, a bulk damage computation is
performed to check whether no corresponding compatible bulk failure state exists. Bulk damage and interfacial damage
interact through the boundary conditions. Indeed, a increase in interfacial damage b will change the boundary conditions.
In turn this change will impact the deformed state of the material, from which is deduced bulk damage. The convergence
loops are performed in this order as, in the case studied here at least, adhesive debonding is the initiating process and bulk
failure is the terminating one (as shall be shown in the following sections). Therefore, the loops are performed in this order to
be physically consistent with the application at hand. Combining both models in a more general coupled framework is the
focus of current work.
In order to solve the previously presented equations, a finite element procedure is implemented using Lagrange P1 shape
functions. The resulting linear systems are solved using a direct solver based on the LU decomposition. More details on the
numerical method, especially concerning the boundedness of the damage variables, can be found in Appendix C.
4. Mechanical properties of atmospheric ice
One of the main problems that arises is to determine what mechanical properties are going to be used in order to char-
acterize atmospheric ice. Unfortunately, very few studies on the subject exist. Most studies are interested in the tensile or
compressive strength but do not provide many information on mechanical characteristics in the form of well defined laws
[22,29,7]. These experiments are very difficult to conduct due to the vast number of parameters on which those properties
depend, making the issue all the more complicated.
Young’s modulus for atmospheric ice was recently estimated by Eskandarian using poroelasticity and Hill’s averaging
method. The reported values are around 9.5 MPa [26]. Kermani also attempted to measure Young’s modulus by static loading
using an extensometer but found values around 5 MPa. He pointed out that these measurements were less accurate giving
several sources of error [28].4.1. Elastic and fracture toughness properties
Concerning the elastic properties, a combination of empirical laws based on information gathered by Schulson and Duval
[15] and proposed by the authors in their previous work [24] will be used.
The parameters characterizing homogeneous isotropic elastic behaviour of polycrystalline ice are given in Table 1 [15,36]:
Then, the following empirical law is used to define a more general behaviour through Young’s modulus:E ¼ EðTrÞ 1 aðT  TrÞ½   b/p /p 6 0:1 and E is in GPa ð30Þwhere /p is the porosity, dgrain the grain size, a ¼ 1:42 103 K1; b ¼ 35:1 GPa and Tr is the temperature at which the initial
measurement was conducted.
Concerning fracture, as noted by Petrovic, it has not been intensively investigated [37]. The results are scattered around
the values of 80–140 kPa m1/2 and no clear trend seems to be apparent. Here, as the following numerical simulations are set
for a free stream temperature of 10 C, the fracture toughness is set to be the average of the measurements performed by
Kermani at that temperature: KIC ¼ 110 kPa m1=2 [28].
The parameter gc is computed with the following relation (for plane strain):gc ¼ ð1 m2Þ
K2IC
E
ð31Þ4.2. Adhesive properties
There are several theories that describe the various mechanisms by which adhesion may occur [30,25,6] such as electro-
static charge transfer, mechanical interlocking, molecular diffusion or chemical bonding. There are however some specific
theories which have been proposed for ice adhesion, for example, the liquid-like layer theory, originally proposed by Faraday
and later investigated by Weyl and Jellinek [20,23,27].
On the other hand, Petrenko and Ryzhkin proposed an electrostatic ice adhesion theory [21]. They evaluated the adhesion
energy per unit area by numerically solving the problem of minimization of potential electrostatic energy. The adhesion
energies range from 0:08 J m2 to 1:3 J m2. These results are comparable, at least in the vicinity of the lower bound, to those
obtained experimentally by Sonwalkar [33] using Raman spectroscopy.
As far as atmospheric ice is concerned, experimental studies exist in the literature [41,22]. However, the results are usu-
ally highly scattered.
In this study, the adhesion energy measured by Sonwalkar [33] for an ice/aluminium interface will be used:
w ¼ 0:097 J m2. So as to have a complete set of material parameters, the effective stiffness of the interfacial bonds, k, and
the coefficient as remain to be determined.
Several experimental studies on ice adhesion exist [5,30,42]. However, it should first be noted that once again, the data
are highly scattered. Moreover, these experiments usually measure the shear strength of adhesion using test apparatuses
that are difficult to reproduce within the current modelling framework (involvement of a flexible substrate, three dimen-
sional geometries, etc.). With respect to this issue, one experiment of interest is the parallel-plate shearing experiment of
[14]. However, as already stated, there are two parameters that need identifying: k and as. Hence, the approach that is
adopted here is to use the data from [14] to identify k assuming as ¼ 1 (same contribution for normal and tangential dis-Table 1
Elastic constants of interest for isotropic polycrystalline ice at T ¼ 16 C.
Young’s modulus, E 9:33 109 Pa
Poisson’s ratio, m 0.325
placements). The effects of variations of as on the identified value of k are also assessed. However, as will be discussed later,
these variations will not affect the results of the ice shedding computations.
Identification of k is done by numerically reproducing the parallel-plate shearing experiment of [14]. In this experiment, a
1.8 mm thick by 1.9 cm long ice block, adhering to a surface on the bottom, is sheared from its upper boundary until debond-
ing occurs. The maximum shear load was measured to be 820 kPa. Hence, the parameter k is identified so as to predict adhe-
sive debonding for that given shear load (see Fig. 10).
The range within which k is located is first narrowed down by dichotomy. The value of k is then searched for using steps
of 1014 Pa m1. Fig. 11 shows the distribution of b along the interface. It shows the local state of bondedness of the interface
(a fully debonded interface corresponds to b ¼ 1 everywhere, as in Fig. 12). We see that for k ¼ 8 1014 Pa m1 interfacial
damage starts to build up but very quickly reaches a converged distribution. Therefore, this value of k leads to a non
debonded interface and is too strong.
Fig. 12 shows the propagation of interfacial damage as the iterative process advances and reaches a fully debonded state.
Hence, the parameter k identified by this method was found to be equal to 7 1014 Pa m1.
In addition, the effects of varying as were also tested. The values of 0.1, 0.5 and 2 were assigned to as which yielded dif-
ferent values of k (to the chosen probing precision of 1014 Pa m1), which are summed up in Table 2:
In Section 6, the effects of these variations on the ice shedding computation will be discussed.5. Numerical simulations
Icing and ice protection are complex unsteady phenomena. Icing codes typically include several modules in order to
determine water droplet catch efficiency, ice growth and heat and mass transfer. A full electrothermal de-icing numerical
simulation requires going through all of these steps and adding a shedding criterion [9,38,10,43,39]. But this whole panel
of modules shall not be used here. What is being examined is a very specific mechanism. The possibilities offered by numer-
ical simulation are hence used to look into the effects of varying only some parameters, all others being fixed. Three cases are
considered (described below). In these cases time is freezed: the ice shape is constant (within each case), the flow field is
constant, and the length of the water film Lf is increased (by increments of 5% of Lt) until the critical length leading to ice
shedding is reached.Fig. 10. Adhesive parallel plate shear test.
Fig. 11. Adhesive parallel plate shear test: non debonded interface for k ¼ 8 1014 Pa m1.
Fig. 12. Adhesive parallel plate shear test: fully debonded interface for k ¼ 7 1014 Pa m1.
Table 2
Values of k found for different values of as .
as 0:1 0:5 1 2
k (Pa m1) 9 1014 7 1014 7 1014 6 1014
Table 3
Aerodynamic conditions.
Mach P1 (Pa) T1 (K) a ()
0.4 61640.0 263.15 2.0The numerical experiments are defined by using two elements:
 An airfoil: here a NACA0012 airfoil is used.
 A generic ice shape: it is chosen to be shaped as a teardrop. It represents a simple form of intercycle ice shape. Its char-
acteristic thickness is noted hice and is set to 1.0 mm, 3.0 mm or 5.0 mm, depending on the case.
In typical icing conditions, ice will build up along the whole wingspan. Therefore, in this case, the plane strain two dimen-
sional elasticity formulation retained for it corresponds to the case of a body of infinite span. Porosity is set to 3% for all cases
and grain size to dgrain ¼ 7 mm, which are typical values observed for atmospheric ice [28].
The ice shape is placed on the aerodynamic shape. A location that is coherent with the actual functioning of an ETIPS is
chosen (not far from the parting strip).
The aerodynamic conditions are given in Table 3. The commercial code ANSYS Fluent [16] is used to compute the aero-
dynamic flow field, and more particularly the pressure distribution on the ice block. This pressure distribution will define the
Neumann boundary conditions for the crack propagation problem. Fig. 14 shows a global view of the problem. Fig. 13 is a
generic sketch where we have illustrated the three different boundary conditions:r  nþ kFðb;uÞu ¼ bpredistributed  n on Cu ð32Þ
r  n ¼ pexterior  n on Cexterior ð33Þ
r  n ¼ predistributed  n on Cp ð34Þ
To summarize, three numerical experiments are performed for three increasing thicknesses of the ice shape. The numer-
ical experiment consists in varying Lf until fracture occurs, starting with Lf ¼ 0. Information on the mesh and spreading
length are summed up in Appendix A.
5.1. 1 mm ice thickness
This case consists in the thinnest of the three ice shapes that are considered. Hence, it is also the case which presents the
lowest pressure decrease on its outer surface. The pressure distribution on this ice shape is shown in Fig. 15. The maximum
pressure differential is of about 5 kPa.
Fig. 13. Boundary and length definitions.
Fig. 14. Sketch of the case.
Fig. 15. Pressure distribution on the 1 mm thick ice lump.The critical melted length leading to ice shedding was found to be Lf ¼ 15%Lt . The shedding mechanism starts with adhe-
sive debonding over a short distance, as shown in Fig. 16.
Then, the critical brittle failure length is reached, leading to the nucleation and propagation of a crack through the ice
thickness, as can be seen in Fig. 17. In this case the critical bulk failure length is equal to 20%Lt . Note that without activating
the debonding model, ice shedding would be predicted by brittle bulk failure for Lf ¼ 20%Lt .
5.2. 3 mm ice thickness
This case consists in a 3 mm thick ice shape. As could be expected by the increased thickness, the pressure distribution
shows (Figs. 18 and 20) a stronger decrease on the outer surface of the lump. The maximum pressure differential is of 14 kPa
(see Fig. 20).
However, due to the larger thickness, the ice lump has a higher resistance to deformation. Therefore, the critical melted
length in this case is Lf ¼ 30%Lt .
Also, adhesive debonding extends over a higher length until reaching the critical brittle failure length, which is here of
Lb ¼ 40%Lt (see Fig. 19).
Fig. 16. 1 mm thickness case: interfacial damage distribution before brittle failure.
Fig. 17. 1 mm thickness case: bulk damage field and pressure field.
Fig. 18. Pressure distribution on the 3 mm thick ice lump.
Fig. 19. 3 mm thickness case: interfacial damage distribution before brittle failure.
Fig. 20. 3 mm thickness case: bulk damage field and pressure field.
Fig. 21. Pressure distribution on the 5 mm thick ice lump.5.3. 5 mm ice thickness
The final case is the one having the largest thickness. This yields an even larger pressure drop on the outer surface of the
lump. The pressure distribution on the external surface is shown in Fig. 21. The maximum pressure differential is of about
17 kPa.
Fig. 22. 5 mm thickness case: interfacial damage distribution before brittle failure.
Fig. 23. 5 mm thickness case: bulk damage field and pressure field.Coherently with the trend observed when going from a thickness of 1 mm to one of 3 mm, the critical melted length is
increased. In this case it is found to be of Lf ¼ 40%Lt .
Here, the adhesive debonding extends over approximately the same distance as for the 3 mm case (see Fig. 22). The crit-
ical brittle failure length is of Lb ¼ 55%Lt . The cracked state for this case is shown in Fig. 23.
5.4. Surface Tension Effects
In all the previous cases, surface tension effects have not been considered. In fact, when the liquid water film forms at the
interface between the ice block and the surface a contact angle appears due to surface tension (as illustrated in Fig. 24).2 The
value of this angle will depend on the physical properties of the interface between water and the surface.
The pressure difference across the interface is linked to the contact angle hc , the liquid film thickness hf and the water–air
surface tension cst (’ 70 mNm1) through the Young–Laplace equation:2 In f
the twoDp ¼ p1  p2 ¼
cst
hf =2
cosðhcÞThis means that for the previous cases, a contact angle of p=2 was implicitly assumed. However, for low values of hf and
contact angles approaching 0 (superhydrophilic) or p (superhydrophobic), surface tension effects may be non negligible.
Moreover, in the case of a hydrophilic surface the pressure inside the water film will be lower than the exterior air pressure.
This means that a very hydrophilic surface may lower the ability of the aerodynamic forces to detach the ice block in the
manner described previously. On the other hand, a very hydrophobic surface will have the opposite effect, and could enhance
the previously described mechanisms.act, the liquid water/ice and liquid water/surface interfaces have different physical characteristics. Therefore, the contact angle will not be the same for
interfaces. However, this discussion of surface tension effects is qualitative. The two contact angles will therefore be considered equal.
Fig. 24. Illustration of the contact angle.
Fig. 25. Illustration of the Stephan problem.
Fig. 26. Melting front position obtained by solving the Stephan problem.In order to investigate this issue a little further, it is interesting to try to give an estimate of the liquid film thickness in the
context of ice protection systems. This can be achieved by considering the Stephan problem (illustrated in Fig. 25). Consider a
slab of ice, at an initial temperature Ti < Tm (where Tm is the melting temperature). The left boundary of the slab is main-
tained at a temperature TL > Tm which has the effect to melt it. A melting front, noted xC, then propagates through the ice
(see Fig. 26).
It can be shown that the position of the melting front follows the equation [4]:xCðtÞ ¼ 2v
ﬃﬃﬃﬃﬃﬃ
alt
p
where al is the thermal diffusivity of liquid water and v is a coefficient obtained by solving an equation linked to the given
data of the problem.
For example, for TL ¼ 340 K and Ti ¼ 260 K (which is representative of ice protection systems), the following solution is
obtained:
Hence, if the de-icing system has only been activated for a few seconds (1–5 s), the liquid water film will have a thickness
of the order of 104 m. For the sake of fixing some values, let’s consider that the system has been activated for approximately
2 s, yielding hf ¼ 0:0005 m. In the case of an ideally superhydrophilic surface, cosðhcÞ ¼ 1 and therefore p1  p2 will be of
about 280 Pa. Conversely, in the case of an ideally superhydrophobic surface (cosðhcÞ ¼ 1) p1  p2 will be of about
280 Pa. This pressure difference has to be compared with the maximum pressure differential induced by the aerodynamic
flow, which is of the order of 10 kPa. Hence, in this case, surface tension effects may have some effect but only slightly.
On the other hand, consider a very low activation time which would yield hf ¼ 0:0001 m. In this case Dp ¼ 1:4 kPa
(depending on the nature of the surface). Hence, for these low activation times, leading to low liquid water film thicknesses,
surface tension may have a visible effect, either positive (hydrophobic surface) or negative (hydrophilic surface).6. Discussion
The results of the numerical experiments show that a phenomenon of detachment before complete melting of the inter-
face is possible. At a given critical value of LfLt , the stress concentration is sufficient to initiate adhesive debonding. This
debonding propagates until a critical brittle failure length Lb is reached. At this point crack nucleation and propagation over
the whole thickness occurs, therefore tearing off a certain amount of ice.
It is also interesting to note the effect of increasing the thickness of the ice block. Indeed, as the pressure decrease is more
pronounced for larger thickness, it could have been expected that increasing the thickness leads to a lower critical melted
length. The simulations show that it is the opposite that happens. This can be explained in the following way. An ice block
with increased thickness will be more resistant to deformation. The pressure decrease created by the increased thickness is
not sufficient to counterbalance the increase in resistance of the block. Therefore, the critical melted length increases with
increasing thickness.
Moreover, when lowering the thickness of the block, it seems that the length over which extends the adhesive debonding
process is reduced. This effect can clearly be seen by comparing the case of 1 mm thickness (see Fig. 16) to that of 3 mm (see
Fig. 19). Nevertheless, this trend also appears to have a certain limit. Indeed, the length of adhesive debonding between the
3 mm case and the 5 mm case is almost equal.
It is also interesting to discuss some of the hypotheses that were made and their possible effects:
 Empirical laws were used in order to characterize the mechanical behaviour of atmospheric ice which have their limita-
tions. It is very complicated to characterize the mechanical properties of atmospheric ice. Most of the time experimental
results are highly scattered and no precise laws are available. Hence the reader should bear in mind that the mechanisms
discussed here are presented more from a qualitative standpoint.
 The ice shape may grow in time. However this should not impact the results significantly. The characteristic time of adhe-
sive debonding and crack propagation is much lower than that of ice accretion (as soon as the critical ice shedding con-
ditions are reached).
 In reality, a feedback process between the lifting of the ice shape and the flow field occurs. The lifting of the ice shape
occurs simultaneously with a corresponding change in the flow field. And this change in flow field immediately induces
a new lifting force on the ice shape. This process is not taken into account. We consider the pressure distribution given by
the first computation as fixed. Still, the change in pressure distribution would lead to a higher uplifting force in this case.
Therefore this should not impact the results. Moreover, experimental observation shows that ice shedding occurs almost
instantaneously, hence leaving little time for such a process to have a significant impact.
Still, the proposed mechanisms constitute an interesting way forward for future investigation and modelling of ice shed-
ding. It should be borne in mind that the mechanisms conducive to ice shedding are not at all well understood. The mech-
anism presented here could provide quantitative and qualitative explanations to experimental observations made when
testing de-icing systems in icing wind tunnels. Moreover, and maybe more importantly, this mechanism could provide an
interesting path for experimental investigations.
In addition, as discussed in Section 4.2, the identification of all the adhesive physical parameters is a difficult issue. The ice
shedding computation of the 3 mm thickness case was performed with other values of k (6 1014 Pa m1 and
8 1014 Pa m1). However, it was found that these variations do not impact the obtained results. This means that these vari-
ations are below the precision threshold of the chosen control parameters (steps of 5% in Lf ).7. Conclusion
In this paper, a coupled quasi-static adhesion/brittle failure model has been presented and used to study a possible ice
shedding mechanism. This mechanism is based on hydrostatic pressure equilibrium between the external flow and the water
film forming at the interface between the ice and the aeronautical surface. This recovered pressure creates a lifting force
which acts to detach the ice from the surface.
The modelling and numerical strategy were presented and some aspects concerning the boundedness of the bulk damage
variable d were discussed.
In order to study this mechanism, three numerical experiments are considered. All of them showed that the ice shedding
mechanism based on the hydrostatic pressure equilibrium is relevant. In all cases, the detachment process starts with adhe-
sive debonding until a critical brittle failure length is reached. At that point a crack nucleates and propagates through the
thickness of the ice block. This result is in qualitative agreement with some of the observations of Wei et al. [48].
The effects of change in thickness were investigated, showing that an increase in thickness leads to an increase in the
critical melted length, despite the higher pressure differential. Moreover, for the lower thickness ice block, it seems that
the debonding process plays a less important role than for blocks with larger thickness.
Surface tension effects were also briefly discussed. Indeed, depending on the nature of the surface, surface tension effects
could have a visible effect. The detachment process could be enhanced by the use of a hydrophobic coating. This aspect is
already under considerable research (and has been for many years). Moreover, thermo-elastic effects due to temperature
gradients, could also be at play, as suggested by the thermal shock experiments of King and Fletcher [44,45]. This point is
the subject of current work.
In view of the lack of precise experimentation on this particular issue, it is difficult to provide quantitative conclusions at
this time. The goal here was more to investigate a particular ice shedding mechanism. More experimental data are now
needed so as to characterize atmospheric ice more precisely and provide more accurate constitutive laws, which is a highly
challenging issue.
Finally, the simulations performed in this study, showing that the proposed mechanisms are relevant, could be used to
guide experimental investigations specific to ice shedding. Once more data will have been gathered on this difficult issue,
it will be possible to identify the parameters of the proposed models with greater precision. This will enable quantitative
predictions and realistic simulations of ice protection systems.
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Appendix A. Numerical settings
All adhesion/brittle failure computations were realized with an in-house finite element code. Triangular elements were
used and the meshes were generated using GMSH [11]. Higher order elements could be used; however, this appears to be
unnecessary for the purpose of this study. The numerical settings are summed up in Table A.4:
The aerodynamic computations were done using ANSYS Fluent [16]. All meshes consisted of triangular elements
(	35,000).
Appendix B. Computation of the projection operators
This appendix describes the computation of the projection operators used for the bulk damage model. This is a classic
result of tensor calculus (see for example [12]). As seen in Section 3.1 the computation of the elastic energy is based on
the following splitting of strain into tensile and compressive parts:Table A
Numeri
£
k ide
1 mm
3mm
5mm ¼ þ þ 
Differentiating this relation with respect to  yields the following:1 ¼ @þ
@
þ @
@
¼ Pþ þ PAnd therefore the splitting of  may be rewritten as follows: ¼ Pþ|{z}
@þ
: þ P|{z}
@
:  ðB:1ÞThus, the tensile and compressive components of strain are linked to the strain tensor itself by the use of projection
operators, here noted Pþ and P, through relations (B.2) and (B.3)..4
cal settings.
Number of elements Type of element l
ntification 8000 Lagrange P1 5:0 104
thickness 16,000 Lagrange P1 5:0 104
thickness 50,000 Lagrange P1 5:0 104
thickness 80,000 Lagrange P1 5:0 104
þ ¼ PþðÞ :  ðB:2Þ
 ¼ PðÞ :  ðB:3Þ
These projection operators are fourth order tensors whose computation requires the eigenvalues and eigenvectors of . As
can be seen in Eq. (B.1), the projection operators are partial derivatives of tensor valued tensor functions. They are computed
using the following classic tensor calculus formula (see [12,35]).@GðBÞ
@B ijkl
¼
X
a
X
b
@ga
@kb
na;ina;jnb;knb;l þ
X
a
X
b–a
1
2
ga  gb
ka  kb na;inb;j na;knb;l þ nb;kna;l
	 
 ðB:4Þ
where G represents the tensor valued tensor function, B is the argument tensor, ka are the eigenvalues, na are the eigenvec-
tors, ga are the diagonal functions associated with the representation of GðBÞ in its eigenbasis. Note that this means that GðBÞ
has the same eigenvectors as B, which is the case here for the positive–negative part decomposition. Here, ga is either hkaiþ or
hkai (depending on the projector of interest), which are the eigenvalues of the positive/negative parts.
As the chosen shape functions is Lagrange P1, the strain tensor is constant on each cell of the mesh. On a given cell K, the
characteristic polynomial of the two dimensional strain tensor has the well known form:v ¼ X2  trðKÞX þ detðKÞ ðB:5Þ
The discriminant of this polynomial, D ¼ trðKÞ2  4detðKÞ ¼ ð11;K  22;KÞ2 þ 4212;K , is always positive. The eigenvalues
are therefore real and given by:1=2;K ¼ 12 trðKÞ 
ﬃﬃﬃ
D
p 
ðB:6ÞThe associated eigenvectors may also be computed using standard methods of linear algebra and are easy to compute
analytically in our case. In the case where 12 – 0 the eigenvectors read:V1 ¼
12
111
1
" #
V2 ¼
12
211
1
" #
ðB:7ÞThese eigenvectors are then normalized. Note that in practice, to avoid floating point errors, it is checked whether
j12j > 1E  16 in order to use relations (B.7) and (B.4).
On the other hand, if 12 ¼ 0 (in practice j12j < 1 E  16), then the projectors reduce to a trivial form which can be explic-
itly treated. Indeed, for example if 11 P 0 and 22 P 0 the positive projector is simply given byPþ1111 ¼ 1; Pþ2222 ¼ 1; Pþijkl ¼ 0 for all other i; j; k; l ðB:8Þ
Finally, note that the double eigenvalue case is included within the case 12 ¼ 0.
Appendix C. Boundedness of the damage variables
This section discusses numerical aspects regarding the boundedness of the bulk damage variable. The elements are
always triangles and their nodes are noted ai (see Fig. C.28). Thanks to the shape functions, a function of interest can be rep-
resented locally over a given cell. This leads to the classic Lagrange P1 finite element solution procedure and it will therefore
not be detailed further. The modelling strategy presented previously is based on the introduction of a damage variable d
which is required to vary between 0 and 1. From a continuous standpoint, it is easy to show that the boundedness of d fol-
lows from the maximum principle [19]. However, one question that may be asked is the following: does the numerical
method guarantee the boundedness of d? Or under what conditions?
From a discretized point of view d is the solution of the linear system:Add ¼ Rd
In order to solve this problem, one may use the Jacobi method (note that the Jacobi method is used for the proof only, and not
to solve the system in practice). As the previous linear system has a unique solution, a Jacobi algorithm applied to it, if it
converges, would lead to the same solution. It is based on the decomposition of Ad into the sum of a diagonal, lower and
upper part: Ad ¼ Dd þ Ld þ Ud. The solution is then obtained via the following iterative algorithm:Ddd
kþ1 ¼ Rd  Uddk  LddkThe matrix Ad is the sum of a stiffness matrix Sd and a matrixMd (resulting from the discretization of the term in d). Both
these matrices are assembled from elementary matrices computed on each cell. For Lagrange P1 shape functions in two
dimensions, they take the classical form as follows:
Md;K ¼ gcl þ 2H
 
K
jKj
1
6
1
12
1
12
1
12
1
6
1
12
1
12
1
12
1
6
2
64
3
75
Sd;K ¼ gcl4jKj
jja2a3jj2 a2a3ja3a1ð Þ a2a3ja1a2ð Þ
a2a3ja3a1ð Þ jja3a1jj2 a3a1ja1a2ð Þ
a2a3ja1a2ð Þ a3a1ja1a2ð Þ jja1a2jj2
2
64
3
75where aiajjakal
	 

is the scalar product between the vectors linking ai to aj and ak to al. K denotes the cell and jKj its area.
Assuming the algorithm is initialized with d0 ¼ 0, the positivity of d at subsequent iterations is guaranteed if all compo-
nents of the diagonal matrix Dd and right hand side Rd are positive and all components of Ld and Ud are negative.
The right hand side is positive by definition of H. Moreover, given the positivity of the diagonal terms of the elementary
matrices, the diagonal matrix Dd will also be positive.
However, the fact that all components of Ld and Ud are negative is not guaranteed a priori. First, the non diagonal terms of
Md;K are positive. This issue may be overcome by using mass lumping, a standard procedure in finite element computation,
which consists in concentrating all terms of the matrix Md;K onto its diagonal. The lumped matrix then has the following
form:Mlumpedd;K ¼
gc
l
þ 2H
 
K
jKj
1
3 0 0
0 13 0
0 0 13
2
64
3
75Second, the non diagonal terms of Sd;K are not necessarily negative. Indeed, in the case of an element as illustrated in
Fig. C.27, the scalar product a2a3ja3a1ð Þ will be positive.
Nevertheless, a good quality mesh will be composed of elements such as the one shown in Fig. C.28, thus leading to neg-
ative non-diagonal components.
Therefore, sufficient conditions to ensure the positivity of d are to use a lumped matrix and a mesh whose elements do
not present angles superior to 90. A similar analysis can be performed for d
 ¼ 1 d therefore leading to the boundedness of
d between values of 0 and 1.
However, these conditions do not seem to be necessary for stability. In fact, tests were performed with a non-lumped
mass matrix and bad quality elements (presenting one angle greater than 90). Values of d were observed to go out ofFig. C.27. Case leading to a negative non-diagonal term of elementary stiffness matrix.
Fig. C.28. Case leading to a positive non-diagonal term of elementary stiffness matrix.
the bounds 0;1½  only very slightly (effects to the third decimal). In addition, d remained bounded between 0 and 1 when
tests with a lumped matrix and a bad quality mesh were performed.
Note that concerning the adhesive damage variable b, boundedness is automatically respected by the algebraic relation
(26).
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