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pour son soutien constant, pour avoir supporté les hauts et les bas, et pour donner
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2 Modèles individu-centrés en écologie 45
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[P4] Champagnat, N., Ferrière, R., Méléard, S. Unifying evolutionary dynamics : From in-
dividual stochastic processes to macroscopic models. Theor. Popul. Biol. 69, 297–321
(2006).
[P5] Champagnat, N. A microscopic interpretation for adaptive dynamics trait substitution
sequence models. Stoch. Proc. Appl. 116, 1127–1160 (2006).
[P6] Champagnat, N., Lambert, A. Evolution of discrete populations and the canonical
diffusion of adaptive dynamics. Ann. Appl. Prob. 17, 102–155 (2007).
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Présentation du manuscrit
Ce mémoire propose une synthèse de mes travaux de recherche depuis ma soute-
nance de thèse en décembre 2004. Mes travaux de thèse ne seront pas décrits dans
ce document, excepté [P5] qui sert de base à plusieurs autres travaux effectués de-
puis. Aucune mention ne sera donc faite de mes travaux [P3] et [P10], bien que les
résultats du dernier de ces articles aient été substantiellement améliorés par rapport
à la version présentée dans ma thèse.
Il ne sera également fait aucune mention de l’article [P24], qui est un article
introductif sur le lien entre EDP et processus stochastiques en finance, et des ar-
ticles [P8] et [P16] par manque de place et parce qu’ils ne s’inscrivent pas dans les
grands thèmes qui réunissent mes autres travaux. L’article [P8] étudie les processus
de Dawson-Watanabe multitypes et leurs masses (processus de Feller multitypes)
conditionnés à la non-extinction. L’article [P16] étudie une méthode probabiliste de
moindres carrés pour le calcul des distributions de charge dans une bio-molécule.
Ainsi que le titre de ce mémoire tente de l’exprimer, mes travaux ont porté sur
des thèmes mathématiques touchant aux probabilités, aux équations aux dérivées
partielles et aux systèmes dynamiques déterministes, et sur des thèmes d’applications
allant des dynamiques de populations (englobant la biologie de l’évolution, l’écologie
et la génétique des populations) à la dynamique moléculaire, en passant par les
mathématiques financières même s’il n’en sera pas question ici. Ce document est
divisé en cinq chapitres de longueurs inégales et de thèmes variés. Chacun commence
par une introduction avec une bibliographie détaillée sur le thème abordé, et se
termine par une description des perspectives qui font suite aux travaux présentés.
Voici une brève présentation de leur contenu.
La plus grande partie de mes travaux a porté sur des approches probabilistes
pour la dynamique adaptative [P2, P3, P5, P6, P13, P14, P19, P23], présentées dans
le chapitre 1. Une grande partie de ces travaux étudie diverses limites d’échelle
dans divers processus stochastiques à valeurs mesures modélisant une dynamique de
population au niveau individuel dans un espace de types, ou traits (modèles individu-
centrés, décrits dans la section 1.2). Ces limites d’échelle visent à décrire l’évolution
à long terme de la population comme des masses de Dirac qui se déplacent dans
l’espace de types (sections 1.4.1 et 1.6.1). Cette dynamique simplifiée permet ensuite
de décrire une dynamique adaptative dans l’espace des traits sous forme d’équation
différentielle ordinaire (section 1.4.2) ou stochastique (section 1.6.2), et d’obtenir
un critère pour un phénomène de diversification fondamental en biologie, appelé le
branchement évolutif (section 1.4.3). Des résultats originaux sur le comportement
en temps long de certains systèmes dynamiques, décrits dans la section 1.3, sont
cruciaux pour faire aboutir la méthode. Certaines conséquences spectrales sur les
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processus de naissance et de mort neutres en dimension 2 sont étudiées dans la
section 1.7.
La section 1.5 du chapitre 1 décrit l’article [P15] sur l’approche EDP en dyna-
mique adaptative. Il s’agit là aussi d’appliquer une limite d’échelle visant à faire
converger la solution de l’EDP vers une somme de masses de Dirac, décrite par une
équation de Hamilton-Jacobi avec contrainte pour laquelle nous obtenons une forme
fermée.
Le chapitre 2 porte sur mes travaux en modélisation en écologie [P4, P7, P9, P18,
P22]. La section 2.2 s’intéresse à diverses limites d’échelle appliquées à des modèles
individu-centrés d’évolution dans un espace de traits, qui permettent de donner une
interprétation microscopique de plusieurs EDP classiques en génétique quantitative,
et d’introduire de nouveaux modèles macroscopiques de type superprocessus. La sec-
tion 2.3 porte sur l’étude de modèles individu-centrés dans un espace de trait et un
espace physique, et sur leurs liens avec des EDP avec interaction locale en espace,
mais non-locale en trait. Enfin, des modèles de plantes clonales, qui se développent
en réseau et consomment des ressources continues en espace, font l’objet de la sec-
tion 2.4. Le lien entre ces modèles et des EDP sur la densité de population est
également étudié.
Mes travaux [P17, P20, P21] portant sur la génétique des populations dans des
processus de branchement généraux sont décrits dans le chapitre 3. La dynamique
de la population est représentée par un splitting tree, processus de branchement
général où chaque individu se reproduit et meurt indépendemment des autres, où les
naissances sont poissoniennes, mais où les durées de vie ne sont pas nécessairement de
loi exponentielle. Sur cette dynamique de population se superposent des mutations
avec une infinité d’allèles se produisant de façon poissonienne pendant la durée de vie
des individus. L’étude du spectre de fréquence espéré fait l’objet de la section 3.2,
et l’étude du comportement en temps grand de la taille des plus grandes familles
alléliques et de l’âge des plus anciennes familles alléliques fait l’objet de la section 3.3.
Le chapitre 4 décrit les contributions [P1, P12] à l’étude de l’existence et l’uni-
cité pour des équations différentielles ordinaires générales hamiltoniennes dans des
champs de forces n’admettant pas de dérivée (section 4.2), et à l’étude de l’exis-
tence forte et l’unicité trajectorielle pour des équations différentielles stochastiques
générales à coefficients irréguliers (section 4.3).
Enfin, le chapitre 5 décrit les contributions de l’article [P11] sur l’interprétation
probabiliste des opérateurs sous forme divergence à coefficients constants par mor-
ceaux en dimension quelconque et les méthodes numériques associées, avec une
application à la résolution par méthode de Monte-Carlo de l’équation de Poisson-
Boltzmann de la dynamique moléculaire (section 5.2).
Regroupons pour finir quelques abréviations utilisées dans l’ensemble du docu-
ment :
EDO Équation différentielle ordinaire ;
EDP Équation aux dérivées partielles ;
EDS Équation différentielle stochastique.
On adopte également les notations françaises [a, b] pour l’intervalle fermé entre a
et b ≥ a dans R, ]a, b[ pour l’intervalle ouvert, N = {0, 1, 2, . . .}, N∗ = {1, 2, . . .},





1.1 Introduction aux dynamiques adaptatives
Depuis une vingtaine d’années, une branche de la biologie de l’évolution a reçu
un important développement. Il s’agit de la théorie des dynamiques adaptatives, qui
prend ses racines dans [154, 257, 237] et dont l’idée de base est d’examiner les inter-
actions entre écologie (étude des interactions entre les individus et le milieu biotique
ou abiotique qui les entoure, dont ils font eux-même partie) et évolution (modifi-
cation des espèces vivantes au cours des générations par reproduction, mutations
et sélection naturelle). L’écologie joue clairement un rôle crucial pour la sélection,
qui résulte des interactions des différents types d’individus d’une espèce avec leur
environnement. Bien que le rapprochement de ces deux branches de la biologie ne
soit pas une idée nouvelle, la théorie des dynamiques adaptatives a connu un succès
important car elle propose des outils s’adaptant à une grande variété de situations
écologiques (interactions compétitives ou mutualistes entre individus ou espèces ; in-
teractions proie-prédateurs, hôte-parasites, plantes-insectes, insectes sociaux ; cycles
de vie annuels ou avec recouvrement de générations, etc.).
L’idée principale des dynamiques adaptatives consiste à construire un paysage
de fitness d’invasion (ou simplement fitness) qui mesure la valeur sélective d’un
individu donné dans un environnement donné incluant la population considérée elle-
même. Cet individu peut être n’importe quel individu mutant (fictif) pouvant nâıtre
dans la population à l’instant considéré. La manière de construire ce paysage de fit-
ness dépend du contexte écologique [257]. Par exemple dans les modèles markoviens
homogènes en temps continu que nous allons étudier ci-dessous, il s’agit du taux de
croissance (taux de naissance moins taux de mort) instantané de l’individu considéré
dans l’environnement considéré. Si l’on suppose en plus que la population constituant
l’environnement est dans un état stationnaire, alors on peut considérer que la fitness
d’un individu mutant donné dans cette population gouverne la possibilité d’invasion
(ou au moins de croissance initiale) des descendants de ce mutant dans la popula-
tion. Sous certaines hypothèses biologiques, notamment de grande population et de
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mutations rares, ce paysage de fitness permet de décrire la succession d’invasions de
mutants et les états stationnaires successifs de la population.
Historiquement, cette idée a d’abord été utilisée dans un contexte de théorie
des jeux dans [154], où les auteurs étudient les invasions successives de stratégies
écologiques. Ils ont notamment étudié l’influence de la densité-dépendance (c’est-à-
dire la dépendance des paramètres écologiques, comme les taux de naissance et de
mort, par rapport à la densité de la population et des sous-populations de types
différents qui la constituent) sur la fitness, afin d’étudier les transitions d’états où
une seule stratégie subsiste vers des états de coexistence de stratégies différentes.
Ils ont également proposé une EDO qui approche l’évolution des stratégies do-
minantes dans la population. L’idée de déduire le comportement évolutif global
d’un système écologique à partir des possibilités d’invasions locales de mutants a
été également exploitée dans [237] dans un contexte d’interaction proie-prédateur.
L’idée de coévolution du paysage de fitness avec la population, exploitée plus tard
dans [256, 254], est également présente dans cet article.
L’article véritablement fondateur des dynamiques adaptatives est [256] (voir aussi
[130, 129]), qui fait la synthèse entre [154] et [257]. Ce travail utilise des modèles
plus riches et ajoute un aspect dynamique à l’approche de la théorie des jeux. Il
précise les hypothèses biologiques nécessaires à cette étude, dont la principale est une
hypothèse de mutations rares impliquant une séparation d’échelles de temps entre
les mutations et les interactions écologiques et permettant de décrire successivement
l’effet de chaque invasion d’un trait mutant sur l’état de la population. L’article [256]
décrit également de façon détaillée le phénomène de diversification décrit dans [154].
Ce phénomène, où les pressions de sélection poussent une population initialement
concentrée autour d’un seul type dominant à se diviser en deux sous-populations de
types dominants différents en interaction, a reçu le nom de branchement évolutif.
Le résultat le plus marquant de [256] est l’identification des points de l’espace des
types où le branchement évolutif est susceptible de se produire — les singularités
évolutives — et un critère de branchement évolutif portant sur les dérivées de la
fonction de fitness en ces points. Plus généralement, les propriétés des singularités
évolutives (attracteur évolutif, types non-envahissables aussi appelés evolutionary
stable strategies ou ESS, point de branchement, etc.) sont caractérisées en fonction
des dérivées de la fonction de fitness.
Un autre outil complète la panoplie d’analyse des dynamiques adaptatives, appelé
l’équation canonique de la dynamique adaptative [80]. Il s’agit d’une EDO
approchant la dynamique du type dominant dans la population avant un instant de
branchement évolutif. Cette EDO comporte un terme décrivant l’effet des mutations,
et un terme de gradient de fitness décrivant la sélection, qui pousse la population à
accrôıtre localement sa fitness.
Il existe de nombreuses références décrivant les différents outils en dynamique
adaptative (voir notamment [82]). Ces outils sont utilisés par les modélisateurs
en écologie et évolution pour analyser et prédire l’évolution de populations dans
des contextes écologiques variés. Il n’est pas ici question de donner une liste ex-
haustive de références. Le lecteur peut se référer à la liste établie par E. Kisdi
(http://mathstat.helsinki.fi/~kisdi/addyn.htm), dont la partie applications com-
porte près de 150 références.
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Une raison importante du succès de la théorie de la dynamique adaptative tient
au fait que le phénomène de diversification du branchement évolutif jette une nouvelle
lumière sur la question biologique fondamentale de l’origine des espèces. En effet, le
scénario de spéciation le plus communément admis suppose qu’une espèce se trouve
divisée en deux sous-populations séparées géographiquement (par exemple suite à
l’apparition d’une barrière géographique ou à la colonisation d’un nouvel habitat).
On parle alors de spéciation allopatrique. Le scénario opposé de spéciation sympa-
trique suppose que l’isolement reproducteur a lieu sans séparation géographique, par
divers mécanismes liés à la sélection naturelle (par exemple l’évolution de préférences
reproductrices en fonction de traits sexuels, ou la sélection d’un désavantage sélectif
des hybrides). Bien que décrit dans un contexte de reproduction asexuée, le bran-
chement évolutif a été proposé comme un mécanisme pouvant être à l’origine d’une
spéciation sympatrique [78, 182, 309, 340, 333]. De plus, les conditions sur les pa-
ramètres écologiques d’un modèle conduisant au branchement évolutif étant relati-
vement peu contraignantes, il semble raisonnable de penser que ce phénomène puisse
se produire fréquemment. Cependant, les hypothèses biologiques permettant de jus-
tifier les approximations des dynamiques adaptatives sont beaucoup discutées et
ont conduit à de fortes controverses sur le lien entre le branchement évolutif et la
spéciation sympatrique (voir [343] et la section 1.8.2).
Les outils de la théorie de la dynamique adaptative ont reçu de nombreux déve-
loppements et extensions, parmi lesquelles nous pouvons citer l’étude de l’équation
canonique lorsque l’espace des types est multidimensionnel et/ou le nombre de types
coexistant dans la population est arbitraire (voir notamment [80, 213, 92, 214, P3,
P6]), l’étude des dynamiques d’invasion d’un type mutant, afin notamment de définir
la fitness d’invasion (voir par exemple [257, 110, 140, 274]) ou l’étude des dynamiques
de sous-populations en interaction, afin notamment de déterminer si un type mutant
remplace le type lui ayant donné naissance, s’ils coexistent, ou bien si le trait mutant,
bien qu’invasif, s’éteint (voir par exemple [128, 127]), ou même si l’invasion du mutant
conduit à l’extinction de la population (evolutionary suicide [141, 75, 109]).
En plus des précédents, un certain nombre de travaux ont cherché à étudier
les fondements mathématiques de l’approche des dynamiques adaptatives, qui sont
décrits de façon heuristique ou bien en termes de modèles approchés dans les ar-
ticles fondateurs [256, 80]. En particulier, la justification mathématique du critère
de branchement évolutif et d’une convergence vers l’équation canonique ont été
abordés avec diverses approches. Le comportement stationnaire de modèles évolutifs
de populations a été étudié par exemple dans [59, 139, 255, 352], et explicitement
relié au critère de branchement évolutif dans [59, 352]. Cependant, le phénomène
de branchement évolutif est par essence dynamique et un état stationnaire mono-
type peut également résulter d’un branchement évolutif suivi de l’extinction d’une
branche [131, 177, 179, 74]. À ce jour, deux approches mathématiques ont été utilisées
pour étudier le branchement évolutif d’une façon dynamique. La première s’appuie
sur des limites d’échelles appliquées à des modèles déterministes (EDP) [83, 15, 277,
14, 232, 260, P15] et sera présentée dans la section 1.5. La seconde s’appuie sur des li-
mites d’échelles appliquées à des modèles stochastiques individu-centrés, c’est-à-dire
décrivant chaque événement de naissance et de mort dans la population [249, 52,
P2, P5, P6, P14], et fait l’objet de la section 1.4. Ces deux approches obtiennent un
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modèle simplifié en appliquant une limite de “concentration” (Théorèmes 1.9 et 1.17),
visant à remplacer les densités de population par des masses de Dirac concentrées
sur un petit nombre de types. Bien que les deux approches semblent similaires, nous
verrons qu’elles exploitent des idées différentes et donnent des modèles approchés
qui, bien qu’ayant des comportements qualitatifs similaires, ont des différences no-
tables en terme d’échelle de temps et de dynamique. En particulier, les équations
canoniques obtenues par ces deux méthodes sont différentes.
Le reste du chapitre est dévolu à des résultats sur le comportement en temps long
de systèmes déterministes de populations en compétition (section 1.3), à l’étude des
dynamiques adaptatives en population finie (section 1.6), et à l’étude de propriétés
spectrales de processus de naissance et de morts qui sont au cœur de l’analyse de la
section 1.6 (section 1.7). Le chapitre se termine par diverses perspectives liées aux
travaux présentés dans ce chapitre.
1.2 Modèle individu-centré
On considère une population asexuée finie dans laquelle les capacités de sur-
vie et de reproduction de chaque individu sont caractérisées par un vecteur de
traits phénotypiques quantitatifs (c’est-à-dire, par opposition au génotype, des ca-
ractéristiques globales individuelles soumises à sélection, telles que la taille ou l’âge
de l’individu à maturité, son taux d’absorption de certains nutriments, etc.). Par
commodité, on parlera dans la suite simplement de traits.
L’évolution de ces individus résulte de trois mécanismes : l’hérédité, qui trans-
met les traits d’un parent à ses enfants (pour nous, il s’agira simplement d’hérédité
clonale), les mutations qui introduisent de la variabilité dans les traits transmis, et
la sélection qui résulte des interactions entre les individus et leur environnement,
comprenant en particulier le reste de la population considérée.
Nous allons définir un modèle individu-centré — c’est-à-dire un modèle décrivant
l’ensemble des événements de naissance, mort et mutations de chaque individu — de
l’évolution de la population. Les intéractions écologiques responsables de la sélection
sont prises en compte dans de tels modèles par une densité-dépendance, c’est-à-
dire une dépendance des paramètre individuels (taux de naissance et de mort) par
rapport à la densité des différents traits dans la population. Le niveau de détail du
modèle écologique peut conduire à une grande variété de modèles individu-centrés
et de densité-dépendances (pour les modèles en évolution, on peut citer [256, 177,
81, 86, 117, 92, 249, P2, P4, P9, P14] ; plus généralement en écologie, voir [262]
et le chapitre 2). On peut par exemple considérer une dynamique couplée entre la
population et des ressources communes (modèles de chémostat [P2]).
Nous avons choisi dans ce mémoire de présenter l’ensemble des résultats des
chapitres 1 et 2 dans un cadre unique simple : celui de la densité-dépendance de
Lotka-Volterra compétitive. Plus précisément, dans ce chapitre, nous considérons
principalement le cas d’un opérateur de compétition positif. Il s’agit d’une extension
du modèle de [194] et d’un cas particulier des modèles de [117, P4, P14]. Ce choix
est motivé par les propriétés simples de comportement en temps long des systèmes
dynamiques logistiques associés, présentées dans la section 1.3.
Ce choix nous conduit à modifier plusieurs énoncés et quelques preuves, dont
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une a dû être réécrite en grande partie (théorème 1.17, section 1.5.2), mais permet
de décrire l’ensemble des travaux des chapitres 1 et 2 dans un cadre unifié. À la fin
de chaque section, quelques mots sont dits sur les autres hypothèses et modèles sur
lesquels des résultats ont été obtenus dans mes publications.
1.2.1 Le modèle
Soit X ⊂ R` l’espace des traits (` ≥ 1), supposé fermé (mais pas nécessairement
borné) dans toute la suite. On note MF l’espace des mesures positives finies sur X ,





δxi : n ≥ 0, x1, . . . , xn ∈ X
}
.
On utilisera les notations habituelles 〈ν, f〉 pour l’intégrale de la fonction mesurable
bornée f sur X par rapport à la mesure ν ∈MF , et Supp(ν) pour le support de ν.
On considère à tout instant t ≥ 0 une population finie de Nt individus, chacun
porteur d’un trait dans X . On note x1, . . . , xNt les valeurs de ces traits. Le modèle
individu-centré est un processus de Markov de saut pur à valeurs dans l’espace M1





Pour tout x, y ∈ X , on introduit les paramètres biologiques suivants :
b(x) ∈ R+ le taux de reproduction d’un individu de trait x. Un individu est supposé
donner naissance à un seul individu à la fois.
d(x) ∈ R+ le taux de mort “naturelle” d’un individu de trait x.
r(x) := b(x)− d(x) le taux de croissance “naturelle” du trait x.
c(x, y) ∈ R+ le noyau de compétition, représentant l’influence d’un individu de trait
y sur la mortalité d’un individu de trait x.
p(x) la probabilité de mutation lors d’une reproduction d’un individu de trait x.
m(x, h)dh la loi de la différence entre le trait x et un trait mutant x + h né d’un
individu de trait x. Le support de cette mesure est contenu dans {z−x : z ∈ X}.
Le processus (νt, t ≥ 0) est un processus de Markov homogène dans M1 de
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Autrement dit, un individu de trait x dans la population νt donne naissance à un
nouvel individu à taux b(x) et meurt à taux
d(x) +
∫




indépendamment des autres individus. Le terme intégral correspond à la mortalité
par compétition. La masse de Dirac dans ce terme l’intégrale rend compte du fait
qu’un individu n’est pas en compétition avec lui-même. En particulier, lorsque Nt =
1, le taux de mort par compétition s’annule. En cas de naissance, avec probabilité
1 − p(x) le nouvel individu n’a pas subi de mutation et son trait est x. Sinon, son
trait est y = x+H, où H est une v.a. de loi m(x, h)dh.
Nous aurons besoin des hypothèses suivantes.
Hypothèses 1.1 (bornes et régularité sur les paramètres)
1. Les fonctions b, c et d sont mesurables bornées, à valeurs positives ou nulles.
2. Pour tout x ∈ X , r(x) > 0.
3. Il existe D > 0 et c > 0 tels que c(x, y) ≥ c pour tout x, y ∈ X tels que |x−y| ≤ D.
4. Il existe une fonction m dans L1(R`) telle que pour tout x ∈ X et h ∈ R`,
m(x, h) ≤ m(h).
Hypothèses 1.2 (symétrie et positivité de l’opérateur de compétition)
1. Il existe une fonction γ : X → R∗+ telle que γ(y)c(x, y) = γ(x)c(y, x) pour tout
x, y ∈ X .





c(x, y)γ(y)µ(dx)µ(dy) > 0.
Sous les hypothèses 1.1 et si la condition initiale ν0 a suffisamment de moments fi-
nis, l’existence de (νt, t ≥ 0), son unicité en loi, les décomposition en semi-martingales
des processus du type 〈νt, f〉, et la construction de (νt, t ≥ 0) comme solution d’une
équation différentielle stochastique dirigée par des mesures ponctuelles de Poisson,
sont obtenues dans [117] (voir aussi [P9]).
La seconde hypothèse provient de [166, 292, P13]. Elle est assez restrictive, mais
nous permettra d’obtenir des énoncés simples dans la suite de ce chapitre. Voici deux
exemples de noyaux de compétition pour lesquels elle est vraie.
Proposition 1.3 (exemples d’opérateurs de compétition positifs)
(i) Soient γ : X → R∗+ et α : X → R∗+ mesurables bornées, π une mesure positive
sur R`, symétrique par rapport à 0, dont le support est d’intérieur non vide, et
telle que sa transformée de Fourier π̂ satisfait R(π̂(x)) > 0 pour tout x ∈ R`,
où R(·) est la fonction partie réelle sur C. Alors le noyau de compétition
c(x, y) = γ(x)α(x)α(y)R(π̂(x− y)) (1.3)
satisfait l’hypothèse 1.2.
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(ii) Soient γ : X → R∗+ mesurable bornée, π une mesure positive finie non nulle
sur un espace mesurable (E, E) et K : X × E → R∗+ mesurable bornée telle que
la famille de fonctions (K(·, z))z∈E est π-libre, c’est-à-dire qu’il n’existe pas de
mesure µ sur X signée finie non nulle telle que
∫
X K(x, z)µ(dx) = 0 pour tout
z dans le support de π. Alors le noyau de compétition





Bien entendu, toute combinaison linéaire de fonctions comme dans (i) et/ou (ii)
avec la même fonction γ satisfait également l’hypothèse 1.2. De nombreux exemples
de fonctions π comme dans (i) sont donnés par la densité de tout vecteur inifni-
ment divisible centré symétrique non dégénéré, par exemple de loi stable symétrique
multivariée non dégénérée sur R` (notamment de loi gaussienne centrée multivariée
de matrice de covariance inversible), ou de loi de Laplace ou logistique centrée sur
R... La famille (x 7→ ex·z)z∈R` est un exemple de famille π-libre pour toute mesure




analytique pour toute mesure µ finie à support compact.
Preuve Les preuves des deux points sont similaires. Nous prouverons seulement (i).
Il s’agit d’une extension de propriétés classiques de noyaux de type positif [322]. La
propriété de symétrie de la fonction γ(y)c(x, y) découle de la symétrie de la mesure
















Pour montrer que cette quantité est non nulle, remarquons que∫
X
γ(x)α(x)eiξ·xµ(dx)
est la transformée de Fourier de la mesure signée finie non nulle de support compact
γ(x)α(x)µ(dx)1x∈X . C’est donc une fonction non nulle analytique dans R`, qui ne
peut pas être nulle sur le support de π, puisqu’il contient un ouvert non vide. 
1.2.2 Exemple
Les paramètres suivants du modèle individu-centré sont adaptés d’un modèle
classique [302, p. 534-536] de compétition locale (en trait) entre individus pour un
continuum de ressources d’abondances inhomogènes (penser par exemple aux tailles
de becs des pinsons de Darwin, et aux tailles des graines disponibles dans l’envi-
ronnement). Ce modèle a été étudié dans le contexte des dynamiques adaptatives
dans [78].
On considère les paramètres


















On suppose également que la loi de mutation m(x, h)dh est une gaussienne centrée de
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variance σ2, conditionnée à ce que le trait mutant x+h soit dans X . Ces paramètres
satisfont les hypothèses 1.2 d’après la proposition 1.3. Comme nous le verrons en
section 2.2, le paramètre K permet de contrôler la compétition maximale entre in-
dividus, et donc la taille de la population, qui est d’ordre K. Les simulations sont
réalisée par acceptation-rejet, qui permet ici une simulation exacte.
(a) p = 0.1, K = 1000, σ = 0.01, σb = 0.9,
σα = 1.0.
(b) p = 0.1, K = 1000, σ = 0.01, σb = 0.9,
σα = 0.7.
Figure 1.1 – Simulations numériques de la distribution de traits dans la population
(courbes du haut) et du nombre d’individus (courbes du bas) dans le modèle individu-centré
de paramètres (1.4). La population initiale est composée de K individus de même trait −1.0.
Dans ce modèle, le trait x = 0 est optimal pour le taux de croissance, mais la
compétition locale entre traits peut conduire à une séparation de la population en
sous-populations éloignées du trait optimal (voir fig. 1.1 (b)). Cette transition d’une
population essentiellement monotype à plusieurs sous-populations de traits distincts
en compétition s’appelle branchement évolutif (voir fig. 1.1 (b)). Comme on le verra
en section 1.4.3, la possibilité de branchement évolutif est gouverné par le signe de
σb − σα. S’il est positif, la compétition est trop forte localement pour permettre une
stabilisation de la population autour du trait x = 0. Dans le cas contraire, le bénéfice
en terme de taux de croissance en x = 0 est suffisant pour stabiliser la population.
1.3 Comportement en temps long de systèmes de Lotka-
Volterra compétitifs [P13]
Les résultats présentés ici sont issus de la publication [P13] en collaboration avec
P.-E. Jabin et G. Raoul.
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Afin d’analyser le phénomène de branchement évolutif dans la section suivante,
nous énonçons ici quelques résultats sur les systèmes d’EDO déterministes de Lotka-
Volterra compétitifs. Ces équations décrivent la dynamique temporelle des densités
de population d’un nombre fini de traits dans la limite de grande population et en
l’absence de mutations (voir section 2.2).
Soit k ≥ 1 et x1, . . . , xk ∈ X des traits distincts. Dans la suite de ce chapitre, nous
adopterons la convention que les lettres grasses minuscules désignent des vecteurs










ui(t), i = 1, . . . , k, (1.5)
avec des conditions initiales ui(0) ≥ 0 données. Il s’agit d’un système de Lotka-
Volterra dans Rk, compétitif au sens de [153] (les c(xi, xj) sont positifs).
Proposition 1.4 Supposons que les hypothèses 1.1.2 et 1.2 sont satisfaites. Alors
il existe un unique ū = (ū1, . . . , ūk) ∈ Rk+ \ {0} tel que pour toute solution u(t) =
(u1(t), . . . , uk(t)) au système (1.5) de condition initiale ui(0) > 0 pour tout i =
1, . . . , k,
u(t)→ ū, quand t→ +∞.





c(xi, xj)ūj ≤ 0.
Ce résultat permet d’associer un unique équilibre à chaque famille finie de traits
distincts, qui est globalement asymptotiquement stable pour le système (1.5) (au
sens où toute solution non triviale, c’est-à-dire avec vecteur de données initiales de
composantes toutes non nulles, converge vers cet équilibre). On notera ū(x) le vecteur
ū de la proposition, où x = (x1, . . . , xk). Nous utiliserons également la notation (x, y),
où x = (x1, . . . , xk), pour le vecteur (x1, . . . , xk, y).
Définition 1.5 (coexitence et fitness)
(i) On dit que les traits x1, . . . , xk distincts coexistent si ū(x1, . . . , xk) ∈ (R∗+)k.
(ii) Pour x1, . . . , xk distincts et y ∈ X , on appelle fitness d’invasion ou plus simple-
ment fitness du trait y dans la population (à l’équilibre) de traits x1, . . . , xk




Remarquons que d’après la proposition 1.4, il existe un équilibre non trivial à (1.5)
si et seulement si les traits x1, . . . , xk coexistent, et que nécessairement l’équilibre
non trivial est alors globalement asymptotiquement stable. D’autre part, le signe de
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la fitness d’invasion gouverne le critère de stabilité linéaire de l’équilibre (ū(x), 0) :=









j=1 c(xi, xj)uj(t)− c(xi, y)uk+1(t)
)




r(y)−∑kj=1 c(y, xj)uj(t)− c(y, y)uk+1(t)
)
ui(t).
Plus précisément, on déduit facilement de la proposition 1.4 que ū(x, y) = (ū(x), 0)
si et seulement si f(y; x) ≤ 0.
Extensions traitées dans [P13]
Même si nous n’avons pas trouvé le résultat de la proposition 1.4 écrit sous
cette forme précise dans la littérature, l’idée générale en est bien connue depuis
longtemps [234]. Cette idée avait également été exploitée dans [166] pour un modèle











Ce n’est donc pas un résultat original. En revanche, nous l’obtenons dans [P13]
comme corollaire d’un résultat similaire portant sur des systèmes plus généraux.
Nous avons également obtenu dans [P13] un résultat original sur le comportement
asymptotique de systèmes d’EDO de type chémostat avec un nombre fini quel-
conque d’espèces et de ressources, en construisant une fonction de Lyapunov adaptée
(voir également [P2, Thm 3.2]). Pour une introduction aux modèles déterministe de
chémostat, nous renvoyons à la référence [315].
1.4 Limites de mutations rares, grande population et
petites mutations [P2, P5, P14]
Les résultats présentés ici sont issus de la publication [P5], de la publication [P14]
en collaboration avec Sylvie Méléard et de la prépublication [P2] en collaboration
avec Pierre-Emmanuel Jabin et Sylvie Méléard.
Notre premier but (section 1.4.1) est de présenter un résultat de “concentra-
tion” sur le modèle individu-centré, c’est-à-dire assurant la convergence du processus
(νt, t ≥ 0) sur l’échelle de temps des mutations (rares) vers un processus à valeurs
dans les sommes finies de masses de Dirac. Pour cela, nous allons combiner une li-
mite de mutations rares permettant de séparer les événement de mutations sur une
échelle de temps longue, et une limite de grande population permettant d’étudier la
compétition entre traits entre deux mutations sur une échelle de temps plus courte.
Dans un second temps, nous appliquerons une limite de petites mutations au
processus de saut ainsi obtenu afin de décrire le phénomène de branchement évolutif
comme une phase d’approche de points particuliers de l’espace des traits appelés
singularités évolutives (sections 1.4.2) suivie d’une phase de branchement évolutif
lorsque la singularité évolutive atteinte satisfait un critère précis (section 1.4.3). Le
principe biologique de cette étude a été proposé en premier dans [256].
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Afin de pouvoir appliquer ces asymptotiques, introduisons trois paramètres :
1. K > 0 le paramètre d’échelle de la taille de la population ;
2. µ ∈]0, 1] le paramètre d’échelle de la probabilité de mutations ;
3. σ ∈]0, 1] le paramètre d’échelle de la taille des mutations.
Nous rassemblons maintenant toutes les hypothèses utilisées dans cette section.
Hypothèses 1.6 (processus renormalisé)
1. Pour tout σ ∈]0, 1], la mesure de probabilité mσ(x, h)dh := 1σ`m(x,
h
σ )dh a son
support inclu dans X − x := {y − x : y ∈ X} (vrai par exemple si X est convexe
ou si le support de m(x, h) est convexe).





où le processus (νt, t ≥ 0) est construit comme dans la section 1.2.1 avec les
nouveaux paramètres bK,µ,σ := b, dK,µ,σ := d, cK,µ,σ :=
1
K c, pK,µ,σ := µp et
mK,µ,σ := mσ.
Hypothèse 1.7 (hyperbolicité des équilibres des systèmes de Lotka-Volterra)
Pour tout x1, . . . , xk qui coexistent, pour Lebesgue-presque tout trait xk+1 ∈ X , pour




c(xi, xj)ūj(x) 6= 0,
où x = (x1, . . . , xk+1). En particulier, pour presque tout xk+1 ∈ X ,
f(xk+1;x1, . . . , xk) 6= 0.
Hypothèses 1.8 (régularité et non-dégénérescence des coefficients)
1. On suppose X ⊂ R (` = 1).
2. Les fonctions b et d sont C3 sur X et la fonction c est C4 sur X 2.
3. La fonction (x, h) 7→ m(x, h) est Lipschitz sur X×R`, il existe un compact A ⊂ R`
tel que m(x, h) = 0 pour tout x ∈ X et h 6∈ A et, pour tout x dans l’intérieur de
X ,
∫
R−m(x, h)dh > 0 et
∫
R+ m(x, h)dh > 0.
Lorsque µ et σ sont fixés, le paramètre K correspond à une limite de grande
population pour le processus νK,µ,σ qui conduit à une limite déterminisite de type
EDP (voir le théorème 2.5 de la section 2.2). Pour cette raison, on appellera densité
du trait x dans la population νK,µ,σt le nombre 〈νK,µ,σt ,1{x}〉. Lorsque µ ≡ 0 et que
la mesure initiale a pour support {x1, . . . , xk}, on obtient une dynamique limite à
valeurs mesures dont le support est {x1, . . . , xk} et dont la masse de {xi} est donnée
par la densité ui(t) solution du système de Lotka-Volterra (1.5).
La fig. 1.2 illustre l’asymptotique de grande population et de mutations rares
employée dans la suite. Les densités de population observées dans la fig. 1.1 sont
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(a) p(x) = 1, K = 1000, µ = 0.0001, σ = 0.08,
σb = 0.9, σα = 1.0.
(b) p(x) = 1, K = 1000, µ = 0.0001, σ = 0.08,
σb = 0.9, σα = 0.7.
Figure 1.2 – Simulation numérique de la distribution de traits dans la population (courbes
du haut) et du nombre d’individus (courbes du bas) dans le modèle individu-centré de
l’hypothèse 1.6. La population initiale est composée de K individus avec trait −1.0.
remplacées par des masses de Dirac dont le support est constant par morceaux.
Chaque saut correspond à l’invasion d’un trait mutant. Selon les cas, le trait mutant
remplace le trait lui ayant donné naissance, ou bien ils coexistent. Le passage du
support d’un point à deux points correspond au phénomène de branchement évolutif
(fig. 1.2 (b)).
1.4.1 Convergence vers le PES (polymorphic evolution sequence)
Le résultat suivant montre que, sous une limite simultanée de mutations rares
(µ→ 0) et de grande population (K → +∞), le modèle individu-centré (νK,µ,σt , t ≥
0) converge sur l’échelle de temps des mutations t/(Kµ) vers un processus de Markov
de saut pur à valeurs dans l’espace des populations composées d’un nombre fini de





ūi(x)δxi : k ≥ 1, x1, . . . , xk ∈ X coexistent
}
.
Théorème 1.9 (convergence vers le PES)
Soit σ ∈]0, 1] fixé. Supposons que les hypothèses 1.1, 1.2, 1.6 et 1.7 sont satisfaites.
Soit x01, . . . , x
0
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pour tout ε > 0, il existe M > 1 tel que P(M−1 ≤ uK,µi ≤ M) ≥ 1 − ε. Supposons
enfin que K → +∞ et µ→ 0 de telle sorte que
∀V > 0, logK  1
Kµ
 exp(V K). (1.7)
Alors le processus (νK,µ,σt/Kµ , t > 0) converge au sens des marginales fini-dimensionnel-
les sur MF vers le processus de Markov homogène (Λσt , t > 0) de saut pur à valeurs
dans M0 tel que Λσ0 =
∑k
i=1 ūi(x)δx0i
et qui saute de l’état ν =
∑n
i=1 ūi(x)δxi ∈M0
où x = (x1, . . . , xn) à l’état
n∑
i=1
ūi(x, xj + h)δxi + ūn+1(x, xj + h)δxj+h
avec mesure de saut
p(xj)b(xj)ūj(x)
[f(xj + h; x)]+
b(xj + h)
mσ(xj , h)dh (1.8)
pour tout i = 1, . . . , n, où [a]+ = a ∨ 0 est la partie positive de a ∈ R.































pour tout fonction mesurable bornée ϕ sur M0.
Le processus Λσ est appelé polymorphic evolution sequence (PES) dans [P2, P14],
par extension du trait substitution sequence (TSS) introduit dans [256, Sect. 6.4, P5].
Remarquons que la convergence a lieu pour les processus définis sur l’intervalle de
temps ]0,+∞[ puisque nous n’imposons pas la convergence en loi de la condition
initiale.
Quelques indications de preuve
L’hypothèse (1.7) assure la séparation de trois échelles de temps : l’échelle de
temps de la compétition (logK), l’échelle de temps des mutations (1/Kµ), et l’échelle
de temps de la sortie d’un voisinage d’un équilibre stable (eKV ), liée aux grandes
déviations et problème de sortie de domaine [120, 72].
Le taux de transition (1.8) se factorise comme suit : p(xj)b(xj)ūj(x) est le taux
de mutation d’un individu de trait xj sur l’échelle de temps t/Kµ, mσ(xj , h)dh est la
loi de mutation et [f(xj +h; x)]+/b(xj +h) est la probabilité d’invasion d’un mutant
de trait xj + h.
Le premier facteur s’obtient en montrant que la proposition 1.4 implique que,
dans une populations avec les traits x1, . . . , xn de densité non nulle, le vecteur des
densités de population converge vers ū(x) sur une échelle de temps courte comparée
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à l’échelle de temps des mutations, et qu’elle reste dans son voisinage en l’absence de
mutations pendant une durée exponentielle en K. Le taux de mutations sur l’échelle
de temps initiale est alors proche de [Kūj(x)]×b(xj)× [µp(xj)] où le premier facteur
est (approximativement) le nombre d’individus porteurs du trait xj , le second facteur
est le taux de naissance par individu et le troisième facteur est la probabilité de
mutation lors d’une telle naissance. Sur l’échelle de temps t/Kµ, on obtient donc un
taux de mutation de p(xj)b(xj)ūj(x) dans la sous-population de trait xj . Le trait






taille de la population





Figure 1.3 – Les trois étapes de l’invasion et de la fixation d’un trait mutant y dans
une population monomorphe de trait x.
À l’instant où le trait mutant y apparâıt (à l’instant t = 0 dans la fig. 1.3),
sa densité dans la mesure νK,µ,σ est de 1/K. À l’aide de comparaisons entre le
nombre d’individus de trait mutant et un processus de branchement en temps continu
de taux de naissance par individu b(y) et de taux de mort par individu d(y) +∑k
i=1 c(y, xi)ūi(x), on montre que la probabilité que la population mutante atteigne
une densité ε > 0 fixée (à l’instant t1 dans la fig. 1.3) est proche de [f(y; x)]+/b(y) et
que la probabilité que la population mutante s’éteigne avant d’atteindre la densité ε
est proche de 1− [f(y; x)]+/b(y). De plus ces deux événements ont lieu en un temps
O(logK) avec grande probabilité.
Si la population mutante ne s’éteint pas, l’approximation des densités de chaque
trait par la solution du système de Lotka-Volterra (1.5) et la proposition 1.4 per-
mettent d’en déduire que les densités atteignent le ε-voisinage de ū(x, y) en un temps
O(1) avec une probabilité proche de 1 (à l’instant t2 dans la fig. 1.3).
La dernière étape consiste à utiliser de nouveau des comparaisons avec des proces-
sus de branchement afin de prouver que les traits xj tels que ūj(x, y) = 0 s’éteignent
effectivement en un temps O(logK) avec grande probabilité. Ici, l’hypothèse 1.7
est cruciale pour assurer que ces processus de branchement sont sous-critiques et
s’éteignent donc presque sûrement même si le nombre initial (à l’instant t2 dans la
fig. 1.3) d’individus porteurs du trait xj est d’ordre εK.
Mentionnons pour terminer que d’autres méthodes ont été développées récem-
ment pour prouver le théorème 1.9 dans [138].
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1.4.2 Équation canonique de la dynamique adaptative
L’approximation de la dynamique de population par le PES (Λσt , t ≥ 0) per-
met d’étudier plus facilement le phénomène de branchement évolutif, puisqu’il s’in-
terprète simplement comme la transition du PES d’une population monomorphe
(support de cardinal 1) à une population dimorphe (support de cardinal 2). Afin de
ramener l’étude de ce phénomène à des propriétés locales du PES, nous allons main-
tenant utiliser la limite des petites mutations σ → 0. Nous verrons que cette analyse
nécessite une condition supplémentaire pour caractériser le branchement évolutif :
les deux traits composant la population doivent avoir tendance à s’écarter sans que
l’une des deux sous-populations ne s’éteigne.
Nous supposerons pour cette étude que l’espace des traits est mono-dimensionnel
(` = 1). Les difficultés liées aux plus grandes dimensions seront discutées dans la
section 1.8.
Définition 1.10 (singularités évolutives)
Supposons que les fonctions b, c et d sont C1. Les points x∗ ∈ X tels que ∂1f(x∗;x∗) =
0 sont appelés singularités évolutives, où ∂1 désigne la dérivée partielle par rapport
à la première variable. On note S l’ensemble des singularités évolutives.
Notre étude se déroule en deux étapes. Premièrement, caractériser l’approche
des singularités évolutives ; la population reste monomorphe pendant cette phase.
Deuxièmement, caractériser les singularités évolutives où se produit le branche-
ment évolutif avec un critère explicite (section 1.4.3). Dans cette sous-section, nous
étudions le premier problème.
Un rôle clé est joué par le fait que, si le temps de mutation, le trait mutant et
l’invasion du trait mutant sont aléatoires, en revanche, la direction d’évolution dans
le PES est déterministe. Elle est fixée par l’ensemble des traits y tels que f(y;x) > 0,
lorsque le PES est dans l’état ū(x)δx. Puisque, d’après (1.6), f(x;x) = 0 pour tout
x ∈ X , on voit qu’une seule direction d’évolution est possible localement en fonction
du signe de ∂1f(x;x), sauf lorsque cette dérivée s’annule.
Théorème 1.11 (l’équation canonique des dynamiques adaptatives)
Supposons que les hypothèses 1.1, 1.2, 1.6, 1.7 et 1.8 sont satisfaites. Supposons
également que Λσ0 = ū(x0)δx0 où x0 ∈ X \ S. Soit τσ le premier instant où le PES






h[h∂1f(x(t);x(t))]+ m(x(t), h)dh (1.9)
avec x(0) = x0. Alors,
(i) Pour tout T > 0,
lim
σ→0
P(τσ > T/σ2) = 1.
De plus, il existe σ0 > 0 tel que, pour tout σ < σ0, le processus (Supp(Λ
σ
t ), t ∈
[0, τσ]) est p.s. monotone sur chaque composante connexe de X \ S.
(ii) Le processus (Λσt/σ2 , t ≥ 0) converge quand σ → 0 pour la topologie de Skorohod
dans D(R+,MF ) vers le processus déterministe (ū(x(t))δx(t), t ≥ 0).
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L’équation (1.9) a été proposée pour la première fois dans [80]. Elle porte le nom
d’équation canonique des dynamiques adaptatives.
Cette convergence repose sur le fait que, pour tout t < τσ, Λσt = ū(X
σ
t )δXσt , où
(Xσt , t ≥ 0), appelé TSS (trait subsitution sequence [256, P5]), est un processus de




(ϕ(x+ σh)− ϕ(x))p(x)b(x)ū(x)[f(x+ σh;x)]+
b(x+ σh)
m(x, h)dh.
Un développement limité de (1/σ2)Aσϕ combiné à des arguments classiques de ten-
sion uniforme permet de conclure à la convergence du TSS vers l’équation canonique.
La difficulté principale consiste à montrer que la coexistence n’a pas lieu en dehors
de tout voisinage des singularités évolutives.
1.4.3 Critère de branchement évolutif
Pour un espace de traits mono-dimensionnel, sous l’hypothèse 1.8, toute solution
de l’équation canonique (1.9) doit converger en temps grand soit vers une singularité
évolutive, soit vers un point du bord ∂X de X . Supposons que le trait initial x0
dans le théorème 1.11 est tel que x(t)→ x∗ lorsque t→ +∞, où x∗ est une singula-
rité évolutive. Alors le critère de stabilité linéaire de x∗ pour l’EDO (1.9) doit être
satisfait, c’est-à-dire
∂11f(x
∗;x∗) + ∂12f(x∗;x∗) ≤ 0.




Une fois que le PES a atteint le voisinage de x∗, les biologistes ont catalogué les
différents comportements possibles de la dynamique d’invasion des mutants [256, 82].
Nous nous concentrerons ici uniquement sur le branchement évolutif en justifiant
mathématiquement le critère poposé dans [256, Section 3.2.5]. Nous commençons
par définir la notion correcte de branchement évolutif.
Définition 1.12 (branchement évolutif)
Soit σ > 0 fixé et x∗ ∈ S. Pour tout η > 0, on dit qu’il y a η-branchement en x∗
pour le PES Λσ si
1. Il existe t1 > 0 tel que le support de Λ
σ
t1 est composé d’un unique point qui appar-
tient à l’intervalle [x∗ − η, x∗ + η] ;
2. Il existe t2 > t1 tel que le support de Λ
σ
t2 est composé de deux points exactement,
distants d’au moins η/2 ;
3. Pour tout t ∈ [t1, t2], le support de Λσt est toujours composé d’au plus deux points,
inclus dans l’intervalle [x∗ − η, x∗ + η].
Lorsqu’il y a η-branchement, l’intervalle de temps [τη1 , τ
η
2 ] est appelé intervalle de
η-branchement, où
τη1 = inf{t ≥ 0 : Supp(Λσt ) ⊂ [x∗ − η, x∗ + η]} (1.10)
et τη2 = inf{t ≥ τ1 : diam(Supp(Λσt )) > η/2}.
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Théorème 1.13 (critère de branchement évolutif)
Supposons que les hypothèses 1.1, 1.2, 1.6, 1.7 et 1.8 sont satisfaites. Supposons
également que Λσ0 = ū(x0)δx0 où x0 ∈ X et que l’équation canonique des dynaniques
adaptatives (1.9) converge en temps grand vers x∗ 6∈ ∂X tel que
∂11f(x
∗;x∗) < ∂22f(x∗;x∗) et ∂11f(x∗;x∗) + ∂22f(x∗;x∗) 6= 0. (1.11)
Alors, pour tout η suffisamment petit, il existe σ0 > 0 tel que pour tout σ < σ0 :
(i) Si ∂11f(x
∗;x∗) > 0, P(η-branchement en x∗ pour Λσ) = 1. De plus, le support de
Λσt a un diamètre p.s. croissant pendant l’intervalle de η-branchement. On dira
dans ce cas qu’il y a branchement évolutif.
(ii) Si ∂11f(x
∗;x∗) < 0, P(η-branchement en x∗ pour Λσ) = 0. De plus,
P
(
∀t ≥ τη1 , Card(Supp(Λσt )) ≤ 2 et Supp(Λσt ) ⊂ [x∗ − η, x∗ + η]
)
= 1,
où τη1 est défini dans (1.10).
En particulier, l’apparition de trois sous-populations de traits distincts est im-
possible au voisinage d’une singularité évolutive. En revanche, rien n’empêche la
coexistence de trois traits après le branchement évolutif lorsque les traits des deux
sous-populations se seront écartées. Notons également que rien n’empêche dans le
cas (ii) la coexistence de deux traits. On peut facilement vérifier [P14, Prop. 4.10]
que la coexistence de deux traits au voisinage de x∗ est possible si et seulement si
∂11f(x
∗;x∗) + ∂22f(x∗;x∗) > 0 (en excluant le cas ∂11f(x∗;x∗) + ∂22f(x∗;x∗) = 0,
douteux). Ce qui caractérise le branchement évolutif est plutôt le fait qu’après la
coexistence, les deux branches s’éloignent l’une de l’autre, comme spécifié dans la
définition 1.12.
Ce résultat repose sur un développement limité des fonctions de fitness f(y;x) et
f(z;x, y) au voisinage de x∗, combiné avec la caractérisation des équilibres ū(x, y)
et ū(x, y, z) dans la proposition 1.4. L’hypothèse ∂11f(x
∗;x∗) + ∂22f(x∗;x∗) 6= 0 est
cruciale pour obtenir ce développement limité (voir [P14, Rk. 4.13]).
Retour à l’exemple de la section 1.2.2
Le résultat précédent donne un critère portant sur les dérivées de la fonction de
fitness pour le branchement évolutif, qui peut s’exprimer explicitement en terme des





















On en déduit que la seule singularité évolutive est x∗ = 0, et que ∂11f(0; 0) = 1σ2α −
1
σ2b





. Le critère de coexistence est donc toujours vérifié, et le
théorème 1.13 montre qu’il y a p.s. branchement évolutif si σα < σb, et qu’il n’y a
pas branchement évolutif si σα > σb. Ceci est cohérent avec la fig. 1.1.
18 1. Approches probabilistes et déterministes en dynamique adaptative
1.4.4 Extensions traitées dans [P2, P3, P5, P14]
Les articles [P5] et [P14] se basent sur un modèle individu-centré avec densité-
dépendance de Lotka-Volterra compétitive similaire à celui présenté, mais ne font
pas l’hypothèse 1.2, cruciale pour obtenir la proposition 1.4. Il n’existe alors pas de
résultat général sur le comportement en temps long des systèmes de Lotka-Volterra
associés au modèle. L’article [P5] suppose que les paramètres sont tels qu’il n’y a
jamais coexistence, et donc seuls interviennent dans le PES des systèmes de Lotka-
Volterra compétitifs à un ou deux types, dont le comportement asymptotique est
connu en toute généralité (voir par exemple [162]). En revanche, cette hypothèse est
incompatible avec le branchement évolutif. L’article [P14] ne fait pas d’hypothèse
supplémentaire, mais se base sur les résultats de [353] sur le comportement en temps
long de systèmes de Lotka-Volterra tri-dimensionnels. La convergence vers le PES
ne peut alors être démontrée que tant qu’aucun système de Lotka-Volterra de di-
mension 4 ou plus n’est nécessaire, donc en particulier sur l’intervalle de temps
avant la première coexistence de trois traits dans la populations. Ceci est cependant
suffisant pour étudier le branchement évolutif, et les théorèmes 1.11 et 1.13 sont
démontrés dans cet article. À partir de la dimension 3, les solutions de systèmes
de Lotka-Volterra compétitifs peuvent converger vers des cycles, voire des trajec-
toires chaotiques au delà de la dimension 4. C’est un obstacle majeur à l’extension
des méthodes du théorème 1.9 pour prouver la convergence vers le PES après la
première coexistence de trois traits. Ceci justifie l’emploi d’hypothèses restrictives
mais simplificatrices comme 1.2.
L’article [P2] considère une densité-dépendance différente de celle considérée ici,
puisqu’elle couple la dynamique des naissances et des morts avec une dynamique
continue déterministe par morceaux pour les ressources consommées par les individus
(modèle individu-centré de chémostat, extension de ceux considérés dans [62, 36, 50]).
C’est une situation où l’équivalent de la proposition 1.4 a été prouvée dans [P13].
Le théorème 1.9 est très proche du théorème de convergence vers le PES de [P2],
et se démontre exactement de la même manière. Les théorèmes de convergence vers
l’équation canonique et le critère de branchement sont également très proches de
ceux énoncés ici.
Concernant l’équation canonique, un résultat de convergence du TSS en di-
mension ` quelconque est prouvé dans [P2] et [P14]. Des extensions du TSS et de
l’équation canonique à des cas multitypes sont également traités dans [P3] (sous des
hypothèses restrictives). L’équation canonique est alors remplacée par un système
d’EDO, chacune dans R`, couplées.
Mis à part les commentaires précédents, les énoncés donnés ici et ceux de [P2]
et [P14] diffèrent également, premièrement par le fait que X peut être non borné, et
deuxièmement par quelques précisions sur la monotonie du support du PES dans le
théorème 1.11 (i).
La seconde extension rassemble le théorème 4.4 (iii) et la section 4.2.5 de [P14].
Le seul point nouveau est la monotonie du support du PES sur les composantes
connexes de X \ S tant qu’il est monomorphique. Soit donc C une telle composante
connexe et supposons que le gradient de fitness y est (par exemple) positif. On a
alors f(y, x) > 0 pour tout x < y dans C. Donc, si un trait mutant y ∈ C envahit
une population résidente de trait x ∈ C tel que x > y, alors f(y, x) > 0 et donc x et
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y coexistent.
La seconde extension est plus délicate. Nous en donnons ici l’idée générale. Le
fait que X n’est pas borné ne change rien aux preuves des théorèmes 1.11 et 1.13.
La seule difficulté pour appliquer la méthode de [P5] au théorème 1.9 consiste à
montrer qu’il n’y a pas d’accumulation de mutations sur l’échelle de temps t/Kµ
lorsque K → +∞. Pour cela, on peut utiliser le résultat suivant.
Lemme 1.14 (contrôle de la taille de la population)
Sous les hypothèses du théorème 1.9, puisque le support de νK,µ,σ0 est borné, il existe
un nombre fini k de pavés A1, . . . , Ak de côté D qui recouvrent ce support, où la
constante D de l’hypothèse 1.1.3. On a alors, pour tout t ≥ 0,









où les Zi,K et Ẑn,K sont des processus de naissance et de mort logistiques indépen-
dants tels que Zi,K0 = K〈νK,µ,σ0 ,1Ai〉 et Ẑn,K0 = 1 (de taux de naissance ‖b‖∞n et
de taux de mort c(n− 1) lorsque le processus est dans l’état n, cf. [P5, Def. 1]). Les
temps d’arrêt τ̂n sont définis comme les temps de saut d’un processus de Poisson
inhomogène de mesure de saut ‖b‖∞ µ1−µZt dt, et vérifient τn ≤ τ̂n p.s. pour tout
n ≥ 0, où τn est le temps de nème mutation dans le processus (νK,µ,σt , t ≥ 0).
Ce lemme se prouve en utilisant la construction de (νK,µ,σt , t ≥ 0) comme solution
d’une EDS dirigée par des mesures ponctuelles de Poisson, qui permet de la coupler
à un autre processus (ν̂K,µ,σt , t ≥ 0) en remplaçant b(·) par ‖b‖∞/(1− µ), d(·) par 0,





c si ∃i ≤ k tel que x, y ∈ Ai et x, y ∈ Supp νK,µ,σ0 ,
0 si x ∈ Ai, y ∈ Aj , i 6= j et x, y ∈ Supp νK,µ,σ0 ,
c1x=y si x 6∈ Supp νK,µ,σ0 ou y 6∈ Supp νK,µ,σ0 .
Autrement dit, chaque individu ne meurt pas, se reproduit au taux maximum et
n’est en compétition qu’avec les individus du même pavé s’il est ancestral, ou bien
seulement avec les individus de même trait s’il est issu d’une mutation.
En reprenant les preuves des lemmes 1 et 2 (a) de [P5], on voit alors facilement
qu’en dehors d’un événement de probabilité convergeant vers 0 lorsque K → +∞,
pout tout n ≥ 1, τ̂n− τ̂n−1 ≥ En, où En est une v.a. de loi exponentielle de paramètre
C(k + n)Kµ pour une constante C ne dépendant que de ‖b‖∞ et c. Puisque la
somme des inverses de ces paramètres diverge, pour tout T, η > 0 fixés, il existe
n0 tel que P(E1 + . . . + En0 < T/Kµ) < η/2 et donc, pour K suffisamment grand,
P(τn0 < T/Kµ) ≤ η.
Le théorème 1.9 s’obtient maintenant comme dans [P2, P5, P14] en se restreignant
à l’événement {τn0 ≥ T}.
20 1. Approches probabilistes et déterministes en dynamique adaptative
1.5 Contributions à l’approche EDP des dynamiques
adaptatives [P15]
La section précédente a présenté l’approche probabiliste pour étudier la dyna-
mique adaptative d’une population sur de grandes échelles de temps, et plus parti-
culièrement le branchement évolutif. Notre but est ici de présenter nos contributions
à l’approche par EDP. L’idée originale proposée dans [83] consiste à appliquer une
limite de petites mutations et de sélection forte à une EDP qui s’obtient comme une
limite en grande population du modèle individu-centré (voir le théorème 2.5 de la
section 2.2) :










b(y)p(y)u(t, y)m(y, x− y) dy. (1.12)
Pour obtenir une forme plus simple de cette EDP, nous introduisons les hypothèses
suivantes.
Hypothèses 1.15 (approche EDP des dynamiques adaptatives)
1. X = R`.
2. Pour tout x ∈ R`, b(x)p(x) = β > 0.
3. Pour tout x, h ∈ R`, m(x, h) = m(h), où m ∈ C1c (R`) satisfait
∫
R` hm(h) dh = 0.
4. Les fonctions c(x, y), ∂xc(x, y) et ∂xxc(x, y) sont continues bornées sur (R`)2 et
r ∈ C2b (R`). De plus r(x)→ 0 lorsque |x| → +∞.
5. La fonction γ de l’hypothèse 1.2.1 est dans C1b et satisfait 0 < γ ≤ γ(·) ≤ γ.


















Remarquons que l’hypothèse 1.15.6 est satisfaite par exemple si c(x, y)γ(y) ≥
1
2ρ̄(r(x)γ(x) + r(y)γ(y)).
Sous ces hypothèses, l’EDP se réécrit










m(h)(u(t, x+h)−u(t, x)) dh.
1.5.1 Équations de Hamilton-Jacobi avec contrainte en dynamique
adaptative
Le scaling proposé par Diekmann, Jabin, Mischler et Perthame [83] consiste à
introduire un petit paramètre ε > 0, à mutliplier la taille des mutations par ε et à
















m(h)(uε(t, x+ εh)− uε(t, x)) dh. (1.13)
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Le changement de fonction inconnue






est connu en mécanique quantique comme le WKB Ansatz et a déjà été utilisé pour
les équations de réaction-diffusion avec un scaling similaire au précédent dans [115,
13, 118, 119]. C’est ici aussi la bonne approche, puisqu’on obtient
∂tϕε(t, x) = r(x)−
∫
R`














ce qui suggère la convergence de ϕε vers une solution ϕ de
∂tϕ(t, x) = r(x)−
∫
R`
c(x, y)µt(dy) + βH(∇xϕ(t, x)), (1.16)




m(h)(ep·h − 1) dh.
Cette approche a été utilisée dans de nombreux travaux, pour ce modèle [278, 77,
166, 292, 232] et pour diverses variantes, avec une ou plusieurs ressources [83, 260] ou
bien avec une non-linéarité ne dépendant que d’une quantité scalaire, typiquement∫
R` uε(t, x) dx [15, 277, 14, 232] (voir également [39]). Dans ces références, le terme
de mutation est soit sous forme intégrale comme plus haut, soit un Laplacien. Son
scaling est alors en ε∆.
L’hypothèse 1.15.6 est tirée de [232]. Elle permet d’obtenir des contrôles uni-
formes en ε de la densité totale de la population
∫
R` uε(t, x) dx. On pourrait la
remplacer par n’importe quelle autre hypothèse assurant un contrôle de la densité
totale. Par exemple, les travaux [77, 166, 292] supposent que X est compact et que
c(·, ·) est uniformément minorée sur X 2.
La difficulté principale dans cette approche est de caractériser la mesure limite
µt. L’équation (1.14) montre que, lorsque l’on a des contrôles uniformes sur la densité
totale de la population, on a nécessairement ϕ(t, ·) ≤ 0 pour tout t ≥ 0. On obtient
ainsi une équation de Hamilton-Jacobi (1.16) avec la contrainte maxϕ(t, ·) ≤ 0 pour
tout t ≥ 0. Il semble alors clair que µt ne peut charger que les zéros de ϕ et on
s’attend à ce que µt soit une somme de masses de Dirac.
En remarquant que H(0) = 0 et que ∇ϕ = 0 en un point de maximum, on
s’attend à avoir r(x) −
∫
R` c(x, y)µt(dy) ≤ 0 pour tout x tel que ϕ(t, x) = 0, et si
maxϕ(t, ·) = 0 pour tout t ≥ 0, on s’attend aussi à avoir r(x)−
∫
R` c(x, y)µt(dy) = 0
pour au moins un x tel que ϕ(t, x) = 0.
Malheureusement, ces conditions ne sont en général pas suffisantes pour ca-
ractériser µt. C’est pourquoi la plupart des travaux ont porté sur des modèles avec
une seule ressource, ou bien avec une non-linéarité ne dépendant que d’une quantité
scalaire. Si l’on rajoute en effet la contrainte que la fonction ϕ ne peut avoir qu’un seul
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point de maximum (par exemple si ϕ(t, ·) est concave pour tout t [232]), la solution de
l’équation de Hamilton-Jacobi peut alors être uniquement caractérisée [15, 277, 260].
À cause de cette limitation, la caractérisation du branchement évolutif à l’aide
de la fonction ϕ (qui correspondrait au passage d’un unique maximum pour ϕ à
deux maxima ou plus qui persistent) n’a pas encore été rigoureusement établie. Une
difficulté supplémentaire tient au fait que le caractère bien posé de l’équation de
Hamilton-Jacobi avec contrainte n’est établi que dans des cas très particuliers [15].
En revanche, une nouvelle forme d’équation canonique des dynamiques adaptatives
a été obtenue par l’approche EDP dans de nombreuses références citées plus haut.
La caractérisation de cette mesure µt à partir de la fonction ϕ dans un cas où
plusieurs traits peuvent coexister est la motivation de l’article [P15], qui traite d’un
modèle avec un nombre arbitraire de ressources. Nous présentons ici ce résultat dans
le contexte d’une interaction de Lotka-Volterra compétitive.
1.5.2 Forme fermée du problème de Hamilton-Jacobi avec contrain-
te [P15]
Les résultats présentés ici sont issus de la publication [P15] en collaboration avec
Pierre-Emmanuel Jabin. Il s’agit d’une adaptation au cas d’une EDP avec densité-
dépendance de Lotka-Volterra compétitive des résultats obtenus sur un modèle de
compétition pour un nombre quelconque de ressources. Le premier résultat définit
comment associer la mesure µt à l’ensemble des zéros de ϕ(t, ·).
Proposition 1.16 Supposons que les hypothèses 1.1.2, 1.2 et 1.15.6 sont satisfaites.
Supposons également que c, r et γ sont continus. Alors pour tout A ⊂ R` compact,
il existe une unique mesure finie positive µ(A) telle que




c(x, y)µ(dy) ≤ 0 pour tout x ∈ A et r(x)−
∫
R`
c(x, y)µ(dy) = 0 pour
tout x ∈ Suppµ.
Il s’agit d’une extension de la proposition 1.4, puisque lorsque A = {x1, . . . , xn}
avec x1, . . . , xn distincts, on peut montrer que µ({x1, . . . , xn}) =
∑n
i=1 ūi(x)δxi . Les
mesures satisfaisant les conditions précédentes sont souvent appelées ESS (pour evo-
lutionary stable strategies) [77, 166, 292]. Nous donnons la preuve de cette proposition
car certains points diffèrent de celle de la proposition 1.1 dans [P15].
Preuve L’unicité se déduit de l’hypothèse 1.2 exactement comme dans [P13]









(L’existence et l’unicité pour ce problème peuvent s’obtenir par l’application du
théorème de Cauchy-Lipschitz dans l’ensemble des mesures finies muni de la norme
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sur l’espace des mesures finies. On vérifie facilement que c’est une fonctionnelle de














Puisque r, c et γ sont continues, il est facile d’étendre par approximation l’hy-





une constante C fixée pour toute mesure finie ν à support dans le compact A.
La fin de la preuve se déroule alors exactement comme pour [P15, Prop. 1.1]. 
On obtient alors la forme fermée suivante pour l’équation de Hamilton-Jacobi
avec contrainte.
Théorème 1.17 (forme fermée de l’équation de Hamilton-Jacobi avec contrainte)
Supposons que les hypothèses 1.1 et 1.15 sont satisfaites, et que le noyau de compé-
tition c est de la forme de la proposition 1.3 (i) ou (ii). Supposons également que la














∂ξξϕ(0, x) > −∞,
où pour ξ ∈ R`, ∂ξf(x) =
∑`
i=1 ξi∂xif(x) est la dérivée directionnelle classique.
Supposons enfin que ϕε(0, ·) converge vers une fonction ϕ0 pour la norme ‖·‖W 1,∞(R`).
Alors, le long d’une sous-suite, ϕε → ϕ uniformément sur tout compact de [0, T ]×R`
et dans W 1,p([0, T ]×K) pour tout T > 0, K ⊂ R` compact et p <∞, où ϕ est presque
partout solution de
∂tϕ(t, x) = r(x)−
∫
R`
c(x, y)µ({ϕ(t, ·) = 0})(dy) + βH(∇xϕ(t, x)). (1.18)
De plus, c[uε](t, x) converge vers c[µ({ϕ(t, ·)})](x) dans L2([0, T ], L∞loc(R`)), où pour





Nous avons remplacé dans cet énoncé l’hypothèse 1.2 par les versions plus simples
de la proposition 1.3 pour des raisons techniques qui apparâıtront dans la preuve. Une
autre différence avec le résultat de [P15] est que l’espace des traits n’est pas mono-
dimensionnel. Le résultat principal de [292] ressemble au théorème 1.17, puisque
l’existence d’une limite satisfaisant les conditions de la proposition 1.16 y est dé-
montré, mais sous un autre scaling, et la limite n’y est pas caractérisée. Puisque
plusieurs arguments diffèrent de [P15], nous donnons la preuve de ce résultat.
Preuve La première étape consiste à établir les bornes a priori suivantes.
24 1. Approches probabilistes et déterministes en dynamique adaptative
Lemme 1.18 Sous les hypothèses du théorème 1.17, pour tout T > 0,
‖ |∂tϕε|+ |∇xϕε| ‖L∞([0,T ]×R`) + ‖ |∇2xϕε|+ |∂t∇xϕε| ‖L∞([0,T ],M1) ≤ CT ,



















pour une constante CT ne dépendant que de T , ‖∇ϕε(0, ·)‖L∞(R`) et de l’infimum de
infξ∈R`, |ξ|=1 ∂ξξϕε(0, ·).
Ce lemme est démontré dans [P15] en plusieurs étapes. La première consiste à établir
des bornes uniformes sur la norme L1 de uε(t, ·). Nous utilisons l’hypothèse 1.15.6






























uε(t, x) dx ≤ ρ̄. (1.19)
Les bornes uniformes sur ‖∇xϕε‖L∞ , ‖∂tϕε‖L∞ , une première borne sur Hε(ϕε)
(Step 2 page 186 dans [P15]) et la borne supérieure sur ϕε se prouvent comme
dans [P15]. On démontre ensuite exactement comme dans [P15, Step 3] que, pour
tout ξ ∈ R` tel que |ξ| = 1, infx ∂ξξϕε(t, x) ≥ −CT puis que ∂ξξϕε ∈ L∞([0, T ],M1).
Puisque ∂x+y,x+yϕ = ∂xxϕ+ 2∂xyϕ+∂yyϕ, on a montré que ∇2xϕε ∈ L∞([0, T ],M1).
La borne uniforme de ∂t∇xϕε dans L∞([0, T ],M1) s’en déduit alors comme dans
[P15]. Notons que l’hypothèse 1.15.4 est nécessaire pour tous les points précédents.
Enfin, la dernière borne sur Hε(ϕε) peut se prouver comme suit. Soit x ∈ R`
fixé. Puisque ϕε(t, x) + CT |x|2 est une fonction convexe, la fonction ϕε(t, ·) admet
un sous-différentiel non vide en tout point. Soit donc v dans le sous-différentiel de
ϕε(t, ·) en x. Nous avons en particulier la propriété limη→0 h ·∇xϕε(t, x+ ηh) ≥ h · v
pour tout h ∈ R`, de laquelle on déduit





∇xϕε(t, x+ θεh) dθ






′εh) dθ′ dθ ≥ h · v − εCT |h|2.
Il suit comme dans [P15] que Hε(ϕε) ≥ H(v)−Cε ≥ −Cε, et la preuve du lemme 1.18
est terminée.
L’existence d’une sous-suite telle que ϕε → ϕ localement uniformément et dans
W 1,ploc est une conséquence immédiate du lemme 1.18. On utilise ensuite le résultat
suivant.
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Lemme 1.19 Pour tout s ≥ 0, il existe deux fonctions σs et σ̃ continues sur R+









(uε(r, x) dx−µs(dx))(uε(r, y) dy−µs(dy)) dr ≤ (t−s)σs(t−s)+σ̃(ε),
où µs := µ({v(s, ·) = 0}).


















































































































Seul le troisième terme du membre de droite de (1.20) est différent de [P15], mais,
grâce à l’hypothèse 1.15.5 et à (1.19), ce terme est borné par une constante, et la fin
de la preuve du lemme 1.19 se déroule comme dans [P15].
La dernière étape de la preuve exploite le résultat suivant.
Lemme 1.20 Pour tout s ≥ 0, il existe deux fonctions σs et σ̃ continues sur R+





|c[uε](r, x)− c[µs](x)|2 dr ≤ (t− s)σs(t− s) + σ̃(ε).
C’est ici que l’hypothèse que le noyau de compétition a la forme de la proposi-
tion 1.3 (i) ou (ii) est nécessaire. Nous ferons la preuve dans le premier cas, l’argument
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En prenant le supremum sur x ∈ R` et en intégrant cette inégalité sur [s, t], le
lemme 1.20 découle du lemme 1.19.
L’observation suivante est le point clé pour conclure la preuve : d’après l’hy-
pothèse 1.15.4 et (1.19), les fonctions c[uε](t, x) sont lipschitziennes par rapport à x,
uniformément en t ≥ 0 et ε > 0.
En utilisant ce résultat et en répétant l’argument final de [P15], on montre faci-











|c[uε](t, x+ y)− c[uε](s, x)| dt dy
)
ds dx→ 0
quand h→ 0. Le famille (c[uε])ε>0 est donc relativement compacte dans Lploc([0, T ]×
R`) pour tout p ≥ 1. Notons ĉ un point d’accumulation. Soit maintenant L > 0 et
η > 0 fixés. Puisque ĉ(t, ·) et c[µt](·) sont uniformément Lispschitziennes, il existe










|ĉ(t, xi)− c[µt](xi)|2 dt.
Or, pour tout i ≤ Nη, presque tout t ∈ [0, T [ est un point de différentiabilité à droite





|ĉ(s, xi)− ĉ(t, xi)| → 0




























|ĉ(t, xi)− ĉ(s, xi)|2 ds
}
dt.
Par convergence dominée, le dernier terme tend vers 0 lorsque h→ 0. En passant à
la limite ε → 0 dans le lemme 1.20, le second terme du membre de droite converge
également vers 0 lorsque h → 0 par convergence dominée. On a donc prouvé la
convergence de c[uε] vers c[µ{ϕ(t, ·) = 0}] dans L2([0, T ], L∞loc(R`) et la convergence
presque partout (éventuellement le long d’une sous suite) de tous les termes de (1.15)
vers ceux de (1.18), ce qui conclut la preuve du théorème 1.17. 
1.6 Cas des populations finies : diffusion canonique de
la dynamique adaptative [P6, P23]
Les résultats présentés ici sont issus des publications [P6, P23] en collaboration
avec Amaury Lambert.
L’équation canonique des dynamiques adaptatives du théorème 1.11 est un outil
important en dynamique adaptative, puisqu’il permet d’analyser la direction future
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de l’évolution dans une population donnée (pour l’une des premières utilisations,
cf. [237] ; voir également http://mathstat.helsinki.fi/~kisdi/addyn.htm). Cepen-
dant, cette équation déterministe néglige complètement un aspect important de
l’évolution appelé dérive génétique ou sélection faible [174], qui regroupe l’aléa dans
une dynamique évolutive dû à la prépondérance des mutations presque neutres, c’est-
à-dire avec un avantage ou désavantage sélectif faible, qui envahissent et se fixent
dans la population par pure chance. Par opposition, une évolution gouvernée par la
sélection forte produit des balayages sélectifs [246], où les mutations se fixent rapide-
ment dans la population, conduisant à un comportement déterministe comme dans
l’équation canonique des dynamiques adaptatives. Une controverse entoure cette
question de neutralité, puisque les biologistes débattent sur la prépondérance des mu-
tations neutres par rapport à la sélection forte. La théorie classique de la génétique
des populations s’appuie en grande partie sur cette hypothèse de neutralité [174, 107].
Bien qu’une limite de petites mutations, donc de sélection faible, soit utilisée
dans le théorème 1.11, la dérive génétique est absente de l’équation canonique à
cause de l’ordre des limites, puisqu’une limite de population infinie a d’abord été
utilisée pour prouver la convergence du modèle individu-centré vers le PES dans le
théorème 1.9. Il est alors naturel de se demander ce que devient l’équation canonique
des dynamiques adaptatives lorsque l’on supprime l’hypothèse de grande population,
c’est-à-dire lorsque l’on applique une limite de mutations rares puis une limite de
petites mutations au modèle individu-centré. Ceci conduit à définir un nouveau pro-
cessus renormalisé comme suit (comparer avec l’hypothèse 1.6).
Hypothèses 1.21 (processus renormalisé)
1. Pour tout σ ∈]0, 1], la mesure de probabilité mσ(x, h)dh := 1σ`m(x,
h
σ )dh a son
support inclu dans X − x := {y − x : y ∈ X}.
2. Pour tout µ, σ ∈]0, 1], on pose
νµ,σt = νt,
où le processus (νt, t ≥ 0) est construit comme dans la section 1.2.1 avec les
nouveaux paramètres bµ,σ := b, dµ,σ := d, cµ,σ := c, pµ,σ := µp et mµ,σ := mσ.
1.6.1 Limite de mutations rares en population finie
Afin que la limite de mutations rares donne un résultat non-trivial, il est nécessai-
re d’empêcher l’extinction rapide du modèle individu-centré, qui sinon se produirait
à la limite avant même la première mutation. C’est la raison de la première hypothèse
ci-dessous, qui implique que le modèle individu-centré ne peut pas s’éteindre (cf. (1.2)
et le commentaire qui suit cette équation).
Hypothèses 1.22 (bornes et régularité sur les paramètres)
1. Pour tout x ∈ X , d(x) = 0.
2. Les fonctions b(·), p(·) et c(·, ·) sont mesurables bornées, à valeurs strictement
positives.
3. Pour tout D > 0, infx,y∈X , |x|+|y|≤D c(x, y) > 0.
4. Il existe une fonction m dans L1(R`) telle que pour tout x ∈ X et h ∈ R`,
m(x, h) ≤ m(h).
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Soit τ0 = 0 et pour tout n ≥ 0,
Tn = inf{t ≥ τn : |Supp(νµ,σt )| = 1}
τn+1 = inf{t ≥ Tn : |Supp(νµ,σt )| = 2}.
On définit également Vn ∈ X tel que
Supp(νµ,σTn ) = {Vn}.
Autrement dit, Tn est le n
ième instant où la population devient monomorphe, et
Vn est le trait survivant à cet instant. Remarquons que, puisque la population ne
peut pas s’éteindre et que b(·)p(·) > 0, τn+1 < ∞ p.s. si Tn < ∞, mais il n’est pas
impossible que Tn+1 = ∞. Cependant, sous les hypothèses précédentes, on montre
facilement par des arguments de domination de la population totale (cf. [P6]) que
pour tout η > 0, pour tout µ suffisamment petit, P(Tn+1 <∞ | Tn <∞) ≥ 1− η.
Introduisons également la probabilité de fixation d’un trait y dans une population
composée initialement de n individus de trait x et m individus de trait y :
un,m(y, x) = P(Ty < Tx | ν0,σ0 = nδx +mδy),
où Tz = inf{t ≥ 0 : Supp(ν0,σt ) = {z}}. Remarquons que le paramètre µ a ici été pris
égal à 0, ce qui correspond au modèle sans mutations.
Le résultat suivant donne l’équivalent du PES en population finie.
Théorème 1.23 Soit σ ∈]0, 1] et x ∈ X fixés. Supposons que les hypothèses 1.21
et 1.22 sont satisfaites. Supposons également que pour tout µ ∈]0, 1], Supp(νµ,σ0 ) =
{x} p.s. et que supµ∈]0,1] P(〈νµ,σ0 ,1〉 > M) → 0 lorsque M → 0. Alors le processus





converge en loi quand µ → 0 pour la topologie de Skorohod dans D(R+,X ) vers le
processus de Markov de saut pur (Sσt , t ≥ 0) dans X de valeur initiale Sσ0 = 0 et qui
saute de x vers x+ h avec mesure de saut
q(x, dh) =
p(x)b(x)θ(x)
1− e−θ(x) χ(x+ h, x)mσ(x, h) dh,
où θ(x) = b(x)/c(x, x) et





1.6.2 Limite des mutations petites : diffusion canonique
Afin de définir l’extension de l’équation canonique des dynamiques adaptatives,




hh∗m(x, h) dh, (1.21)
c’est-à-dire la matrice de covariance des mutations (lorsqu’elles sont centrées, voir
l’hypothèse 1.24.2 ci-dessous), et σ(x) sa racine carrée symétrique, c’est-à-dire la
matrice carrée symétrique positive telle que σ(x)2 = Σ(x).
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Hypothèses 1.24 (régularité supplémentaire)
1. X = R`.
2. Pour tout x ∈ R`,
∫
R` hm(x, h) dh = 0.
3. Les fonctions b(·) et c(·, ·) sont C2b , et il existe b > 0 tel que b(x)p(x) ≥ b pour
tout x ∈ R`.
4. Les fonctions p(x), Σ(x) et σ(x) sont uniformément lipschitziennes sur X .
Théorème 1.25 Soit x ∈ X fixé. Supposons que les hypothèses 1.21, 1.22 et 1.24
sont satisfaites. Supposons également que pour tout σ ∈]0, 1], Sσ0 = x. Alors le
processus (Sσt/σ2 , t ≥ 0) converge en loi quand σ → 0 pour la toplogie de Skorohod
dans D(R+,R`) vers (Zt, t ≥ 0) solution de l’EDS
dZt =
p(Zt)b(Zt)θ(Zt)




e−θ(Zt) − 1 + θ(Zt)
θ(Zt)(1− e−θ(Zt))
σ(Zt) dBt (1.22)
avec Z0 = x, où (Bt, t ≥ 0) est un mouvement brownien `-dimensionnel standard et
où ∇1χ(y, x) désigne le gradient de χ(y, x) par rapport à la première variable y.
On retrouve un terme de dérive très semblable à celui de l’équation canonique
des dynamiques adaptatives (1.9), où la fonction de fitness a été remplacée par la
fonction χ(y, x), qui est une généralisation de la notion de fitness d’invasion, proche
des définitions proposées dans [257]. Le terme de diffusion supplémentaire est une
forme de dérive génétique due au fait que la population reste de taille finie. Pour
ces raisons, nous avons appelé cette équation la diffusion canonique des dynamiques
adaptatives.
Remarquons que sous l’hypothèse 1.24, la fonction χ(x, y) est C2b [P6, Th. 4.1].
Les coefficients de l’EDS (1.22) sont donc lipschitziens et il y a donc existence forte
et unicité trajectorielle pour cette EDS.
1.6.3 Calcul du gradient de fitness
Tous les coefficients de (1.22) sont explicites, excepté le gradient de fitness. Afin
de le caractériser, nous considérons une châıne de Markov ((Xt, Yt), t ≥ 0) dans N2





b1n si i = (n,m) et j = (n+ 1,m),
b2m si i = (n,m) et j = (n,m+ 1),
c11n(n− 1) + c12nm si i = (n,m) et j = (n− 1,m),
c21mn+ c22m(m− 1) si i = (n,m) et j = (n,m− 1),
0 sinon.
La première coordonnée est appelée population résidente et la seconde population
mutante. Il s’agit d’un processus de naissance et de mort bi-dimensionnel tel que les
processus ν0,σ et Xδx+Y δy ont même loi si ν
0,σ
0 = X0δx+Y0δy, b1 = b(x), b2 = b(y),
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c11 = c(x, x), c12 = c(x, y), c21 = c(y, x) et c22 = c(y, y). Cette loi est caractérisée












Puisque nous nous intéressons au gradient de fitness en (x, x) (c’est-à-dire lorsque le
mutant est neutre), nous faisons une analyse locale autour des paramètres (b, c) =
(b1, c11) du trait résident. Nous caractérisons les déviations par rapport au cas neutre
avec les quatre paramètres α, δ, ε, λ définis par





















où 1 désigne une matrice de coefficients tous égaux à 1 de dimension appropriée. Les
paramètres α, δ, ε, λ sont appelés coefficients de sélection. Les signes dans les sommes
précédentes ont été choisis de telle sorte qu’un coefficient de sélection positif confère
un avantage à la population mutante par rapport au cas neutre α = δ = ε = λ = 0.
On peut interpréter biologiquement ces coefficients comme suit :
Fertilité (λ) : une valeur de λ positive correspond à une augmentation du taux de
naissance.
Défense (δ) : une valeur de δ positive correspond à une plus faible sensibilité des
mutants à la compétition exercée par tout autre individu (mutant ou résident).
Agressivité (α) : une valeur de α positive correspond à une plus forte compétition
exercée par un mutant sur tout autre individu (mutant ou résident).
Isolation (ε) : une valeur de ε positive correspond à une compétition croisée réduite
(pour la valeur maximale ε = c, les deux coordonnées sont indépendantes).
Avec ces notations, nous définissons un,m = un,m(b, c, α, δ, ε, λ) comme la probabilité
que Xt atteigne 0 avant Yt lorsque (X0, Y0) = (n,m). Par échangeabilité des indivi-
dus, il est facile de voir que, dans le cas neutre, un,m(b, c, 0, 0, 0, 0) = m/(n+m). Le
résultat suivant donne un développement limité de un,m au voisinage de (α, δ, ε, λ) =
(0, 0, 0, 0).















n+m pour ι = α, δ, λ et v
ε
n,m = nm(n−m) gεn+m,
où les fonctions gα, gδ, gε et gλ dépendent seulement de b, c et de la taille totale de
la population initiale n + m. Les fonctions vα, vδ, vε et vλ sont appelées gradients
de sélection.
Les fonctions gα, gδ, gε et gλ peuvent être soit calculées explicitement [P6, Prop.
5.8, 5.9], soit exprimées comme somme d’une série [P6, Prop. 5.11, 5.13]. Quelques
indications de preuve de ce résultat sont données en section 1.7.
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À l’aide du théorème 1.26, on peut exprimer le gradient de fitness apparaissant
dans (1.22) comme suit :
∇1χ(x, x) = e−θ(x)(aλ(x)∇b(x)− aδ(x)∇1c(x, x) + aα(x)∇2c(x, x)),








Par exemple, dans le cas où X = R et c(x, y) = ĉ((x− y)2) avec ĉ(0) = 1, on obtient


















1− e−b(Zt) − 1
)
dBt.
1.6.4 Extensions traitées dans [P6, P23]
Dans [P6], la limite des mutations rares et l’équation canonique des dynami-
ques adaptatives sont établies pour des modèles individu-centrés avec une den-
sité-dépendance générale. De plus, le résultat du théorème 1.26 est établi pour des
modèles avec extinction possible (d(x) 6= 0), ce qui conduit à introduire un cinquième
coefficient de sélection, associé à la survie. L’article [P23] formule les résultats de [P6]
pour une densité-dépendance de Lotka-Volterra compétitive (comme ici), et contient
une étude numérique des fonctions aι(x).
1.7 Propriétés spectrales de processus de naissance et
mort bi-type neutres sans mutations [P19]
Les résultats présentés ici sont issus de la publication [P19] en collaboration avec
Persi Diaconis et Laurent Miclo.
La motivation de ce travail provient de la preuve du théorème 1.26, où les proba-
bilités de fixation un,m sont caractérisées comme unique solution bornée du problème
(Qu)i,j = 0 pour tout i, j ≥ 1, ui,j = 0 si i = 0 et j ≥ 1, et ui,j = 1 si j = 0 et
i ≥ 1, où la matrice Q est le générateur du processus ((Xt, Yt), t ≥ 0) à valeurs dans
N2 \ {(0, 0)}. En effectuant un développement limité du générateur et de la probabi-
lité de fixation lorsque (α, δ, ε, λ)→ (0, 0, 0, 0) et en identifiant les termes d’ordre 1,
on peut prouver [P6, Thm. 5.1] que les gradients de sélection sont l’unique solution






(i+j)(i+j+1) si ι = λ,
ij
i+j si ι = δ,
ij
(i+j)(i+j−1) si ι = α,
ij(i−j)
(i+j)(i+j−1) si ι = ε,
(1.24)
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avec les conditions au bord vιi,j = 0 si i = 0 ou j = 0, où Q0 est le générateur de
(Xt, Yt) dans le cas neutre, défini pour tout (i, j) ∈ N2 par
(Q0w)i,j = biwi+1,j + bjwi,j+1 + ci(i+ j − 1)wi−1,j
+ cj(i+ j − 1)wi,j−1 − (i+ j)[b+ c(i+ j − 1)]wi,j . (1.25)
Ici et dans toute la suite de cette section, lorsqu’interviennent des quantités a priori
non définies (comme par exemple dans l’expression précédente w0,−1 lorsque i = j =
0), elles seront toujours multipliées par des quantités nulles (ici cj(i + j − 1) = 0).
Nous adopterons dans ce cas la convention que les termes correspondants sont nuls.
La résolution explicite des équations de récurrence à deux indices (1.24) est pos-
sible grâce à l’observation que les espaces vectoriels
V2 = {(ij gi+j)(i,j)∈N2 : (gn)n≥0 suite réelle}
et V3 = {(ij(i− j) gi+j)(i,j)∈N2 : (gn)n≥0 suite réelle}
(1.26)
sont stables pour la matrice Q0. Puisque les seconds membres de (1.24) sont des
éléments de V2 ou V3, on se ramène donc à résoudre des équations récurrentes
avec un seul indice, i + j, correspondant à la taille totale de la population. Re-
marquons que le choix de la décomposition (1.23) est fait précisément pour avoir
des seconds membres de la forme souhaitée dans (1.24). Il est assez frappant que
ces considérations mathématiques donnent des paramètres α, δ, ε et λ avec une
interprétation biologique naturelle.
Deux principales questions sont traitées dans [P19]. Premièrement, peut-on cons-
truire d’autres espaces vectoriels (Vd)d≥2 avec la même propriété de stabilité par Q0
et suffisent-ils à engendrer toute les suites à double indice ? Deuxièmement, cette
propriété s’étend-t-elle à d’autre châınes de Markov ?
1.7.1 Construction des espaces vectoriels Vd
On considère pour tout d ≥ 0 le système d’équations
XP (X + 1, Y ) + Y P (X,Y + 1) = (X + Y + d)P (X,Y )
XP (X − 1, Y ) + Y P (X,Y − 1) = (X + Y − d)P (X,Y ) (1.27)
où l’inconnue est un polynôme P à deux variables X,Y et à coefficients réels.
Théorème 1.27 (construction des polynômes Pd(X,Y ))
(i) Pour d = 1, le système (1.27) admet un espace vectoriel de solutions polynomiales
de dimension 2 engendré par P
(1)
1 (X,Y ) = X et P
(2)
1 (X,Y ) = Y .
(ii) Pour d ≥ 0, d 6= 2, le système (1.27) admet un espace vectoriel de solutions
polynomiales de dimension 1 engendré par P0 = 1 si d = 0, ou






(−X − Y )k
si d ≥ 2,
où (x)k = x(x + 1) . . . (x + k − 1) est la factorielle ascendante. Ces polynômes
sont de degré d.
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(iii) Pour tout d ≥ 2 et pour tout i, j ∈ N tels que i+ j ≤ d− 1, Pd(i, j) = 0.
On définit pour tout d ≥ 0 tel que d 6= 1,
Vd = {(Pd(i, j)gi+j)(i,j)∈N2 : (gn)n≥0 suite réelle}
et pour d = 1
V1 = {(i gi+j)(i,j)∈N2 : (gn)n≥0 suite réelle}.
Remarquons que
P2(X,Y ) ∝ XY, P3(X,Y ) ∝ XY (X − Y ),
P4(X,Y ) ∝ XY (X2 − 3XY + Y 2 + 1).
En particulier, la définition précédente pour d = 2 et 3 cöıncide avec (1.26).
Le théorème suivant établit que chaque espace Vd est stable pour la matrice Q0.
Il est en fait vrai dans un cadre beaucoup plus général (voir section 1.7.3). Nous
allons ici en donner une version pour les processus de naissance et de mort neutres
généraux. Soit (bn)n≥0 et (dn)n≥0 deux suites de R+. On interprète bn et dn comme
des taux individuels de naissance et de mort dans une population de taille n, ce qui







nbn si m = n+ 1,
ndn si m = n− 1,
−n(bn + dn) si m = n,
0 sinon.
Un processus de Markov à temps continu de générateur Π0 est donc un processus de
naissance et de mort absorbé en 0.
À partir de cette matrice, on construit le générateur d’un processus de naissance
et de mort bi-dimensionnel neutre à valeurs dans N2, absorbé dans les ensembles
N × {0}, {0} × N et {(0, 0)}, obtenu en supposant que la population est divisée
en deux sous-populations dont chaque individu a un taux de naissance bn et un
taux de mort dn lorsque la population totale vaut n. Puisque les taux de transition
individuels ne dépendent pas du type de l’individu, la dynamique des deux sous-
populations est neutre au sens évolutif. Ceci conduit à définir la matrice de taux de





ibi+j si k = i+ 1 et ` = j,
jbi+j si k = i et ` = j + 1,
idi+j si k = i− 1 et ` = j,
jdi+j si k = i et ` = j − 1,
−(i+ j)(bi+j + di+j) si k = i et ` = j,
0 sinon.
La matrice Π est égale à la matrice Q0 définie dans (1.25) pour le choix bn = b et
dn = c(n− 1).
Enfin, nous introduisons Π̃0 et Π̃ les restrictions des matrices Π0 et Π aux en-
sembles d’indices N∗ et (N∗)2 respectivement (obtenues en supprimant les lignes et
les colonnes correspondant aux indices 0 et (N× {0}) ∪ ({0} × N) respectivement).
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Proposition 1.28 (stabilité des espaces vectoriels Vd)
Pour tout d ≥ 1, l’espace vectoriel Vd est stable pour Π. De plus, pour vij =
Pd(i, j)ui+j ∈ Vd, on a
(Πv)ij = Pd(i, j)(Πdu)i+j , ∀i, j ∈ N, (1.28)
où la matrice Πd = (π
d





(n+ d)bn si m = n+ 1,
(n− d)dn si m = n− 1,
−n(bn + dn) si m = n,
0 sinon.
En particulier, à chaque vecteur propre u de Πd pour la valeur propre λ correspond
un vecteur propre vij = Pd(i, j)ui+j de Π pour la même valeur propre. De plus, si
d ≥ 2, v est aussi vecteur propre de Π̃ pour la valeur propre λ.
Notons que le membre de droite de (1.28) est bien défini d’après le théorème 1.27 (iii).
1.7.2 Cas des espaces d’état finis et des opérateurs compacts
À la vue du résultat précédent, il est naturel de se demander si les espaces Vd
engendrent l’espace vectoriel des suites à deux indices et si tous les vecteurs propres
de Π sont de la forme (1.28) pour d ≥ 0. Une réponse positive peut être apportée
dans deux cas : premièrement, le cas où le processus de naissance et de mort est
à valeurs dans un espace fini et deuxièmement, le cas où la matrice Π0 définit un
opérateur compact pour une norme naturelle.
Nous commençons par étudier le cas où l’espace d’état est fini. Supposons qu’il
existe N ≥ 1 tel que bN = 0. On considère la restriction de la matrice Π à l’ensemble
d’indices
TN = {(i, j) ∈ N2 : i+ j ≤ N}, (1.29)
toujours notée Π par abus de notation. De même, on identifiera pour tout d ≥ 0 les
éléments de Vd avec leur restriction à TN .
Théorème 1.29 (cas fini)
Tous les vecteurs propres de la matrice Π sont des éléments de Vd pour d ≥ 0, sauf
éventuellement des combinaisons linéaires de tels vecteurs propres en cas de valeur
propre multiple.
Nous retournons maintenant au cas des espaces d’indices infinis (N pour la ma-
trice Π0 et N2 pour la matrice Π) et nous supposons que bn > 0 et dn > 0 pour
tout n ≥ 1. Nous allons considérer l’extension naturelle du cas d’une matrice finie,
c’est-à-dire le cas d’un opérateur compact pour une norme appropriée. Dans le cas
des processus de naissance et de mort, un espace naturel est celui des suites L2
pour la mesure réversible. Ici, la châıne de générateur Π0 est absorbée, donc non
réversible, mais la restriction Π̃0 de Π0 à N∗ l’est (même si la matrice Π̃0 n’est plus




bk−1 . . . b1
dk . . . d2
, ∀k ∈ N∗.
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µi+j , ∀(i, j) ∈ (N∗)2.
Théorème 1.30 (cas compact)
Supposons que Π̃0 est compact dans L
2(N∗, µ). Alors Π̃ est compact dans L2((N∗)2, ν)
et il existe une base orthonormée de vecteurs propres de Π̃ éléments de ∪d≥2Vd. De























qui est une base de
V :=
{













a ∈ R, v(1), v(2) ∈ L2(N∗, µ) et v(3) ∈ L2((N∗)2, ν)
}
au sens où pour tout v ∈ V , il existe un unique a ∈ R et trois uniques suites (α`)`≥1,























` β` k u
1,`
k convergent dans L
2(N∗, µ) et
∑
d,` γd` Pd(i, j)u
d,`
i+j con-
verge dans L2((N∗)2, ν).
L’espace V de ce théorème n’est a priori pas un espace L2, ni l’ensemble de
toutes les suites indicées par N2, mais il contient toutes les suites (vij)i,j∈N nulles
pour (i, j) 6∈ TN pour un certain N ≥ 1.
Lorsqu’on peut l’appliquer, ce théorème montre que tout problème du type (1.24)
admet généralement une unique solution appartenant à V2 (ou V3 dans le cas où
ι = ε). Il valide donc la procédure utilisée pour prouver le théorème 1.26 pour des
modèles plus généraux. Il permet également d’étendre le principe de l’étude de la
section 1.6.3 à d’autres questions pouvant se mettre sous la forme (Q0w)ij = f(i, j),
par exemple le calcul des dérivées secondes (ou supérieures) de la probabilité de
fixation u du théorème 1.26 au point (x, x). Le problème revient alors à prouver que
f(i, j) ∈ V et à obtenir sa décomposition sous la forme (1.30). L’expression de w
s’obtient alors en utilisant le fait que (iu1,`i+j)i,j≥0, (ju
1,`
i+j)i,j≥0 et (Pd(i, j)u
d,`
i+j)i,j≥0
sont des vecteurs propres de Π.
1.7.3 Extensions traitées dans [P19]
Les résultats précédents s’appliquent en fait à n’importe quelle châıne de Markov
bi-type (sur N2) neutres sans mutation, et où chacune des coordonnées est absorbée
en 0. En outre, ces résultats s’appliquent aussi bien aux matrices de transition de
châınes de Markov à temps discret qu’aux générateurs de châınes de Markov à temps
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continu. Le cas des diffusions bi-dimensionnelles neutres sans mutation et où chaque
coordonnée est absorbée en 0 est également traité dans [P19]. Les conséquences de
ces résultats sur les vecteurs et valeurs propres de Dirichlet de Π̃ dans (N∗)2 \ TN
pour tout N ≥ 1 sont ensuite étudiées.
L’article [P19] se termine par l’application de ces résultats au comportement
quasi-stationnaire de châınes de Markov neutres bi-types finies. Rappelons quelques
définitions de base de la théorie des distributions quasi-stationnaires (voir par exem-
ple [252, 51] pour plus de détails). Si (Zt, t ≥ 0) est un processes de Markov aborbé
dans un sous-ensemble ∂ de son espace d’état, une mesure de probabilité α sur
l’espace d’état de Zt est appelée distribution quasi-stationnaire si pour tout t ≥ 0,
la loi de Zt conditionnellement à {Zt 6∈ ∂} est α lorsque Z0 est distribué selon α.
En outre, une distribution quasi-stationnaire α est appelée limite de Yaglom lorsque
pour toute condition initiale déterministe Z0 = x, la loi de Zt conditionnellement à
{Zt 6∈ ∂} converge étroitement vers α lorsque t→ +∞.
Pour le processus Zt = (Xt, Yt) sur N2 de générateur infinitésimal Π, au moins
deux comportements quasi-stationnaires peuvent être étudiés, ou bien conditionnel-
lement à la non-extinction de chaque espèce (∂ = N×{0}∪ {0}×N), ou bien condi-
tionnellement à la non-extinction de la population totale (∂ = {(0, 0)}). Dans le cas
d’un espace d’état fini, l’article [P19] caractérise les distributions quasi-stationnaires
et la limite de Yaglom (quand elle existe) dans ces deux cas comme des vecteurs
propres de la matrice Π. Un corollaire montre qu’au voisinage de la neutralité, il n’y
a jamais coexistence dans la limite de Yaglom d’une châıne de Markov bi-type sans
mutations à valeurs dans TN conditionnellement à la non-extinction de la population
totale.
Dans le cas d’une densité-dépendance de Lotka-Volterra compétitive, c’est-à-dire
lorsque bn = b et dn = c(n−1), l’opérateur Π̃0 n’est pas compact dans L2(N∗, µ), donc
le théorème 1.30 ne s’applique pas, mais il s’applique dès que Π̃0 est un opérateur





n) < ∞. Cette condition n’est
pas réaliste biologiquement dans un modèle en temps continu. Cependant, lorsque
l’on transpose ces résultats à des modèles en temps discret, on obtient des condi-
tions beaucoup plus réalistes (cf. [P19, Ex. 1]). Il est donc souhaitable d’étendre le
théorème 1.30 à d’autres hypothèses, par exemple le cas où Π̃0 est à résolvante com-
pacte. Il n’est cependant pas clair dans ce cas que Π̃ soit à résolvante compacte,
point crucial dans la preuve. Cette question est pour le moment ouverte.
1.8 Travaux en cours, perspectives
Dans cette partie, nous désignerons par approche PES l’approche probabiliste
en dynamique adaptative, qui fait l’objet de la section 1.4, et par approche EDP
l’approche déterministe en dynamique adaptative, qui fait l’objet de la section 1.5.
1.8.1 Extension des résultats sur le PES, l’équation canonique et le
critère de branchement évolutif
Plusieurs extensions plus ou moins directes des théorèmes 1.9, 1.11 et 1.13 de
l’approche PES peuvent être envisagées.
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Autres densité-dépendances : L’hypothèse 1.2 conduit à des propriétés très for-
tes des systèmes dynamiques déterministes gouvernant la compétition entre traits
(proposition 1.4), propriétés qui n’ont aucune raison d’être vérifiées lorsque le
noyau de compétition c(·, ·) n’est pas symétrique ou positif, ou plus générale-
ment pour d’autres densité-dépendances. L’obstacle principal à la construction
du PES est alors la caractérisation du comportement en temps grand des systèmes
d’EDO décrivant la compétition entre trait mutant et trait(s) résident(s). Par
exemple, plusieurs extensions du PES et de l’équation canonique à des modèles
avec une structure d’âge ont été obtenues [249, 250]. Pour une densité-dépendance
quelconque, un certain nombre de phénomènes peuvent se produire, depuis l’ap-
parition de cycles limites ou de comportements chaotiques, jusqu’à l’extinction
du trait mutant pourtant invasif (the resident strikes back [128, 127]) voire l’ex-
tinction totale de la population après l’invasion d’un mutant (evolutionary sui-
cide [141, 79]). Un principe biologique général veut que, lorsque les mutations
sont suffisamment petites, l’invasion d’un trait mutant implique sa fixation, au
sens où le trait lui ayant donné naissance s’éteint, sauf éventuellement au voi-
sinage de singularités évolutives. Ce principe a été démontré seulement pour
certains modèles [128, 127]. Un autre principe biologique appelé principe d’ex-
clusion veut que des traits trop proches ne peuvent pas coexister [255]. Pour
toutes ces raisons, la convergence du modèle individu-centré vers le PES est cer-
tainement un problème difficile en toute généralité. Cependant, afin d’étudier
la convergence vers l’équation canonique et le branchement évolutif, il n’est pas
nécessaire de construire le PES pour tout temps puisque seules des propriétés de
comportement de systèmes dynamiques avec un petit nombre de traits proches
sont nécessaires, ce qui permet d’envisager d’établir un résultat général combi-
nant les théorèmes 1.9, 1.11 et 1.13, comme suggéré dans [256] et [92].
Traits multi-dimensionnels et équation canonique : L’hypothèse 1.8.1 (espa-
ce des traits uni-dimensionnel) est cruciale pour établir les théorèmes 1.11 et 1.13.
Pour l’équation canonique, il semble possible de contourner cette hypothèse
puisque la seule difficulté est la coexistence possible de deux traits loin des sin-
gularités évolutives du fait d’une mutation dans une direction orthogonale au
gradient de fitness. Il est possible de montrer qu’une telle mutation ne se produit
qu’avec une probabilité de l’ordre de σ à chaque mutation, et que la probabilité
d’invasion d’une telle mutation est de l’ordre de σ2. On s’attend donc, avec grande
probabilité, à ce qu’il n’y ait jamais coexistence loin des singularités évolutives
sur l’échelle de temps de l’équation canonique. L’extension du théorème 1.11 au
cas ` ≥ 2 est donc envisageable.
Traits multi-dimensionnels et branchement : Concernant le branchement é-
volutif, le problème est beaucoup plus difficile lorsque ` ≥ 2, puisque la fonction
de fitness f(z;x, y) n’admet en général pas de développement limité à l’ordre 2 au
voisinage de (x∗;x∗, x∗) avec x∗ singularité évolutive [92]. Or ce développement
limité est le point clé de la preuve du théorème 1.13 lorsque ` = 1. Des approches
pour analyser ces singularités sont proposées dans [92].
Après le premier branchement évolutif : Le principe de l’étude du PES sug-
gère qu’après le premier branchement évolutif, les deux traits qui coexistent évo-
luent selon une extension de l’équation canonique avec deux traits qui coexistent
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[256, P3]. Il peut alors y avoir convergence vers une singularité évolutive avec deux
traits qui coexistent, ou extinction progressive de l’une des deux traits [131, 178],
ou même des dynamiques dans l’espace des traits plus compliquées (par exemple
cycliques [179, 74]). Dans le premier cas, un nouveau branchement évolutif peut
se produire, conduisant à la coexistence de trois traits, qui évoluent ensuite selon
une nouvelle équation canonique, et ainsi de suite. L’étude mathématique rigou-
reuse de ces phénomènes est encore ouverte, mais peut s’étudier avec les outils
développés dans la section 1.4. La proposition 1.4 fournit le cadre le plus simple
pour mener à bien l’étude de l’équation canonique et du branchement évolutif en
cas de multiple coexistence. Le cas du branchement évolutif nécessite une étude
fine des échelles de temps de branchement, notamment pour déterminer quel trait
branche le premier lorsque plusieurs traits le peuvent.
Les trois limites simultanées : L’ordre des différentes échelles de l’approche PES
(grande population, mutations rares, mutations petites) appelle quelques re-
marques. Tout d’abord, la limite de grande population seule conduit à l’EDP
(1.12), base de l’approche EDP. Pour l’approche PES, il est indispensable de
combiner une limite de grande population avec celle des mutations rares, puisque
cette dernière seule conduirait à l’extinction de la population avant même la
première mutation. De plus, le PES puis l’équation canoniques sont obtenues
successivement en appliquant les limites séparément. Si l’on raisonne directe-
ment au niveau du modèle individu-centré, il se pourrait qu’il soit nécessaire de
prendre une population extrèmement grande et des mutations extrèmement rares
afin de pouvoir observer une dynamique proche de l’équation canonique. Cette
situation serait biologiquement irréaliste. Pour cette raison, il est souhaitable
d’étudier l’application simultanée des trois échelles sur le modèle individu-centré,
afin de déterminer précisément la gamme de paramètres conduisant à l’équation
canonique et au branchement évolutif. Une telle étude permettra également de
déterminer précisément l’échelle de temps du branchement évolutif. Cette ques-
tion nécessite une analyse très fine de la compétition entre deux ou trois traits
proches, sur une échelle de temps plus longue que pour le théorème 1.9, qui ne
peut être obtenue par une simple comparaison avec des processus de branche-
ment. Ce travail est en cours, en collaboration avec Anton Bovier et Martina
Baar (Univ. Bonn).
1.8.2 Controverses biologiques en dynamique adaptative
En 2005, un numéro spécial de Journal of Evolutionary Biology consacré aux
dynamiques adaptatives comportait un article critique décrivant les hypothèses et
les outils de cette théorie [343], ainsi que des articles des chercheurs de cette com-
munauté. Les controverses évoquées dans ce journal sur la théorie de la dynamique
adaptative suggèrent plusieurs questions mathématiques susceptibles d’aider à cer-
ner la pertinence de diverses objections. Voici tout d’abord les principales critiques
émises dans [343].
Fitness régulière : La théorie de la dynamique adaptative suppose que la fonction
de fitness est régulière sur l’espace des phénotypes. Or, du fait de la complexité
de l’application qui associe le phénotype au génotype (la plupart des mutations
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ont un effet drastique, souvent délétère, sur les phénotypes), on s’attend à ce que
l’espace des phénotypes soit de grande dimension que la fonction de fitness soit
irrégulière. La réponse habituelle en dynamique adaptative est que les mutations
ayant un grand effet sur la fitness sont en général très délétères et produisent
des individus non viables ou ne pouvant se reproduire. De tels mutant doivent
simplement être exclus de l’espace des phénotypes.
Continuum de mutations : L’approche PES étant basée sur une analyse de pe-
tites mutations, l’espace des traits doit être un continuum afin de pouvoir définir
un scaling des mutations. Or le phénotype est fonction du génotype, donc dis-
cret. La réponse est classique : il y a certes un nombre fini de génotypes, mais
un nombre tellement gigantesque que rien n’empêche d’en faire l’approximation
par un continuum, pour peu qu’il existe des mutations ayant des petits effets
phénotypiques. Cette question est un débat ancien toujours non tranché. En
outre, l’expression des gènes ayant une part d’aléa, les phénotypes associés à un
même génotype peuvent prendre un très grand nombre de valeurs.
Petites mutations : De nouveau, cette hypothèse est inhérente à l’approche PES.
Elle est sujette à débat puisque bon nombre d’organismes vivants (par exemple
les virus) subissent fréquemment des mutations ayant de grands effets sur leur
fitness. Il s’agit là aussi d’un débat classique en biologie qui n’est toujours pas
tranché. La réponse dépend certainement fortement des espèces.
La dérive génétique est négligée : Rappelons que la dérive génétique regroupe
l’aléa dans une dynamique évolutive dû à la prépondérance des mutations presque
neutres qui se fixent dans la population par pure chance. À cause de la limite
de grande population appliquée dès le début, cet aspect est absent de l’approche
PES. Il s’agit là encore d’un débat ancien en génétique des populations, entre
théorie neutraliste et théorie sélectionniste [174].
Mutations rares : L’approche PES suppose que les mutations sont très rares,
comme l’indique l’hypothèse (1.7). Il s’agit d’une objection plus sérieuse, car
le taux de mutation moléculaire est relativement bien connu et implique géné-
ralement plusieurs substitutions de nucléotides par génération. La réponse en
dynamique adaptative exploite le fait que seules les mutations ayant une in-
fluence phénotypique et produisant des individus viables capables de se repro-
duire doivent être prises en compte. Puisque seule une petite fraction de l’ADN
code pour des protéines et que beaucoup de mutations produisent des protéines
non fonctionnelles, et donc des individus non viables, il n’est pas déraisonnable
de supposer les mutations rares, mais sans doute pas autant que nécessaire pour
pouvoir appliquer le théorème 1.9.
Reproduction sexuée : Cette dernière critique est la principale, car c’est celle qui
touche le plus directement à la question fondamentale de la biologie évolutive
des modes de spéciation. Un assez large consensus admet que la plupart des
apparitions d’espèces résultent d’une spéciation allopatrique, c’est-à-dire d’une
séparation de l’espèce mère en deux sous-populations isolées géographiquement
(suite à une émigration, à l’apparition d’une châıne de montagne ou d’une ı̂le,
ou plus récemment aux activités humaines). Mais la part d’autres modes de
spéciations, dont la spéciation sympatrique qui se produit au sein d’un même
milieu géographique [340], reste controversée [331]. Ce phénomène est suspecté
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de s’être produit chez certaines espèces [308, 112, 235]. La théorie des dynami-
ques adaptatives a suscité un regain d’intérêt pour la spéciation sympatrique
puisque le branchement évolutif peut être considéré comme une phase initiale
de spéciation. L’objection principale est que l’approche PES suppose une re-
production asexuée, alors que la notion de spéciation se définit plutôt dans des
populations sexuées. Certaines études numériques de modèles individu-centrés
sexués ont visé à déterminer les conditions nécessaires au branchement évolutif
dans des populations sexuées [78, 182, 178, 333], mais elles montrent toutes
qu’un mécanisme d’isolement reproducteur est nécessaire pour éviter la produc-
tion continuelle d’individus hybrides de traits intermédiaires. Des exemples de
mécanismes d’isolement reproducteur sont l’appariement assortatif, c’est-à-dire
la préférence de partenaires sexuels ayant des traits semblables, l’évolution de
la dominance, de telle sorte que les hybrides ont une fitness plus basse, ou la
plasticité phénotypique, c’est-à-dire la transmission de caractères non codés par
le génôme. La controverse porte sur le réalisme et la fréquence de ces ingrédients
supplémentaires chez les espèces vivantes.
Ces critiques suggèrent des questions mathématiques pouvant éclairer le débat.
Fitness régulière, continuum de mutations et petites mutations : Ces cri-
tiques sont inhérentes à l’approche PES, basée sur une analyse locale de l’évolu-
tion au voisinage d’une population monomorphique. Se passer de ces hypothèses
nécessite de changer radicalement d’approche et de modèles (par exemple une
approche de physique statistique [90]). Nous n’aborderons pas ces perspectives
dans ce mémoire.
La dérive génétique est négligée : L’étude de la diffusion canonique de la sec-
tion 1.6 est une première tentative pour inclure la dérive génétique à l’approche
PES. Deux critiques peuvent lui être faites : le modèle de base, à cause de l’ab-
sence d’extinction de la population, est irréaliste, et le branchement évolutif est
absent de la diffusion canonique. La première objection peut être résolue en
étudiant la limite des mutations rares en population finie conditionnellement à
la non-extinction (voir la section 1.8.5 ci-dessous). La seconde objection est assez
délicate à résoudre, puisque le branchement évolutif du théorème 1.13 nécessite
que la population reste longtemps proche d’une singularité évolutive, ce que ne
peut pas faire une diffusion. Une première approche consisterait à supposer que
la compétition n’a lieu qu’entre individus de traits proches et à introduire un
scaling approprié de l’espace des traits. Une autre possibilité consisterait à ajou-
ter une structure spatiale de métapopulation au modèle afin de permettre une
séparation géographique d’une population. Une collaboration avec Amaury Lam-
bert (UPMC) a été initiée sur le sujet. Une autre approche pourrait être de
considérer des modèles d’EDPS combinant la dérive génétique à l’approche EDP,
dans laquelle le branchement évolutif se produit beaucoup plus rapidement.
Mutations rares : Deux approches peuvent être envisagées pour répondre à cette
critique : l’étude de la limite des petites mutations seules et l’étude de la limite
des mutations avantageuses rares. La première approche, proposée dans [254],
escamote la limite de mutations rares. De nouveau, pour éviter l’extinction de
la population avant qu’une évolution significative soit observée, il faut combiner
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cette limite avec celle de grande population. Puisqu’un très grand nombre de
traits différents doivent coexister simultanément, il faut utiliser des méthodes
différentes, exploitant le fait que ces traits doivent se concentrer autour d’un pe-
tit nombre de traits distincts, dont les densités doivent être proches de l’équilibre
stable du système de Lotka-Volterra (1.5) correspondant. On s’attend à avoir
une évolution déterministe semblable à l’équation canonique loin des singula-
rités évolutives. La difficulté principale est l’étude du branchement évolutif,
évidemment beaucoup plus complexe dans ce cas. Une telle étude serait in-
termédiaire entre l’approche du PES et l’approche EDP, et permettrait également
de supprimer l’inconvénient biologique principal de l’approche EDP, où des traits
avec une densité exponentiellement faible peuvent quand même avoir une in-
fluence macroscopique sur l’évolution future de la population.
La seconde approche se base sur l’observation que, si les mutations neutres ou
légèrement désavantageuses sont fréquentes dans les espèces vivantes, en re-
vanche, les mutations avantageuses sont rares. Or, le PES décrit précisément
une dynamique évolutive gouvernée uniquement par les mutations avantageuses.
On peut donc chercher à étendre le PES à des situations où un grand nombre
de mutations neutres ou désavantageuses imposent de remplacer les masses de
Dirac du PES par des distributions étalées, et où ces distributions évoluent par
sauts sur une échelle de temps longue de mutations avantageuses. La distinction
entre mutations avantageuses et désavantageuses est cependant délicate au ni-
veau des phénotypes, puisque cette notion dépend du paysage de fitness, et que
celui-ci ne permet de définir une relation d’ordre sur les traits correspondant à
l’avantage sélectif que dans des cas particuliers (typiquement, la dynamique du
réplicateur [155]). Il est donc plus naturel de considérer une extension du modèle
individu-centré de la section 1.2 mêlant génotypes et phénotypes, où il est plus
facile d’introduire des mutations avantageuses rares, par exemple en supposant
un effet additif d’un nombre dénombrable de gènes (avec effets sommables) et des
mutations fréquentes uniformes sur un grand sous-ensemble de gènes. Seules les
mutations sur les premiers gènes auront un alors grand effet sur les phénotypes.
Reproduction sexuée : Même s’il s’agit d’un problème biologiquement important,
l’analyse mathématique de la dynamique adaptative de populations sexuées est
encore un sujet largement ouvert (à l’exception notable de [52]) d’une part à
cause de la difficulté du problème, et d’autre part car il n’y a pas de consensus
sur un modèle réaliste combinant génotypes et phénotypes. La difficulté prin-
cipale est la prise en compte de mécanismes d’isolement reproducteur dans un
critère de branchement, afin de quantifier le réalisme du phénomène de branche-
ment évolutif chez les espèces sexuées. Une population sexuée en branchement
évolutif est susceptible de comporter un grand nombre de traits (à cause des
hétérozygotes). Pour cette raison, une étude par mutations rares seules pourrait
être délicate, mais on peut espérer que l’approche par mutations petites seules
décrite ci-dessus puisse fournir des outils pour l’analyse de cette question.
Épigénétique : L’épigénétique regroupe l’ensemble des mécanismes de régulation
de l’expression des gènes, influencés par l’environnement et l’histoire individuelle,
et transmis d’une génération à l’autre sans modification de l’ADN. Ces caractères
transmissibles non génétiques peuvent être une manière de favoriser et d’accélérer
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le branchement évolutif. L’approche par mutations petites décrite ci-dessus peut
fournir des outils pour étudier un modèle d’épigénétique avec petites modifica-
tions des caractères génétiques ou non transmis d’une génération à l’autre. Une
collaboration avec Régis Ferrière (Univ. Arizona et ENS Paris) a débutée sur ce
thème, pour des interactions hôtes-pathogènes.
1.8.3 Questions ouvertes sur l’approche EDP
Unicité et caractérisation de la limite : Il s’agit d’une faiblesse de la théorie
actuelle des équations de Hamilton-Jacobi avec contrainte apparaissant en dyna-
mique adaptative, puisqu’aucun critère général n’est connu (voir [15, 277, 260]
pour des cas particuliers). Cette question est pourtant cruciale pour caractériser
le branchement évolutif et pour l’analyse des schémas d’approximation de la so-
lution de l’équation de Hamilton-Jacobi. En collaboration avec Pierre-Emmanuel
Jabin (Univ. Maryland), nous étudions l’unicité dans un modèle sans mutation
(le paramètre β de (1.13) est nul).
Une autre approche est possible à l’aide d’une interprétation probabiliste de uε,
soit à la manière de Freidlin [118, 119], soit à l’aide de diffusions branchantes
(voir section 5.3.4). Dans les deux interprétations probabilistes, la dépendance
au paramètre ε suggère une étude par grandes déviations. L’objectif est de don-
ner une caractérisation variationnelle de la limite qui étende la caractérisation
des équations de Hamilton-Jacobi classiques en terme de contrôle déterministe
(cf. [12, Ch. 5]).
Le cas d’un espace de traits fini : Grâce à l’interprétation en terme de grandes
déviations, il est possible de formuler un problème équivalent à (1.13) sur un
espace de traits fini. On obtient alors un système d’EDO paramétré par ε dont
on peut espérer caractériser la limite lorsque ε→ 0 plus facilement, afin de mieux
comprendre le cas général. Une partie de ce travail est l’objet d’une collaboration
avec Laurent Miclo (Univ. Toulouse).
Modèles spatiaux : L’étude mathématique de la spéciation doit tenir compte de
l’influence de l’espace. Là encore, très peu d’études mathématiques de la dyna-
mique adaptative d’une population spatialement structurée existent [29, 223].
Une étude préliminaire (aussi bien pour l’approche EDP que pour l’approche par
le PES) est celle de la compétition entre plusieurs traits dans un système d’EDP
avec diffusion spatiale, extension naturelle du système d’EDO (1.5). Une colla-
boration avec Sten Madec (Univ. Tours) est en cours pour des modèles de type
chémostat spatialisés avec une forte diffusion spatiale, faisant suite à ses travaux
récents sur le sujet [40].
1.8.4 Extension des propriétés spectrales de [P19]
En plus de la question ouverte sur les opérateurs à résolvante compacte men-
tionnée en section 1.7.3, deux autre perspectives à l’article [P19] sont envisagées.
Cas multidimensionnel : En utilisant un cas limite des polynômes de Hahn uti-
lisés dans [170] (voir aussi [91]), il est envisageable d’étendre les résultats de [P19]
à des châınes de Markov en dimension quelconque.
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Modèles neutres diplöıdes : Le développement limité de la probabilité de fixa-
tion de [P6] et l’analyse spectrale de [P19] ont été récemment étendus à des
modèles neutres diplöıdes par Camille Coron [57, 58]. La structure spectrale est
plus complexe et semble impliquer des paires de polynômes formant des espaces
stables engendrés par des polynômes, qu’il s’agit de caractériser.
1.8.5 Distributions quasi-stationnaires
Les perspectives décrites ici sont liées à l’article [P19], mais également à l’ar-
ticle [P8] non décrit dans ce mémoire. Elles font toutes l’objet de travaux en cours
avec Denis Villemonais (Univ. Lorraine) et concernent l’étude des distributions quasi-
stationnaires et des limites de Yaglom définies dans la section 1.7.3. L’étude de l’exis-
tence de ces notions et leur caractérisation est un sujet très ancien [63, 310, 64, 113].
Les dynamiques de populations en dimension 1 ont été étudiées par de nombreux
auteurs [43, 332, 172, 108, 171, 156, 265, 135, 242]. Des dynamiques de populations
structurées semblables au modèle individu-centré de la section 1.2.1 ont également
été récemment étudiées [49]. Le cas des diffusions a également été étudié en dimension
un [241, 41] et deux [42].
Convergence exponentielle vers la limite de Yaglom : La plupart des précé-
dents articles utilisent une approche spectrale pour justifier l’existence d’une
distribution quasi-stationnaire (voir également [228]). La classe des modèles aux-
quels ces méthodes s’appliquent est souvent restreinte, typiquement des processus
de Markov réversibles par rapport à une mesure invariante. C’est généralement
le cas des dynamiques de population en dimension 1, mais pas en dimension
supérieure (comparer les hypothèses de [41] et [42]). Pour cette raison, des critères
plus probabilistes d’existence et de convergence vers les distributions quasi-sta-
tionnaires sont souhaitables. Or, de tels critères sont bien connus pour les proces-
sus de Markov irréductibles [258], et certains d’entre eux, comme la condition de
Doeblin [87, 89] ou le coefficient d’ergodicité de Dobrushin [85], sont de nature
probabiliste. Ce projet de recherche vise à étendre ces critères d’ergodicité aux
processus conditionnés. Parmi les applications possibles, nous envisageons l’ex-
tension au cas des équations de Langevin des résultats de [205] sur les algorithmes
de simulation parallèle de dynamiques moléculaires. En effet, ces résultats sont
seulement établis pour des EDS uniformément elliptique (overdamped Langevin),
alors que les modèles naturels en dynamique moléculaire sont des diffusions de
Langevin, hypoelliptiques.
Le cas réductible, application au cliquet de Muller : Dans le cas où la res-
triction de la matrice de transition aux états non absorbés est réductible, les
critères précédents ne s’appliquent pas en général. L’extension de ces critères à
des cas réductibles est cependant souhaitable puisque les modèles de compétition
entre plusieurs espèces comme ceux de la section 1.7 sont importants aussi bien
en écologie qu’en génétique des populations. L’exemple du cliquet de Muller,
c’est-à-dire la fixation successive de mutations délétères dans une population,
est fondamental en biologie de la conservation. La distribution quasi-stationnaire
permettrait de caractériser le nombre de mutations délétères pouvant se fixer
dans une population sans modifier fortement sa capacité de survie à long terme.
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Populations finies conditionnées à la non-extinction : L’approche de la sec-
tion 1.6 pour l’étude de la dynamique adaptative en population finie souffre
de l’irréalisme d’un modèle où l’extinction totale de la population est impos-
sible. Comme mentionné en section 1.8.2, on peut étudier la dynamique adap-
tative d’une population finie avec extinction possible conditionnellement à la
non-extinction. L’hypothèse de mutations rares ne permet pas dans ce cas de
simplifier le modèle, puisque le conditionnement à la non-extinction a pour effet
de forcer très rapidement l’apparition de mutants avantageux. Cependant, une
fois un trait optimal en terme de survie atteint, des mutations délétères peuvent
apparâıtre malgré le conditionnement à la non-extinction. Le problème devient
alors semblable au précédent (sur le cliquet de Muller). Une étude dans la limite
des mutations petites seules est également possible.
Temps rétrograde pour des processus conditionnés à la non-absorption :
Il est bien connu qu’un processus de Markov stationnaire en temps rétrograde
est un nouveau processus de Markov stationnaire (cf. par exemple [7]). Cette
propriété doit s’étendre aux processus de Markov absorbés issus d’une distribu-
tion quasi-stationnaire. Un tel résultat aurait des implications biologiques, puis-
qu’il permettrait d’étudier la dynamique vers l’extinction d’une (ou plusieurs)
espèce(s) actuellement éteinte(s) et dont on sait qu’elle(s) étai(en)t encore non
éteinte(s) à une date passée.
Approche par pénalisation : La loi du Q-processus d’un processus de Markov
absorbé (Xt, t ≥ 0) s’obtient comme limite lorsque t → +∞ de la loi du proces-
sus X conditionné à être absorbé après la date t. Il s’agit donc d’un processus
obtenu par pénalisation au sens de [303]. Un grand nombre d’autres pénalisations
produisant des processus non-absorbés sont possibles, par exemple en pénalisant




avec f(0) = 0
ou g(0) = 0 et f, g ≥ 0. Pour étudier les cas où ces pénalisations donnent un
processus différent du Q-processus, il est possible de caractériser l’espérance de
Mt à l’aide de diffusions branchantes (voir section 5.3.4), dont le comportement





Avant d’être utilisés en dynamique adaptative comme dans le chapitre précédent,
les modèles individu-centrés ont d’abord été introduits en écologie comme outil
pour décrire des interactions locale ou des phénomènes complexes au niveau in-
dividuel [67, 267, 347, 268, 348, 86, 136, 152]. Les études écologiques utilisant des
modèles individu-centrés sont principalement numériques, et les modèles sont pour
la plupart posés dans un espace discret comme des systèmes de particules en inter-
action en temps discret ou continu [267, 347, 268, 348], et plus rarement en espace
continu [86, 152].
Plus récemment, on a commencé à se servir en écologie des modèles individu-
centrés à des fins d’analyse de dynamiques de populations spatialisées, principale-
ment dans deux directions : premièrement, en écrivant des équations de moments
pour ces modèles et en utilisant une fermeture ad hoc suivant les problème afin
de se ramener à une étude de systèmes d’EDO (le plus souvent pour des modèles
individu-centrés en espace continu [245, 21, 23, 203, 204, 247, 33, 22]), et deuxièment
en construisant des modèles approchés plus simples obtenus en faisant des scalings de
paramètres démographiques, temporels ou spatiaux (voir par exemple [94, 95] pour
les modèles individu-centrés en espace discret et [117, 329, 251, P4, P7, P9, P18, P22]
en espace continu).
Si les fermetures de moments sont très heuristiques et difficiles à justifier en
pratique [117], plusieurs approches mathématiques permettent d’étudier les scalings
de paramètres sur les modèles individu-centrés. Les contributions de ce chapitre
portent sur ce type de questions. Comme dans le chapitre précédent, nous allons
formuler nos résultats pour des modèles avec densité-dépendance de Lotka-Volterra
compétitive, même si certaines des contributions de ce chapitre se placent dans un
cadre plus général. Le modèle de base de ce chapitre est donc celui décrit dans la
section 1.2.1 du chapitre 1.
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2.2 Modèles macroscopiques : différentes limites sur les
paramètres du modèle individu-centré [P4, P9, P22]
Les résultats présentés ici sont issus des publications [P4, P9, P22] en collabora-
tion avec Régis Ferrière et Sylvie Méléard.
On considère le modèle individu-centré de la section 1.2.1 avec un espace des
traits X ⊂ R` fermé, sous les hypothèses suivantes.
Hypothèses 2.1 (bornes et régularité sur les paramètres)
1. Les fonctions b, c, d et p sont continues bornées, à valeurs positives ou nulles.
2. Il existe une fonction m dans L1(R`) telle que pour tout x ∈ X et h ∈ R`,
m(x, h) ≤ m(h).
Nous allons considérer trois scalings, correspondant aux hypothèses suivantes.
Hypothèse 2.2 (processus renormalisé sans scaling des mutations)





où le processus (νt, t ≥ 0) est construit comme dans la section 1.2.1 avec les nouveaux
paramètres bK := b, dK := d, cK =
1
K c, pK = p et mK = m.
Hypothèses 2.3 (accélération des naissances et morts et petites mutations)
1. X = R`.
2. Pour tout σ ∈]0, 1], la mesure de probabilité mσ(x, h)dh := 1σ`m(x,
h
σ )dh a son
support inclu dans X − x := {y − x : y ∈ X}.





où le processus (νt, t ≥ 0) est construit comme dans la section 1.2.1 avec les nou-
veaux paramètres bK(x) := K
ηa(x) + b(x), dK(x) := K
ηa(x) + d(x), cK(x, y) =
1
K c(x, y), pK(x) = p(x) et mK(x, h) = mK−η/2(x, h), où η ∈ [0, 1] est un pa-
ramètre et a(x) est une fonction continue positive bornée sur X .
4. La fonction m(x, ·) est la densité d’une v.a. centrée admettant des moments
d’ordre 3 finis et uniformément bornés par rapport à x. De plus, la racine carrée
symétrique σ de la matrice de covariance Σ de m(x, h) dh, définie après (1.21),
est telle que la fonction σ(x)
√
p(x)a(x) est uniformément lipschitzienne.
Hypothèses 2.4 (accélération des naissances et morts et mutations rares)
1. X = R`.





où le processus (νt, t ≥ 0) est construit comme dans la section 1.2.1 avec les
nouveaux paramètres bK(x) := K
ηa(x)+b(x), dK(x) := K
ηa(x)+d(x), cK(x, y) =
1
K c(x, y), pK(x) =
1
Kη p(x) et mK(x, h) = m(x, h), où η ∈ [0, 1] est un paramètre
et a(x) est une fonction continue positive bornée sur X .
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Le scaling de l’hypothèse 2.2 correspond à celui de l’hypothèse 1.6 avec µ et σ
fixés. Le paramètreK s’interprète biologiquement comme la taille du système (system
size [256]) : plus le système est grand, moins les individus sont en compétition, d’où
le scaling du noyau de compétition c en 1/K. Mathématiquement, ce scaling permet
d’exprimer la non-linéarité du modèle (due à la compétition) comme une fonction de
la mesure νK , ce qui explique la convergence des termes correspondants. En effet, le















t (dy)− c(xi, xi). (2.1)
Les hypothèses 2.3 et 2.4 supposent soit des petites mutations, soit des muta-
tions rares, combinées à une accélération des naissances compensée par la même
accélération des morts. Le taux de croissance (taux de mort moins taux de nais-
sance) d’un individu dans la population reste d’ordre 1. Nous modélisons donc des
populations où les naissances et des morts sont beaucoup plus rapide que les chan-
gement démographiques et évolutifs. Cette situation est typique de certains micro-
organismes [330, 350, 235]. De plus, le fait que différents paramètres écologiques
ou développementaux ont un scaling différents en fonction de la taille du système
est un fait avéré pour de nombreux exemples (phénomènes regroupés sous le terme
d’allométries [35, 46, 16]).
Les processus (νKt , t ≥ 0) des hypothèses 2.2, 2.3 et 2.4 sont des processus de
Markov de saut pur à valeurs dans MF (X ) l’ensemble des mesures positives finies
sur X .
Notre premier résultat de convergence est le suivant.
Théorème 2.5 (limite de grande population sans scaling des mutations)
Supposons que les hypothèses 2.1 et 2.2 sont satifaites. Supposons de plus que νK0
converge en loi quand K → +∞ pour la topologie de la convergence étroite sur
MF (X ) vers une mesure finie déterministe ξ0 sur X et que supK>0 E(〈νK0 ,1〉3) <
∞. Alors le processus (νKt , t ≥ 0) converge en loi pour la topologie de Skorohod
dans D(R+,MF (X )) quand K → +∞ vers l’unique fonction continue déterministe
(ξt, t ≥ 0) à valeurs dans MF (X ) satisfaisant pour toute fonction f sur X bornée et
pour tout t ≥ 0





















f(x+ h)m(x, h) dh ξs(dx) ds. (2.2)
Lorsque ξ0 a une densité par rapport à la mesure de Lebesgue, alors la même
propriété est satisfaite par ξt pour tout t ≥ 0, et la fonction u(t, x) telle que ξt(dx) =
u(t, x) dx est solution faible de l’équation intégro-différentielle
∂u
∂t










b(y)p(y)u(t, y)m(y, x− y) dy.
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On retrouve donc l’équation (1.12) de la section 1.5, connue en génétique des popula-
tions comme l’équation de Kimura pour un continuum d’allèles [173] (voir aussi [34,
p. 119, Eq. (1.3)]).
Remarquons également que, lorsqu’il n’y a pas de mutations (p ≡ 0) et que
ξ0 =
∑n
i=1 ui(0)δxi , alors ξt =
∑n
i=1 ui(t)δxi , où les ui(t) sont solutions du système
d’EDO (1.5) étudié dans la section 1.3.
La preuve de ce résultat et des suivants passe par le schéma classique de tension
uniforme (à l’aide de critères spécifiques aux espaces de mesure [301]) et identification
de la limite par problème de martingale.
Afin d’illustrer nos résultats de convergence, nous avons réalisé des simulations
du modèle individu-centré avec les scalings des hypothèses 2.2, 2.3 et 2.4 à l’aide
d’un algorithme exact d’acceptation-rejet. Les paramètres du modèle sont issus de
l’article [177] :
X = [0, 4], d(x) = 0, a(x) = 1, p(x) = µ,








et la loi de mutationm(x, h)dh est une gaussienne centrée de variance σ2 conditionnée
à ce que le trait mutant x + h soit dans X . Dans ce modèle, la variable x influence
le taux de naissance négativement, favorisant les traits petits, et la compétition
asymétrique de forme sigmöıde favorise les traits les plus grands dans la population.
Le trait x est donc soumis à une sélection stabilisatrice (stabilizing selection).
La convergence du théorème 2.5 est illustrée dans la figure 2.1 (a).
Nous obtenons ensuite deux résultats de convergence sous les hypothèses 2.3
et 2.4 dans le cas où η 6= 1.
Théorème 2.6 (accélération des naissances et morts avec petites mutations I)
(i) Supposons que les hypothèses 2.1 et 2.3 sont satifaites avec 0 < η < 1. Sup-
posons de plus que νK0 converge en loi quand K → +∞ pour la topologie
de la convergence étroite vers une mesure finie déterministe ξ0 sur R` et que
supK>0 E(〈νK0 ,1〉3) < ∞. Alors le processus (νKt , t ≥ 0) converge en loi pour
la topologie de Skorohod dans D(R+,MF (R`)) quand K → +∞ vers l’unique
fonction continue déterministe (ξt, t ≥ 0) à valeurs mesures satisfaisant pour
toute fonction f ∈ C2b (R`) et pour tout t ≥ 0


























(x) ξs(dx) ds. (2.4)
(ii) Si de plus il existe λ > 0 tel que p(x)a(x)s∗Σ(x)s ≥ λ‖s‖2 pour tout x, s ∈ R`,
alors pour tout t > 0, la mesure ξt a une densité u(t, ·) par rapport à la mesure de
Lebesgue, et u(t, x) est l’unique solution faible (au sens d’une fonction à valeurs
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(a) p = 0.03, K = 100000, σ = 0.1. (b) p= 0.3, K= 10000, σ= 0.3/Kη/2, η= 0.5.
(c) p = 0.3, K = 10000, σ = 0.3/Kη/2, η = 1. (d) p = 0.1/Kη, K = 10000, σ = 0.1, η = 0.5.
Figure 2.1 – Simulations de la distribution de traits (courbes du haut) et du nombre
d’individus (courbes du bas) dans le modèle de Kisdi (2.3) sous les hypothèses 2.2, 2.3
et 2.4. La population initiale est composée de K individus de même trait 1.2.
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L’EDP (2.5) est connue en génétique des populations comme (une version de)
l’approximation de l’équation de Kimura pour des petits effets de mutations [173].
Ce résultat est illustré par la figure 2.1 (b).
Théorème 2.7 (accélération des naissances et morts avec mutations rares I)
Supposons que les hypothèses 2.1 et 2.4 sont satifaites avec 0 < η < 1. Supposons
de plus que νK0 converge en loi quand K → +∞ pour la topologie de la conver-
gence étroite vers une mesure finie déterministe ξ0 et que supK>0 E(〈νK0 ,1〉3) <∞.
Alors le processus (νKt , t ≥ 0) converge en loi pour la topologie de Skorohod dans
D(R+,MFR`) quand K → +∞ vers l’unique fonction continue déterministe (ξt, t ≥















p(y)a(y)m(y, x− y) dy ξt(dx)− p(x)a(x) ξt(x).
Il s’agit de nouveau de l’équation de Kimura pour un continuum d’allèles [173].
La différence avec (2.2) est le terme de mutations, où le taux de naissance b est
remplacé par le taux d’accélération des naissances et morts a.
Les deux précédents résultats ont examiné les conséquences d’une faible accé-
lération des naissances et morts. Les deux résultats suivants traitent le cas d’une
accélération maximale (η = 1).
Théorème 2.8 (accélération des naissances et morts avec petites mutations II)
Supposons que les hypothèses 2.1 et 2.3 sont satifaites avec η = 1. Supposons de plus
que νK0 converge en loi quand K → +∞ pour la topologie de la convergence étroite
vers une mesure finie déterministe ξ0 et que supK>0 E(〈νK0 ,1〉3) <∞. Alors le pro-
cessus (νKt , t ≥ 0) converge en loi pour la topologie de Skorohod dans D(R+,MF (R`))
quand K → +∞ vers l’unique processus continu (Xt, t ≥ 0) à valeurs dans MF (R`)




et pour tout f ∈ C2b (R`),


























est une martingale continue de variation quadratique






On peut reformuler le problème de martingale pour le processus (Xt, t ≥ 0) du
théorème précédent comme l’EDPS





















où Ẇ est un bruit blanc gaussien espace-temps. Il s’agit d’un superprocessus [96]
qui généralise celui proposé dans [101] comme modèle de populations spatialement
structurées. Ce résultat est illustré par la figure 2.1 (c).
Théorème 2.9 (accélération des naissances et morts avec mutations rares II)
Supposons que les hypothèses 2.1 et 2.4 sont satifaites avec η = 1. Supposons de plus
que νK0 converge en loi quand K → +∞ pour la topologie de la convergence étroite
vers une mesure finie déterministe ξ0 et que supK>0 E(〈νK0 ,1〉3) <∞. Alors le pro-
cessus (νKt , t ≥ 0) converge en loi pour la topologie de Skorohod dans D(R+,MF (R`))
quand K → +∞ vers l’unique processus continu (Xt, t ≥ 0) défini par les conditions




et pour tout f ∈ C2b (R`),





















est une martingale continue de variation quadratique






Ce second type de superprocessus est moins standard et n’a jamais été utilisé dans
un contexte de populations structurées. Ce résultat est illustré par la figure 2.1 (d).
En conclusion, les résultats de cette section ainsi que ceux de la section 1.4 du cha-
pitre 1 montrent que l’on peut obtenir une grande variété de modèles macroscopiques
différents, déterministes ou stochastiques, à partir du même modèle individu-centré,
selon la manière dont les hypothèses biologiques se traduisent en terme de scaling
des paramètres du modèle et des échelles de temps.
Les résultats de [P4, P9, P22] sont prouvés pour des densité-dépendances plus
générales, où les taux de mort et de naissance individuels peuvent dépendre de façon
non-linéaires d’intégrales de noyaux contre la mesure νKt comme celle dans (2.1). Le
cas d’une densité-dépendance de Lotka-Volterra compétitive utilisé ici est celui étudié
dans l’article [117] sur lequel sont basés les résultats de [P4, P9, P22]. En particulier,
les théorèmes 2.5, 2.6 et 2.8 sont énoncés et prouvés dans [117]. En revanche, le
cas d’une accélération des naissances et morts avec mutations rares (théorèmes 2.7
et 2.9) n’est pas étudié dans [117].
Les travaux [117, P4, P9, P22] ont par la suite été étendus à d’autres situa-
tions biologiques, notamment les populations structurées par âge [329, 251] et les
distributions de mutations à queues lourdes [169].
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2.3 Évolution dans des modèles spatialement structu-
rés : lien avec les EDP et étude numérique [P7]
Les résultats présentés ici sont issus de la publication [P7] en collaboration avec
Sylvie Méléard.
Jusqu’ici, nous n’avons utilisé le modèle individu-centré que dans un contexte
évolutif. Historiquement, ce type de modèle a plutôt été utilisé pour des popu-
lations spatialement structurées [67, 94, 267, 21, 23, 347]. Les aspects spatiaux
sont fondamentaux en écologie [262, 328], aussi bien pour l’étude de la colonisa-
tion de nouveaux habitats par des espèces dispersantes que pour la propagation
d’épidémies [261, 291, 225] ou les phénomènes d’agglomération ou de fragmentation
de populations (clustering ou nucleation) [122, 351, 269].
Les aspects spatiaux jouent également un rôle crucial dans l’évolution des po-
pulations, puisque l’espace favorise la diversification et la stabilité du polymor-
phisme [94, 78, 86]. Inversement, l’évolution peut également avoir une forte influence
sur des phénomènes a priori purement spatiaux, comme l’invasion. Par exemple,
l’évolution de la morphologie a un impact sur l’expansion d’espèces invasives, qui s’il
est négligé peut induire une forte sous-estimation de la vitesse d’invasion [327, 283].
Il est alors fondamental d’étudier l’évolution de traits spatiaux, comme par exemple
des traits morphologiques liés à la vitesse de déplacement ou la distance de dispersion
pour des plantes [8, 29].
La publication [P7] a pour but de présenter un modèle individu-centré combinant
évolution et mouvements spatiaux, de montrer la convergence de ce processus avec
un scaling approprié vers une EDP proposée dans [76, 8], et de réaliser une étude
numérique de plusieurs exemples issus de différents contextes biologiques.
Le modèle individu-centré est très similaire à celui de la section 1.2.1. L’espace des
traits X est maintenant remplacé par X ×U , où X est un sous-ensemble compact de
R` (l’espace des traits) et U est un domaine ouvert borné de Rk (l’espace physique).
Pour tout (x, u) ∈ X ×U et pour tout y ∈ R` et v ∈ Rk, on introduit les paramètres
b(x, u) ∈ R+ le taux de reproduction d’un individu de trait x à la position u.
d(x, u) ∈ R+ le taux de mort “naturelle” d’un individu de trait x à la position u.
W (y) ∈ R+ le noyau de compétition en trait.
Iδ(v) ∈ R+ le noyau de compétition en espace, dépendant d’un paramètre δ > 0 qui
représentera ci-dessous la portée d’interaction spatiale.
p(x, u) la probabilité de mutation lors d’une reproduction d’un individu de trait x
à la position u.
m(x, u, h)dh la loi de la différence entre le trait x et un trait mutant x+ h né d’un
individu de trait x à la position u. Le support de cette mesure est contenu dans
{z − x : z ∈ X}.
Ces paramètres définissent les taux de naissance, mort et mutation comme dans la
section 1.2.1, avec un noyau de compétition c(x, u; y, v) = W (x− y)Iδ(u− v). Entre
deux tels événements, on suppose de plus que les individus se déplacent selon des
diffusions réfléchies sur le bord ∂U de U indépendantes, de paramètres
f(x, u) ∈ Rk la dérive de la diffusion spatiale d’un individu de trait x en u.
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σ(x, u) ∈ R+ le coefficient de diffusion du mouvement spatial d’un individu de trait x
en u. La diffusion est supposée isotrope, c’est-à-dire que la matrice de diffusion
en (x, u) est σ(x, u)Id où Id est la matrice identité k × k.
Plus précisément, on considère à tout instant t ≥ 0 une population finie de
Nt individus de traits et positions respectifs (x1, u1), . . . , (xNt , uNt). L’état de la





et (νt, t ≥ 0) est un processus de Markov homogène dans l’ensembleM1(X ×U) des
mesures ponctuelles finies sur X ×U de générateur infinitésimal L = L1 +L2, où L1
est la partie décrivant les sauts du processus et L2 la partie décrivant les diffusions



































d(x, u) + (WIδ) ? ν(x, u)−W (0)Iδ(0)
)
ν(dx, du).
pour toute fonction φ mesurable bornée sur M1(X × U), où ? désigne le produit de
convolution dans R` × Rk, c’est-à-dire
(WIδ) ? ν(x, u) =
∫∫
R`×Rk
W (x− y)Iδ(u− v)ν(dy, dv).
Soit C2,0b (X × U) l’ensemble des fonctions bornées, C2 sur X × U à dérivées bornées
et dont le gradient normal par rapport à la seconde variable est nul sur X × ∂U .
Pour toutes fonctions G ∈ C2b (R) et g ∈ C
2,0
b (X × U), on note Gg la fonction sur
MF (X × U) définie par Gg(ν) = G(〈ν, g〉). L’opérateur L2 est défini par
L2Gg(ν) = 〈ν, σ∆ug + f.∇ug〉G′(〈ν, g〉) + 〈ν, σ|∇ug|2〉G′′(〈ν, g〉),
d’une façon similaire à la forme classique des diffusions branchantes [300].
Hypothèses 2.10 (bornes et régularité sur les paramètres)
1. Les fonctions b, W , Iδ, d et p sont continues bornées, à valeurs positives ou nulles.
2. Il existe une fonction m dans L1(R`) telle que pour tout x ∈ X et h ∈ R`,
m(x, h) ≤ m(h). De plus
∫
X hm(x, u, h) dh = 0 pour tout x ∈ X et u ∈ U .
3. Les fonctions f et σ sont bornées, uniformément lipschitziennes par rapport à la
variable d’espace u, et continues par rapport à la variable de trait x.
Hypothèse 2.11 (processus renormalisé sans scaling des mutations)





où le processus (νt, t ≥ 0) est construit comme ci-dessus avec les nouveaux paramètres





δ, pK = p, mK = m, fK = f et σK = σ.
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Hypothèses 2.12 (hypothèses supplémentaires de régularité)
1. Il existe α > 0 tel que la fonction σ est C2+α par rapport à la variable d’espace u,
et il existe σ > 0 tel que σ(x, u) ≥ σ pour tout (x, u) ∈ X × U .
2. La fonction f est C1+α pour un α > 0.
Notre premier résultat, similaire au théorème 2.5, étudie la limite de grande
population.
Théorème 2.13 (limite de grande population sans scaling d’espace)
Supposons que les hypothèses 2.10 et 2.11 sont satifaites. Supposons de plus que
νK0 converge en loi quand K → +∞ pour la topologie de la convergence étroite
sur MF (X × U) vers une mesure déterministe ξδ0 et que supK>0 E(〈νK0 ,1〉3) < ∞.
Alors le processus (νKt , t ≥ 0) converge en loi pour la topologie de Skorohod dans
D(R+,MF (X × U)) quand K → +∞ vers l’unique fonction continue déterministe
(ξδt , t ≥ 0) à valeurs dansMF (X×U) satisfaisant pour toute fonction φ ∈ C2,0b (X×U)
et pour tout t ≥ 0






σ(x, u)∆uφ(x, u) + f(x, u) · ∇uφ(x, u)
+
[






φ(x+ h, u)m(x, u, h) dh
}
ξδs(dx, du) ds. (2.6)
Sous les hypothèses supplémentaires 2.12, lorsque ξδ0 a une densité g
δ
0(x, u) par rap-
port à la mesure de Lebesgue, alors la même propriété est vraie pour ξδt pour tout
t ≥ 0, et la fonction gδ(t, x, u) telle que ξδt (dx, du) = gδ(t, x, u) dx du appartient à






δ)(x, u)−∇u(fgδ)(x, u) +
[






b(y, u)p(y, u)gδ(t, y, u)m(y, u, x− y) dy, ∀(t, x, u) ∈ R+ ×X × U ,
gδ(0, ·, ·) = gδ0,
∇ugδ(t, x, u) · n(u) = 0, ∀(t, x, u) ∈ R+ ×X × ∂U ,
où pour tout u ∈ ∂U , n(u) est le vecteur normal sortant à la frontière de U en u.
La première partie de ce théorème se démontre par des arguments similaires
que pour les résultats de la section 2.2, en utilisant la formulation mild de l’équation
intégro-différentielle limite. Le résultat d’existence d’une densité pour ξδ s’obtient en
montrant que le problème (2.6) admet une unique solution dont la densité s’obtient
par itérations de Picard.
Le second résultat vise à retrouver à partir d’une modélisation probabiliste indi-
vidu-centrée des modèles d’EDP proposés dans [76, 8].
Hypothèses 2.14 (limite de petite portée d’interaction spatiale)
1. La mesure Iδ(u) du converge étroitement vers la masse de Dirac en 0 lorsque
δ → 0.
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2. La densité initiale gδ0 du théorème 2.13 est indépendante de δ > 0 et bornée sur
X × U .
L’hypothèse 2.14.1 est par exemple vraie si Iδ(u) = Cδ1|u|≤1, où la constante Cδ
est choisie de telle sorte que
∫
Rk I
δ(u) du = 1.
Théorème 2.15 (limite de petite portée d’interaction spatiale)
Supposons que les hypothèses 2.10, 2.11, 2.12 et 2.14 sont satifaites. Alors la suite
(gδ)δ>0 converge dans L
∞
loc(R+, L1(X × U)) lorsque δ → 0 vers l’unique fonction








b(y, u)p(y, u)g(t, y, u)m(y, u, x− y) dy, ∀(t, x, u) ∈ R+ ×X × U ,
g(0, x, u) = g0(x, u), ∀(x, u) ∈ X × U ,
∇ug(t, x, u) · n(u) = 0, ∀(t, x, u) ∈ R+ ×X × ∂U ,
où ρg est un terme d’interaction locale défini par
ρg(t, x, u) =
∫
X
W (x− y)g(t, y, u) dy.
Les deux résultats précédents sont prouvés dans [P7] pour des densité-dépendan-
ces générales des taux de mort. L’article est ensuite consacré à l’étude numérique de
plusieurs exemples de paramètres motivés par diverses questions écologiques. Nous
n’en présenterons ici qu’une seule, portant sur l’aggrégation spatiale (clustering), où
les paramètres sont inspirés de [86] :
X = [0, 1], U =]0, 1[, σ(x, u) ≡ σ > 0, f(x, u) ≡ 0,
b(x, u) = 2− 20(x− u)2 si |x− u| ≤ 1/
√
10; 0 sinon,
p(x, u) ≡ 0.1, d(x, u) ≡ 1, Iδ(u) = Cδ1{|u|≤δ}, W (x) ≡ 1.
De plus, m(x, u, h) dh est la loi d’une v.a. gaussienne H centrée de variance s2 condi-
tonnée à x+H ∈ X .
Il s’agit d’un modèle sans hétérogénéité spatiale autre que la frontière du do-
maine, avec mouvement spatial homogène isotrope (f ≡ 0 et σ constant), compétition
indépendante du trait (W ≡ 1) entre individus distants de moins de δ, et taux de
naissance maximal pour x = u. Ce choix représente un gradient spatial de types de
ressources, avec une consommation optimale dépendant des ressources et donc de la
position spatiale. Il y a trois paramètres libres dans ce système, σ, s et δ.
Les simulations de ce modèle sont obtenues par acceptation-rejet pour les évé-
nements de naissance et de mort, et en utilisant le schéma d’Euler modifié de
Lépingle [224, 133] pour les mouvements browniens réfléchis dans U . La figure 2.2
montre les états typiques de la population en temps grand.
On observe que l’invasion spatiale a lieu le long de l’axe x = u et que la population
s’organise en clusters (groupes d’individus de positions et traits bien localisés) de
nombre, forme et espacement dépendant du choix des paramètres. Pour des valeurs














































































































(d) K = 3000, s = 0.01, σ = 0.003, δ = 0.1.
Figure 2.2 – Simulations de l’exemple de clustering spatial au temps t = 4000 et
pour une condition initiale où K individus sont situés au centre du domaine.
de δ suffisamment grandes, on observe dans les figures 2.2 (a,b) la formation de quasi-
espèces spécialisées en trait pour l’exploitation de ressources, distante d’environ δ à
2δ. Pour des valeurs plus petites de δ, les clusters se recouvrent et ne peuvent plus
être distingués dans la figure 2.2 (c). Les autres paramètres (s et σ) influent plutôt
sur la forme du cluster, comme le montre la figure 2.2 (d). On observe enfin dans
toutes les simulations que les clusters au bord du domaine spatial sont plus denses
et reserrés, à cause de la réflexion des mouvements spatiaux.
Nos simulations montrent que l’apparition de quasi-espèces est principalement
due aux naissances locales, comme suggéré dans [351]. En effet, lorsque l’amplitude
des mutations est suffisamment petite, les individus trop éloignés de leur position
optimale subissent une forte sélection négative qui empêche l’élargissement des clus-
ters. La formation d’un nouveau cluster est alors due à la mutation et au mouvement
simultané d’un même individu au-delà de la portée d’interaction des autres indivi-
dus. La population issue d’un tel individu peut alors crôıtre librement jusqu’à former
un nouveau cluster. Ceci explique également la distance de l’ordre de δ qui sépare
chaque cluster, puisque c’est la portée d’interaction spatiale.
Cette explication du clustering est à opposer à l’observation que, pour les modèles
EDP comme ceux des théorèmes 2.13 et 2.15, les conditions au bord semblent in-
fluencer fortement l’apparition de clusters spatiaux. En effet, si les clusters sont
observés pour les conditions de Neumann, on ne les observe plus lorsque l’on im-
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pose des conditions périodiques au bord de U [284]. Ce phénomène se comprend plus
facilement lorsque l’on revient au modèle individu-centré, pour lequel, d’après l’ar-
gument précédent, le clustering se produit facilement, avec un espacement régulier
des clusters. Dans le cas des diffusions réfléchies (condition de Neumann), la position
des clusters est contrainte et ils sont également observés dans la solution de l’EDP.
En revanche, pour des conditions au bord périodiques, la position des clusters est
libre de fluctuer aléatoirement dans le modèle individu-centré tout en préservant
leur espacement. En moyenne, tous les points de l’espace seront alors occupés par
une densité de population constante, ce qui explique que la solution de l’EDP avec
conditions au bord périodique est constante. L’analyse des modèles d’EDP montre
également que le clustering dépend fortement de la forme du noyau d’interaction
spatiale [278, 215].
Les autres études numériques de [P7] portent sur des modèles avec branchement
évolutif possible seulement dans certaines zones de l’espace, et des modèles d’inva-
sion spatiale avec évolution du coefficient de diffusion spatiale. On observe dans ce
cas une évolution vers les plus grandes vitesses au niveau du front d’invasion, ob-
servée chez plusieurs espèces invasives, comme par exemple les crapauds-buffles en
Australie [283].
2.4 Modèles individu-centrés avec réseau d’interaction
pour les plantes clonales [P18]
Les résultats présentés ici sont issus de la publication [P18] en collaboration avec
Fabien Campillo.
L’objectif de l’article [P18] est de construire un modèle de plantes clonales et
de proposer un scaling en grande population tenant compte des interaction locales
spécifiques aux plantes clonales. Les plantes clonales sont capables de reproduction
asexuée par multiplication végétative, le plus souvent par le développement d’organes
spécifiques tels que les rhizomes (tiges souterraines à croissance horizontale) ou les
stolons (rameaux à croissance horizontale, au ras de terre) [334]. Un grand nombre
d’espèces vivantes se développent par multiplications végétatives (plantes herbacées
et ligneuses, champignons, algues...), notamment la plupart des plantes de prairies.
Certains de ces organismes sont également capables de reproduction sexuée.
En plus des interactions habituelles pour les populations spatialisées (par exemple
à travers la consommation de ressources, ou bien par compétition locale comme dans
la section précédente), les plantes clonales ont des particularités écologiques qui leur
sont propres, grâce à leur structure de réseau (ou, plus précisément, de forêt d’arbres)
que leur confère les connections entre individus par rhizomes ou stolons, par lesquels
ressources (eau, nutriments organiques ou minéraux...) et informations peuvent tran-
siter [180, 47, 320]. Cette structure leur permet notamment de coloniser efficacement
l’espace en localisant les zones les mieux dotées en ressources [158] et d’exploiter effi-
cacement les ressources locales [346]. On distingue deux grandes familles de stratégies
de colonisation spatiale : les stratégies de phalanx, avec des réseaux denses et de pe-
tites distances entre clones (qui favorisent la consommation des ressources) et de
guérilla, avec des réseaux peu ramifiés et de plus grandes distances entre clones (qui
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favorisent la colonisation spatiale) [233].
Du fait de la structure complexe des plantes clonales, les modèles individu-centrés
sont des outils privilégiés pour leur étude. La plupart de ces modèles cherchent à
décrire la croissance des plantes clonales aussi précisément que possible [267, 268,
347, 348, 152]. Cette complexité rend leur analyse asymptotique (au sens des sec-
tions précédentes) hors de portée. Notre point de vue dans [P18] est de construire un
modèle simple de plantes clonales, qui prenne uniquement en compte leur spécificité
écologique principale, c’est-à-dire l’influence de leur structure en réseau sur l’expoi-
tation des ressources, et dont le comportement en grande population puisse être
analysé.
Le modèle individu-centré de cette section est purement spatial (pas de trait
phénotypique). On considère un ouvert U de R2 et une population finie de Nt indi-
vidus au temps t ≥ 0, situés aux positions u1, . . . , uNt ∈ U , numérotés par exemple





l’état de la population doit également décrire sa structure en réseau (fig. 2.3 (a) ),





où ui ∼t uj lorsque les individus situés en ui et uj à l’instant t sont connectés
par un rhizome ou un stolon. Afin de décrire l’effet du réseau d’interaction sur la
consommation de ressources, nous introduisons également la fonction r(t, u) ∈ R+





(a) La plante est représentée par un en-
semble de sommets, représentant les indivi-
dus, et d’arêtes, représentant les rhizomes
ou stolons reliant les individus.












Figure 3: Snapshot of the resource landscape r(t, x) ∈ [0, rmax] at
a given time t. The resource dynamics is modeled as an advec-
tion/diffusion transport equation (9) in interaction with the dynam-
ics of the nodes.
Birth and death rates
Each node of νt in position x may disappear at a death
rate µ(t, x) and give birth to a new node at a birth rate
λ(t, x). These rates are per capita rates. Global death and




λ(t, xit) , µ̄t =
Nt￿
i=1
µ(t, xit) . (3a)
The global event rate is:
κt = µ̄t + λ̄t . (3b)
Basically, the per capita rates depend on the local avail-
ability of resources: we suppose that the birth rate λ(t, x)
is an increasing function of r(t, x) and the death rate is
decreasing function of r(t, x). For example:
λ(t, x) = λ0 + λ1 r(t, x) ,
µ(t, x) = µ0 + µ1 [rmax − r(t, x)] .
(4)
These rates may account for many other mechanisms. One
can limit the number of connections per node with the
following birth rate:
λ(t, x) = 1{|J(t,x)|≤Nmax} [λ0 + λ1 r(t, x)] . (5)
where |J(t, x)| is the cardinal of the set J(t, x) and Nmax is
the maximum number of connections per node. One can
also account for the fact that resources can be translocated
through connections. A possibility could be to include
a dependence of λ with respect to the incoming flux of
resources in the ramet, given by
￿
i∈J(t,x)
(r(t, xit) − r(x)). (6)





new node x + v
dt,xf(￿dt,x￿, θ)


























Figure 4: The dispersion kernel (7) is the product of the angle proba-
bility density function f and the length probability density function g.
When ￿dt,x￿ = 0 then we can for example choose f(￿dt,x￿, θ) = 12π
(uniform distribution).
When a node is added to the population, it is always
linked with the mother node, and the set of connections
J(t, xit) corresponding to the mother node and the new
node are modified accordingly. In addition, when a node
x is removed from population, all connections to x are
suppressed from all the sets J(t, xit) (see Figure 2).
Dispersion kernel
A node at position x at time t gives birth to a new
node at position y = x+ v according to the p.d.f. Dt,x(v).
We propose the following distribution:
Dt,x(v) = f(￿dt,x￿, (dt,x, v)) g(￿v￿) (7)
where
(i) (dt,x, v) is the angle between a preferred direction of
reference dt,x and the direction of the new shoot v,
f(a, θ) is a p.d.f. on [−π,π) for all a ≥ 0;
(ii) g(￿v￿) is the p.d.f. on the length ￿v￿ of the connec-
tion (see Figure 4).
For f(a, θ) we can choose the Von Mises distribution
with a parameter that may depend on a or, if no direc-
tion is preferred, the uniform distribution. In this last
case, Dt,x(v) ∝ g(￿v￿). Note that, in the case where
the preferred direction dt,x is 0, the angle (dt,x, v) is un-
defined, so one should take the uniform distribution, i.e.
f(0, θ) = 1/2π. For g(￿v￿), if we want to fix the length of
the connection to ￿0 then we just let Dt,x(v) = δ￿0 (￿v￿).
For the preferred direction of reference dt,x, we need
to account for the fact that the ramet can “perceive” the
resource map from the connections with other ramets, for
example because of resource translocations. One possible






r(t, xit) − r(t, x)
|xit − x|2
[xit − x]. (8)
3
(b) Le noyau de dispersion (2.7) est le produit des
densités de probabilité f de l’angle de dispersion
(distribution de von Mises) et g de la distance de
dispersion (distribution log-normale).
Figure 2.3 – Représentation d’une plante clonale et de la loi de dispersio spatiale.
Pour tout u ∈ U et r ∈ R+, on introduit les paramètres
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b(u, r) ∈ R+ le taux de reproduction d’un individu à la position u avec une concen-
tration r de ressource en u.
d(u, r) ∈ R+ le taux de mort d’un individu à la position u avec une concentration r
de ressource en u.
m(u, µ, h)dh la loi de la différence entre le trait x et un trait mutant x+ h né d’un
individu de trait x à la position u. Le support de cette mesure est contenu dans
{z − x : z ∈ X}, et elle est supposée dépendre d’une mesure ponctuelle µ sur
P(U).
Le processus (νt, µt, t ≥ 0) est alors construit à partir de ces paramètres de façon
similaire à la section 1.2.1, en supposant qu’une naissance à l’instant t issue d’un
individu en u ∈ U donne lieu à un déplacement en u + H où la v.a. H a pour loi
m(x, µt−, h) dh (ce qui correspond à p ≡ 1 avec les notations de la section 1.2.1),
et que le nouvel individu est connecté à son individu parent dans le réseau (µt =
µt− + δ{u,u+H}). Inversement, la mort d’un individu supprime toutes les arêtes qui
lui étaient adjacentes dans le réseau.
La dynamique de naissance et de mort précédente est couplée à la dynamique de
ressources












avec condition initiale r(0, u) = r0(u) et r(t, u) = 0 pour tout t ≥ 0 et u ∈ ∂U .
Le paramètre σ(u) est une matrice 2 × 2 symétrique positive représentant la dif-
fusion spatiale des ressources, φ(u) est un vecteur de R2 représentant l’advection
spatiale des ressources, et α, ρ sont deux paramètres positifs. Il s’agit d’une EDP
d’advection-diffusion dans U , avec un terme intégral supplémentaire qui décrit l’ab-
sorption de ressources par les individus au voisinage de leurs positions. Le choix des
conditions de Dirichlet correspond à l’hypothèse que les ressources sont absorbées
(c’est-à-dire sortent du système) au bord du domaine U . Puisque la dynamique de
r(t, u) est déterministe entre deux intants de naissance ou de mort, le processus
(νt, µt, r(t, ·), t ≥ 0) est un processus de Markov déterministe par morceaux. Il est
également posible d’inclure à cette équation un apport extérieur de ressources, ou
supposer que la dégradation des plantes à leur mort entrâıne une augmentation locale
de la densité de ressources.
La seule influence de la structure de réseau µt sur la dynamique provient de la
distribution de dispersion spatiale m(u, µ, h) dh, qui permet de modéliser l’influence
du réseau sur les stratégies de reproduction des plantes. Si l’on suppose que les
dispersions à la naissance se produisent préférentiellement vers les zones à plus forte
densité de ressources [335], ce phénomène peut être modélisé par exemple avec une
distribution de dispersion de la forme





où (̂v, h) désigne l’angle orienté entre les vecteurs v et h de R2, f(κ, θ) dθ est la
distribution de von Mises sur [−π, π[ centrée en 0 et de paramètre de concentra-
tion κ > 0 (distribution normale circulaire, obtenue en “repliant” sur le cercle une
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Fig. 6. If the shoot angle p.d.f. f($, %) has a small concentration parameter $ (resp. large concentration parameter $) and if the p.d.f. g((v() favors small lengths (resp. large
lengths), then the model will present the characteristics of a phalanx growth strategy (resp. guerrilla growth strategy).
Fig. 7. Simulation of guerrilla and phalanx behavior descried in Fig. 6 with a maximum number of Nmax = 3 connections, see (4a).
point, but more efficient for the second point (as they grow in all
directions).
We explore a range of intermediate strategies simply by varying
the concentration of the shoot angle distribution f. A large concen-
tration means that the plant grows nearly along straight lines and
has a very small probability to change its growth direction. A small
concentration corresponds to the case where the graph structure
has no influence on the population dynamics, i.e. the case where f
is the uniform distribution on [0, 2&).
As expected, the simulations of Fig. 8 show that there is an opti-
mal  tradeoff: when the shoot angle p.d.f. is not directive enough
or too directive, the plant fails to reach areas with high level of
resources; in intermediate cases, the plant reaches these areas and
reaches them rapidly.
5.  Large population approximation of the IBM
Individual-based models are a convenient tool for modeling
small-scale ecological systems. However, their simulation is often
costly and can hardly provide relevant field-scale information
in reasonable computational time. This is typically the case for
phalanx-type clonal plants, where the connection length is often
short and the plant architecture is dense. In order to understand
the global interaction between plants and resources and to speed
up the computational time, the search for simpler approximation
models is crucial.
It is natural to seek partial differential equations (PDE) (El
Hamidi et al., 2012) governing the time dynamics of the population
density over space, obtained in a limit of large population. This has
Figure 2.4 – Simulations du modèle individu centré avec un paysage de ressources
initial r0 représenté en niveaux de gris, b(u, r) = λr, d(u, r) = σ(u) = φ(u) = 0, pour
deux valeurs différentes de κ (κ = 10 à gauche et κ = 0.1 à droite).
distribution gaussienne centrée de variance 1/κ), et g est la densité d’une loi log-
normale. Le terme en 1/|h| provient du changement de variables entre les coor-
données cartésiennes h = (h1, h2) et les coordonnées sphériques ( ̂(vu,µ, h), |h|). Ce
choix, illustré par la figure 2.3 (b), revient à supposer que la direction de dispersion
est proche du vecteur vu,µ qui représ nte la directio p éférentielle de reproduction
de la plante en u en fonction de l’environnement et du réseau µ qui l’entourent. Un
choix possible pour vu,µ est l’approximation du gradient local de ressources perçu à





0 s’il n’y a pas d’arête adjacent à u dans µ
1
Card{y ∈ U : µ{u, y} > 0}
∑
y∈U :µ{u,y}>0
r(t, y)− r(t, u)
|y − u|2 (y − u) sinon.
Les stratégies de type phalanx et guérilla peuvent facilement être modélisées
avec les paramètres précédents, en choisissant une petite valeur de κ dans (2.7) pour
les stratégies phalanx et une grande valeur de κ pour les stratégies guérilla. Les
simulations de la figure 2.4 illustrent les différences entre ces deux stratégies.
Nous allons appliquer au modèle individu-centré un scaling de grande population
similaire à celui de l’hypothèse 2.3. Nous introduisons donc les paramètres K > 0,






t = µt et r
K(t, u) = r(t, u),
2.4. Modèle avec réseau d’interaction pour les plantes clonales [P18] 61
où le processus (νt, µt, r(t, ·), t ≥ 0) est construit comme ci-dessus avec les nouveaux
paramètres bK(u, r) := K
ηa(u, r) + b(u, r), dK(u, r) := K
ηa(u, r) +d(u, r), σK(u) :=
σ(u), φK(u) := φ(u), αK =
α



















Nous supposons donc comme dans l’hypothèse 2.3 que les naissances et les morts
ont lieu sur une échelle de temps rapide, mais que le taux de croissance reste borné.
Nous supposons également que la consommation de ressources se fait avec un poids
1
K pour chaque individu et que la portée de consommation est d’ordre K
−η/2. Nous
supposons enfin que la distance de dispersion est d’ordre K−η/2 et que la distribution
de l’angle de dispersion est uniforme sur [−π, π], sauf avec probabilité K−η/2, où elle
suit une loi de von Mises. Ce scaling correspond donc à des plantes clonales de type
phalanx, avec une légère tendance à suivre le gradient de ressources local.
Résultat 2.16 (EDP limite pour les plantes clonales de type phalanx )
Supposons 0 < η < 1. Sous des hypothèses appropriées de convergence des mesures
initiales νK0 et µ
K
0 et si les coefficients du modèle individu-centré sont suffisamment
réguliers, le processus (νKt , t ≥ 0) converge lorsque K → +∞ vers le processus




∂tξ(t, u) = β∆(γ(u)ξ(t, u)) + [b(u, r(t, u))− d(u, r(t, u))]ξ(t, u)
−div[γ(u)F (u,∇r(t, u))ξ(t, u)]
∂tr(t, u) = ∇(σ(u)r(t, u)) + φ(u) · ∇r(t, u)− δr(t, u)ξ(t, u),
ξ(t, u) = r(t, u) = 0, ∀u ∈ ∂U ,
(2.9)
où les coefficients β, γ(u), δ et F (u, v) s’expriment explicitement en fonction de
paramètres du modèle individu-centré.
L’énoncé de ce résultat est laissé volontairement imprécis concernant les hy-
pothèses, les conditions initiales et la nature de la convergence car il n’est justifié que
de façon heuristique dans l’article [P18], destiné à une audience biologiste. L’écriture
d’une preuve complète de ce résultat fait partie des perspectives de ce chapitre.
L’EDP (2.9) est similaire à l’équation (2.5) du théorème 2.6. On retrouve en parti-
culier les termes β∆(γ(u)ξ(t, u)) et [b(u, r(t, u))−d(u, r(t, u))]ξ(t, u) dans l’équation
sur ξ(t, u). Le terme non linéaire de compétition est remplacé par un terme non-
linéaire en ξ et ∇r. Les différences principales sont le couplage avec l’EDP d’advec-
tion-diffusion sur r(t, u) et le terme div[γ(u)F (u,∇r(t, u))ξ(t, u)]. C’est cette dernière
différence qui traduit les interactions entre plantes à travers le réseau qui les relie lo-
calement. En particulier, la dépendance de F en ∇r(t, u) provient de la dépendance
du noyau de reproduction mK en la direction préférentielle de reproduction vu,µ, qui
approche le gradient de ressources.
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L’EDP (2.9) montre comment se traduisent à une échelle macroscopique les in-
teractions entre plantes clonales de type phalanx à travers leurs connections par
rhizomes ou stolons, et permet de relier explicitement aux paramètres du modèle
individu-centré les paramètres d’un modèle approché déterministe plus simple.
2.5 Travaux en cours, perspectives
2.5.1 Modèles spatiaux d’évolution avec compétition indirecte
Le phénomène de clustering de la section 2.3 pose plusieurs questions biolo-
giquement pertinentes, dont l’étude (principalement numérique) a été initiée dans
les stages de M2 de Feng Gao et Martin Andrade, que j’ai co-encadrés avec Régis
Ferrière.
Au niveau du modèle individu-centré : Quelle est la vitesse d’apparition de
cluster ? Quelle est la distance entre deux clusters ? Ces quantités peuvent-elles
être étudiées dans certaines asymptotiques des paramètres du modèle ?
Au niveau des approximations déterministes : Comment caractériser les si-
tuations où le clustering se produit ? Peut-on analyser la forme ou la vitesse
d’apparition des cluster et leur distance [278, 17, 4] ? Ces questions peuvent être
abordées soit par une analyse similaire à celle de la section 1.5, soit par l’approche
proposée dans [215].
D’autres questions biologiques fondamentales concernent l’effet de changements
environnementaux sur l’évolution et la répartition spatiale d’une population. Il s’agit
soit d’étudier l’adaptation des traits phénotypiques individuels lorsque les conditions
environnementales changent progressivement, ou bien de quantifier la probabilité de
survie d’une population lors d’un brusque changement environnemental (evolutio-
nary rescue [238]). Ces questions sont par exemple pertinentes dans un contexte de
changement climatique [183, 285, 263] ou d’adaptation de pathogènes aux traite-
ments médicamenteux [123] (par exemple l’évolution de la résistance de bactéries à
un antibiotique).
Survie à un changement environnemental extrême : On considère un modè-
le individu-centré dans un état stationnaire où les traits sont concentrés autour
d’un phénotype donné, et on suppose qu’un brusque changement environnemen-
tal induit un changement du phénotype optimal. La probabilité de survie de la
population dans cette situation dépend clairement de la queue de distribution
de la population initiale, ainsi que de la probabilité qu’un individu non adapté
au nouvel environnement produise des descendants mutants adaptés. Le premier
point s’analyse plus facilement dans des modèles déterministes [4]. Le second
est lié aux grandes déviations. On peut donc chercher à étudier le comporte-
ment asymptotique de la probabilité de survie en grande population et lorsque
le changement environnemental est important.
Survie en population finie : Lorsque l’on ne fait pas d’hypothèses de grande po-
pulation, il s’agit de comparer le temps d’extinction de la population avec le
temps nécessaire à l’apparition d’un mutant adapté au nouvel environnement.
Les queues de distribution de ces deux temps peuvent être comparées à l’aide des
distributions quasi-stationnaires (cf. section 1.8.5).
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2.5.2 Autres types d’interactions et autres résultats de convergence
pour les plantes clonales
Cette partie décrit les projets de recherche en collaboration avec Fabien Campillo
qui prolongent le travail de l’article [P18].
Comme mentionné dans la section 2.4, le résultat 2.16 n’est pas encore formelle-
ment prouvé. L’argument heuristique donné dans [P18] suggère que la loi du nombre
de voisins d’un individu et de leurs positions doit converger lorsque K → +∞ vers
une loi explicite. On peut donc chercher à étudier la dynamique de la densité d’in-
dividus avec k voisins, k ≥ 0, et des positions de ses voisins. Au niveau individuel,
cette densité est représentée par une mesure ponctuelle qui doit converger en grande
population lorsqu’elle est correctement normalisée. La difficulté tient au couplage
avec la dynamique des ressources, et particulièrement à l’influence de l’absorption
locale de ressources sur le gradient de ressources.
Une fois le résultat 2.16 justifié, plusieurs autres questions biologiques se posent.
Que se passe-t-il lorsque η = 1 (voir le théorème 2.8) ? Quel est le bon scaling pour
les populations de plantes clonales de type guérilla, c’est-à-dire pour lesquelles (2.8)
est remplacée par une loi sur les angles de dispersions qui n’est pas proche de la me-
sure uniforme ? D’autres scalings peuvent également être considérés, par exemple en
supposant que la loi de l’angle de dispersion ne dépend pas de K, mais que le paysage
de ressources est presque plat. Ce scaling correspond à un modèle avec ressources
relativement homogènes, où les effets des différentes stratégies de reproduction des
plantes clonales sont observés sur de grandes échelles spatiales.
2.5.3 Méthodes numériques pour les modèles individus-centrés en
grande population
Il s’agit également de projets de recherche en collaboration avec Fabien Campillo.
Les simulations numériques des modèles individu-centrés présentés dans ce cha-
pitre et le précédent sont toutes effectuées à l’aide de méthodes d’acceptation-rejet.
Elles décrivent tous les événements de mort et de naissance qui se produisent et sont
donc très coûteuses numériquement.
Plusieurs approximations ont été proposées dans la littérature, depuis l’extension
naturelle du schéma d’Euler qui consiste à écrire le modèle individu-centré comme
solution d’une équation différentielle stochastique dirigée par une mesure ponctuelle
de Poisson P (dt, de) sur R+×E, avec E un espace mesurable approprié, de la forme
νt = ν0 +
∫∫
[0,t[×E
f(s, νs−, e)P (ds, de),
puis à l’approcher par la solution de l’EDS
ν̂kt = ν0 +
∫∫
[0,t[×E
f(bksck−1, ν̂kbksck−1 , e)P (ds, de).
Ceci revient à remplacer les temps exponentiels entre deux sauts par un nombre
poissonnien de sauts entre deux instants de la forme i/k et (i+ 1)/k. Cette méthode
est connue sous le nom de τ -leaping en chimie [132]. On peut également imaginer
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remplacer la somme de ce nombre poissonnien de sauts par une variable aléatoire
plus rapide à simuler, par exemple une variable aléatoire gaussienne.
L’analyse de la convergence de ces algorithmes dans le contexte des processus
à valeurs mesures comme ceux étudiés dans les chapitres 1 et 2 reste ouverte. On
s’attend à ce que ces deux méthodes approchent d’autant mieux le modèle individu-
centré que la population est grande.
Une autre question importante dans un contexte plus général de modèles de
naissance et mort est l’identification d’une méthode numérique efficace combinant
la méthode de simulation exacte par acceptation-rejet lorsque la taille de la popu-
lation est petite (sous un certain seuil) et une autre méthode approchée en grande
population (au-dessus du seuil). Il s’agit d’identifier la valeur correcte du seuil pour
des dynamiques de population avec fortes fluctuations [37].
2.5.4 Contrôle stochastique et applications en dynamique de popu-
lations
Julien Claisse, doctorant que je coencadre avec Denis Talay, travaille dans sa
thèse sur le contrôle stochastique de dynamiques de populations. Il s’agit d’étendre
les résultats classiques de la théorie du contrôle stochastique [185, 114] aux processus
de naissance et mort avec ou sans composante de diffusion. En particulier, l’étude du
contrôle stochastique de diffusions branchantes (dans la lignée de [266]) et des EDP
non-linéaires associées est en cours. L’application de ces résultats à des problèmes de
traitement optimal de cancers par action sur le système de régulation du pH est envi-
sagée, en collaboration avec des médecins du groupe de Jacques Pouyssegur (Centre
Lacassagne, Nice) [272, 273]. Julien Claisse a en particulier développé des modèles
de croissance tumorale où chaque cellule est en interaction avec son environnement
par le biais d’un flux de protons à travers sa membrane cellulaire. Ces modèles com-
binent les approches de [345, 56, 124, 321] et les enrichissent d’ingrédients aléatoires
et spatiaux.
Chapitre 3
Splitting trees avec mutations
neutres
3.1 Splitting tree, processus de contour avec sauts et
processus ponctuel de coalescence
Une grande partie de la théorie mathématique classique de la génétique des po-
pulations [107, 326] se fonde sur l’observation cruciale que la généalogie associée
au modèle de Moran (ou au modèle de Wright-Fisher dans la limite d’une popu-
lation infinie) forme un processus de Markov très simple — le coalescent de King-
man [175, 176]. Le coalescent de Kingman d’une population de n individus numérotés
de 1 à n est un processus de Markov (Πt, t ≥ 0) à temps continu et à valeurs dans
les partitions de {1, 2, . . . , n} tel que chaque paire d’individus a un ancêtre commun
t unités de temps avant la date d’échantillonnage si et seulement si leurs numéros
sont dans un même bloc de la partition Πt. Les taux de transitions de cette châıne de
Markov s’obtiennent par la règle que chaque paire de bloc du coalescent de Kingman
coalesce (c’est-à-dire se réunit en un nouveau bloc unique) à taux 1, et qu’aucun
triplet de blocs ne coalesce simultanément.
C’est cette description simple de la généalogie associée à la dynamique de po-
pulation du modèle de Moran qui permet une étude approfondie de ce modèle. Elle
permet notamment de caractériser facilement la loi du spectre de fréquence d’un
échantillon dans le modèle de Moran avec mutations neutres à une infinité d’allèles.
Le modèle à une infinité d’allèles suppose que des mutations se produisent de
façon poissonnienne le long des lignées ancestrales des individus. Plus précisément,
conditionnellement à la généalogie de l’échantillon donnée par le coalescent de King-
man, les mutations se produisent aux instants de saut d’un processus de Poisson de
paramètre fixé θ/2 pour chaque bloc du coalescent de Kingman et indépendamment
pour deux blocs différents. On suppose que les mutations n’ont pas d’effet sur la
généalogie de la population (mutations neutres), et confèrent un nouveau type (ou
allèle) à l’individu mutant et à ses descendants, distinct de tous les autres types
déjà apparus dans la population (infinité d’allèles). Ainsi, l’allèle d’un individu est
donné par la mutation la plus récente s’étant produite sur sa lignée ancestrale. Le
spectre de fréquence (A1, A2, . . . , An) de cet échantillon s’obtient alors en définissant
Ak comme le nombre d’allèles portés par exactement k individus dans l’échantillon.
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Remarquons que A1 + 2A2 + . . . + nAn = n. Le spectre de fréquence représente
toute l’information obtenue en comparant les allèles des individus de l’échantillon.
La formule d’échantillonnage d’Ewens [106] donne la loi du spectre de fréquence :
pour tout (a1, . . . , an) ∈ Nn tels que
∑n
k=1 kak = n,
P(A1 = a1, . . . , An = an) =
n!






Cette formule permet par exemple de construire l’estimateur du maximum de vrai-
semblance de θ ou d’étudier les proportions asymptotiques des différents allèles
lorsque la taille de l’échantillon tend vers l’infini (distribution de Griffiths, Engen,
McCloskey, ou GEM [325]).
t
0
Figure 3.1 – Exemple de splitting tree
Il existe une autre famille de dynamiques de population dont la généalogie est
un processus stochastique simple : les splitting trees [125]. Il s’agit de processus
de branchement non nécessairement Markoviens, cas particuliers des processus de
branchement généraux, ou processus de Crump-Mode-Jagers [167]. À la date t = 0,
la population est composée d’un seul individu, appelé ancêtre. Les individus d’un
splitting tree ont des durées de vie i.i.d. distribuées comme une v.a. V à valeurs dans
]0,+∞], et les naissances ont lieu pendant la durée de vie de chaque individu selon
des processus de Poisson de taux b > 0 indépendants. A chacune de ces naissances, un
nouvel individu apparâıt, avec une durée de vie (distribuée comme V ) et des instants
de reproduction (poissonniens de paramètre b) indépendants des précédents. La loi
d’un splitting tree est donc uniquement caractérisée par la mesure
Λ(dx) = bP(V ∈ dx),
appelée mesure de durée de vie (lifespan measure). En général, le nombre Nt d’in-
dividus vivant au temps t ne forme pas un processus de Markov, sauf lorsque V est
une v.a. exponentielle (Nt est alors un processus de naissance et de mort linéaire),
ou lorsque V = +∞ p.s. (Nt est alors un processus de Yule). La figure 3.1 représente
une réalisation d’un splitting tree.







Figure 3.2 – Le processus de contour avec sauts (Xs, 0 ≤ s ≤ L) associé au splitting
tree de la fig. 3.1. Un dégradé de couleurs est utilisé pour indiquer l’ordre de parcours
des différentes parties de l’arbre.
La généalogie associée à un splitting tree peut être décrite à l’aide du processus
de contour avec saut associé, obtenu en remontant la durée de vie des individus
avec vitesse 1 dans un ordre précis. Le processus de contour a pour valeur initiale
la durée de vie de l’ancêtre, puis il décrôıt avec pente −1 pendant la durée de vie
de l’ancêtre après sa dernière reproduction (s’il y en a eu une). À cet instant, le
processus de contour saute de la durée de vie du dernier enfant de l’ancêtre, puis
descend avec pente −1 pendant la durée de vie de cet individu après sa dernière
reproduction. S’il s’est reproduit, alors la procédure précédente recommence, sinon,
après avoir parcouru la totalité de la durée de vie de cet individu, le processus de
contour continue à décrôıtre avec pente −1 le long de l’intervalle de vie de l’ancêtre
entre sa dernière et son avant-dernière reproduction. La construction se poursuit
ainsi jusqu’à ce que le processus de contour atteigne le niveau 0, ce qui correspond
à avoir parcouru la totalité de la durée de vie de l’ancêtre (et donc la totalité du
splitting tree). L’ordre de parcours du splitting tree de la figure 3.1 par le processus
de contour est indiqué avec un dégradé de couleurs dans la figure 3.2.
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Cette construction ne parcourt la totalité de l’arbre que lorsqu’il est fini. Dans
ce cas, si L est la longueur totale du splitting tree, le processus de contour est un
processus (Xs, 0 ≤ s ≤ L) à valeurs dans R+, où le temps s de parcours n’a pas
de sens biologique. Dans le cas où le splitting tree est infini, si l’on s’intéresse à la
population vivante avant une date t donnée, on peut construire de la même manière
le processus de contour associé au splitting tree tronqué au-dessus de la date t, obtenu
en retirant toutes les parties de branches correspondant à des intervalles de vie inclus















Figure 3.3 – Le splitting tree de la fig. 3.1 (à gauche), le même splitting tree tronqué
au-dessus du niveau t (à droite) et son processus de contour (en bas). Les individus
vivant à la date t sont représentés par des points noirs et les temps de coalescence
(Hi)i=1,2,3 entre deux individus successifs sont indiqués.
En examinant la construction du processus de contour, grâce aux propriétés
classiques des processus de Poisson, il apparâıt que chaque saut se produit après le
précédent au bout de temps exponentiels i.i.d. de paramètres b et que les amplitudes
des sauts sont i.i.d. de même loi que V . Ainsi, le processus de contour avec saut d’un
splitting tree est un processus de Poisson composé avec drift −1 issu de V et stoppé
à son premier temps d’atteinte de 0. En particulier, c’est un processus de Lévy sans
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(1− e−rx) Λ(dr), ∀x ≥ 0, (3.1)
dont il est classique de caractériser les probabilités de sortie d’intervalles [19] à l’aide
de la fonction d’échelle W caractérisée par sa transformée de Laplace
∫ ∞
0
e−rxW (r) dr =
1
ψ(x)
, ∀x > α, (3.2)
où α est la plus grande racine de ψ sur R+.
Les résultats précédents ont été démontrés par A. Lambert [196] dans le cas
plus général où la mesure Λ n’est pas nécessairement finie. Pour nos besoins, nous
utiliserons uniquement le résultat suivant.
Théorème 3.1 (le contour d’un splitting tree est un processus de Lévy [196])
(i) Le processus de contour avec sauts d’un splitting tree de mesure de durée de vie Λ
finie tronqué au-dessus de la date t est un processus fortement markovien com-
posé d’une trajectoire E0 issue de V d’un processus de Lévy sans sauts négatifs
d’exposant de Laplace (3.1) tuée au premier instant d’atteinte de [t,+∞[, sui-
vie d’excursions sous t indépendantes, E1, E2, . . ., du même processus de Lévy,
le tout tué au premier instant d’atteinte de 0.
(ii) La taille Nt de la population à la date t est égale à inf{i ≥ 0 : Ei touche 0}.
(iii) Si Hi désigne la profondeur de l’excursion Ei pour i ≥ 1, la suite (Hi)i≥1 est
i.i.d. de loi caractérisée par la relation




où W est caractérisée par (3.2).
La figure 3.3 représente le processus de contour du splitting tree tronqué, les in-
dividus vivant à la date t et les v.a. H1, H2, H3. La v.a. H4 est strictement supérieure
à t et n’apparâıt donc pas dans le processus de contour.
Les v.a. (Hi)i≥1 du théorème précédent caractérisent la généalogie des individus
vivant à la date t. En effet, si l’on numérote (en commençant par 0) les individus
vivant à la date t dans leur ordre de parcours par le processus de contour, il est clair
que Hi est le temps de coalescence entre les individus i− 1 et i, c’est-à-dire le temps
depuis leur plus récent ancêtre commun (cf. fig. 3.3). On peut donc représenter cette
généalogie à l’aide des v.a. i.i.d. (Hi)i≥1 comme dans la figure 3.4 : on trace verti-
calement une ligne (ou branche) infinie numérotée 0, puis des branches numérotées
1, 2, . . . de hauteurs H1, H2, . . . jusqu’à la première v.a. Hi supérieure à t (exclue). On
obtient ensuite l’arbre généalogique des individus 0, 1, . . . , Nt−1 vivant à t, identifiés
aux branches de mêmes numéros, en traçant vers la gauche une ligne horizontale re-
liant les extrémités de chaque branche i ≥ 1 à la dernière branche j ≤ i telle que
Hj ≥ Hi.
L’arbre généalogique ainsi construit s’appelle processus ponctuel de coalescence
et a été introduit pour la première fois dans le cas critique markovien dans [286, 3].
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Figure 3.4 – Le processus ponctuel de coalescence à la date t associé au splitting
tree de la fig. 3.1 (à gauche) et l’arbre généalogique des individus vivant à t (à droite).
L’ancêtre est indiqué par un point noir. Les hauteurs (Hi)i=1,2,3 sont celles obtenues
dans la fig. 3.3.
L’indépendance des v.a. Hi dans cette construction permet d’étudier de nombreuses
propriétés fines de la généalogie de la population et a été exploitée dans de nombreux
travaux [195, 197, 295, 199, 202, 201, 200, 297, 68, 198, P17, P20, P21]. L’objet de
ce chapitre est de décrire les références [P17, P20, P21].
3.2 Spectre de fréquence moyen dans les splitting trees
avec mutations neutres [P17]
Les résultats présentés ici sont issus des publications [P17] en collaboration avec
Amaury Lambert et [P20] en collaboration avec Amaury Lambert et Mathieu Ri-
chard, et portent sur le spectre de fréquence dans les splitting trees avec mutations
neutre à une infinité d’allèles.
On considère un splitting tree défini comme dans la section précédente, et on
suppose que des mutations se produisent pendant la durée de vie des individus selon
des processus de Poisson de paramètres θ > 0 indépendants pour chaque individu.
Les mutations sont neutres au sens où elles n’influent pas sur la construction du
splitting tree, et elles correspondent au modèle à une infinité d’allèles au sens où
chaque mutation confère un nouveau type (ou allèle) à l’individu mutant, différent
de tous ceux déjà apparus dans la population, et où la seule information allélique
disponible pour un individu est la dernière mutation qu’a subie sa lignée ancestrale
(en particulier, on ne peut pas savoir si un individu partage une mutation dans sa
lignée ancestrale avec la lignée ancestrale d’un autre individu d’allèle différent). Un
individu dont la lignée ancestrale n’a subi aucune mutation est dit d’allèle ancestral.
Ces mutations se traduisent au niveau du processus ponctuel de coalescence
comme arrivant selon des processus de Poisson indépendants de paramètre θ le
long de chaque branche (cf. fig 3.5). L’objectif principal de [P17] est de calculer
l’espérance du spectre de fréquence au temps t ≥ 0 dans ce modèle, défini par la
suite (Aθ(k, t), k ≥ 1) et la v.a. Z0(t), où Aθ(k, t) est le nombre d’allèles non ances-
traux portés par exactement k individus vivant au temps t, et Z0(t) est le nombre
d’individus d’allèle ancestral vivant à la date t. Par exemple, dans la figure 3.5,
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Z0(t) = 0 , Aθ(1, t) = 2 (les allèles e et f), Aθ(2, t) = 3 (les allèles a, b et d),






























Figure 3.5 – Processus ponctuel de coalescence avec mutations et première lignée
clonale. L’allèle correspondant à chaque mutation est indiqué par une lettre minus-
cule. On a ici {8, 10} ⊂ Eθ, Bθ1 = 8 et Hθ1 est défini comme le maximum des longueurs
de branches H1, . . . ,H8. On a également B
θ
2 = 2.
Afin d’étudier le spectre de fréquence, il est évidemment crucial de pouvoir décrire
le processus ponctuel de coalescence associé au splitting tree clonal, obtenu en sup-
primant tous les intervalles de vie d’individus pendant lesquelles ils sont d’allèle
non ancestral. Dans ce but, on considère le processus ponctuel de coalescence infini
obtenu à partir de la suite infinie des v.a. i.i.d. Hi, i ≥ 1, on lui ajoute des muta-
tions selon des processus de Poisson de paramètre θ indépendants le long de chaque
branche, et on introduit l’ensemble Eθ des individus qui n’ont subi aucune mutation
depuis que leur lignée ancestrale a divergé de la branche 0. On pose Kθ0 = 0 et on
définit pour tout i ≥ 1 Kθi comme le numéro du ième individu dans Eθ. On note
également Bθi = K
θ
i −Kθi−1 et
Hθi = max{Hj : Kθi < j ≤ Kθi+1}.
Ces notations sont illustrées dans la figure 3.5.




1 , et pour tout x ≥ 0 et 0 < γ ≤ 1
W (x, γ) =
1




γBθ ;Hθ ≤ x
) .
On note également Wθ(x) = Wθ(x, 1).
Théorème 3.2 (caractérisation de la loi de (Bθ, Hθ) )
La suite ((Bθi , H
θ
i ), i ≥ 1) est i.i.d. et pour tout x ≥ 0 et 0 < γ ≤ 1,
Wθ(x, γ) = e
−θxW (x, γ) + θ
∫ x
0
W (y, γ)e−θy dy.
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Ce résultat se démontre par des méthodes de processus de renouvellement. Notre
résultat principal est le suivant.
Théorème 3.3 (espérance du spectre de fréquence)
Soit t ≥ 0. Pour tout 0 < y < t, on note Aθ(k, t, y) le nombre d’allèles non ancestraux
d’âge inférieur à y (c’est-à-dire issus d’une mutation apparue dans l’intervalle de
temps [t− y, t]) portés par exactement k individus vivant à la date t. Rappelons que
Nt désigne la taille de la population à la date t, et que Z0(t) est le nombre de porteurs
de l’allèle ancestral vivant à la date t. Alors, pour tout 0 < u ≤ 1 et k ≥ 1,
E
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Sont également obtenues dans [P17] des expressions similaires pour l’espérance
du nombre d’allèles distincts vivant à la date t et de l’homozygosité, définie comme
la probabilité que deux individus choisis au hasard dans la population ont même
allèle, ainsi que certaines expressions conditionnellement à {Nt = n}. Nous prouvons
également la convergence presque sûre de A(k, t)/Nt vers une limite explicite, en
combinant le résultat précédent avec des outils classiques sur les processus de bran-
chement comptés avec des caractéristiques aléatoires (branching processes counted
with random characteristics [167, 168, 324]).
L’article [P20] passe en revue les résultats précédents et des résultats similaires
dans le cas où les mutations n’ont pas lieu au cours de la vie des individus, mais
seulement à leur naissance (voir également [297]). Les techniques précédentes ne
s’appliquent pas aussi facilement dans ce cas puisque les instants de naissance ne
sont pas faciles à décrire dans le processus ponctuel de coalescence.
3.3 Taille des plus grandes familles et âge des plus vieil-
les familles [P20, P21]
Les résultats présentés ici sont issus de la publication [P21] en collaboration avec
Amaury Lambert. Ils font suite aux résultats de la section précédente et visent à
décrire le comportement des tailles (respectivement âges) des plus grandes (respecti-
vement anciennes) familles vivant à une date t lorsque t→ +∞. On appelle famille
d’allèle a à la date t l’ensemble des individus vivant à la date t porteurs de l’allèle a.
Sa taille est le nombre d’individus qui la composent, et son âge est la durée écoulée
depuis la mutation a.
Afin de pouvoir considérer une asymptotique en temps grand, on suppose que
le splitting tree de départ est sur-critique, c’est-à-dire que
∫
]0,+∞] rΛ(dr) > 1, ou
de façon équivalente que l’exposant de Laplace ψ du processus de contour, donné
par (3.1), a une plus grande racine α > 0, appelée paramètre malthusien. Le pa-
ramètre α gouverne la croissance du splitting tree, puisque la probabilité de non-
extinction du splitting tree est α/b, la fonction d’échelle satisfait W (t) ∼ eαt/ψ′(α)
lorsque t→ +∞ et on a la relation E(Nt | Nt 6= 0) = W (t) [196].
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Pour tout x > 0, on note Lt(x) le nombre de familles à la date t de taille supérieure
ou égale à x (L pour large), et pour tout 0 ≤ s ≤ t, on note Ot(s) le nombre de
familles à la date t d’âge supérieur ou égal à s (O pour old).
Le résultat suivant découle du théorème 3.3 et du comportement asymptotique
des fonctions Wθ(x) et W (x) lorsque x→ +∞.
Théorème 3.4 (convergence du nombre moyen de familles fréquentes)
















(θ dy + δ0(dy)).
(b) On suppose que α < θ. Pour toute constante c ∈ R, on pose
xt(c) :=
αt− θθ−α log t
| logϕ(θ)| + c, (3.3)
où ϕ(θ) = 1− ψ(θ)/θ. Alors
E [Lt(xt(c)) | Nt 6= 0] ∼ A(θ)ϕ(θ)c−1+{−xt(c)}
lorsque t→ +∞, où la constante A(θ) est explicite et {x} est la partie fraction-
naire du réel x, {x} = x− bxc, où b·c est la fonction partie entière.























(ψ′(α)W (y)e−αy − 1) dy.
Théorème 3.5 (convergence du nombre moyen de familles anciennes)
































74 3. Splitting trees avec mutations neutres
Dans le théorème 3.4, xt(c) donne l’ordre de grandeur de la taille des plus grandes
familles dans le cas où le splitting tree clonal est sous-critique (α < θ), critique
(α = θ) ou sur-critique (α > θ). Dans le théorème 3.5, les plus anciennes familles
ont un âge de l’ordre de αt/θ lorsque les familles sont sous-critiques et t − log t/α
lorsque les familles sont critiques.
Le second groupe de résultats de [P21] précise les précédents en montrant la
convergence du processus ponctuel des tailles des plus grandes familles (ou des âges
des plus anciennes familles) convenablement renormalisé. Nous allons donner l’idée
de la preuve pour les plus grandes familles. Étant donné un paramètre st, on découpe
le processus ponctuel de coalescence au-dessus de st en une famille de sous-processus
ponctuels de coalescence de hauteur t−st, comme dans la figure 3.6. On obtient alors
une famille de sous-arbres (Ti)1≤i≤Nt,st où Nt,st est le nombre d’individus vivant à
la date st ayant des descendants vivant à la date t. Par construction du processus
ponctuel de coalescence, il est clair que Nt,st suit une loi géométrique de paramètre
P(H > t | H > t − st) = W (t − st)/W (t) ∼ e−αst , et que les sous-arbres Ti,
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Figure 2: The definition of the sub-trees (Ti)1≤i≤Nt,st . The first vertical line represents the ancestral
lineage (branch 0) and the other vertical lines have i.i.d. lengths H1,H2, . . . The rightmost vertical
line is the first one higher than t, with length HNt. The crosses represent the Nt,st individuals alive
at time st and having descendants at time t. Here, Nt,st = 10.
unknown probability that there exists a haplotype satisfying the property under consideration (here,
carried by more than xt individuals) is close to the expected number of such haplotypes, which is
known explicitly. Here, this reads
Pt[Lt−st(xt) ≥ 1] ∼ EtLt−st(xt).
Theorem 4.2 Assume α < θ. For all c ∈ R, let
xt(c) :=
αt− θθ−α log t




t < xt(c)) ∼
1
1 +A(θ)ϕ(θ)c−1+{−xt(c)}
as t → +∞, where A(θ) is defined in (3.8).
Proof. Set
F (t, x) := Pt(X
(1)
t ≥ x) = Pt[Lt(x) ≥ 1], G(t, x) := Et[Lt(x)]
23
Figure 3.6 – Construction des sous-arbres (Ti)1≤i≤Nt,st . La dernière branche
représentée est la première de hauteur supérieure à t (la Nt
ème). Les croix
représentent les individus vivant à la date st ayant une descendance vivante à la
date t, qui sont donnés par chaque branche de hauteur supérieure à t − st. Ici,
Nt,st = 10.
L’idée est de choisir convenablement st de façon à ce que Nt,st → +∞ (c’est-
à-dire st → +∞), st est supérieur à l’ordre de grandeur de l’âge des plus grandes
familles, et que la probabilité qu’il existe une famille plus grande que xt(c) (défini
dans le théorème 3.4) dans l’un des sous-arbres Ti est petite (ces deux derniers points
nécessitent en particulier que t − st → +∞). Avec un tel choix, on peut montrer
premièrement que les tailles des plus grandes familles dans le processus ponctuel
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de coalescence complet sont données avec grande probabilité par les plus grandes
valeurs de la taille de la plus grande famille dans chaque sous arbre Ti (qui sont des
v.a. indépendantes), et deuxièmement que, puisque P[Lt−st(xt(c)) ≥ 1 | Nt−st 6= 0]
est petite, on a
P[Lt−st(xt(c)) ≥ 1 | Nt−st 6= 0] ∼ E[Lt−st(xt(c)) | Nt−st 6= 0]
lorsque t → +∞. L’expression exacte du membre de droite étant connue, on peut
alors calculer la loi des tailles des plus grandes familles en utilisant les méthodes
classiques de la théorie des valeurs extrêmes [212].




t ≥ . . . ≥ X
(k)
t ≥ . . .
le réarrangement décroissant des tailles des familles à la date t. Par convention,
X
(k)
t = 0 si k est plus grand que le nombre total d’allèles vivant à la date t. De




t ≥ . . . ≥ A
(k)
t ≥ . . . le réarrangement décroissant des âges
des familles à la date t, avec la même convention. On introduit également MF+(R)
l’ensemble des mesures positives σ-finies sur R, finies sur R+, et on appelle semi-





où u parcourt l’ensemble des fonctions continues bornées sur R à support borné
inférieurement. Cette topologie est plus forte (resp. moins forte) que la topologie de
la convergence vague (resp. étroite).
Théorème 3.6 (convergence du processus ponctuel des tailles des familles)
(a) On suppose que α < θ. Il existe n0 ∈ N tel que, pour n ∈ N, il existe une unique
solution tn > 0 à l’équation xtn(0) = n, où xt(c) est défini dans (3.3). Alors la
















sous P(· | Ntn 6= 0) converge en loi lorsque n→ +∞ dans MF+(R) muni de la







où le coefficient de mélange E est une v.a. exponentielle de paramètre 1.











sous P(· | Nt 6= 0) converge en loi lorsque t → +∞ dans MF+(R) muni de la







où le coefficient de mélange E est une v.a. exponentielle de paramètre 1.
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Théorème 3.7 (convergence du processus ponctuel des âges des familles)









sous P(· | Nt 6= 0) converge en loi lorsque t → +∞ dans MF+(R) muni de la





où le coefficient de mélange E est une v.a. exponentielle de paramètre 1.








t −t+ log tα
sous P(· | Nt 6= 0) converge en loi lorsque t → +∞ dans MF+(R) muni de la
topologie semi-vague vers un mélange de mesures ponctuelles de Poisson sur R
de mesure intensité
E e−θa da,
où le coefficient de mélange E est une v.a. exponentielle de paramètre 1.
Le théorème 3.6 (a) a la particularité de n’énoncer la convergence que le long
d’une sous-suite en temps. Ceci est dû au fait que, si la taille des plus grandes
familles tend vers l’infini lorsque t→ +∞, les fluctuations aléatoires dans ces tailles
restent d’ordre 1. Puisque les tailles de familles sont entières, on ne peut donc avoir
convergence que le long d’une sous-suite choisie par exemple de manière à ce que
la taille moyenne de la plus grande famille soit entière. Ces résultats montrent en
particulier que les tailles et les âges des familles dans un processus de branchement
ont un comportement très différent du cas du coalescent de Kingman [88, 107, 93].
Certains des résultats des théorèmes 3.6 et 3.7 sont similaires à ceux démontrés
dans [168, 324] pour des processus de Crump-Mode-Jagers généraux, mais avec des
mutations à la naissance. Le cas des familles clonales sur-critiques reste ouvert. Un
résultat à ce sujet a été énoncé dans [324], mais sa preuve semble fausse car elle
applique le théorème principal de [168] dans un cas où ses hypothèses ne sont pas
vérifiées (voir également [294]).
3.4 Travaux en cours, perspectives
Les splitting trees ont fait l’objet de nombreux travaux [197, 295, 202, 201, 68,
P17, P20, P21] depuis la découverte de leur lien avec les processus ponctuels de
coalescence [286, 196]. Un grand nombre de questions restent ouvertes, en lien plus
ou moins direct avec les articles décrits ci-dessus.
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3.4.1 Dynamique des tailles des plus grandes familles en fonction
du taux de mutation, et arbres de recombinaison de Sabeti
La motivation des articles [P17, P21] provient des travaux de Sabeti et ses co-
auteurs [306], qui portent sur la détection d’une sélection positive sur un gène à partir
de données moléculaires. On considère une grande population au sein de laquelle une
petite sous-population porteuse d’un gène mutant est supposée sous sélection posi-
tive. On échantillonne un groupe d’individus dans cette sous-population dont on
séquence l’ADN, et on se concentre sur la séquence nucléotidique au voisinage du
gène sous sélection. Les recombinaisons induisent des différences entre les séquences
de l’échantillon. Dans le cas d’une sous-population de petite taille, chaque recombi-
naison avec une séquence porteuse du gène sélectionné fait apparâıtre avec grande
probabilité une nouvelle portion d’ADN différente de la séquence de l’ancêtre com-
mun de la population mutante. Les biologistes peuvent identifier ces parties recom-
binantes et le lieu ou la recombinaison s’est produite. Il est alors possible de les
représenter avec un arbre de recombinaison [306] dont la racine est le gène séctionné
et qui se divise en fonction de la distance à ce gène le long de la séquence d’ADN
à chaque fois qu’une nouvelle recombinaison est détectée dans l’échantillon. Ainsi, à
une distance fixée du gène, l’arbre partitionne l’échantillon en groupes d’individus
ayant subi les mêmes recombinaisons sur la portion d’ADN définie par cette distance.
Le problème des biologistes se formule naturellement dans le contexte des split-
ting trees avec mutations neutres : la sous-population sélectionnée étant petite, il y
a peu de compétition entre ses individus et elle crôıt donc comme un processus de
branchement. De plus, les recombinaisons ont un effet quasiment neutre puisqu’on ne
considère que celles qui ne modifient pas le gène sélectionné, et chaque recombinai-
son introduit une nouvelle portion d’ADN distincte de toutes les précédentes. Ainsi,
si on se place à une distance donnée du gène, la partition de l’échantillon est exac-
tement celle qu’on obtiendrait dans un splitting tree avec mutations neutres à une
infinité d’allèles avec taux de mutation θ = rd, où r est le taux de recombinaison par
nucléotide et d la distance au gène sous sélection. Remarquons que, dans le cas d’un
échantillonnage de Bernoulli (chaque individu est échantillonné indépendamment
des autres avec la même probabilité), l’arbre généalogique de l’échantillon reste un
processus ponctuel de coalescence [200].
La question se formule alors comme l’estimation de la force de sélection, c’est-
à-dire du paramètre α, à partir du spectre de fréquence vu comme processus indicé
par le paramètre θ. On peut alors chercher à étendre le théorème 3.6 en considérant
les processus ponctuels des tailles des plus grandes familles comme fonction de θ.
Il est possible que l’asymptotique t → +∞ ne soit pas la bonne pour étudier
l’arbre de recombinaison de Sabeti, puisqu’en fait le paramètre t est une inconnue
du problème. L’estimation du paramètre α peut alors également être posée en fixant
la taille moyenne de la population totale (connue en pratique), ce qui fournit une
relation entre t et α, et en supposant le paramètre θ relié à t et α de façon à d’être
consistant avec le nombre de mutations observées dans l’échantillon.
3.4.2 Moments du spectre de fréquence et tailles des plus grandes
familles dans le cas d’un splitting tree clonale surcritique
Certains aspects des perspectives suivantes ont fait l’objet du mémoire de M2
[150] du doctorant Benôıt Henry, que je co-encadre avec Dave Ritchie (Inria Nancy).
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L’approche de [P17] peut être étendue au calcul des moments du spectre de
fréquence. Si les formules obtenues sont compliquées, elles restent explicites et per-
mettent donc d’envisager d’obtenir des propriétés plus fines du spectre de fréquence,
par exemple la question ouverte de la section 3.3 sur la convergence du processus
ponctuel des tailles des plus grandes familles lorsque le splitting tree clonal est sur-
critique. Une autre approche (heuristique) de cette question, proposée dans [243],
peut également être étudiée.
3.4.3 Inférence ancestrale dans les splitting trees
De même que pour le spectre de fréquence, il est naturel de chercher à reformuler
pour les splitting trees certaines des méthodes bien établies pour le coalescent de
Kingman, notamment les méthodes d’inférence ancestrale ou phylogénétique basées
sur la maximisation de vraisemblance, visant soit à estimer les paramètres du modèle,
soit à reconstruire la généalogie la plus probable associée aux observations [137, 326].
Il s’agit d’une question d’intérêt biologique puisque les modèles de branchement
sont mieux adaptés aux phylogénies d’espèces, alors que le coalescent de Kingman
est mieux adapté pour l’étude de la généalogie au sein d’une seule espèce sur des
échelles de temps relativement courtes. La thèse de Benôıt Henry, que je co-encadre
avec Dave Ritchie, vise à mettre en œuvre des méthodes d’inférence ancestrale, par
maximisation de vraisemblance ou par méthodes bayésiennes, sur les splitting trees,
en exploitant les données de structures tri-dimensionnelles de protéines, pour les-
quelles de nouvelles fonctions efficaces d’évaluation de distances ont été récemment
proposées par Dave Ritchie et ses co-auteurs [298].
3.4.4 Dynamique temporelle du temps depuis le plus récent ancêtre
commun dans un splitting tree
L’étude de l’âge du plus récent ancêtre commun dans un splitting tree, c’est-à-
dire le temps écoulé depuis la date où les lignées ancestrales de tous les individus se
regroupent en une seule lignée, se prête particulièrement à une analyse à l’aide du
processus de contour avec sauts. En effet, ce temps est simplement le maximum des
v.a. Hi, 1 ≤ i ≤ Nt − 1. Plusieurs études récentes ont porté sur la dynamique tem-
porelle de l’âge du plus récent ancêtre commun [282, 71, 105]. Deux caractérisations
différentes de cette dynamique peuvent être envisagées, soit à l’aide de processus
ponctuels de coalescences couplés pour différents temps, soit dans le cas d’un splitting
tree sous-critique conditionné à ne jamais s’éteindre (cf. section 1.8.5), en utilisant
sa construction à l’aide d’une particule éternelle (décomposition en épine dorsale)
obtenue dans [296]. Il s’agit d’un travail en cours en collaboration avec A. Lambert.
Chapitre 4
Existence et unicité pour des
EDO et EDS à coefficients
irréguliers
4.1 Introduction
L’étude du caractère bien posé d’équations différentielles ordinaires dans Rd de
la forme
∂tΞ(t, x) = Φ(Ξ(t, x)), Ξ(0, x) = x ∈ Rd (4.1)
sous de faibles hypothèses de régularité du champ de vecteurs Φ a fait l’objet de
nombreux travaux. La première avancée majeure dans ce domaine est due à DiPerna
et Lions [84] et exploite les liens entre l’EDO (4.1) et l’EDP de transport
∂tu(t, x) + Φ(x) · ∇xu(t, x) = 0, t ≥ 0, x ∈ Rd.
En utilisant la notion de solutions renormalisées de cette EDP, ils prouvent l’existence
et l’unicité d’une solution à (4.1) lorsque Φ ∈ W 1,1 et div Φ ∈ L∞. Cette théorie a
été généralisée ensuite dans [226, 206, 149].
En utilisant une notion légèrement différente de renormalisation, Ambrosio [5]
a obtenu l’existence et l’unicité lorsque Φ ∈ BV (Φ est à variations bornées) et
div Φ ∈ L∞ (voir aussi [54, 55]). L’hypothèse de divergence bornée a également été
légèrement affaiblie dans [6, 66].
Des limites inférieures sur la régularité minimale de Φ nécessaire pour prouver que
le problème (4.1) est bien posé ont également été obtenues en construisant des contre-
exemples [2, 31, 73]. Ces travaux suggèrent qu’une régularité BV est certainement
proche de l’optimal dans le cas général.
Dans le cas de systèmes avec une structure supplémentaire, par exemple hamil-
tonienne de la forme
{
∂tX(t, x, v) = V (t, x, v), X(0, x, v) = x ∈ Rd,
∂tV (t, x, v) = F (X(t, x, v)), V (0, x, v) = v ∈ Rd,
(4.2)
où F est une fonction de Rd dans lui-même, on peut s’attendre à obtenir des condi-
tions plus faibles. Le cas F ∈ BV a été traité beaucoup plus facilement dans [26, 148].
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Le cas de la dimension d = 1 a été étudié dans [28] pour F seulement continue, puis
dans [147]. Le cas général du système (4.1) en dimension 2 a également été traité
lorsque Φ est continue et à divergence bornée [53]. L’article [P12] étudie le caractère
bien posé de (4.2) en toute dimension dans un champ de force F à variation non
bornée.
L’étude du caractère bien posé d’une EDS dans Rd de la forme
dXt = F (t,Xt) dt+ σ(t,Xt) dWt, X0 = ξ, (4.3)
où (Wt, t ≥ 0) est un mouvement brownien standard dans Rr, ξ est une v.a. dans
Rd indépendante de W , et les fonctions F : R+ × Rd → Rd et σ : R+ × Rd →
Rd×r sont irrégulières, a également fait l’objet de nombreux travaux depuis l’article
originel d’Itô [163]. La distinction entre solutions fortes et solutions faibles joue ici
un rôle important. Rappelons qu’il y a existence forte pour l’EDS (4.3) si l’on peut
construire un processus (Xt, t ≥ 0) sur n’importe quel espace de probabilité muni
d’un mouvement brownien (Wt, t ≥ 0) dans Rr et d’une v.a. ξ indépendante de W
tel que






σ(s,Xs) dWs, ∀t ≥ 0, p.s. (4.4)
Lorsque toutes telles solutions sont indistinguables sur chaque espace de probabilité,
on dit qu’il y a unicité trajectorielle pour l’EDS (4.3). On parle d’existence faible
pour (4.3) lorsqu’il existe un espace de probabilité muni d’un mouvement brownien
(Wt, t ≥ 0), d’une v.a. ξ indépendante et d’un processus (Xt, t ≥ 0) satisfaisant (4.4).
On dit enfin qu’il y a unicité en loi pour (4.3) lorsque toutes telles solutions ont la
même loi.
L’article [P1] s’intéresse à l’existence forte et à l’unicité trajectorielle pour (4.3)
lorsque les coefficients F et σ sont irréguliers. Historiquement, cette question a
d’abord été étudiée dans [338, 339] sous l’hypothèse que σ (ou a := 12σσ
∗ dans [339])
est uniformément continue et F est bornée. Les auteurs prouvent que soit il y a
unicité trajectorielle, soit il n’y a pas existence forte. Certains cas particuliers sont
également étudiés dans [336, 337], notamment le cas σ = Id ou le cas monodimen-
sionnel. La question a été étudiée plus récemment dans [187] sous l’hypothèse que
σ = Id et F ∈ Lqt,loc(L
p
x) avec d/p+ 2/q < 1, et dans [354, 356], où l’existence forte
et l’unicité trajectorielle sont prouvées lorsque ∇σ ∈ Lqt,loc(L
p
x) et F ∈ Lqt,loc(L
p
x)
avec d/p + 2/q < 1. Tous les travaux précédents supposent que la matrice a est
uniformément elliptique, et soit bornée soit continue.
Les outils principaux utilisés dans les articles précédents sont l’inégalité de Kry-
lov [184] et ses extensions [97, 187, 188, 356], la transformation de Zvonkine [357]
qui supprime la dérive dans l’EDS, et des bornes a priori sur les solutions des EDP
de Kolmogorov backward ou forward [338, 186, 187, 354], par exemple pour prouver
que la transformation de Zvonkine est suffisamment régulière [354, 356]. Un autre
résultat crucial est donné par le théorème de Yamada et Watanabe [349, 342] prou-
vant que l’exitence forte a lieu dès lors qu’il y a unicité trajectorielle et existence
faible pour (4.3) pour n’importe quelle condition initiale. Or, des conditions générales
d’existence faible sont bien connues et souvent peu restrictives (par exemple dans le
cas unifomément elliptique, il suffit que F et σ soient mesurables bornées [318, 317] ;
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voir également [304, 97, 188, 111] pour d’autres critères et [227] pour une étude
poussée de la question). Ainsi, le problème de l’existence forte se ramène le plus
souvent à prouver l’unicité trajectorielle. Dans les articles cités plus haut, ceci se
démontre en établissant des bornes a priori sur la différence entre deux solutions
de (4.3), avec ou sans utiliser la transformation de Zvonkine au préalable.
Le cas des EDS à coefficients indépendants du temps en dimension 1 a été étudié
finement par Engelbert et Schmidt [98, 99, 100] pour ce qui concerne l’existence
faible et l’unicité en loi, et dans [349, 342, 208, 100] pour l’unicité trajectorielle, et
donc l’existence forte d’après le théorème de Yamada et Watanabe. Les conditions
pour l’unicité trajectorielle sont obtenues à l’aide de la transformation de Zvonkine
et d’estimées sur le temps local en 0 de la différence entre deux solutions de l’EDS.
On renvoie à [336, 337, 311] pour le cas d = 1 avec coefficients dépendant du temps.
Une autre approche pour l’existence et l’unicité des EDS a été récemment pro-
posée par Le Bris et Lions [206, 207], qui étudient le caractère bien posé de l’équation
de Kolmogorov backward associée à (4.3). Ces auteurs proposent plusieurs méthodes
pour appliquer ces résultats à l’existence forte et l’unicitié trajectorielle. La première
consiste à définir la notion de flot stochastique presque partout, qui leur permet de
traiter le cas où σ = Id et F ne dépend pas du temps, appartient à W 1,1loc ∩ L∞
et vérifie divF = 0. Ils définissent également une EDP de transport stochastique
dont les solutions sont en correspondance avec le flot stochastique. L’extension de
ces résultats au cas où σ n’est pas constant est menée à bien dans [227], où la ques-
tion est réduite à prouver le caractère bien posé, des bornes L1 et des propriétés de
stabilité pour deux équations de Kolmogorov backward, la première associée à (4.3)
et la deuxième obtenue par une technique de doublement de variable afin de prouver
l’unicité trajectorielle. Remarquons que cette approche ne nécessite pas de supposer
que la matrice a est uniformément elliptique. De plus, elle n’utilise aucun des outils
décrits plus haut. Une autre différence notable est que l’existence forte et l’unicité
trajectorielle ne sont obtenues que pour presque toute condition initiale. Les condi-
tions sur a et F sont de natures différentes que celles mentionnées plus haut et
aucun de ces jeux d’hypothèses n’inclue strictement les autres. L’approche par EDP
de transport stochastique a également été utilisée dans [355].
4.2 Existence et unicité en toute dimension du flot ha-
miltonien dans un champ de force à variation non
bornée [P12]
Les résultats présentés ici sont issus de la publication [P12] en collaboration avec
Pierre-Emmanuel Jabin. Le résultat principal est le suivant.
Théorème 4.1 (existence et unicité pour (4.2) avec F ∈ H3/4 en toute dimension)
Supposons que F ∈ H3/4∩L∞. Alors le système hamiltonien (4.2) admet une unique
solution (X(t, x, v), V (t, x, v), t ∈ R, x, v ∈ Rd) satisfaisant que, pour tout t ∈ R,
l’application
(x, v) ∈ (Rd)2 7→ (X(t, x, v), V (t, x, v)) ∈ (Rd)2 est inversible de jacobien 1, (4.5)
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et satisfaisant la propriété de flot
∀s, t ∈ R, X(t+ s, x, v) = X(s,X(t, x, v), V (t, x, v)),
et V (t+ s, x, v) = V (s,X(t, x, v), V (t, x, v)).
(4.6)
De plus, cette solution est unique parmi les limites de solutions de (4.2) où F est
remplacée par une suite de régularisations (Fn)n≥1 de F uniformément bornée dans
H3/4 ∩ L∞ et qui converge dans L1 vers F .
C’est à notre connaissance le premier résultat d’existence et d’unicité pour une
classe de systèmes d’EDO en dimension quelconque avec des champs de vecteurs
admettant moins d’une dérivée. Remarquons que toutes les solutions de (4.2) ne
satisfont pas nécessairement (4.5) et (4.6) et qu’il y a en fait un principe de sélection
caché derrière cette hypothèse (cf. [6, 66, 60]).
L’espace H3/4 dans ce théorème est défini de façon usuelle comme l’ensemble
des fonctions F : Rd → Rd dont la transformée de Fourier α : Rd → Rd satisfait∫
Rd |k|3/2|α(k)|2dk < ∞. Remarquons que ce résultat n’est à proprement parler ni
meilleur ni moins bon que les résultats existants, puisque BV 6⊂ H3/4 et H3/4 6⊂ BV ,
à cause de la structure L2 de l’espace H3/4. Nous ne savons pas comment étendre nos
résultats aux espaces non basés sur des normes L2, puisque notre approche exploite
de façon cruciale des relations d’orthogonalité pour les transformées de Fourier.
L’idée de la preuve consiste à démontrer directement des estimées quantitatives
de régularité du flot associé à (4.2) pour des champs de force F réguliers, avec des
constantes uniformes en ‖F‖H3/4 . On se sert dans un second temps de ces estimées
afin de prouver la compacité d’une suite d’approximations, puis pour obtenir l’exis-
tence et l’unicité pour (4.2) dans le cas général. Cette idée a été exploitée en premier
pour les EDO de la forme (4.1) par Crippa et De Lellis [61] afin de donner une preuve
plus simple du résultat de DiPerna et Lions [84]. Ces auteurs obtiennent des bornes














où Ω est un domaine borné, et en déduisent l’existence et l’unicité pour (4.1) lorsque
Φ est W 1,ploc pour tout p > 1 et satisfait une version affaiblie de l’hypothèse de
divergence bornée. Cette approche a ensuite été étendue dans [27, 165].
Pour prouver le théorème 4.1, nous utilisons une modification de la fonction-
nelle (4.7) qui exploite les rôles différents joués par les variables x et v : pour tout
















|V (t, x, v)− V δ(t, x, v)|2 dt
))
dx dv,




X(0, x, v) = x, V (0, x, v) = v, (X,V ) satisfait (4.5–4.6),
Xδ(0, x, v) = x+ δ1, V
δ(0, x, v) = v + δ2,
(X,V )(t, x− δ1, v − δ2) satisfait (4.5–4.6).
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Remarquons qu’en l’absence de régularité du flot, Qδ(T ) est de l’ordre de log(1/|δ|).
Le théorème 4.1 découle alors de l’estimée






(1 + ‖F‖H3/4+a), (4.8)
pour a ∈]0, 1/4[. On voit donc que cette borne implique une certaine régularité du
flot, uniforme pour les champs de force dans {F : ‖F‖H3/4+a ≤ A} pour A > 0
fixé. On peut alors utiliser des critères de compacité pour obtenir la convergence
des solutions de (4.2) pour une suite de champs de force régularisés convergeant
vers un champ de force donné dans H3/4+a. Le cas limite H3/4 est plus technique.
L’estimée (4.8) est très délicate et se démontre en passant en Fourier et en effectuant
des intégrations par partie et des moyennisations destinées à intégrer les oscillations
de F le long d’une trajectoire.
L’article [P12] contient également un contre-exemple qui montre qu’il est impos-
sible d’obtenir des estimées de la forme (4.8) lorsque F est seulement Wα,1 pour
α < 1/2. Le lien avec l’espace H3/4 n’est pas clair, d’autant plus que le contre-
exemple est bidimensionnel (d = 1), situation où l’on sait que le système (4.2) est
bien posé pour des régularités beaucoup plus faibles de F . Il semble clair que notre
méthode n’est pas optimale, mais aucune autre approche actuelle ne semble s’appli-
quer à ce problème en dimension quelconque.
4.3 Existence forte et unicité trajectorielle en toute di-
mension pour des EDS à coefficients irréguliers [P1]
Les résultats présentés ici sont issus de la pré-publication [P1] en collaboration
avec Pierre-Emmanuel Jabin.
On considère l’EDS (4.3). Lorsque les coefficients σ et F sont bornés, il est
standard de déduire de la formule d’Itô que la loi u(t, dx) d’une solution Xt à (4.3) est
une solution faible mesure de l’EDP de Fokker-Planck (ou de Kolmogorov forward)
sur R+ × Rd





, u(t = 0, dx) = u0, (4.9)
où a := 12σσ
∗ et u0 est la loi de la v.a. initiale ξ.
L’étude de l’existence forte et de l’unicité trajectorielle pour (4.3) dans [P1] s’ap-
puie sur des fonctionnelles des trajectoires inspirées de (4.7) comme dans la section
précédente. Ce type de fonctionnelles a déjà été utilisé pour étudier certaines pro-
priétés d’EDS [355, 299]. Outre sa relative simplicité comparée aux autre approches
de la littérature, l’intérêt principal de notre approche tient au fait qu’elle permet de
traiter séparément l’existence forte pour (4.3) et l’étude des bornes sur la solution
u de (4.9). Ainsi, le théorème suivant suppose connues certaines bornes sur u et en
déduit l’existence forte et l’unicité trajectorielle lorsque σ et F ont une régularité
adaptée à celle de u. Il suffit ensuite d’employer l’une ou l’autre des méthodes exis-
tantes pour étudier les solutions de (4.9) suivant la forme des coefficients. En parti-
culier, il n’est pas nécessaire de supposer l’uniforme ellipticité de a.
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Remarquons également que nous obtenons des résultats d’unicité trajectorielle
seulement pour presque toutes conditions initiales, ce qui empêche d’utiliser sans
précaution le théorème de Yamada et Watanabe [349, 342]. Nous établissons donc
séparément l’existence forte et l’unicité trajectorielle (qui découlent en fait toutes
les deux des mêmes estimées). De plus, nous n’utilisons pas la transformation de
Zvonkine [357]. Notre méthode utilise uniquement des outils élémentaires du calcul
stochastique.
Le résultat suivant n’est pas le plus général de [P1], mais il donne une idée du type




t ) dt+ σn(t,X
n
t ) dWt, X
n
0 = ξ, (4.10)
avec le même mouvement brownien Wt sur un espace de probabilité (Ω, (Ft)t≥0,P)
fixé muni d’une filtration satisfaisant les conditions habituelles, et les approximations
de l’équation de Fokker-Planck (4.9)





(anij(t, x)un(t, x)), un(t = 0, dx) = u
0, (4.11)
où an = 12σnσ
∗
n.
Théorème 4.2 (existence forte et unicité trajectorielle pour les EDS générales)
Supposons d ≥ 2 et fixons 1 ≤ p, p′, q, q′ ≤ ∞ tels que 1/p′+1/p = 1 et 1/q+1/q′ = 1.
(i) Existence : Supposons qu’il existe une suite (Fn, σn)n≥1 de fonctions régulières
bornées telle que les solutions (un)n≥1 de (4.11) satisfont
















<∞ et un −→ u pour la topologie vague des mesures.
Alors il existe une solution forte Xt à (4.3) telle que (X
n
t − ξ, t ∈ [0, T ])n≥1
converge dans Lp(Ω, L∞([0, T ])) pour tout p > 1 vers (Xt − ξ, t ∈ [0, T ]), où
(Xnt , t ≥ 0) est la solution de (4.10). De plus, u(dt, dx) = u(t, dx)dt, où u(t, ·)
est la loi de Xt.
(ii) Unicité : Soient (Xt, t ≥ 0) et (Yt, t ≥ 0) deux solutions de (4.3) de marginales















Alors il y a unicité trajectorielle : supt≥0 |Xt − Yt| = 0 p.s.
Nous obtenons également un résultat similaire en dimension d = 1, dans lequel
les normes W 1,2px sur σn et σ sont remplacées par des normes W
1/2,2p
x .
La preuve de ce résultat passe par des contrôles quantitatifs de fonctionnelles
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que l’on peut majorer par un o(| log ε|). On obtient alors la convergence de Xn vers
X et l’unicité de la limite de façon similaire à la section 4.2.
Puisqu’elles sont des densités de lois, les fonctions un sont naturellement dans L
1.
L’utilité du théorème 4.2 dépend évidemment de la possibilité d’obtenir de meilleures
bornes sur un. De telles bornes peuvent être obtenues dans de nombreux cas, par
exemple lorsque a est uniformément elliptique à l’aide de l’inégalité de Krylov (par
exemple dans la version de [356]). Il se trouve que, puisque nous avons besoin d’une
régularité minimale sur σ dans le théorèmes 4.2, il est en fait facile d’obtenir de
meilleures bornes en utilisant des estimées d’énergie classiques.
Proposition 4.3 (bornes a priori sur l’équation de Fokker-Planck)
Pour tout d ≥ 1, supposons que u0 ∈ L1∩L∞, F, σ ∈ L∞, σ uniformément elliptique
et ∇xσ ∈ Lqt,loc(L
p
x), où 1 ≤ p, q ≤ +∞ satisfont 2/q + d/p = 1 avec p > d. Alors
toute solution u de (4.9), limite de solutions d’EDP de Fokker-Planck à coefficients
régularisés, appartient à L∞t (L
r
x) pour tout 1 ≤ r ≤ ∞.
Combinée avec le théorème 4.2, cette proposition implique le résultat suivant.
Corollaire 4.4 (existence et unicité pour les EDS uniformément elliptique)
Supposons que d ≥ 2, u0 ∈ L1∩L∞, F, σ ∈ L∞, F ∈ L1t,loc(W
1,1
x ) et ∇xσ ∈ Lqt,loc(L
p
x),
où 2/q+d/p = 1 avec p > d. Supposons également que a est uniformément elliptique.
Alors il y a existence forte d’une solution de (4.3) avec marginales en temps u(t, dx)
dans L∞t,loc(L
∞
x ) et avec u(0, dx) = u
0(x) dx. De plus, il y a unicité trajectorielle parmi
toutes les solutions avec loi initiale u0 et marginales en temps dans L∞t,loc(L
∞
x ).
Si l’on compare ce résultat avec ceux de [356], nous obtenons une condition
légèrement meilleure sur σ et une conditioon sur F qui n’est ni meilleure ni pire,
puisque L1t,loc(W
1,1




x) pour d/p+ 2/q < 1.
En revanche, il est plus délicat de comparer ce résultat avec ceux obtenus dans [227]
dans le cas uniformément elliptique, puisqu’ils supposent des conditions plus faibles
sur F , mais ils supposent en plus que divσ ∈ L∞ et (Dσ)2 := ∑i,j,k ∂1σjk∂jσik est
borné inférieurement.
Il est également possible de traiter des cas hypoelliptiques. Par exemple, le
système d’EDS cinétiques (de Langevin) dans R2d
dXt = Vt, dVt = F (t,Xt)dt+ σ(t,Xt) dWt, X0 = x, V0 = v (4.13)
a pour équation de Fokker-Planck







Cette EDP satisfait un principe du maximum pour les solutions mesures, si bien
que toute solution mesure telle que u0 ∈ L∞(R2d) satisfait u ∈ L∞(R+ × R2d). On
obtient alors le critère suivant.
Corollaire 4.5 (existence et unicité pour les EDS cinétiques)
Supposons que σ ∈ L∞ ∩ L2t,loc(H1x) et F ∈ L1t,loc(W
1,1
x ). Alors il y a existence forte
et unicité trajectorielle pour (4.13) pour les solutions de loi initiale u0 ∈ L∞.
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Nous obtenons également dans [P1] des critères en dimension d = 1, qui amélio-
rent certaines des conditions disponibles dans la littérature [342, 357, 208, 100].
Remarquons que les précédents corollaires donnent l’existence forte et l’unicité
trajectorielle pour les solutions d’EDS de loi initiale L∞. Nous obtenons également
dans [P1] l’existence forte et l’unicité trajectorielle pour presque toute condition
initiale déterministe sous les mêmes hypothèses (excepté pour le corollaire 4.4 où
une hypothèse supplémentaire d’uniforme continuité en x sur σ est nécessaire).
4.4 Travaux en cours, perspectives
Du fait de sa simplicité, la méthode utilisée dans [P1] est susceptible de s’étendre
à divers problèmes.
Systèmes de particules et diffusions de McKean-Vlasov : La question con-
siste à obtenir des contrôles uniformes par rapport au nombre de particules
sur des fonctionnelles de la forme (4.12) pour des systèmes d’EDS couplées
échangeables dirigées par des mouvement browniens indépendants. Le couplage
s’obtient par une dépendance des coefficients par rapport à la mesure empirique
du système de particules (approximation particulaire de diffusions de McKean-
Vlasov [323]). Si le cas du drift singulier a déjà fait l’objet de nombreuses études [44,
116], le cas des coefficients de diffusion singuliers est encore largement ouvert.
Convergence forte de schémas d’Euler : Les méthodes utilisées dans [P1] sont
susceptibles de s’appliquer à la construction et à l’étude de schémas de dis-
crétisation d’EDS à coefficients irréguliers, et particulièrement à l’analyse de
leur convergence forte. Notre méthode est susceptible d’améliorer des résultats
existants [142, 18, 143]. La question de la vitesse de convergence faible de tels
schémas, si elle est plus pertinente du point de vue des applications, est plus
difficile à analyser avec ces méthodes. Cependant, elles peuvent donner un point
de vue nouveau sur certains travaux sur le sujet [259, 181].
Existence forte pour les EDPS : L’application des méthodes de [P1] à d’autres
familles de processus stochastiques, commes les équations aux dérivées partielles
stochastiques (EDPS), peut également être envisagée. Une difficulté importante
est l’obtention de bornes appropriées sur les lois de ces processus. L’analyse de




divergence et méthodes de
Monte-Carlo pour les EDP
associées
5.1 Introduction
L’article [P11] décrit en section 5.2 propose une interprétation probabiliste et
des méthodes numériques probabilistes pour l’équation de Poisson-Boltzmann de la
dynamique moléculaire, qui fait intervenir un opérateur sous forme divergence. Nous
introduisons ici l’interprétation probabiliste et les méthodes numériques associées aux
opérateurs sous forme divergence en dimension 1 (section 5.1.1), puis nous décrivons
l’équation de Poisson-Boltzmann de la dynamique moléculaire (section 5.1.2).
5.1.1 Interprétation probabiliste des opérateurs sous forme diver-
gence : le cas de la dimension 1
Les opérateurs sous forme divergence
L = div(a∇),
où la fonction à valeurs matricielles a : Rd → Rd×d (ou à valeurs scalaires a :
Rd → R+ dans le cas d’une diffusion isotrope) est irrégulière, interviennent dans de
nombreux domaines applicatifs : écologie [38, 271], géophysique [70, 191], dynamique
moléculaire [11, 10] ou imagerie cérébrale [144, 189]. Une discontinuité du coefficient
a représente habituellement une discontinuité d’un milieu (par exemple de la nature
du sol pour la dispersion spatiale en écologie ou des types de roches en géophysique)
et l’opérateur L intervient dans les EDP de ces domaines applicatifs (par exemple
régissant la dynamique d’une densité de population en écologie, ou une concentration
d’ions dissous dans l’eau présente dans les roches en géophysique). La résolution de
ces EDP nécessite la mise en place de méthodes spécifiques (voir par exemple [11,
10]), et il en va de même pour les méthodes de Monte-Carlo.
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Les méthodes numériques probabilistes nécessitent de donner une interprétation
probabiliste de l’opérateur sous forme divergence L. Il est possible de le faire en
toute généralité en utilisant la théorie des formes de Dirichlet et des processus de
Dirichlet [316, 121], mais les processus obtenus ne sont en général pas des semi-
martingales (ils peuvent notamment avoir une variation quadratique infinie) et sont
construits de façon implicite. La simulation numérique de ces processus est en général
un problème difficile. Cependant, le cas de la dimension d = 1 a été l’objet d’un grand









avec une fonction a : R→ R+ discontinue, dont le prototype est la fonction
a(x) =
{
a+ si x ≥ 0,
a− si x < 0,
où a− et a+ sont deux réels positifs (la valeur de a(x) en x = 0 n’a en fait aucune
importance). L’EDP parabolique associée
∂u
∂t
(t, x) = Lu(t, x), u(0, x) = u0(x)
revient alors à deux équations de la chaleur sur la demi-droite couplées par une





∂t (t, x) = a+∆u(t, x) pour t ≥ 0, x > 0,
∂u
∂t (t, x) = a−∆u(t, x) pour t ≥ 0, x < 0,
a− ∂u∂x(t, 0−) = a+ ∂u∂x(t, 0+) pour t > 0,
où ∂u∂x(t, 0−) = limx↑0 ∂u∂x(t, x) et ∂u∂x(t, 0+) = limx↓0 ∂u∂x(t, x).
Il est connu (voir par exemple [102, 220]) qu’un processus stochastique de gé-
nérateur infinitésimal L (en un sens approprié) est solution de l’EDS impliquant le







où L0t (X) est le temps local standard en 0 de la semi-martingale X, au sens de [289,
Sect. IV.7] (signalons que, suivant les références, cette définition peut différer d’un
facteur 2, et que de nombreux auteurs utilisent plutôt le temps local symétrique, cf.
par exemple [220]). Des résultats d’existence et d’unicité pour ce type d’équations
ont été obtenus dans [288, 287, 209].
De nombreuses méthodes de simulation numérique pour ces processus ont été
développées, la plupart exploitant le changement de variable reliant le processus X
au mouvement brownien biaisé (skew Brownian motion [164]) et les différentes tech-
niques de simulations du mouvement brownien biaisé [217]. Certains de ces schémas
numériques utilisent des processus stochastiques définis sur une grille spatiale [102].
Certains sont à pas de temps constants [239, 240, 221, 103], d’autres à pas de
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temps aléatoires [216, 220]. Par exemple, l’algorithme proposé dans [220] utilise une
méthode de simulation exacte du premier temps d’atteinte de 0 par le processus Xt
(il s’agit à un facteur près du premier temps de sortie d’un intervalle par un mou-
vement brownien standard), puis replace avec une certaine probabilité le processus
en −h ou αh, où h > 0 est un paramètre et α > 0 est une constante exprimée en
fonction de a+ et a−. Cet algorithme exploite le fait que la probabilité de sortie en
h de l’intervalle [−h, h] et le temps de sortie de cet intervalle par un mouvement
brownien biaisé issu de 0 sont indépendants et connus explicitement. L’algorithme
de simulation est donc exact en ce qui concerne les atteintes successives des niveaux
−h, 0 et αh par le processus X. En revanche, la simulation des instants d’atteinte
de ces niveaux passe par des approximations et de stroncatures et n’est donc pas
exacte. Les algorithmes décrits en section 5.2 sont des extensions de cet algorithme
au cas multi-dimensionnel.
5.1.2 Équation de Poisson-Boltzmann de la dynamique moléculaire
L’étude d’une dynamique moléculaire vise à trois objectifs principaux [211] :
l’analyse conformationnelle, c’est-à-dire la détermination de la structure géométrique
tri-dimensionnelle des protéines, afin de déterminer leurs propriétés physiques et chi-
miques et leurs fonctions biologiques ; le calcul de quantités macroscopiques ou ther-
modynamiques d’un système moléculaire, comme la température, la pression, mais
surtout les énergies libres [222], le plus souvent obtenues comme moyennes tempo-
relles le long d’une trajectoire de la dynamique moléculaire ; la simulation de trajec-
toires, visant par exemple à déterminer le temps ou les modalités nécessaires à la for-
mation d’un complexe protéique ou à la catalysation d’une réaction chimique par un
protéine. Les modèles de dynamiques moléculaires sont le plus souvent des systèmes
dynamiques hamiltoniens déterministes, mais également parfois des systèmes d’EDS
par exemple de type Langevin. Dans tous les cas, il s’agit de systèmes très coûteux
à simuler car de très grande dimension (6 dimensions — 3 pour l’espace, 3 pour
la vitesse — pour chaque atome de la protéine et du solvant qui l’entoure, qui se
comptent typiquement par dizaines de milliers).
La méthode du solvant implicite [10] vise à éliminer de la simulation l’ensemble
des molécules du solvant et donc à réduire le coût de la simulation moléculaire. La
difficulté principale tient au calcul des forces électrostatiques exercées par le solvant
sur la protéine, qui nécessite de déterminer le potentiel électrostatique autour de la
molécule, solution de l’équation de Poisson-Boltzmann. Ce potentiel électrostatique
permet également de calculer l’énergie libre de solvatation de la protéine [10]. L’é-
quation de Poisson-Boltzmann s’obtient par la théorie de Debye-Hückel, comme
suit [157] : le potentiel électrostatique φ d’un système moléculaire de permittivité
ε(x) et de distribution de charge ρc(x), où x ∈ R3, est donné par l’équation de
Poisson
−div(ε(x)∇φ(x)) = 4πρc(x), ∀x ∈ R3.
Dans le cas d’une molécule plongée dans un solvant aqueux, la distribution de charge
ρc peut être décomposée en ρm+ρs, où ρm est la distribution de charges de la molécule
et ρs celle du solvant. La molécule peut être modélisée comme un système fini de
charges q1, . . . , qN situées aux centres x1, . . . , xN des N atomes qui la composent,






où δx désigne la mesure de Dirac en x.
La contribution ρs du solvant est calculée de façon implicite (sans spécifier les
positions des molécules du solvant) en tenant compte de l’influence des m différents











, ∀x ∈ R3,
où ec est la charge de l’électron, kB la constante de Boltzmann, T la température, n̄j
la concentration d’ions du type j et zj leur valence, et Vj modélise l’effet stérique entre
les ions de type j et la molécule. Les termes ecn̄jzj exp[−eczjφ(x)/kBT ] sont les distri-
butions de Maxwell-Boltzmann associées à chaque ion, et le facteur exp[−Vj(x)/kBT ]
décrit l’accessibilité de la position x aux ions du j ème type.
Dans le cas de l’électrolyte NaCl, on a m = 2, z1 = +1, z2 = −1 et n̄1 = n̄2 = n̄.
L’équation de Poisson s’écrit alors
−div(ε(x)∇φ(x))+8πecn̄e−V (x)/kBT sinh(ecφ(x)/kBT ) = 4π
N∑
i=1
qiδxi(x), ∀x ∈ R3.










qiδxi(x), ∀x ∈ R3.
La permittivité diélectrique ε(x) est proche de celle de l’eau à l’extérieur de la
molécule, et proche de celle du vide à l’intérieur. Nous définissons donc Ωint =
∪Ni=1B(xi, ri) l’intérieur de la molécule, où B(x, r) désigne la boule ouverte de R3
centrée en x de rayon r, et où les r1, . . . , rN sont les rayons des N atomes centrés
en x1, . . . , xN qui composent la molécule. On définit alors Ωext comme l’intérieur du
complémentaire de Ωint, de telle sorte que Ωint ∩ Ωext = ∅, ∂Ωint = ∂Ωext =: Γ et
Ωint ∪ Ωext ∪ Γ = R3 (cf. fig. 5.1). On pose alors
ε(x) =
{
εint si x ∈ Ωint
εext si x ∈ Ωext,
(5.1)
et une valeur arbitraire (sans influence) si x ∈ Γ.
Le facteur e−V (x)/kBT qui décrit l’accessibilité de la position x aux ions du solvant
peut être considéré comme nul à l’intérieur de la molécule, et constant à l’extérieur.
On obtient donc la forme finale de l’équation de Poisson-Boltzmann




qiδxi(x), ∀x ∈ R3, (5.2)
5.2. Méthode de Monte-Carlo pour l’équation de Poisson-Boltzmann [P11] 91




κ̄ si x ∈ Ωext,
0 sinon,
(5.3)
où la constante κ̄−1 est appelée longueur de Debye.
L’analyse numérique de l’équation de Poisson-Boltzmann (par des méthodes
déterministes ou stochastiques) présente trois difficultés : la discontinuité du co-
efficient ε de l’opérateur sous forme divergence, le terme source singulier, et la non-
linéarité de l’équation. Lorsque la molécule est faiblement chargée, les biochimistes
approchent souvent la solution de (5.2) par celle de l’équation de Poisson-Boltzmann
linéarisée




qiδxi(x), ∀x ∈ R3. (5.4)
5.2 Interprétation probabiliste d’opérateurs sous forme
divergence et méthode de Monte-Carlo pour l’équa-
tion de Poisson-Boltzmann linéarisée [P11]
Les résultats présentés ici sont issus de la publication [P11] en collaboration
avec Mireille Bossy, Sylvain Maire et Denis Talay. Ils portent sur l’interprétation
probabiliste de l’opérateur sous forme divergence apparaissant dans l’équation de
Poisson-Boltzmann linéarisée (5.4), sur l’interprétation probabiliste de cette EDP,
et sur plusieurs méthodes de Monte-Carlo pour le calcul numérique du potentiel
électrostatique au voisinage d’une bio-molécule.
5.2.1 Interprétation probabiliste d’opérateurs sous forme divergen-
ce à coefficients constants par morceaux en dimension quel-
conque
On considère l’opérateur sous forme divergence
L = −div(ε∇), (5.5)
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où ε(·) est donné par (5.1) avec Ωint ∪ Ωext ∪ Γ = Rd, d ≥ 1 et Γ := ∂Ωint = ∂Ωext
est une variété compacte C3 (ce n’est pas le cas lorsque Ωint est une union de boules
comme dans l’équation de Poisson-Boltzmann, mais cette hypothèse est nécessaire
pour mener à bien notre étude mathématique). On suppose de plus que εint > 0 et
εext > 0.
Pour tout x ∈ Γ, on note n(x) le vecteur normal à Γ en x pointant vers Ωext,
et pour tout x ∈ Rd, on note π(x) le point de Γ le plus proche de x (défini a priori
uniquement dans un voisinage N de Γ), et
ρ(x) = (x− π(x)) · n(π(x))
la distance signée à Γ (également définie sur N seulement). Ces notations sont
illustrées dans la figure 5.2.
Figure 5.2 – Définition de π(x) et n(π(x)).
Nous suivons l’approche classique du problème de martingale [319] pour ca-
ractériser les processus de diffusion de générateur infinitésimal L. Soit (C,B, (Bt, t ≥
0)) l’espace canonique, où C est l’ensemble des fonctions continues de R+ dans Rd
muni de la tribu borelienne cylindrique B et de la filtration canonique (Bt, t ≥ 0).
Définition 5.1 (problème de martingale)
(a) Une famille de mesures de probabilité (Px)x∈Rd sur (C,B) est solution du pro-
blème de martingale pour l’opérateur L si, pour tout x ∈ Rd,
Px{w ∈ C : w(0) = x} = 1,
et, pour toute fonction ϕ satisfaisant
ϕ ∈ C0b (Rd) ∩ C2b (Rd \ Γ), (5.6)
ε∇ϕ · (n ◦ π) ∈ C0b (N ), (5.7)
le processus
Mϕt (w) := ϕ(w(t))− ϕ(w(0))−
∫ t
0
Lϕ(w(s))ds est une Px-(Bt)-martingale.
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(b) Le problème de martingale est bien posé s’il existe une unique famille de mesures
de probabilité (Px)x∈Rd solution du problème de martingale précédent.
Remarquons que les hypothèses (5.6–5.7) impliquent que




∇ϕ(y) et ∇extϕ(x) := lim
y∈Ωext, y→x
∇ϕ(y), ∀x ∈ Γ.
Il s’agit de la condition de raccordement classique associée à l’opérateur L, satis-
faite par les solution d’EDP elliptiques linéaires d’opérateur différentiel L sous des
conditions très générales [193].
Pour tout x ∈ Rd, nous introduisons également l’EDS suivante, impliquant le


















Théorème 5.2 (interprétation probabiliste de l’opérateur L)
Si Γ est une variété compacte C3, il y a existence faible d’une solution fortement
markovienne de (5.9) et unicité en loi pour (5.9) pour tout x ∈ Rd. De plus, la
famille des lois (Px)x∈Rd de ces solutions est solution du problème de martingale
pour l’opérateur L et ce problème de martingale est bien posé.
Un rôle important est joué dans la preuve de ce résultat par une formule d’Itô-
Meyer généralisée au processus Xt solution de (5.9) et à des fonctions satisfaisant la
condition de raccordement (5.8), étendant les résultats de [280, 281]. La version la
plus simple de notre résultat est la suivante.
Théorème 5.3 (formule d’Itô-Meyer généralisée)
Soit u satisfaisant (5.6) et (5.7). Alors, presque sûrement, pour tout t ≥ 0,









5.2.2 Formule de Feynman-Kac pour l’équation de Poisson-Boltz-
mann linéarisée
Nous commençons par traiter la singularité du terme source de l’équation de








, ∀x ∈ Ωint
est solution de −εint∆u0(x) = 4πeckBT
∑N
i=1 qiδxi(x) dans R3. Si χ est une fontion C∞
de support compact inclu dans Ωint et égale à 1 dans un voisinage de {x1, . . . , xN},
on vérifie facilement que v(x) = u(x)− χ(x)u0(x) est solution de l’EDP sur R3
−div(ε(x)∇v(x)) + κ2(x)v(x) = εintu0(x)∆χ(x) + εint∇u0(x) · ∇χ(x). (5.10)
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Autrement dit, v est solution de la même EDP que u, mais avec un terme source
régulier.
Il est assez standard de déduire la formule de Feynman-Kac suivante à partir
d’une formule d’Itô telle que celle du théorème 5.3, pour peu que l’on puisse prouver
une régularité suffisante de la solution v de (5.10). On obtient dans [P11] la formule
suivante : pour tout x ∈ R3, la solution u de (5.4) satisfait













où g(x) = εintu0(x)∆χ(x) + εint∇u0(x) · ∇χ(x).
Cette formule est peu pratique du point de vue de la simulation numérique puis-
qu’elle nécessite de discrétiser l’intégrale à l’intérieur de l’espérance. Le processus X
solution de (5.9) ayant des trajectoires browniennes à l’intérieur et à l’extérieur de
la molécule, il serait souhaitable d’utiliser des méthodes de discrétisation efficaces
de ces trajectoires, comme la marche sur les sphères [305]. Or cette méthode est
incompatible avec le calcul d’intégrales le long de la trajectoire. Une interprétation
probabiliste ne nécessitant de connâıtre la position précise de Xt que lorsqu’il est
proche de Γ serait idéale. C’est le cas de la formule de Feynman-Kac suivante.
Théorème 5.4 (interprétation probabiliste de l’équation de Poisson-Boltzmann)
Supposons que Γ est une variété compacte C∞. Soit h > 0 fixé tel que {x1, . . . , xN} ⊂
Ωhint. On définit Ω
h
int = {x ∈ Ωint : ρ(x) ≤ −h}. Pour tout x ∈ R3, soit Px la loi de la
solution (Xt, t ≥ 0) de (5.9). On définit par récurrence la suite des temps de visite
successifs de Ωhint et Ωext : soit τ
′
0 = 0 et pour tout k ≥ 1
τk = inf{t ≥ τ ′k−1 : Xt ∈ Ωhint}
and τ ′k = inf{t ≥ τk : Xt ∈ Γ}.
















5.2.3 Méthodes de Monte-Carlo pour l’équation de Poisson-Boltz-
mann linéarisée
La relation (5.12) se prête beaucoup mieux que (5.11) à une méthode de Monte
Carlo, proposée initialement dans [244], où les trajectoires du processus X dans Ωint
et Ωext sont simulées par marche sur les sphères. En effet, les termes exponentiels
font seulement intervenir le temps passé par la diffusion Xt dans Ωext, et ces termes
s’interprètent classiquement avec une diffusion tuée à taux constant. À l’intérieur de
la molécule, la particule n’est pas tuée, et il est donc possible d’utiliser une marche
sur les sphères décentrées pour tirer parti de la géométrie particulière de Ωint, qui
est une union de boules. Rappelons le principe de ces deux algorithmes.
L’algorithme de marche sur les sphères exploite l’isotropie du mouvement brow-
nien. Considérons un mouvement brownien dans Ωext, issu d’un point y0, et suppo-
sons que l’on souhaite échantillonner le point de sortie de Ωext par le mouvement
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brownien. On construit la plus grande boule centrée en y0 incluse dans Ωext, et on
note r0 son rayon. La position de sortie y1 de cette boule par le mouvement brownien
est uniformément distribuée sur sa sphère frontière S(y0, r0). On peut ensuite pour-
suivre cette construction récursivement jusqu’à atteindre un point à une distance
inférieure à un seuil ε > 0 fixé de Γ. On approche alors le lieu de sortie de Ωext par
la projection sur Γ du dernier point de l’algorithme. Cette construction est illustrée
par la figure 5.3.
Figure 5.3 – L’algorithme de marche sur les sphères.
Il est également possible de tenir compte de termes exponentiels comme dans
(5.12) en utilisant la conséquence suivante de la formule de Feynman-Kac pour le
mouvement brownien : en notant τ le temps de sortie du mouvement brownien de
B(y0, r0), une solution de ∆v(x) = λv(x) dans cette boule satisfait












2λ) comme la probabilité de survie
de la particule brownienne pendant la première étape de la marche sur les sphères,
et poursuivre l’algorithme en tuant la particule à chaque étape avec une probabilité
dépendant du rayon de la sphère. La procédure est résumée dans l’algorithme suivant.
Algorithme de marche sur les sphères dans Ωext.
Soit k = 0, y0 ∈ Ωext, λ ≥ 0 et ε > 0.
1. Soit B(yk, rk) la plus grande boule ouverte centrée en yk incluse dans
Ωext.
2. On échantillonne yk+1 selon la loi uniforme sur la sphère S(yk, rk).




2λ), on tue la particule et on ter-
mine l’algorithme.
4. SI d(yk+1,Γ) ≤ ε, ALORS on pose exit(y0) le point le plus proche de yk+1
sur Γ, et on termine l’algorithme.
SINON, on pose k = k + 1 et on retourne à l’étape (1).
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La version décentrée et sans mort de cet algorithme découle du fait que les coor-
données sphériques (R, θ, ϕ) du point de sortie de la boule B(0, R) par un mouvement
brownien issu du point de coordonnées sphériques (r, 0, 0) avec r < R ont une loi
explicite : θ et ϕ sont indépendantes, θ est uniforme sur [0, 2π] et ϕ a pour fonction
de répartition







R2 − 2Rr cosα+ r2
)
.
La marche sur les sphères décentrées dans Ωint exploite le fait que Ωint = S(x1, r1)∪
. . . ∪ S(xN , rN ).
Algorithme de marche sur les sphères décentrées dans Ωint.
Soit k = 0 et y0 ∈ Ωint.
1. On choisit i ∈ {1, . . . , N} tel que yk ∈ B(xi, ri).
2. On simule yk+1 = (ri, θ, ϕ) dans les coordonnées sphériques centrées en xi
telles que yk = (|yk−ci|, 0, 0), où θ est uniforme sur [0, 2π] et ϕ est indé-
pendante de θ de fonction de répartition Fri,|yk−ci|.
3. SI yk+1 ∈ Γ, ALORS on pose exit(y0) = yk+1 et on termine l’algorithme.
SINON, on pose k = k + 1 et on retourne à l’étape (1).
Les deux algorithmes précédents permettent de simuler le point d’atteinte de Γ
par le processus Xt et de tenir compte des termes exponentiels à l’extérieur de la
molécule. Il reste à spécifier une discrétisation de Xt lorsqu’il touche Γ. À cause
du terme de temps local dans (5.9), une telle discrétisation n’est pas standard. Les
méthodes en dimension 1 présentées dans la section 5.1.1 suggèrent diverses ex-
tensions au cas multi-dimensionnel, proposées ci-dessous. Celle proposée dans [244]
peut être vue comme une extension de celle de [220]. Elle peut également s’obtenir
en combinant la condition de raccordement (5.8) avec les développements limités
{
u(x− hn(x)) = u(x)− h∇intu(x) · n(x) +O(h2)
u(x+ hn(x)) = u(x) + h∇extu(x) · n(x) +O(h2)












x+ hn(x) with probability
εext
εint + εext




L’algorithme complet de [244, 313], s’obtient en évaluant l’espérance dans (5.12) par
Monte-Carlo, en exploitant les algorithmes précédents pour calculer la somme sous
l’espérance.
Algorithme d’estimation de u(x0)− u0(x0).
Soit x0 ∈ Ωint.
On pose k = 0 et score = 0.
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1. SI xk ∈ Ωint,
(a) ALORS on utilise l’algorithme de marche sur les sphères décentrées
pour simuler exit(xk) et on pose score = score− u0(exit(xk)).
(b) SINON on utilise l’algorithme de marche sur les sphères avec
λ = κ̄2/2εext pour simuler exit(xk).
SI la particule a été tuée, on termine l’algorithme.
2. On pose xk+1 = p(exit(xk)) comme dans (5.14).
3. SI xk+1 ∈ Ωint, ALORS on pose score = score+ u0(xk+1).
4. On pose k = k + 1 et on retourne à l’étape (1).
L’article [P11] propose plusieurs variantes pour la variable aléatoire p(x), faisant
des sauts asymétriques, ou tenant compte d’une éventuelle mort de la particule lors
du saut depuis Γ, ou encore basées sur l’approximation neutronique du mouvement
brownien [65, 218]. Un résultat général montre également que, si ∇2u est borné (ce
qui est par exemple vrai lorsque Γ est C∞), on a un contrôle du biais de l’algorithme
d’approximation de u(x0) − u0(x0) en O(h + ε/h). Certains cas particuliers où ce
biais est d’un meilleur ordre sont également étudiés. L’article se termine sur une
étude numérique de cas-tests avec une molécule composée d’un ou deux atomes.
Signalons enfin que ce type d’algorithmes fait également l’objet d’autres travaux,
où d’autres méthodes de replacement des particules lorsqu’elles touchent Γ sont
proposées, avec un meilleur ordre de convergence [219, 236, 312].
5.3 Travaux en cours, perspectives
L’article [P11] ouvre de nombreuses perspectives sur les aspects théoriques, nu-
mériques, et sur le cas de l’équation de Poisson-Boltzmann non-linéraire (5.2).
5.3.1 Processus stochastiques associés aux opérateurs sous forme
divergence
Plusieurs questions restent ouvertes suite à l’étude de l’opérateur (5.5) et du
processus stochastique X qu’il génère, solution faible de (5.9).
Existence forte et unicité trajectorielle : Notre étude de l’existence faible et
de l’unicité en loi pour (5.9) utilise de façon cruciale la transformation de Gir-
sanov, et ne peut donc pas permettre de démontrer l’existence forte et l’unicité
trajectorielle. Ces propriétés sont connues dans le cas de la dimension 1 [209], mais
les outils employés (notamment le temps local en 0 de la différence de solutions)
ne s’étendent pas aux dimensions supérieures. On peut envisager d’exploiter les
méthodes utilisées dans [P1] (voir section 4.3) pour résoudre cette question.
Étude du cas régulier par morceaux : Lorsque l’on suppose que la fonction ε(·)
est à valeurs dans les matrices symétriques définies positives et seulement régu-
lière par morceaux, on doit pouvoir étendre les résultats de [P11] en remplaçant
la distance signée ρ(·) à Γ par une autre distance ρ′(·), telle que la partie diffusion
de ρ′(Xt) ne dépende que de ρ′(Xt). C’est le point crucial qui fait fonctionner la
preuve de l’existence faible dans [P11].
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5.3.2 Méthodes numériques liées aux opérateurs sous forme diver-
gence
Erreur faible du schéma de discrétisation de Xt : La méthode utilisée dans
[P11] pour étudier le biais de l’algorithme de résolution de l’équation de Poisson-
Boltzmann linéarisée permet également d’étudier l’erreur faible des schémas de
discrétisation du processus Xt que nous proposons. Cette question fait l’objet
d’un chapitre de la thèse de Nicolas Perrin [276], que j’ai co-encadrée avec Denis
Talay.
5.3.3 Équation de Poisson-Boltzmann non-linéaire : interprétation
probabiliste et méthodes numériques
Le cas de l’équation de Poisson-Boltzmann non-linéaire (5.2) soulève plusieurs
questions.
Interprétation probabilite par EDSR : Il est bien connu que les non-linéarités
dans des EDP paraboliques ou elliptiques peuvent être obtenues à l’aide d’équa-
tions différentielles stochastiques rétrogrades (EDSR). Le cas de l’équation de
Poisson-Boltzmann ne rentre pourtant pas dans le cadre classique des EDSR,
puisque le processus Xt n’est pas solution d’une EDS standard, et que la non-
linéarité ne satisfait pas les hypothèses habituelles de monotonie et d’intégrabilité.
Ce travail a été mené à bien par Nicolas Perrin [275, 276] dans sa thèse, que j’ai
coencarée avec Denis Talay. Cette interprétation ouvre la voie à l’utilisation de
méthodes numériques spécifiques aux EDSR pour la résolution de l’équation de
Poisson-Boltzmann [25, 69, 24, 134, 32].
Interprétation probabiliste par diffusion branchante : En utilisant le déve-
loppement en séries entières de sinh et le lien général entre EDP paraboliques et
elliptiques avec non-linéarité d’ordre 0 (en la solution mais pas en ses dérivées)
décrit dans la section 5.3.4 ci-dessous, on peut montrer que, pour x ∈ Ωext, la
















lorsque cette espérance est finie, où (Xvt , t ≥ 0)v∈∪n≥0(N∗)n est un système de
mouvements browniens branchants, défini comme suit.
L’ensemble H := ∪n≥0(N∗)n est l’ensemble des étiquettes des individus pouvant
vivre dans le système de particules, avec la notation de Ulam-Harris-Neveu : ∅,
où (N∗)0 = {∅} par convention, désigne l’unique particule ancêtre, 1 désigne son
premier enfant, 32 désigne le second enfant du troisième enfant de l’ancêtre, etc.
Pour tout v ∈ H, on note θv sa date de naissance et σv sa date de mort, et Xvt
désigne sa position pour t ∈ [θv, σv]. La particule ancêtre est initialement située
en x sous Px, se déplace selon un mouvement brownien, et meurt au bout d’un
temps exponentiel de paramètre κ̄2/2εext, ou bien en touchant Γ. Si la particule
meurt dans Ωext, elle donne naissance à K nouvelles particules, situées à sa
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position de mort, où
P(K = 2k + 1) =
1
(2k + 1)!
pour tout k ≥ 1, et P(K = 0) = 2− sinh 1.
Les nouvelles particules se déplacent, meurent et se reproduisent comme la pre-
mière, indépendamment les unes des autres.
La formule (5.15) suggère une méthode numérique étendant celle de la sec-
tion 5.2.3. Cette interprétation probabiliste et cette méthode numérique ont fait
l’objet d’un projet du CEMRACS 2013, en collaboration avec M. Bossy, H. Le-
man, S. Maire, L. Violeau et M. Yvinec.
5.3.4 Autres perspectives liées à l’interprétation probabiliste des
EDP quasi-linéaires à l’aide de diffusions branchantes
Les liens entre certaines EDP paraboliques et elliptiques quasi-linéaires et dif-
fusions branchantes sont connus depuis [314, 159, 160, 161] : avec les notations ci-
dessus, on remplace Ωext par un domaine D quelconque de Rd, et on construit une
diffusion branchante à partir du taux de mort λ(x) d’une particule en x, de la loi
(pk(x))k≥0 du nombre de particules filles naissant à la mort d’une particule en x, et
du générateur infinitésimal L du mouvement spatial des particules dans D. Alors la
fonction




















∂tu(t, x) = Lu(t, x)− λ(x)u(t, x) + λ(x)
∑
k≥0 pk(x)u
k(t, x), ∀x ∈ D, t ≥ 0,
u(0, x) = f(x), ∀x ∈ D,
u(t, x) = g(x), ∀x ∈ ∂D, t > 0.
Le cas de l’équation de Fisher-Kolmogorov-Petrovskii-Piskounov (FKPP) a reçu une
attention particulière, puisque son interprétation probabiliste [248] a permis de don-
ner la première preuve de la correction logarithmique de la vitesse de propagation
du front [30], ainsi que de nombreux autres résultats [48, 146, 190, 145].
Il existe en fait une version beaucoup plus générale du lien entre les EDP para-
boliques quasi-linéaires et les diffusions branchantes : avec les notations précédentes,
sous des hypothèses générales, la fonction
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où Kv est le nombre de particules filles nées à la mort de l’individu v (si cet individu








u(0, x) = f(x), ∀x ∈ D,
u(t, x) = g(x), ∀x ∈ ∂D, t > 0.
(5.17)
Curieusement, cette version générale du lien entre EDP quasi-linéaires et diffu-
sion branchante semble absente de la littérature, même si tous ses aspects sont
présents séparément dans divers articles (le facteur exponentiel est présent dans
[264, 229, 231, 230, 45], les facteurs en h(x, k) dans [293, 151] et dans toute la
littérature sur l’interprétation probabiliste de la transformée de Fourier de la solution
d’EDP de la mécanique des fluides [210, 270, 344, 290, 20, 253, 341]). Il est également
possible d’interpréter les systèmes d’EDP quasi-linéaires avec des diffusions bran-
chantes multitypes [307, 210, 231], et d’inclure une dépendance en l’âge des parti-
cules dans (5.16) [290]. Curieusement, très peu de travaux ont porté sur les méthodes
numériques probabilistes associées aux formules telles que (5.16) [341, 1, 293, 151].
Ce domaine ouvre donc de nombreuses perspectives.
Minimisation de variance dans (5.16) : Il y a une forte redondance dans les pa-
ramètres α(x), λ(x), pk(x) et h(x, k). Les choix optimaux des paramètres en
terme de variance et de nombre de particules sont cruciaux du point de vue
numérique et peu étudiés [151].
EDP elliptiques quasi-linéaires : Le cas limite en temps grand dans (5.16) four-
nissant une interprétation probabiliste d’EDP elliptiques quasi-linéaires a été très
peu étudié. Une question importante est la distinction entre le cas sur-critique,
où la diffusion branchante peut s’approcher par une dynamique déterministe [9],
et le cas sous-critique, où la diffusion branchante s’éteint en temps p.s. fini.
Étude d’EDP en écologie et dynamique adaptaive : L’étude de modèles avec
interactions non-locales, par exemple de la forme ∂tu = ∆u+ u(1− φ ? u), a fait
l’objet de plusieurs travaux récents (stabilité des équilibres [278, 215, 126], vi-
tesse et forme du front de propagation [17, 4]). Le même type d’EDP intervient
également dans l’approche EDP en dynamique adaptative (section 1.5). L’in-
terprétation probabiliste de ces EDP à l’aide de diffusions branchantes fournit
une nouvelle approche pour étudier ces problèmes. Le scaling de la section 1.5
suggère notamment un lien avec les grandes déviations pour les diffusions bran-
chantes, permettant d’envisager une caractérisation variationnelle de la solution
de l’équation de Hamilton-Jacobi avec contrainte. Le cas des interactions locales
est connu depuis plus longtemps [118, 104, 13, 119, 114, 279]. Une difficulté
importante provient du fait que l’interprétation probabiliste n’a en général pas
d’espérance, suggérant l’utilisation de méthodes d’élagages [20] pour approcher
la solution.
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[19] J. Bertoin : Lévy processes, vol. 121 de Cambridge Tracts in Mathematics. Cambridge
University Press, Cambridge, 1996.
[20] D. Blömker, M. Romito et R. Tribe : A probabilistic representation for the solutions to
some non-linear PDEs using pruned branching trees. Ann. Inst. H. Poincaré Probab. Statist.,
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[102] P. Étoré : On random walk simulation of one-dimensional diffusion processes with disconti-
nuous coefficients. Electron. J. Probab., 11:no. 9, 249–275, 2006.
[103] P. Étoré et M. Martinez : Exact simulation of one-dimensional stochastic differential
equations involving the local time at zero of the unknown process. Monte Carlo Methods
Appl., 19(1):41–71, 2013.
[104] L. C. Evans et P. E. Souganidis : A PDE approach to geometric optics for certain semilinear
parabolic equations. Indiana Univ. Math. J., 38(1):141–172, 1989.
[105] S. N. Evans et P. L. Ralph : Dynamics of the time to the most recent common ancestor in
a large branching population. Ann. Appl. Probab., 20(1):1–25, 2010.
[106] W. J. Ewens : The sampling theory of selectively neutral alleles. Theoret. Population Biology,
3:87–112 ; erratum, ibid. 3 (1972), 240 ; erratum, ibid. 3 (1972), 376, 1972.
[107] W. J. Ewens : Mathematical population genetics. I, vol. 27 de Interdisciplinary Applied
Mathematics. Springer-Verlag, New York, second édn, 2004. Theoretical introduction.
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