Model averaging is an alternative to model selection for dealing with model uncertainty, which is widely used and very valuable. However, most of the existing model averaging methods are proposed based on the least squares loss function, which could be very sensitive to the presence of outliers in the data. In this paper, we propose an outlier-robust model averaging approach by Mallows-type criterion. The key idea is to develop weight choice criteria by minimising an estimator of the expected prediction error for the function being convex with an unique minimum, and twice differentiable in expectation, rather than the expected squared error. The robust loss functions, such as least absolute deviation and Huber's function, reduce the effects of large residuals and poor samples. Simulation study and real data analysis are conducted to demonstrate the finite-sample performance of our estimators and compare them with other model selection and averaging methods.
Introduction
Any applied statistician who has analysed lots of sets of actual data may encounter "outliers". An outlier is an observation point that deviates significantly from most of the observed values, so that we suspect that it arises from a different mechanism. For more discussion on outliers, please refer to Hawkins (1980) . Outliers in the sample can have a large impact on some common statistical methods. For example, outliers can affect the results of the least squares method, resulting in significant deviations in the sample mean. It has a serious impact on model selection and prediction. Therefore, the study of the problem of outliers has increasingly attracted the attention of statisticians.
Outliers robust model selection is an important research direction of robust statistics, and there are a substantial literature on this subject. These methods are roughly divided into two categories.
On one hand, some approaches are based on resampling methods, such as cross-validation or the bootstrap. For example, extending the work of Shao (1993) , Ronchetti et al. (1997) developed a robust model selection technique for regression based on cross validation (Stone (1974) ). Besides, Wisnowski et al. (2003) proposed a variable selection method for robust regression by combining robust estimation and resampling variable selection techniques.
On the other hand, most statisticians modified the popular criteria. For example, Hampel (1983) and Ronchetti (1985) suggested the robust version of Akaike Information Criterion (AIC, Akaike (1973) ) model selection procedure and investigated the properties of it. Ronchetti and Staudte (1994) presented a modified version of Mallows's C p (Mallows (1973) ) by weighted residual sum of squares. It allows us choose a model that fits most of the data by considering the existence of outliers. Ronchetti (1997) reviewed this criterion as well as some other approaches. He stressed that there remain much work to be done, such as robust model selection in time series and developing other robust model selection procedures. Following Ronchetti and Staudte (1994) , Sommer and Staudte (1995) implemented the robust version of Mallows's C p for Mallows-type estimators, which has a weight function that affects the function of the position and the function of the residual. Sommer and Huggins (1996) presented a new variables selection criterion based on the Wald test statistic (Wald (1944) ). Agostinelli (2002a) , using weighted likelihood methodology developed by Agostinelli and Markatou (1998) , introduced the robust model selection procedures by modification of the AIC and Mallows's C p . Müller and Welsh (2005) proposed a new robust method based on combining a robust penalized criterion, that is very much like Bayesian information criterion (BIC, Schwarz (1978) ), and a robust conditional expected prediction loss function that is estimated using a stratified bootstrap.
However, no matter which selection method is used, the search for the best model will identify the existence of multiple candidate models, which means that the level of uncertainty associated with model selection is usually ignored when reporting accurate estimators. An overly complex model may make the variance of the estimation or prediction too large, while an excessive simple model may lead to bias in the estimation or prediction. One way to solve the uncertainty of model selection is frequentist model averaging (FMA, Hjort and Claeskens (2003) ), where the estimation of unknown parameters is based on a set of weighted models rather than a single model. The main research questions are to find the model weight criterion and the statistical inference of the model average estimators. Over the past two decades, there has been developed a substantial amount of FMA weight selection algorithms, including weighting by modification of popular model selection criteria (Buckland et al., 1997; Claeskens et al., 2006; Hjort and Claeskens, 2006; Zhang and Liang, 2011; Zhang et al., 2012) , adaptive regression by mixing (ARM, (Yang, 2001) ) , the Mallows criterion (Hansen, 2007 (Hansen, , 2008 Wan et al., 2010) , MSE minimization Wan et al., 2014; Zhang et al., 2014) , cross-validation (CV) or jackknife procedures (Hansen and Racine, 2012; Zhang et al., 2013; Ando and Li, 2014; Lu and Su, 2015) , and minimization of Kullback-Leibler type measures (Zhang et al., 2015 (Zhang et al., , 2016 . Among these criteria, the modification of Mallows criterion is developed early and most widely used, applied to linear regression model, linear mixedeffects models and so on. However, since these methods are constructed based on the least squares loss function, which could be very sensitive to the presence of outliers in the data.
The need for robust averaging procedures is obvious because one cannot estimate the parameters robustly and apply unmodified classical model averaging procedures. In this paper, we propose an outlier-robust model averaging approach by Mallows-type criterion. The key idea is to estimate model averaging weight by minimising an estimator of the expected prediction error for the function being convex with a unique minimum, and twice differentiable in expectation, rather than the expected squared error. The robust loss functions, such as least absolute deviation and Huber's function, reduce the effects of large residuals and poor samples.
The reminder of the article is organized as follows. Section 2 describes the model framework. In Section 3, we present weight selection criteria. Section 4 reviews three robust version of Mallows's C p and Mallows model average method for comparison. Section 5 investigates the finite sample performance of our proposed method, and then we apply the proposed method to three data examples in Section 6. Some concluding remarks are contained in Section 7. Derivation of technical results are given in the Appendix.
Model Framework and Model Average Estimator
Suppose random sample y i is generated by a linear regression
. , x ip ) T is p-dimensional vector of covariates and Θ = (θ 1 , . . . , θ p ) T is the corresponding coefficient vector; ε i , i = 1, . . . , n are independent observations with mean 0, variance σ 2 and density f (·) corresponding to the unknown cumulative distribution function F (·); ε i is independent to x i .
Suppose the loss function is ρ(e). We place the same assumptions as in Burman and Nolan (1995) on it.
Assumption 1. ρ(e) is convex with unique minimum at 0.
Assumption 2. Eρ 1 (ε) = 0, where ρ 1 is the derivative of ρ.
Write the m th candidate model as
1)
where k m is the number of covariates, Θ (m) = (θ 1(m) , . . . , θ km(m) ) T and x i(m) = (x i1(m) , . . . , x ikm(m) ) T with x ij(m) being a covariate and θ j(m) beging the corresponding coefficient, j = 1, . . . , k m . The estimator of Θ (m) in the above model is
The model averaging estimator of µ i is thus
where the weight w is unknown. Further, in next section, we will develop a Mallows-type weight estimator, denoted by w, is obtained by minimizing some Mallows-type weight selection criteria.
Substituting w for w in (2.3) results in the following Mallows-type model average (MTMA) estimator of µ i :
(2.4)
Weight Choice Schemes
In this section, we will present weight selection criteria in two cases. One is the case where the design matrix is fixed, and the other is the case where the design matrix is random. The derivation of these two criteria are in Appendix A and Appendix B. Before that, let us give another hypothesis and some notations. Let E ε be the expectation taken on random variable ε.
Weight selection criteria with fixed design matrix
Assume that the design matrix X = x T 1 , . . . , x T n T is fixed and known. We generate the outof-sample observations { y i } n i=1 and then evaluate the final prediction error measure. We propose a general Mallows-type criterion (MTC) for the model average estimator that is constructed as
and Θ * can be estimated by Θ. Then C ρ can be replaced by sample estimators under different loss functions. We provide the derivation of criterion (3.1) in Appendix A. The general Mallows-type criterion is a sum of ρ-residuals of the model averaging estimator plus a term that brings in weighted the dimension of the fitted models.
The Mallows-type weight vector w = ( w 1 , . . . , w M ) T is obtained by choosing w ∈ W such that
Substituting w for w in (2.3) results in the following MTMA estimator of µ i :
Remark 1. Our criterion degenerates into the criterion in Burman and Nolan (1995) when one component of the vector w is equal to one and the remaining weights are equal to zero.
Note that the factor C ρ is unknown and is similar as that in Burman and Nolan (1995) . Following Burman and Nolan (1995) , we will present approximate estimators of C ρ for several commonly used loss functions and it will be used in simulation study and real data analysis.
Examples
Square loss: When ρ(t) = t 2 , ρ 1 (t) = 2t and R 2 = 2. Noting that R 2 does not involve model bias, therefore, when the errors have mean 0 and variance σ 2 , we have C ρ = 2σ 2 and
We find that the general criterion put forth here coincides with the Mallows model average criterion proposed by Hansen (2007) and Wan et al. (2010) . Suppose the M th model is the largest model. In practice, σ 2 is unknown and can be estimated by
Absolute loss: When the squared loss function is replaced with the absolute loss function, the first
We find ρ(t) is no longer differentiable. It is differentiable almost everywhere and that the expected loss is twice differentiable so that it meets the assumptions. Hence,
Provided that F has median 0 and continuous density f , then R 2 (t) = 2f (t). Therefore
.
( 3.8) This expression simplifies greatly if the model bias is 0, for then C ρ = 1/2f (0), which is an approximation for C ρ . In the simulation study and real data analysis, the density f (0) is estimated based on the Epanechnikov kernel with bandwidth the semi-interquartile range of the residuals. We label the above method as MA c A .
Huber's function: The Huber's function is
with a constant c, that is proposed by Huber (1964) in robust regression and is smooth yet linear in the tails. Let 1(·) denote the indicator of event ·. As shown in Burman and Nolan (1995) , the Huber's function meets the Assumptions 1 and 2 if E {ε1(|ε| ≤ c)} = 0 and F (−c) = 1 − F (c).
Any distribution, that is symmetric about the origin, meets these conditions. Note that R 2 (t) = 2P (|ε + t| ≤ c) and
Var
Therefore, Burman and Nolan (1995) suggested the estimator for C ρ as follows
(3.10)
Let ε i = ε i(M ) and c = 1.345 in the simulation study and real data analysis. We label this method as MA c H .
Weight selection criteria with random design matrix
Given x 1 , . . . , x n believed independently and identically distributed, we generate the out-of-
and they are the copies of {x i , y i } n i=1 . Then a general Mallows-type criterion for the model average estimator is
We provide the derivation of criterion (3.11) in Appendix B.
The term C ρ(m) can be estimated by
where R 2 is an approximation for R 2 .
The Mallows-type weight vector w = w 1 , . . . , w M T is obtained by choosing w ∈ W such that
Note that C ρ(m) is variable under different models while C ρ is the same value for all models. As above section, we will present approximate estimators of C ρ(m) for several commonly used loss functions as follows.
Examples
Square loss: For the least squares case, note that ρ 1 (t) = 2t and R 2 = 2, therefore,
. To simplify, we use x T i Θ to approximate
We can adopt the following Mallows criterion proposed by Hansen (2007) for the model average estimator. That is
Suppose the M th model is the largest model. In practice, σ 2 is unknown and can be estimated by
To sum up, when we know that there are no outliers in the sample, we advocate the Mallows model average method.
Absolute loss: When the squared error is replaced with the absolute error, R 2 (t) = f (t), and then
We label this method as MA A .
Huber's function: Using the Huber's function, R 2 (t) = 2P(|ε + t| ≤ c). Then
Similarly, we label this method as MA H .
Methods for comparison
In this section, we review three robust version of Mallows's C p and Mallows model average method for comparison in simulation study and real data analysis.
Robust model selection method 1: An M estimator Θ (m) for model m is the solution of the equation
for some function η(x, r). Let weights
In Ronchetti and Staudte (1994) , they defined a robust version of Mallows's C p based on M estimator for regression models as follows:
is the weighted residual sum of squares. Let η ′ and ̟ ′ denote the derivative of η(x, r) and ̟(x, r) with respect to its second argument, respectively. Define
and V m = tr(RM −1 QM −1 ). Besides, σ 2 is a robust and consistent estimator of σ 2 in the full model
Consider the weighted least squares estimation. We label this robust model selection method by HC p , which is based on the robust estimators with a weight function of Huber's type (̟ x i(m) , r i = η(r i )/r i ). While the robust model selection method is labeled by MC p based on the robust estimators with a weight function of Mallows's type (̟
where the factor dependent on r i is bounded and the factor dependent on
for some constant K. More details refer to (Hampel et al., 1986, chap.6) . We prefer to choose the models with values of RC p (k m ) close to V m or smaller than V m .
Robust model selection method 2: A general Akaike-type criterion in Burman and Nolan (1995) is
and can be estimated for a variety of examples with loss function ρ.
We prefer to choose the models with the minimum value ofL n (k m ). This selection method is labeled by MS H when we use the Huber's function and is labeled by MS A when we use the absolute error.
Robust model selection method 3: Under the m th regression model, let
the residuals for the parameter Θ (m) , and F n,m (t; Θ (m) ) = n i=1 1{z i(m) (Θ (m) ) < t}/n, the empirical cumulative distribution. Based on weighted likelihood methodology developed by Agostinelli and Markatou (1998) , the weight function ϕ z i(m) (Θ (m) ); σ, F n,m (Θ (m) ) for sample i, depending on the m th model and empirical cumulative distribution, is constructed as
where [·] + indicates the positive part of ·. δ z i(m) (Θ (m) ); σ, F n,m (Θ (m) ) is called the Pearson residual and it is defined as
where k(z i(m) (Θ (m) ); t, h) is a kernel function and we use the Gaussian kernel function with smoothing parameter h.The function A(·) is a Residual Adjustment Function (RAF, Lindsay (1994)), where we use Hellinger Residual Adjustment Function and it is defined as
the weighted likelihood estimator of the parameters Θ (m) and σ are Θ w (m) and σ, which are the solution of the estimating equations:
and
Then, in the Gaussian kernel function, let smoothing parameter h be 0.032 σ 2 in the simulation study and real data analysis.
Applying the weighted likelihood methodology, for robust regression, Agostinelli (2002a) provided a direct extension of the Mallows's C p , that is the weighted Mallows's C p
He recommended setting Θ * (m) = Θ w (M ) which estimated under the largest model. We prefer the model with the minimum value of W C p (k m ), m ∈ {1, · · · , M}. This selection method is labeled by WC p .
Mallows's model average method: The Mallows model average estimators proposed by (Hansen, 2007 (Hansen, , 2008 Wan et al., 2010) is based on the squared loss function ρ(t) = t 2 and as result it is sensitive to outliers. The Mallows model average criterion is
This model averaging method is labeled by MMA.
We evaluate the performance of the above methods with respect to the following final absolute prediction error measure across R replications: that vary across the replications and a given averaging/selection method that uses y s as the predictive value. We set n s = n.
Simulation
The purpose of this section is to evaluate, via a simulation study, the finite sample performance of our proposed methods. Note that the out-of-sample testing observations {x s , y s } ns s=1 are no contamination in the simulation study. For comparison, we consider some similar simulation setups as that in Agostinelli (2002a) .
where Θ = (1, 0.1, 0, 0, 0.5, 0) T , x i1 = 1 and x ij , j = 2, · · · , 6, are independent and identically distributed uniform random samples in the interval (−5, 5), ν is varied so that R 2 = Var(y i )−Var(ε i ) Var(y i ) = 0.1, 0.3, · · · , 0.9. y i is generated according to the model. For the error term ε i , we consider normal distribution and other two different distributions to represent various deviations from normality, as described next.
Case 1 The error distribution follows the normal distribution N (0, 1), where no contamination is present.
Case 2 93% and 85% of the samples are from a standard normal and the remaining 7% and 15% from a normal with mean 0 and standard deviation 25.
Case 3 93% and 85% of the samples are from a standard normal and the remaining 7% and 15% from a normal with mean 30 and standard deviation 1.
We consider candidate models with the combination of all variables and each model contains an intercept term. Replicate R = 500 times. Tables 1-3 report the APEs of the various estimators based on our proposed methods and the methods provided in Section 4 for Case 1-3 in Setting A.
The results are expressed in terms of R 2 and sample size n = 50 and 100.
From Tables 1-3, we can see that the commonly used MMA method is superior to other methods in terms of minimizing APEs but is the worst when the data is contaminated. So it is very meaningful to develop robust model averaging methods. In the following, we take the Example 1 from Ronchetti and Staudte (1994) , specific as follows.
Setting B
where x i1 and x i2 are independent and generated from uniform distribution on (−1, 1) ε i are independent normally distributed errors with expectation 0 and standard deviation σ = 0.3, 1 and 2. One more uniform random variable x i3 in the interval (−1, 1) is also considered in the study as possible explanatory variable. Therefore, the candidate models are constructed as Setting A then we obtain 7 alternative models. We implement both classical and robust procedures on this data (case I) and on the same data with the point y 20 changed to 10 (case II). Replicate R = 500 times.
From the results of Setting B in Table 4 , we can find more information that is not presented in Setting A. Note that when σ = 0.3, the robust model selection methods WC p , MC p and HC p are superior to our robust model averaging methods in most cases, but as σ increases, MA H , MA c H and MA c A perform much better than the model selection methods, such as when σ = 1.5 in Table 4 In conclusion, MA H is found that a high level of model noise stability can be achieved.
All simulation results imply that MA H significantly out-performs other model averaging and model selection methods in achieving the lowest APEs for outlier pollution data, a promising and meaningful result.
Data examples
In this section, we present three data examples to evaluate the finite sample performance of our proposed robust model average estimators. The candidate models setting is same as that in the simulation study. To illustrate the new methods, suppose we know that the samples {y o i } n 1 i=1 are outliers.
The remaining samples are {y t i } n 2 i=1 . We adopt a delete-one prediction method. For example, we delete {x t 1 , y t 1 }, while we use samples {y o i } n 1 i=1 and {y t i } n 2 i=2 as training samples and to predict y t 1 by all robust methods we considered. y t is denoted as the predicted value of y t . We repeat the above steps for {x t i , y t i } n 2 i=2 . Finally, We get the predicted values { y t i } n 2 i=1 . Then we evaluate all robust methods with respect to the predict error APE = n 2 i=1 |y t i − y t i |/n 2 .
6.1 Outlier polluted data 6.1.1 Artificial data
The first data example is the artificial data set generated by Hawkins et al. (1984) and can be obtained from R software. The data set consists of 75 observations in four dimensions (one response and three explanatory variables). It provides a good example of the masking effect. The first 14
observations are outliers, created in two groups: 1-10 and 11-14.
Data of conversion of Ammonia to Nitric Acid
Andrews (1974) discusses a set of data that are most interesting from the point of view of outlier detection. The data with 21 observations and 3 independent variables, which is reproduced in Table   6 , relates to the conversion of ammonia to nitric acid. Stack Loss is the response variable and others are predictors. Hawkins (1980) asserted that a conventional probability plot of residuals suggests that observation 21 may be an outlier. Thus, we can use this data to evaluate our methods.
These two examples are outlier polluted data. The APEs results are presented in Tables 5 and   7 . For the Artificial data, the prediction result is WC p > MA c H > MA H > MS H > MMA > {MC p , HC p }, while for the model averaging based on absolute loss function, the result is WC p >
We find that the performances of our methods are still very good, in the forefront. Though WC p is superior to other methods for this example but is inferior to others for the second example. In Table 7 , the results are MA c
WC p is the least favored method, indicating the unstable of this method again. The model averaging method based on absolute loss function is more favored in most cases, which is different from the result in the simulation study. But the main trend is still that the proposed methods, such as MA A and MA c H , are often in the top two for these two examples.
The Hald Cement Data
We investigate the Hald cement data provided in Ronchetti and Staudte (1994) , which are shown in Table 8 . It is not an outlier polluted data but some variables are highly correlated. The response variable is the heat evolved y in a cement mix, and the four explanatory variables are ingredients in the mix. Ronchetti and Staudte (1994) found that the residuals show no evidence of any problems when a linear model is fitted, but an important feature of these data is that the variables x 1 and x 3 are highly correlated.
The APEs results of these methods are provided in 
Aerobic Fitness Prediction
Like Agostinelli (2002b) , we consider the dataset from the SAS/STAT User's Guide (1990, p. 1443) with 31 observations. There are one dependent variable and and six explanatory variables, including oxygen intake rate (ml per kg of body weight per minute), time to run 1.5 miles (minutes), age (year), weight (kg), heart rate while running (at the same time as oxygen rate measured), maximum heart rate recorded while running and heart rate while resting. Agostinelli (2002b) found observation 10 is a moderate leverage point.
The APEs results of these methods are provided in In the future, we can study the robust model averaging methods based on other criteria, such as cross-validation procedure. In this context, we only have deduced the criteria, and in the future we shall prove some excellent properties of these robust average weight estimators, such as the asymptotic unbiasedness of them.
Appendix A The derivation of (3.1)
By the definition of Θ * (m) and Taylor expansion, for Θ (m) near Θ * (m) , we have
By the definition of Θ (m) and (A.1), note that Θ (m) minimises a quadratic in Θ (m) − Θ * (m) . Let
Further, by Taylor Theorem, we obtain that
Taking expectation over y and the notation denoted by E, we obtain that
Taking expectation for (A.4),
Following Burman and Nolan (1995) ,
can be approximated by the average
and A (m) is replaced by
(A.10)
Therefore, we can use (3.1) to choose weight.
Appendix B The derivation of (3.11) When x 1 , . . . , x n are independently and identically distributed, we also have the conclusion (A.1)-(A.4). By the definition of Θ * (m) and Taylor expansion, for Θ (m) near Θ * (m) , we can derive
Taking expectation over y, the notation denoted by E and from (B.1), we obtain that
Following Burman and Nolan (1995) , A (m) is replaced by
Next,
Therefore, (3.11) can be applied to choose weight. 
