in O(ln n) rounds needs W(n) transmissions.
Introduction use a simple randomized communication mechanism to ensure robustness. Suppose n players communicate in parallel rounds in each of which every player calls a randomly selected communication partnel: In every round, players can generate rumors (updates) that are to be distributed among all players. Whenever communication is established between two players, each one must decide which of the rumors to transmit. The major problem (arising due to the randomization) is that players might not know which rumors their partners have already received. For example, a standard algorithm forwarding each rumor from the calling to the called players for O (In n) rounds needs to transmit the rumor O(n Inn) times in order to ensure that every player$nally receives the rumor with high probability.
We We investigate the problem of spreading rumors in a distributed environment using randomized communication. Suppose n players exchange information in parallel communication rounds over an indefinite time. In each round t , the players are connected by a communication graph Gt generated by random phone calls as follows: each player U selects a communication partner w at random and U calls w ; two players U and w are connected by an edge in Gt if U calls w in round t. Rumors can be started in any round by any player and can be transmitted in both directions along the edges in the graph Gt in round t. The goal is to spread the rumor among all participating players using a small number of rounds and a small number of transmissions.
The motivation for using randomized communication is that it naturally provides robustness, simplicity, and scalability. For example, consider the following so-called push algorithm. Starting with the round in which a rumor is generated, each player that holds the rumor forwards it to a communication partner selected independently and uniformly at random. The distribution of the rumor is terminated after some fixed number of O(ln n) rounds. At this time all players are informed, with high probability'.
Clearly, one can also inform all players in O(1nn) rounds using a deterministic interconnection of constant degree, e.g., a shuffle network. (For an overview of deterministic information dissemination we refer to [5] or [6] .) The advantage of the randomized push algorithm, however, is its inherent robustness against several kinds of failures compared to deterministic schemes that either need substantially more time [4] or can tolerate only a relatively small number of faults [lo] . For example, consider node failures in which a player (different from the player starting the rumor) fails to communicate or simply crashes and forgets its rumors. Obviously, when using a sparse deterministic network, even a single node failure can result in a large fraction of play-ers not receiving the rumor. When using the randomized push algorithm, however, the effects of node failures are very limited. In fact, it is not difficult to prove that F node failures (specified by an oblivious adversary) result in only O ( F ) uninformed players, w.h.p.
Unfortunately, the push algorithm produces a large communication overhead. In fact, it needs to forward each individual rumor O(n In n) times before all players are informed, in comparison to a deterministic scheme which requires only n -1 transmissions. It seems that the large number of transmissions is the price for the robustness. This gives rise to the question whether this additional communication effort is a special property of the above push algorithm or is inherent to rumor spreading using random phone calls in general.
Background
Demers et al. [2] introduced the idea of using so-called epidemic algorithms for the lazy update of data objects in a data base replicated at many sites, e.g., yellow pages, name servers, or server directories. In particular, they propose the following two concepts: 0 Anti-entropy: Every site regularly chooses another site at random and resolves all differences by exchanging the complete data base contents.
Rumor mongering: When a site receives a new update it becomes a "hot rumor". While a site holds a "hot rumor", it periodically chooses another site at random and sends the rumor to the other site.
It turns out that anti-entropy is extremely reliable but produces such an enormous amount of communication that it cannot be used too frequently. The idea of rumor mongering is to exchange only recent updates, thereby reducing the communication overhead significantly. In practice one might use a combination of both concepts, that is, using rumor mongering frequently and anti-entropy very rarely in order to ensure that all updates are recognized by all sites. In this paper, we solely investigate algorithms implementing the rumor mongering concept. The original idea for rumor spreading was to send rumors only from the caller to the called player (push transmission) [2] . Several termination mechanisms deciding when a rumor becomes "cold" so that it transmission is stopped were investigated. All these algorithms share the same phenomenon: the fraction U of players that do not know a particular rumor decreases exponentially with the number of transmissions t (i.e., messages that contain this rumor). So-called mean field equations (implicitly assuming that U is sharply concentrated around its mean value E [U]) lead to the conjecture that U M exp(-t/n) for all variants of the push algorithm that have been investigated.
In other words, a push algorithm needs O(n Inn) transmissions for sending a rumor to all players.
A further idea introduced in [2] is to send rumors from the called to the calling player (pull transmission). It was observed that the number of uninformed players decreases much faster using a pull scheme instead of a push scheme. This kind of transmission makes sense if updates occur frequently so that (almost) every player places a random call in each round anyway. Mean field equations lead to the conjecture that U x e~p ( -2~) for pull schemes. Cleiuly, this double exponential behavior implies that only O(n In Inn) transmissions are needed if the distribution of the nimor can be stopped at the right time. Such a termination mechanism, however, is not presented. Instead, the authors predict that ~( n -) transmissions are sufficient for some other specific termination mechanisms.
The work of Demers et al. initiated an enormous amount of experimental and conceptual study of epidemic algorithms. For example, there is a variety of research issues like consistency, correctness, data structures, and efficiency [l, 7, 8,9, 121. Recent theoretical work concentrates on the robustness against Byzantine failures [ 111. In this paper, we concentrate only on the efficiency of these randomized algorithms. In particular, we study their time and communication complexity using a simple model for the underlying randomized communication.
The random phone call model
Let V denote the set of players. The communication graph Gt = (V, Et V x V) of round t 2 1 is obtained by a distributed, randomized process. In each round, each player U chooses a communication partner v from V at random and U calls U . Unless otherwise stated, we assume that all players choose their communication partners iindependently and uniformly at random from V.
Even though we envisage an application (such as the lazy transmission of updates to distributed copies of a database) in which rumors are constantly generated by different players, our analysis is concerned with the distribution of a single rumor only. We focus on the lifetime of the rumor and the number of transmissions rather than the number of connections established because the latter cost is amortized over all the rumors using that connection.
In round t, the rumor and other information can be exchanged in both directions along the edges of Gt.. Whenever a connection is established between two players, each one of them (if holding the rumor) has to decide whether to transmit the rumor to the other player, typically without knowing whether this player has received the rumor already. Regarding the flow of information, we distinguish between push and pull transmissions. Assume player U calls player w. 0 The rumor is pushed If U tells w the rumor. 0 The rumor is pulled if w tells U the rumor.
We do not limit the size of the information exchanged in any way. Each information exchange between neighboring players in a round is counted as a single transmission. (We point out that our algorithms only add small counter Values to rumors, whereas our lower bounds hold even for algorithms in which players exchange their complete history whenever the rumor is sent in either direction.) Communication inside each round, however, is assumed to proceed in parallel, that is, any information received in a round cannot be forwarded to another player in the same round.
The major issue that has to be specified by a rumor spreading algorithm is how players decide whether the rumor shall be forwarded to a communication partner. An algorithm is called distributed if players make these decisions using only local knowledge. In other words, the decision whether a player sends a message to a communication partner in round t depends only on the player's state in that round. The initial state of a player is defined by the player's address, the number of players, and possibly a random bit string. The state of a player in round t 2 1 is a function of its initial state, the addresses of its neighbors in the communication graphs GI, . . . , Gt , and the information received in rounds 1 to t -1. (For our lower bounds we allow the state to depend in addition on a globally known round number and the birth date of the rumor considered.)
Finally, an algorithm is called address-oblivious if a player's state in round t does not depend on the addresses of the neighbors in Gt but only on the number of neighbors in Gt. (The state can still depend on the addresses of neighbors in G I , . . . , Gt-1. ) We point out that all rumor spreading algorithms proposed by Demers et al. [2] are address-oblivious.
New results
We prove that the number of transmissions can be reduced significantly when the rumor is sent in both directions, that is, when using push and pull rather than only push operations. We introduce a simple push&pull algorithm spreading the rumor to all players in O(ln n) rounds using
as used by the push algorithm.
The drawback of the simple push&pull-algorithm is that its success heavily relies on a very exact, global estimation of the right termination time. This mechanism is very sensitive to any kind of errors that influence the expansion of the set of informed players. In order to improve the robustness, we devise a distributed termination scheme, called the median-counter algorithm, that is provably robust against adversarial node failures as well as stochastic inaccuracies in establishing the random connections.
In particular, we show that the efficiency of the algorithm does not rely on the fact that players choose their communication partners uniformly from the set of all players. We show that the median-counter algorithm takes O(ln n) rounds and needs only O ( n In In n) transmissions regardless of the probability distribution used for establishing the random connections as long as all players act independently and each player uses the same distribution 2) : V + [0,1] to select its communication partner. For example, this allows sampling from an arbitrary address directory (possibly with redundant addresses and some non-listed players as in a telephone book). In other words, the algorithm can be executed even without global knowledge about the set of players.
In addition, we provide lower bounds assuming that the communication partners are selected using the uniform probability distribution. Both the simple push&pull algorithm as well as the median-counter algorithm are address-oblivious and use only O(n In In n) transmissions. We prove a corresponding lower bound showing that any address-oblivious algorithm needs to perform O ( n in In n) transmissions in order to inform all players. We point out that this bound holds independently of the number of rounds executed.
The situation changes substantially when considering general (i.e., possibly non-address-oblivious) algorithms.
Allowing O ( n In n) rounds, an algorithm that exploits the addresses of communication partners can spread the rumor using only n -1 transmissions. Here is a simple example. The player initiating the rumor simply waits until each other player appears as communication partner for the first time and then forwards the rumor to this player. Clearly, this is not a practical algorithm as it takes too many rounds. Nevertheless, it illustrates the additional possibilities when the addresses of communication partners can be exploited.
The above example leads to the question of whether general epidemic algorithms can spread a rumor in a small number of rounds while using only a linear number of transmissions. We give a lower bound answering this question negatively. In particular, we show that any randomized rumor spreading algorithm running for O(ln n) rounds requires w ( n ) transmissions. This lower bound holds regardless of the amount of information that can be attached to the rumors. For example, players might always exchange their complete communication history whenever the rumor is transmitted in either direction. Thus, there is a fundamental gap between rumor spreading algorithms based on random interconnections and deterministic broadcasting schemes.
The advantage of push&pull
First, let us explain the differences in the propagation of the rumor obtained by push transmissions on the one hand and pull transmissions on the other hand.
Consider a push scheme in which every informed player, in every round, forwards the rumor to the player it calls until all players are informed. In this case the set of informed players grows exponentially until about n/2 players are informed. At about this time the exponential growth of the set of informed players stops. Starting from this point of time, let us consider the set of uninformed players. Once half of the players are informed, this set shrinks by a constant factor in each round. At the end of the rumor spreading process this factor is about 1 -1/e since the fraction of players that do not receive a call in a round is about l/e. Thus, the shrinking phase takes @(Inn) rounds until every player has received the rumor, and the push algorithm sends O ( n ) messages in each of these rounds. Now consider a pull scheme in which only called players send the rumor towards the calling players. In this case, the player starting the rumor may have to wait some rounds until it is called for the first time so that the propagation in the first rounds becomes unpredictable. But eventually (after O(ln n) rounds, w.h.p.) about n / 2 of the players will be informed. From this time on, the pull algorithm has an advantage against the push algorithm as the fraction of uninformed players roughly squares from round to round. This is because in a round starting with en uninformed players, each individual player has probability 1 -e to receive the rumor, so that the probability of staying uninformed is E, resulting in an expected number of e2n uninformed players at the end of the round. Thus, we can expect that the shrinking phase only takes O(ln In n) rounds so that only O ( n In In n) messages are sent during this phase.
In order to combine the predictability of the push scheme with the quadratic-shrinking property of the pull scheme, we simply send the rumor in both directions whenever possible. In detail, our push&pull scheme works as follows. The creator of the rumor initiates a time-counter with 0 representing the age of the rumor. The age is incremented in every round and distributed with the rumor. In every round every informed player pushes and pulls unless the age of the rumor is higher than t,, = log, n + O(1n Inn). In the following theorem, we assume the uniform distribution and a perfect interconnection without failures. Proof. Let St be the set of informed players and Ut the set of uninformed players at the end of round t. Define st = lStl and ut = IUt I. We distinguish four consecutive, phases.
The startup phase starts in the round in which the rumor is created and ends with the first round after whose execution there are at least (In 7~)~ informed players for the first time. At the beginning of the first round only one player holds the rumor. If we execute c rounds then the probability that this player has at least once called an uninformed player (i.e., did not call itself) is 1 -n-c. Thus, we double the number of informed players in c rounds, w.h.p. In general, starting with at most (Inn)4 informed players, we need at most c rounds to double the number of informed players, w.h.p. Thus O(ln In n) rounds are sufficient to achieve (In 7 1 )~ informed players.
The exponential-growth phase ends with the round after whose execution there are at least n/ In n informed players for the first time. The expected number of messages (containing the rumor) sent during round1 t in this phase is 2st-1 because each player holding the rumor calls one player and is called by one player on average. Applying a Chernoff bound yields that the number of messages actually sent is m = (2 f o(l/lnn))st-l, w.h.p, applying st-1 3 (Due to space limitations, we dot not explain the mathematical details behind the application of Chernoff bounds in this extended abstract.) Unfortunately, some of these messages are wasted as they are directed to the same player or an informed player. As interconnections are chosen at random, the probability that a particular message is wasted is at most st-l/n + m/n. This expression is bounded above by (3 + o ( l / l n n ) ) / I n n because st-1 5 nl Inn. As a consequence,
Applying a Chemoff bound yields 
The median-counter algorithm
The push&pull algorithm relies heavily on a very exact estimation of the expansion of the set of informed players. The algorithm has to be executed for exactly log, n+O(lnln n) rounds. For example, a constant fraction of players remains uninformed if the algorithm terminates after (1 -E ) log, n rounds, and the algorithm uses O ( n In n) transmissions when terminating after (1 + E ) log, n rounds, for any constant E > 0. A robust algorithm requires a more flexible, distributed termination mechanism that recognizes when all players are informed. This termination mechanism is described in the following.
Let r denote the rumor being considered. During the course of the algorithm each player v can be in one out of four states A, B, C, or D (with respect to r). Roughly speaking, the counters in state B are used in order to determine the point in time when the algorithm switches from the exponential-growth phase into the quadratic-shrinking phase. A counter value of ctrmax indicates that n/polylog(n) players are informed so that it is sufficient to continue the propagation for only O(ln In n) rounds (which is done in state C). In order to make sure that the median-counter algorithm terminates even in the very unlikely event that the counter mechanism fails, we determine that every player stops propagating the rumor after some fixed number of O(ln n) rounds, regardless of its current state.
We investigate the robustness of the median-counter algorithm against different sources of errors and inaccuracies. 0 Second, we assume that an oblivious adversary can specify up to F node failures occurring during the execution of the algorithm. The adversary specifies a set F of players (not containing the player starting the rumor) that fail to exchange information in some of the rounds (as specified by the adversary). We assume IF1 5 F and n CVE7D(v) < F . Proof. First we investigate the errorless case. Let wi be the probability that a player calls player i, let St, st, Ut, and ut be defined as above and let gt be the weight of all informed players: gt := '&SI wi. Consider the following three phases.
Startup:
We want to ensure that at least st E n(1nn) informed players with weight gt 2 % are established.
A straightforward analysis shows that @(log log n ) rounds of push communication suffice to achieve this, w.h.p.. Then, @(log log n) rounds of pull-communication establish the wanted number of informed players w.h.p.
Exponential growth:
gt is greater than &. Note that lHtl 5 st and that the probability of a member of Ht being called by an informed player in St is larger than the constant 1 -l / e . Therefore, push operations cause an increase of the weight of informed players by the amount of ( 1 -~) ( 1 -l/e)ht for some constant E > 0 w.h.p. In Ut \ Ht the fraction of which get only one call in this round is at least l / e -E for an arbitrary small constant E > 0 w.h.p. The probability that one of these players gets the rumor pushed from St is E. The expected number of informed players in the next round is therefore
2st n 2 st(1 + ( l / e -€ ) ( I --)) . For the number of messages note that in all but one round st 5 &. Therefore, the number of messages is bounded Now we discuss how often a counter of a player will be increased during this phase. We consider a player i with weight wi who is informed during this phase.
by O(n).
wi 2 *
In every round at least 2 log n uninformed players call i, while i receives a call only from at most logn informed players (st < &); i's push call can be neglected. So, this player will communicate with more uninformed than informed players in each round and the median rule prevents an increment of i's counter.
wa < *
We allow that during the time interval {a,. . . , b} for which we have & < wast 5 clog n the counter of Pi is increased in every round t.
In every round gt or st (but possibly not both) grows by a factor a > 1. Nevertheless they interact pairwise, since the expected number of uninformed nodes informed by a pull is utgt. Therefore we have st+l 1.
( 1 -E)utgt 2 ngt(1 -E') for € , E ' > 0 w.h.p. On the other hand, every informed node pushes in every round such that gt+l 2 2n:;gn w.h.p. So, this time interval is bounded by O( log log n) .
At any time step after b the number of uninformed players calling Pi is higher than the number of informed players calling P i for the same reasons as in
1.
At every round t before a we concentrate on weights wi with wi < St logz n -The probability that a player with such a weight is called by an informed player is smaller than 1 -(1 -stltg2n)8f 5 &E. Let qi be the number of the players which increase their counter at least i times before round a and let qo = st.
In the worst case all players stay in this situatioq for the whole phase. Only qi players can cause an increase for a counter larger than i. The probability that such a player calls another is +. which implies ut+l I u t ( 1 -g t ) ( 1 + $) w.h.p.
Let Z t , , be the set and y t , m the weight of error-free a node in Z t , , is increased is at least C:zCax y t , i . We want to prove that in the triangular section where t I km For the analysis we allow that some of the counters may be decreased. The aim of this modification is that the ( "2) w.h.p.
It is clear that after some O(log1ogn) rounds we have 1 -gt+l 5 9. Then, some constant number of rounds of pull will sufficiently decrease the probability of an uninformed player remaining in state A. Since in every round each counter may be incremented only once, it suffices to choose c trma 2 clog log n for some constant c independent of 23. It remains to show that after some additional O(1og logn) rounds all counters reach ctrmax. Consider the time point at which all players are informed.
Clearly, all counters are at least 1. Then, in every step i each counter is at least i + 1. Therefore the distributional algorithm ends after O(1og log n) rounds.
Since every player produces only one random call in each round the overall number of messages in this phase is bounded by O(n log logn). Now we focus on the case of F 5 $a node failures with weight F/n. We assume that if a node failure occurs on v that v terminates, i.e. switches to state D without learning the rumor. The analysis of the startup and exponential phases can be easily adapted to this case, since the growth of informed nodes proceeds more slowly but still exponentially. We now investigate the situation in the double exponential shrinkage phase.
Let F be the set of nodes which may be disconnected in some rounds. Then St and Ut are defined as the set of informed and uninformed nodes, excluding the nodes in F; u t , s t , and gt are defined as before. The probability that a node remains uninformed is at most 1 -gt per round. Therefore we can conclude that w.h.p. ut+l < ( 1 -g t ) u t . Similarly to the error-free case, we can conclude that 1 -gt+l 5 series y t , l , . . . , y t , m t is exponentially increasing, the se- Therefore, after some O(1og log n) rounds only a fraction of O(n/logn) players has a smaller counter than clog log n.
c l 4 Lower bound for address-oblivious algorithms
Our first lower bound shows that the two presented push&pull algorithms achieve the best possible results for the class of address-oblivious algorithms. Clearly, any algorithm requires R(ln n) rounds in order to inform all players. In addition, we show that any address-oblivious algorithm requires R(n In In n) transmissions, regardless of the number of rounds. We assume the random phone call model using the uniform distribution. 
The arguments leading to this inequality are different for sparse and dense rounds. Since U ( i ) = CkZl u(i-1) (1 -Q), we obtain
Observe that the random variables zk are slightly dependent since the random interconnections used for transmissions in phase i form partial permutations on the caller sites. This dependence, however, is negative so that we can apply a Chernoff bound [3].
Assuming u(i) 2
we obtain
for any positive constant a. This completes the proof of Theorem 4.1. 0
Lower bound for general algorithms
The above lower bound for address-oblivious algorithms does not hold for those rumor spreading algorithms that can base their decisions on the addresses of communication partners. In the introduction, we give an example showing how all players can be informed using only O(n) transmissions. This unrealistic algorithm, however, requires O(n1nn) rounds. Now we investigate whetheir there is an algorithm that is both time-optimal (i.e., using only O(1og n) rounds) and communication-optimal (i.e., using only O(n) transmissions) The following lower bound answers this question negatively. Again, we assume the random phone call model using the uniform distribution. Proof. The difficulty in analyzing arbitrary distributed rumor spreading algorithms is that the distribution of the rumor can be a highly dependent process although the underlying random calling mechanism is generated by n independent experiments in each round. For example, if player 1 is the only player with an odd address sending the rumor to players with even addresses then the success of the algorithm is highly dependent on the event that player 1 receives the rumor. This small example (not even involving any additional communication) shows that the analysis needs more than simply applying martingales or Chernoff bounds.
Our basic trick in the following analysis is that we choose a random sample of the players that can be guaranteed to act independently. This independence, however, can be guaranteed only for about log n rounds. Of course, this number of rounds is not enough to inform all players about a rumor initiated by a single player. Therefore, let us assume for the time being that the rumor is spread already to at least half of the players and we consider the next
Consider an arbitrary rumor spreading algorithm A. Let UV 5 n/2 denote the number of initially uninformed players. (In order to be able to extend our result to more than T rounds later, we assume that the initially uninformed players are known by all players in the system, e.g., assume that { 1 , . . . , Uv} is the set of initially uninformed players.)
Let Xv denote a random variable describing the number of messages sent during the T rounds. Furthermore, let U; Recall that the communication graph Gt in round t is obtained by a distributed random process, i.e., each player v chooses a player U from V at random and v calls U . This random process generates a probability distribution V on the set G of possible communication graphs. Repeating this random process for T rounds extends the probability distribution 2) to the sample space GT.
In many parts of the following analysis, we will assume a slightly different probability distribution 2)' on G that is easier to handle than D. Instead of letting each player call a random other player, we assume that the connections are established as follows. In each round t, We determine that every player U E S calls player u~(v), and the players u1 (v), . . . , u q (v) call U. Every player for which we have not yet specified whom to call simply chooses a communication partner from V \ S independently and uniformly at random. Clearly, V and 2)' are different distributions. The following lemma, however, shows that these distributions are closely related.
Lemma 5.2
The total variation distance between V and V' on G~ is ~( n -l /~) .
Based on this bound, we are able to give the following lemma comparing the behavior of the complete system V12) with that of the small system SIV'. (Due to space limitations, we omit the proof of all three lemmas. Lemma 5.2 and 5.3 can be shown using standard methods from probability theory like, e.g., Chernoff bounds and the Markov inequality. The proof of Lemma 5.4 is more interesting. We transform the probabilistic system S(D' into a deterministic token game, which then can be analyzed combinatorially. 
