Abstract-In second-order normal form (NF) analysis, the nonlinear dynamical system being analyzed is modeled with nonlinearities up to second order. Due to the presence of nonlinearities in the model, the results of second order NF analysis are initial condition dependent [1], [2]. There are two assumptions in the theory of NF analysis and in this paper it has been shown that if the initial condition chosen do not satisfy these two main assumptions, then NF analysis is inaccurate. This paper also proposes three criteria to identify whether the initial condition satisfies one of the assumptions or not. This paper proposes to use a snap shot of state variables at an instant subsequent to the clearing of disturbance in situations where the state variables immediately after clearing the disturbance is not suitable for NF analysis. The time-domain simulations are presented to support the analysis.
Improving the Accuracy of Normal Form Analysis I. INTRODUCTION

L
INEAR analysis is a widely used tool to study the smallsignal stability of power systems, and to design damping controllers. Recently nonlinear analysis of power systems using second-order normal form (NF) analysis has been reported in literature [1] , [3] - [6] , where new indices have been proposed to determine the effect of nonlinearity. It has been shown that NF analysis can be used to predict the resonance conditions [7] and to study modal interactions which also affects the controller performance [1] .
The concept of applying NF analysis to a power system can be summarized as follows. The dynamics of a power system is modeled with second-order nonlinearities. When the original state space is transformed into the modal space (Y-space) using the classical modal transformation, the dynamic system in Y-space will also have second-order nonlinearities. Then the Y-space is mapped onto Z-space using a certain nonlinear transformation, which eliminates the second-order nonlinearities in the Z-space (note: the third and higher order nonlinear terms are introduced due to this transformation). The initial values of Z variables can be computed using the known initial values of the state variables using an iterative technique. In the Z-space the dynamical system is linear if the third and higher order terms are neglected. Hence, a time-domain solution can be obtained for Z variables [Z(t) ]. This solution is mapped onto Y-space using the definition of the nonlinear transforma- tion, which gives Y(t) in a functional form. The presence of second-order modal interactions are predicted using the expression for Y(t).
In both linear and NF analysis, the power system is analyzed in the neighborhood of the stable equilibrium point (SEP) by a model derived using the values of state variables at SEP. However, eigenvalues and participation factor of the system predicted using linear analysis are initial condition independent while the modal interactions predicted using NF analysis are initial condition dependent.
There are two underlying assumptions in NF analysis, namely: 1) the nonlinear system can be represented by state space equations with second-order nonlinearities and 2) in the transformed Z-space, the dynamical system is linear.
A summary of Linear analysis and NF analysis is presented in Section II, where two underlying assumptions in NF analysis are identified. These are further discussed in Section III. Methods of identifying appropriate initial conditions are discussed in Section IV where three indices are proposed to validate initial condition . If the initial condition used in NF analysis does not satisfy the above two assumptions, then NF analysis will not produce correct results. This is demonstrated using time-domain solution obtained by various methods for a small two-area, four-generator power system. The power system and various time-domain solutions used in the study are described in Section V. The results of case studies are discussed in Section VI, along with the application of suggested criteria to validate the initial condition.
Here, the time-domain solutions of the state variables using numerical integration of differential equations, and that by using explicit solutions given by linear analysis and NF analysis are presented to check whether the assumptions underlying the NF analysis are met or not, and to check the accuracy of proposed indices.
II. A SUMMARY OF LINEAR ANALYSIS AND NF ANALYSIS
The dynamics of the power system can be described by a set of nonlinear differential equations as follows:
(1) Function vanishes at an SEP, i.e. . Equation (1) can be expanded about an SEP using Taylor Series as shown in (2) , where has been replaced by as per convention (2) Here, is the row of Jacobian matrix and is given by .
is the sized Hessian matrix 
A. Linear Analysis
In small-signal stability analysis, it is assumed that the state variables are in the certain neighborhood of SEP of state space where is negligible and (1) can be approximated to be linear by truncating the Taylor Series (2) after the first term, as shown in (3) (3) Let and be the matrices of right and left eigenvectors of matrix , respectively. Then, by using transformation , (3) is transformed into (4), where is the eigenvalue of matrix (4) The time-domain solution of (4), in terms of the initial condition of , , is given by (5), from which the time-domain solution can be obtained, as shown in (6) . Equations (5) and (6) are then used for further analysis of the power system and for the design of controllers [8] (5) (6)
B. NF Analysis
NF analysis is an extension of the linear analysis, in which it is assumed that the state variables are in the certain neighborhood of SEP of state space where is negligible and (1) can be approximated to be quadratic by including the first two terms of the Taylor Series (2), and truncating the third and higher order terms as shown in (7) (7) By applying transformation , the same transformation that is used in linear analysis, (7) transforms into (8), as follows: (8) where (9) In the absence of second-order resonance (i.e., for all three tuples of eigenvalues of ), the nonlinear transformation is defined by (10) where (11) transforms (8) Note the following. 1) There are no third and higher order terms in (8) .
2) The nonlinear transformation (10) has eliminated secondorder nonlinearities and has introduced third and higher order nonlinearities while transforming (8) into (12). By assuming that variables are in the certain neighborhood of SEP of Z-space where is negligible, (12) can be approximated to be (13), which is linearly decoupled
The time-domain solution of (13), , in terms of the initial condition , can be expressed by (14) (14) It can be shown that the time-domain solutions and can be constructed using the time-domain solution , and are given by (15) and (16), respectively. These equations are used to define the nonlinear modal interaction coefficients [4] and nonlinear participation factors [5] (15) (16)
III. ASSUMPTIONS IN NF ANALYSIS
Consider a power system in which a disturbance occurs, and upon clearing the disturbance, the system settles to an SEP. The value of state variables at SEP, , is used to derive matrices and , which are used in second-order small-signal model given by (7) .
Let be the state of the system at a given instant on the post disturbance trajectory. Then this state can be used to calculate the initial condition using . One of the possible choices for is the state of the system immediately after clearing a disturbance, , which has been used in previously reported studies [1] , [3] , [4] , [6] .
The state space, Y-space, and Z-space are n-dimensional real spaces , and have SEP at the origin. The state of the system moves from its initial condition toward an SEP with time, in their respective spaces when the system is free and asymptotically stable. A neighborhood of an SEP in is defined as the set of points inside an n-sphere with the center at SEP and radius . Initially, if the system is not in a certain neighborhood of SEP, then while moving toward the SEP with time, at an instant the system enters and then remains inside that neighborhood.
In NF analysis, the following two assumptions must be satisfied.
A. The System is in a Neighborhood of the SEP of State Space Where is Negligible
In NF analysis, (7) is assumed to be an approximation of (2). For this assumption to be valid, state variables should be in the neighborhood of SEP where is negligible in (2).
B. The System is in a Neighborhood of the SEP of Z-Space Where is Negligible
In NF analysis, it is assumed that (12) can be approximated to be (13) by neglecting . For this assumption to be true, the system should be in the neighborhood of the SEP of Z-space where is negligible.
IV. VALIDATING INITIAL CONDITIONS
A. Validating for Assumption A
Using the values of state variables immediately after clearing a disturbance as , the time-domain solution of (1) and (2) can be obtained by numerical integration and then can be compared to identify likely violation of Assumption A. If the time-domain solutions obtained by the above two methods do not agree, the system is not in the neighborhood of SEP where is negligible. If the derived immediately after clearing a disturbance does not meet this assumption, then must be chosen from a subsequent instant to perform NF analysis. If the new value of meets this assumption, then and subsequently can be calculated for the NF analysis. Then the converged value of must be validated as discussed in the following subsection before calculating various NF indices.
B. Validating for Assumption B
As a nonlinear transformation is used to map the state space (X-space) into Z-space, the system being in the certain neighborhood of the SEP of state space where is negligible does not imply that the system is also in the neighborhood of SEP in Z-space where is negligible. Hence, needs to be validated.
The properties of NF analysis and nonlinear transformation can be used to validate . The following subsections discuss these properties and based on which we propose three indices to validate .
1) Relative Value of
: Relative value of the second term in (12) can be calculated by computing: 1) the exact value of , , which takes into account both terms, and 2) the approximate value of , , which takes into account only the first term. The value of can be calculated by first calculating the exact value of , , and the exact value of , using known values of as follows:
Then can be computed using (19), which can be derived using time derivative of (10) (19) Here, is the first-order partial derivative of transformation matrix in (10) with respect to variable , calculated at . The elements of are given by
The value of can be computed by substituting the value of into (13) as follows:
Therefore, the relative value of in (12) at can be calculated as:
The above value gives an indication of how the farther the system is in Z-space from the neighborhood of SEP where is negligible, the larger the value is from this neighborhood and the more likely Assumption B is to be inaccurate.
Based on the numerical value of in (22), we propose an index (23) While performing NF analysis, if the calculated value of is less than a system-dependent pre-specified threshold value , then it can be said that the relative value of in (12) is sufficiently small to be neglected and Criterion 1 is met. 
Based on the numerical value of in (24), we propose an index (27) While performing NF analysis, if calculated value of is less than a system-dependent pre-specified threshold value , then it can be said that the effect of neglecting in Z-space is negligible and Criterion 2 is met.
3) Eigenvalue of : The transformation of (8) While performing NF analysis, if the calculated value of is less than a system dependent pre-specified threshold value , then it can be said that the Criterion 3 is met.
Computing all the eigenvalues of can be computationally intensive; however, only the largest eigenvalue is required to compute this index.
4) Test Strategy:
The value of can be computed by first computing using inverse transformation , and then solving nonlinear transformation (10), with and initial guess for , . The nonlinear (10) will have multiple solutions of for a given value of , and the converged value of will depend on [4] . Following are the that can be used as an initial guess, which using is most likely to converge to an appropriate value of . 1) 2) . 3)
. Fig. 1 shows how initial condition can be validated for Assumption B using the three indices proposed above.
The threshold values and are system dependent. On the other hand, irrespective of system the threshold value, is always between zero and unity.
As discussed above, the initial condition immediately after clearing a disturbance may not satisfy the underlying assumptions. Therefore, in order to ensure their satisfaction, it becomes necessary to calculate the initial condition at a later instant. However, it is also important not to delay this instant excessively. This is because waiting too long after clearing a disturbance results in the decay of the nonlinear transients, and the NF model no longer manifests the second-order modal interactions. 
C. Index ISE
As discussed in previous subsection comparison of two time responses may be necessary to validate initial condition, which can be performed using frequency domain analysis. Here prony analysis has been used to identify damped frequencies and their magnitude present in a given response. Also, to quantify the closeness of observed discrete time response to the targeted discrete time response numerically, an index is used and is given by (30)
V. TEST SYSTEM AND THEIR TIME-DOMAIN SOLUTIONS
A. Test System
A two-area four-generator power system shown in Fig. 2 is used to perform NF analysis. Each machine is represented by the two-axis model with an exciter, and the load is modeled as a constant impedance load [1] .
B. Methods to Derive the Time-Domain Solutions
The time-domain solutions of state variables given by following methods were used to validate the approximations in NF analysis.
1) Nonlinear system: The time response of nonlinear system generated by solving (1), using numerical integration method RK4. 2) Second term approximation: The time-domain response of second-order approximate system generated by solving (7), using numerical integration method, RK4. 3) Linear Approximation: The time-domain response of linearly approximated system generated using (6). 
4) NF Approximation:
The approximate time-domain solution of second-order approximate system given by NF analysis as (16). Out of the above four methods, method 1) represents the most accurate time-domain response of the nonlinear system, and it is used as a benchmark to validate various approximations in the course of NF analysis and linear analysis.
Assumption A can be validated by comparing time-domain solutions given by methods 1) and 2). If the time-domain solution given by above two methods are not in good agreement, it means that the system is not in the neighborhood of SEP of the state space where is negligible. Index can be calculated by considering time response given by method 1) as and that given by 2) as , and using (30). If , then two responses can be said to be in agreement.
Assumption B can be validated by comparing time-domain solutions given by methods 2) and 4). If the time-domain solution given by above two methods are not in good agreement, it means that the system in Z-space is not in the neighborhood of SEP of Z-space, where is negligible. Index can be calculated by considering time response given by method 2) as and that given by 4) as , and using (30). If then two responses can be said to be in agreement.
Comparison of the time-domain solutions given by methods 1), 3), and 4) gives an indication on how well the linear analysis and NF analysis approximate the original nonlinear system.
VI. CASE STUDIES
In the following subsections, the importance of satisfying the above two assumptions is demonstrated by means of various case studies. The system operating with power generation of 664 and 500 MW for Gen-2 and Gen-4, respectively, and with other parameters as mentioned in Fig. 2 is considered as the base power-flow case. Based on many simulations, we select , , and .
A. Case 1
With base power-flow case, the solid three-phase fault at Bus2, applied at and removed at , was the disturbance applied to the power system for analysis purpose in this subsection.
1) When Assumption A is Invalid: Fig. 3 shows the time-domain solution of Generator-4 speed deviation . The initial (2) is not negligible. Initial condition taken at t = t . condition was derived from the state of the power system at (i.e. immediately after clearing the disturbance). It can be seen that the time-domain response of nonlinear system and its approximate system are not in agreement and also can be inferred from the large value of . Both constitute modes of different magnitude, frequency and damping and that information can be obtained using Prony analysis of the two curves.
Lightly damped oscillatory modes and their magnitudes present in above curves, obtained by Prony analysis, are compared in Table I . It can be seen that the low damping modes present in the two systems have significantly different magnitudes. This reveals that the nonlinear system and approximated system are not close to each other.
From the above analysis, it can be said that the system is not in the neighborhood of SEP of state space where is negligible. Therefore, further analysis using the NF analysis technique will not be helpful.
2) When Assumption A is Valid: With the second-order approximation, starting with an initial condition immediately after clearing a disturbance can lead to erroneous result as discussed earlier. However, the system can be simulated to a suitable subsequent instant, using the state of the system at that instant as an initial condition. As discussed earlier, in order for to be negligible, the initial condition must be selected closer to SEP, i.e. at a suitable instant subsequent to fault clearance. Fig. 4 shows the time-domain solution of when is derived using the values of state variables after 0.75 s of clearing a fault. It can be seen that the time-domain solution of the nonlinear system and its approximate system are in agreement and also can be inferred from the smaller value of . Table II compares lightly damped oscillatory modes and their magnitude present in above curves obtained by Prony analysis. It can be seen that the modes are present in both systems with comparable magnitude.
From the above, it can be said that the system is in the neighborhood of SEP where is negligible and the secondorder approximation of system is a good approximation.
3) When Assumption A is Valid and Assumption B is Invalid:
Once the original nonlinear system is approximated accurately, the Approximation B of NF analysis must be tested before carrying out any further analysis. Fig. 5 shows the time-domain solution of using derived using the values of state variables after 0.75 s of clearing a fault. It can be seen that the time-domain simulation by methods 2) and 4) are not in agreement and also can be inferred from the large value of . This can be predicted using indices , and which are greater than , and , respectively. (2) is negligible. Initial condition taken at t = t + 0:75 s.
of the modes, which are combinations of two original modes, given by NF analysis. It can be seen that NF analysis predicts significantly large magnitude of original modes (7, 8) and (15) and small magnitude of low damped original mode (5,6) compared to the linear analysis. NF analysis also predicts very large magnitudes of combined modes (5 8, 6 7). These results may lead to conclusion that there is significant modal interaction, which is however misleading because, the system in transformed Z-space is not in the neighborhood of SEP where is negligible and hence NF analysis will be inaccurate. Fig. 6 shows the time-domain solution of with derived using the values of state variables after 2.25 s of clearing a fault.
4) When Assumptions A and B are Valid:
It can be seen that the time-domain solution obtained by all the methods are in good agreement and also can be inferred from the smaller value of and . Hence the assumptions made in NF analysis can be said to be complied with. This can be predicted using indices , and which are smaller than pre-specified , and respectively.
For this case the magnitudes of different modes predicted by linear analysis and NF analysis are given in Tables V and VI. It can be seen that the magnitudes of original oscillatory modes predicted by NF analysis and linear analysis are close to each other. There is a presence of second-order modal interactions due to combined modes (5 8, 6 7) . This indicates presence of small modal interaction.
In Section VI-A.3 when the same power system was studied under the same disturbance, with an initial condition that did not satisfy the Assumption B was used in NF analysis, the predictions were different. This clearly shows the importance of validating the initial condition before predicting the presence of second-order modal interactions.
B. Case:2
Here, the results are presented for the case when 10-ms solid three-phase fault is applied at Bus-6 with base power flow case.
1) When Assumption A is Invalid: Fig. 7 shows the timedomain solution of Generator-1 speed deviation . The initial condition was derived from the state of the power system at . It can be seen that the time-domain response of nonlinear system and its approximate system are not in agreement and also can be inferred from the large value of . 2) When Assumptions A and B are Valid: Fig. 8 shows the time-domain solution of using derived using the values of state variables after 0.50 s of clearing a fault.
It can be seen that the time-domain solution obtained by all the methods are in good agreement and also can be inferred from the smaller value of and . This can be predicted (2) is not negligible. Initial condition taken at t = t . , and which are smaller than prespecified , and , respectively. Henc,e the assumptions made in NF analysis can be said to be complied with.
C. Multiple Cases
In the five cases summarized in Table VII , the results obtained using two initial conditions are compared in Table VIII : one immediately after clearing a disturbance and the other at a subsequent instant which causes both the Assumptions A and B to be valid. The results clearly shows that in many instances using an initial condition immediately after clearing a disturbance causes errors indicated by the large value of the indices. These errors are much reduced when the initial conditions are selected from a subsequent instant.
VII. CONCLUSIONS
In linear analysis, the nonlinear dynamic system is modeled as a linear system in the neighborhood of the SEP. In secondorder NF analysis, the model is extended by including secondorder nonlinearities. In the neighborhood of SEP of state space where the linear analysis is acceptable, the second-order model represents the system dynamics more accurately than in linear analysis. However, while analyzing the system using nonlinear model, the initial condition must be chosen carefully. It has been shown that the system state immediately after the removal of disturbance may not satisfy the two assumptions made in the course of NF analysis and hence may produce an inaccurate result. However, a subsequent state of the system during its postdisturbance period can be used after performing two checks proposed in this paper to verify the suitability of the initial condition. To validate initial condition for the first assumption, time-domain solution of the original nonlinear system, and its approximated system can be compared. Once this assumption is satisfied, the converged value of the initial condition should be validated against the second assumption. Three indices have been proposed to validate . The first index is a relative measure of in (12). The second index is a relative measure of effect in state space due to neglected . Third index is a measure of the accuracy of approximation given by (28). If the initial condition is chosen carefully, then NF analysis can produce accurate information about the system which can be used for further analysis of the system.
