Context information around words helps in determining their actual meaning, for example "networks" used in contexts of artificial neural networks or biological neuron networks. Generative topic models infer topic-word distributions, taking no or only little context into account. Here, we extend a neural autoregressive topic model to exploit the full context information around words in a document in a language modeling fashion. This results in an improved performance in terms of generalization, interpretability and applicability. We apply our modeling approach to seven data sets from various domains and demonstrate that our approach consistently outperforms stateof-the-art generative topic models. With the learned representations, we show on an average a gain of 9.6% (0.57 Vs 0.52) in precision at retrieval fraction 0.02 and 7.2% (0.582 Vs 0.543) in F 1 for text categorization.
Introduction
Probabilistic topic models, such as LDA (Blei et al., 2003) , Replicated Softmax (RSM) (Salakhutdinov and Hinton, 2009 ) and Document Autoregressive Neural Distribution Estimator (DocNADE) (Larochelle and Lauly, 2012) are often used to extract topics from text collections and learn document representations to perform NLP tasks such as information retrieval (IR), document classification or summarization.
To motivate our task, assume that we conduct topic analysis on a collection of research papers from NIPS conference, where one of the popular terms is "networks". However, without context information (nearby and/or distant words), its actual meaning is ambiguous since it can refer to such different concepts as artificial neural networks in computer science or biological neural networks in neuroscience or Computer/data networks in telecommunications. Given the context, one can determine the actual meaning of "networks", for instance, "Extracting rules from artificial neural networks with distributed representations", or "Spikes from the presynaptic neurons and postsynaptic neurons in small networks" or "Studies of neurons or networks under noise in artificial neural networks" or "Packet Routing in Dynamically Changing Networks".
Generative topic models such as LDA or Doc-NADE infer topic-word distributions that can be used to estimate a document likelihood. While basic models such as LDA do not account for context information when inferring these distributions, more recent approaches such as DocNADE achieve amplified word and document likelihoods by accounting for words preceding a word of interest in a document. More specifically, DocNADE (Larochelle and Lauly, 2012; Zheng et al., 2016) (Figure 1 , Left) is a probabilistic graphical model that learns topics over sequences of words, corresponding to a language model (Manning and Schütze, 1999; Bengio et al., 2003) that can be interpreted as a neural network with several parallel hidden layers. To predict the word v i , each hidden layer h i takes as input the sequence of preceding words v ăi . However, it does not take into account the following words v ąi in the sequence. Inspired by bidirectional language models (Mousa and Schuller, 2017) and recurrent neural networks (Elman, 1990; Gupta et al., 2015a Gupta et al., , 2016 Vu et al., 2016b,a) , trained to predict a word (or label) depending on its full left and right contexts, we extend DocNADE and incorporate full contextual information (all words around v i ) at each hidden layer h i when predicting the word v i in a language modeling fashion with neural topic modeling.
Contribution: (1) We propose an advancement in neural autoregressive topic model by incorporating full contextual information around words in a document to boost the likelihood of each word (and document). We demonstrate using 7 data sets from various domains that this enables learning better (informed) document representations in terms of generalization (perplexity), interpretability (topic coherence) and applicability (document retrieval and classification). We name the proposed topic model as Document Informed Neural Autoregressive Distribution Estimator (iDoc-NADE).
(2) With the learned representations, we show a gain of 9.6% (.57 Vs .52) in precision at retrieval fraction 0.02 and 7.2% (.582 Vs .543) in F 1 for text categorization compared to the Doc-NADE model (on average over 6 data sets).
The code and pre-processed data is available at https://github.com/pgcool/iDocNADE 1 .
Neural Autoregressive Topic Models
RSM (Salakhutdinov and Hinton, 2009; Gupta et al., 2018) , a probabilistic undirected topic model is a generalization of the energy-based Restricted Boltzmann Machines RBM (Hinton, 2002; Gupta et al., 2015b,c) , which can be used to model word counts. NADE (Larochelle and Murray, 2011) decomposes the joint distribution of observations into autoregressive conditional distributions, modeled using non-linear functions. Unlike for RBM and RSM, this leads to tractable gradients of the data negative log-likelihood but can only be used to model binary observations. 1 we will release soon upon acceptance DocNADE (Figure 1 , Left), a generative neural autoregressive topic model to account for word counts, is inspired by RSM and NADE. For a document v " rv 1 , ..., v D s of size D, it models the joint distribution ppvq of all words v i , where v i P t1, ..., Ku is the index of the ith word in the dictionary of vocabulary size K. This is achieved by decomposing it as a product of conditional distributions i.e. ppvq " ś D i"1 ppv i |v ăi q and computing each autoregressive conditional ppv i |v ăi q via a feed-forward neural network for i P t1, ...Du,
where v ăi P tv 1 , ..., v i´1 u. gp¨q is a non-linear activation function, W P R HˆK and U P R KˆH are weight matrices, c P R H and b P R K are bias parameter vectors. H is the number of hidden units (topics). W :,ăi is a matrix made of the i´1 first columns of W. Therefore, the log-likelihood L of a document v in DocNADE is computed as:
The probability of the word v i is computed using a position-dependent hidden layer Ý Ñ h i pv ăi q that learns a representation based on all previous words v ăi ; however it does not incorporate the following words v ąi . Taken together, the likelihood ppvq of any document of arbitrary length can be computed. Note that, following RSM, we reintroduced the scaling factor D in computing h i to account for documents of different lengths, that is ignored in the original DocNADE formulation.
iDocNADE (Figure 1 , Right), our proposed model accounts for the full context information (both previous v ăi and following v ąi words) around each word v i for a document v. Therefore, the log-likelihood L iDocN ADE for a document v in iDocNADE is computed using forward and backward language models as:
where L iDocN ADE is the mean of the forward ( Ý Ñ L ) and backward ( Ð Ý L ) log-likelihoods. This is achieved in a bi-directional language modeling and feed-forward fashion by computing position dependent forward ( Ý Ñ h i ) and backward ( Ð Ý h i ) hidden layers for each word i, as:
where Ý Ñ c P R H and Ð Ý c P R H are bias parameters in forward and backward passes, respectively. H is the number of hidden units (topics). Two autoregressive conditionals are computed for each ith word using the forward and backward hidden vectors, as:
for i P r1, ..., Ds where Ý Ñ b P R K and Ð Ý b P R K are biases in forward and backward passes, respectively. Observe, the parameters W and U are shared in the forward and backward networks.
Learning: Similar to DocNADE, the autoregressive conditionals ppv i " w|v ăi q and ppv i " w|v ąi q in iDocNADE are computed by a neural network for each word v i , allowing efficient learning of informed representations Ý Ñ h i and Ð Ý h i , as it consists simply of a linear transformation followed by a non-linearity. Observe that the weight W is Algorithm 1 Computation of log ppvq using iDocNADE Input: A training document vector v Parameters:
ppv i |v ăi q " 1 8:
for m from 1 to |πpv i q| do 10:
qpvq Ð qpvqppv i |v ăi qppv i |v ąi q 13:
the same across all conditionals and ties (blue colored lines) contextual observables by computing each
Binary word tree to compute conditionals:
The computations of each of the autoregressive conditionals ppv i " w|v ăi q and ppv i " w|v ąi q require time linear in K, which is expensive to compute for i P r1, 2, ...Ds. Following Larochelle and Lauly (2012), we decompose the computation of the conditionals to achieve a complexity logarithmic in K. All words in the documents are randomly assigned to a different leaf in a binary tree and the probability of a word is computed as the probability of reaching its associated leaf from the root. Each left/right transition probability is modeled using a binary logistic regressor with the hidden layer Ý Ñ h i or Ð Ý h i as its input. In the binary tree, the probability of a given word is computed by multiplying each of the left/right transition probabilities along the tree path.
Algorithm 1 shows the computation of log ppvq using the iDocNADE structure, where the autogressive conditionals (lines 10 and 11) for each word v i are obtained from the forward and backward networks and modeled into a binary word tree, where πpv i q denotes the sequence of binary left/right choices at the internal nodes along the tree path and lpv i q the sequence of tree nodes on that tree path. For instance, lpv i q 1 will always be the root of the binary tree and πpv i q 1 will be 0 if
Algorithm 2 Computing gradients of´log ppvq in iDocNADE
Input: A training document vector v Parameters:
for m from 1 to |πpviq| do 6:
the word leaf v i is in the left subtree or 1 otherwise. Therefore, each of the forward and backward conditionals are computed as:
where U P R TˆH is the matrix of logistic regressions weights, T is the number of internal nodes in binary tree, and Ý Ñ b and Ð Ý b are bias vectors. Each of the forward and backward conditionals ppv i " w|v ăi q or ppv i " w|v ąi q requires the computation of its own hidden layers Ý Ñ h i pv ăi q and Ð Ý h i pv ąi q, respectively. With H being the size of each hidden layer(s) and D the size of the document v computing a single layer requires OpHDq, and since there are D hidden layers to compute, a naive approach for computing all hidden layers would be in OpD 2 Hq. However, since the weights in the the matrix W are tied, the linear transformations/activations Ý Ñ a and Ð Ý a (algorithm 1) can be re-used in every hidden layer and computational complexity reduces to OpHDq.
With the trained iDocNADE model, the representation ( Ð Ñ h P R H ) for a new document v* of size D˚is extracted by summing the hidden representations from the forward and backward networks to account for the context information around each word in the words' sequence, as
Therefore;
are learned by minimizing the average negative log-likelihood of the training documents using stochastic gradient descent, as shown in algorithm 2. In our proposed formulation of iDocNADE (Figure 1 ), we perform exact inference by computing L iDocN ADE pvq (eqn. 3) as mean of the full forward and backward log likelihoods. To speed up computations, we can investigate computing a pseudo-likelihood that is further detailed in the supplementary material (section 5.1).
Evaluation
We perform quantitative and qualitative evaluations on datasets of varying size with single/multiclass labeled documents from public as well as industrial corpora. We first demonstrate the generalization capabilities of our proposed model and then the applicability of its representation learning via document retrieval and classification tasks.
Datasets
We use seven different datasets: (1) NIPS: collection of scientific articles from psiexp. ss.uci.edu/research/programs_ data/toolbox.htm and psiexp.ss. uci.edu/research/programs_data/ importworddoccounts.html. (2) TREC: a set of questions (Li and Roth, 2002) . (3) Reuters8: a collection of news stories, processed and released by Nikolentzos et al. (2017) . (4) Reuters21578: a collection of new stories from nltk.corpus.
(5) Polarity: a collection of positive and negative snippets acquired from Rotten Tomatoes (Pang and Lee, 2005) . (6) (Blei et al., 2003) performance in terms of PPL, where DocNADE outperforms LDA. K: dictionary size; C: class labels.
tender documents (our industrial corpus). See the supplementary material (Table 9) for the data description and few examples texts. Table 1 shows the data properties and statistics.
Generalization
Perplexity (PPL): We evaluate the topic models' generative performance as a generative model of documents by estimating log-probability for the test documents. We use the development (dev) sets of each of the seven data sets to build the corresponding models. We also investigate the effect of scaling factor (D) in DocNADE 2 and iDocNADE models, and observe that no scaling performs better than scaling. See the hyperparameters for generalization in the supplementary material (Table  7) , where scaling is also treated as a hyperparameter. A comparison is made with the baseline Doc-NADE and proposed iDcoNADE using 50 or 200 topics, set by the hidden layer size H. Quantitative: Table 1 shows the average heldout perplexity (P P L) per word as,
here N and |v t | are the total number of documents and words in a document v t . The loglikelihood of the document v t , i.e., log ppv t q is obtained by L DocN ADE (eqn. 1) and L iDocN ADE (eqn. 3) in DocNADE and iDocNADE, respectively.
In Table 1 (Figure 2a, 2b and 2c ) the PPL for each of the held-out documents under the learned (optimal) 200-dimensional DocNADE and iDocNADE. Observe that iDocNADE achieves lower PPL for the majority of the documents. The filled circle(s) points to the document for which PPL differs by a maximum between iDocNADE and DocNADE. For each dataset, we select the corresponding document and compute the negative log-likelihood (NLL) for every word. Figure  2d , 2e and 2f show that the NLL for the majority of the words is lower (better) in iDocNADE than DocNADE.
Interpretability: Topic Coherence
Beyond PPL, we compute topic coherence (Chang et al., 2009; Newman et al., 2009; Das et al., 2015; Gupta et al., 2018) to assess the meaningfulness of the underlying topics captured. We choose the coherence measure proposed by Röder et al. (2015) Table 3 : Topics (top 10 words) with coherence that identifies context features for each topic word using a sliding window over the reference corpus. The higher scores imply more coherent topics. Quantitative: We use gensim module 3 (coherence type = c v) to estimate coherence for each of the 200 topics (top-10 words), captured by the least perplexed DocNADE and iDocNADE. Table  2 shows average coherence over 200 topics, where the high scores suggest more coherent topics in iDocNADE compared to DocNADE.
Qualitative: Table 3 illustrates example topics with coherence by DocNADE and iDocNADE.
3 radimrehurek.com/gensim/models/coherencemodel.html
Applicability: Document Retrieval
To evaluate the quality of the learned representations, we perform a document retrieval task using the six datasets and their label information. We use the experimental setup similar to Larochelle and Lauly (2012) , where all test documents are treated as queries to retrieve a fraction of the closest documents in the original training set using cosine similarity measure between their representations (eqn. 6 in iDocNADE and Ý Ñ h D in Doc-NADE). To compute retrieval precision for each fraction (e.g., 0.0001, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, etc.), we average the number of retrieved training documents with the same label as the query. For multi-label data (Reuters21758 and SiROBs), we average the precision scores over multiple labels for each query. Since Salakhutdinov and Hinton (2009) and Larochelle and Lauly (2012) showed that RSM and DocNADE strictly outperforms LDA on this task, we only compare DocNADE and iDocNADE. Figures 3a, 3b, 3c , 3d, 3e, 3f show the average precision for the retrieval task on 20NewsGroups, Reuters21758, Table 4 : Supervised classification using word representations (W) learned in DocNADE and iDocNADE. Word2vecDoc: sum of embedding vector from pretrained Word2vec for each word in the document. Acc: Accuracy. F 1 is macro-averaged.
Reuters8, TREC, Polarity and SiROBs datasets, respectively. Observe that iDocNADE outperforms DocNADE in precision at different retrieval fractions (particularly for the top retrievals) for all the single and multi-labeled datasets from different domains. For instance, at retrieval fraction 0.02, we (in Table 1 ) report a gain of 9.6% (.57 Vs .52) in precision on an average over the six datasets, compared to DocNADE.
To perform document retrieval, we use the same train/development/test split of documents discussed in Table 1 for all the datasets during learning. For model selection, we use the development set as the query set and use the average precision at 0.02% retrieved documents as the performance measure. We train DocNADE and iDocNADE models with 200 topics and perform stochastic gradient descent for 2000 training passes with different learning rates. Note that the labels are not used during training. The class labels are only used to check if the retrieved documents have the same class label as the query document. See Table 8 for the hyperparameters in the document retrieval task.
Applicability: Document Categorization
Beyond the document retrieval, we perform text categorization to measure the quality of word vectors learned in the topic models. We consider the same experimental setup as in the document retrieval task and extract the embedding matrix W P R HˆK learned in DocNADE and iDocNADE during retrieval training, where H (=200) is the hidden dimension and represents an embedding vector for each word in the vocabulary of size K (Table 1). For each of the six datasets with label information, we compute a document representation by summing (Joulin et al., 2016) perform document categorization, we employ a logistic regression classifier 4 with L2 regularization, parameterized by [0.01, 0.1, 1.0, 10.0]. We use the development set to find the optimal regularization parameter. Table 4 show that iDocNADE achieves higher F 1 and classification accuracy over Doc-NADE. We show a gain of 7.2% (.582 Vs .543) in F 1 on an average over the six datasets. We also quantify the quality of word representations learned in iDocNADE only using the corpus documents. To do so, we compute document representations by summing the pre-trained word vectors from word2vec 5 (Mikolov et al., 2013) and perform classification (Word2vecDoc). Table 4 shows that iDocNADE achieves higher scores than Word2vecDoc for classification on two datasets (20NewsGroups and Reuters8), suggesting it's competence in learning meaningful representations even in smaller corpus.
Inspection of Learned Representations
To analyze the meaningful semantics captured, we perform a qualitative inspection of the learned representations by the topic models. Table 3 shows topics for 20NewsGroups and Reuters21758 that could be interpreted as religion and trading, which are (sub)categories in the data, confirming that meaningful topics are captured. For word level inspection, we extract word representations using the columns W :,v i as the vector (200 dimension) representation of each word v i , learned by iDocNADE using 20NewsGroups and Reuters21758 datasets. Figure 5 shows the five nearest neighbors of some selected words in this space and their corresponding similarity scores. We also compare similarity in word vectors from iDocNADE and pre-trained word2vec embeddings (see demo: bionlp-www.utu. fi/wv_demo/), again confirming that meaningful word representations are learned.
See the supplementary material for the top-20 neighbors of each in the vocabulary, extracted by iDocNADE using 20NewsGroups and Reusters21758 datasets.
Transfer Learning Generalization
We train DocNADE and iDocNADE on Reuters21758 and evaluate both models on 20NewsGroups and SiROBs test sets, to assess inand out-of-domain transfer learning capabilities. Table 6 shows that iDocNADE obtains lower perplexity than DocNADE, suggesting a better generalization.
In-Domain: Trained models from Reuters21758 data and evaluate on 20NewsGroup test data from the same news domain. Out-of-Domain: Trained models from Reuters21758 data and evaluate on SiROBs test data from industrial domain.
Conclusion
We have shown that leveraging contextual information in our proposed topic model iDocNADE results in learning better document and word representations, and improves generalization, interpretability of topics and its applicability in document retrieval and classification. Computing log ppv i |v i q can speed up computation times by introducing a single hidden vector Ð Ñ h i for each i instead of using the full forward and backward conditionals. However, in our proposed formulation of iDocNADE (Figure 1) , we perform exact inference by computing L iDocN ADE pvq as mean of the full forward and backward log likelihoods. were hiring twice the usual number of dockers to offset an intermittent strike in Spanish ports. Spanish dockers began a nine-day strike on Wednesday in which they only work alternate hours in protest at government plans to partially privatize port services. Table 9 : Raw text for the selected documents T and R from 20NewsGroups and Reuters21758 data sets, respectively.
