Reflectionless CMV matrices are studied using scattering theory. By changing a single Verblunsky coefficient, a full-line CMV matrix can be decoupled and written as the sum of two half-line operators. Explicit formulas for the scattering matrix associated to the coupled and decoupled operators are derived. In particular, it is shown that a CMV matrix is reflectionless iff the scattering matrix is off-diagonal which in turns provides a short proof of an important result of [1] . These developments parallel those recently obtained for Jacobi matrices [10] .
Introduction
CMV matrices comprise a certain class of unitary operators acting on the full-and half-lattices ℓ 2 pZq and ℓ 2 pNq, and admit a special five-diagonal matrix representation in the usual position-space basis of these Hilbert spaces. Since the seminal work of Cantero, Moral and Velázquez [2] , CMV matrices have been the subject of a considerable amount of research and a large literature has arisen; we refer the reader to the monograph [16] and the references therein for further information.
The half-lattice operators enjoy a close relationship with the trigonometric moment problem and finite Borel measures on the unit circle; for a complete account we again refer the reader to [16] . From the point of view of operator theory, CMV matrices are, in a sense, the universal example of a unitary operator on a Hilbert space with a cyclic vector -that is, any unitary operator with a cyclic vector is unitarily equivalent to a half-lattice CMV matrix acting on ℓ 2 pNq. Many of the properties of CMV matrices and developments in the subject have parallels occuring in the study of Jacobi matrices. Indeed, the original motivation of [2] was to find the analog of the Jacobi matrix for orthogonal polynomials on the unit circle. Jacobi matrices are self-adjoint operators acting on the fulland half-lattices and admit a special tri-diagonal representation in the position-space basis of these Hilbert spaces. Jacobi matrices enjoy a close relationship with the moment problem and finite Borel measures on the line and any bounded self-adjoint operator with a cyclic vector is unitarily equivalent to a half-lattice Jacobi matrix. Of course, the analogy between the two classes of operators is much deeper than the brief description given here; one of the themes of the current paper will be to further develop the parallel between Jacobi and CMV matrices.
In the work [10] , the authors explored the connection between reflectionless Jacobi matrices and scattering theory. The motivation there comes from the role played by Jacobi matrices in the study of the nonequilibrium statistical mechanics of the electronic black box model [11] . In order to properly place the current work in context, we allow ourselves a short digression and elaborate on this point. The connection with the electronic black box model is as follows. If J is a Jacobi matrix, let J l and J r be the restrictions of J with Dirichlet boundary conditions to the left and right half spaces h l :" ℓ 2 p´8,´1s and h r :" ℓ 2 r1, 8q. The pairs ph l , J l q and ph r , J r q are thought of as the single-particle Hilbert spaces and Hamiltonians of two infinitely extended Fermionic reservoirs (of course, one must take the Fock space and associated many-particle Hamiltonian to arrive at a complete quantum mechanical description of the reservoirs but this is unimportant for the discussion here). The site 0 in ℓ 2 pZq (i.e., ℓ 2 pt0uq -C) is thought of as a quantum dot placed in between the two reservoirs and is associated with an energy λ given by the 0th diagonal matrix element of J. The decoupled electronic black box is then described by the single-particle Hamiltonian J 0 " J l`Jr`λ δ 0 xδ 0 ,¨y and single particle Hilbert space ℓ 2 pZq. By connecting the left and right reservoirs to the central quantum dot, one obtains the full-line Jacobi matrix J which is then the single-particle Hamiltonian of the coupled electronic black box model. The picture to have in mind here is that of two semi-infinite wires connected via a small central quantum system.
If initially the left and right reservoirs are at thermal and chemical equilibrium at different temperatures and chemical potentials, a non-trivial heat and charge flux arises in the large time limit under the quantum dynamics induced by the coupled Hamiltonian J. From the point of view of nonequilibrium statistical mechanics, it is then perfectly natural to study the scattering theory of the pair pJ, J 0 q. For example, the Landauer-Büttiker formalism relates the values of the steady state energy and charge fluxes and the associated full counting statistics to the elements of the scattering matrix of the pair pJ, J 0 q. We refer the reader to the lecture notes [9, 12] for more details.
In the study of the electronic black box model, a special role is played by reflectionless Jacobi matrices [11] . Additionally, (and independently of any studies of the electronic black box model) reflectionless Jacobi matrices have attracted considerable attention within the spectral theory community -we refer the reader to [17, 19] . Reflectionless Jacobi matrices are usually equivalently defined via the vanishing of the real part of the boundary values of the diagonal elements of the Green's function or in terms of the Weyl mfunctions. A dynamical interpretation of the reflectionless property was given in [1] , building on the ideas of [4] . A Jacobi matrix is said to be dynamically reflectionless if the states that are concentrated asymptotically on the left of ℓ 2 pZq in the 'distant past' (corresponding to the time evolution under the quantum dynamics induced by J via the action of e itJ ) are precisely those that are concentrated asymptotically on the right in the distant future. It was then proven in [1] that this dynamical interpretation coincides with the usual definition of reflectionless Jacobi matrices.
While the scattering theory of the pair pJ, J 0 q arises in the study of the electronic black box model, it is virtually absent from the literature on Jacobi matrices (however, we should mention here that the connection between the m-functions and scattering theory appeared in a slightly different form in [5, 6] in the context of Schrödinger operators on the line). The connection between reflectionless Jacobi matrices and the electronic black box model is the fact that certain formulas describing the fluctuations of entropy production drastically simplify and become identical if and only if the scattering matrix of the pair pJ, J 0 q is off-diagonal (we refer the reader to [11] for a complete discussion). These observations prompted the study of the relationship between the scattering matrix and reflectionless Jacobi matrices in [10] . From exact formulas it is easy to see that the scattering matrix is off-diagonal iff J is reflectionless. In addition, elementary manipulations using the wave operators shows that the scattering matrix is off-diagonal iff J is dynamically reflectionless, thus providing a short and alternative proof of the main result of [1] .
In parallel to the Jacobi case, reflectionless CMV matrices are defined via a certain identity involving what are the CMV analog of the Jacobi m-functions. Dynamically reflectionless CMV matrices are defined analogously to the Jacobi case (note that now the 'distant past' or 'distant future' corresponds to the discrete time evolution induced by C n instead of e itJ where C is the CMV matrix in question). The methods of [1] also allowed them to prove that dynamically reflectionless CMV matrices are the same as reflectionless CMV matrices (in fact, they also establish this for Schrödinger operators on the line).
The purpose of the current paper is therefore as follows: we would like to extend the methodology of [10] to cover the CMV case and recover the result of [1] . As in the Jacobi case, one can decouple a given full-line CMV matrix C into the direct sum of two half-line operators C l and C r for which the difference C´C l ' C r is finite rank (here we should mention that the relationship between the decoupled and coupled CMV matrices was previously studied in [3] where the choice of decoupling guaranteeing that C´C l ' C r is of minimal rank was determined). We compute the scattering matrix of this pair of operators. From this formula it follows immediately that a CMV matrix is reflectionless iff the scattering matrix is off-diagonal. Moreover, the simple proof of [10] that a Jacobi matrix is dynamically reflectionless iff the scattering matrix is off-diagonal carries over without change, and the result of [1] follows at once.
The paper is organized as follows. In the next section, we state our main results and also review the prerequisites required to state our results and proofs. In Section 3 we prove that a CMV matrix is dynamically reflectionless iff the scattering matrix is off-diagonal. In Section 4 we compute the scattering matrix. In the appendix we summarize the various elements of the Weyl-Titschmarsh theory for CMV operators which are required for our proofs.
Main results

Preliminaries
A full-line or full-lattice CMV matrix C is a unitary operator acting on ℓ 2 pZq. In the canonical basis tδ k u kPZ , consisting of vectors δ k which are 1 at the site k and 0 otherwise, C takes the form
where tα k u kPZ is a sequence of complex numbers contained in the open unit disc D Ď C and ρ k " a 1´|α k | 2 . Above, the kth diagonal element is given by´Ď α k α k`1 . If we formally set α n " 1 (so that ρ n " 0) in (2.1), then C splits into the direct sum of two half-line CMV matrices which act on the subspaces ℓ 2 p´8, n´1s and ℓ 2 rn, 8q. We denote these half-line operators by C plq n´1 and C prq n and define
so that C pl{rq n acts unitarily on H pl{rq n . We define the decoupled operator
Here,¯l {r is a´for l and a`for r. Here, the RHS is the Radon-Nikodym derivative of the absolutely continuous part of µ pl{rq n with respect to the normalized Lebesgue measure on BD (denoted dµ 0 " p2πq´1dθ). Whenever we write m pl{rq n pe iθ q we assume that the boundary values exist and are finite.
We define the Green's function for C to be
The boundary values are denoted by G ij pe iθ q and are defined as in (2.3). They exist and are finite for Lebesgue a.e. θ P r0, 2πs.
Scattering theory for CMV matrices
Using the same proof as in the self-adjoint case, one can establish a unitary version of Pearson's theorem [15] . Consequently, as the difference C´C n is finite rank, the wave operators
exist and are complete. Here, completeness means that Ran w pnq " H ac pCq. We use P ac pU q to denote the projection onto the absolutely continuous subspace for a unitary U , and H ac pU q :" P ac pU qH. The scattering matrix s pnq " pw pnq q˚w pnq is a unitary operator on H ac pC n q. By the spectral theorem, the subspace H ac pC n q may be identified with
The elements of H ac pC n q are C 2 -valued functions on BD and the inner product can be written as xf, gy " ż xV n f pθq, V n gpθqy 2 dµ 0 pθq for f, g P H ac pC n q. Here, x¨,¨y 2 denotes the standard inner product on C 2 and V n is the 2ˆ2 matrix
Multiplication by V n pθq is a unitary operator, which we also denote by V n , from H ac pC n q to V n H ac pC n q, and the operator s acts on V n H ac pC n q by The motivation for the introduction of the transformation V n is that the matrix s pnq pθq is unitary with respect to the standard inner product on C 2 for every θ. Explicitly, the space V n H ac pC n q is the Hilbert space 
if n is even and
if n is odd.
Reflectionless CMV matrices
Following the notation of [8] , we define for z P CzBD, 
As a corollary, we immediately obtain
Theorem 2.3. A CMV matrix is reflectionless on e if and only if the scattering matrix is off-diagonal for any choice of the decoupling n (and hence all choices n)
and Lebesgue a.e. e iθ P e.
Let us now discuss the definition of a dynamically reflectionless CMV matrix. The ideas presented here were originally developed in [4] for Schrödinger operators on the line and were built upon (and extended to the Jacobi and CMV cases) in [1] . We define χ The following theorem is due to [4] in the case of Schrödinger operators on the line, but the proof extends easily to the case of Jacobi and CMV matrices. We include the CMV proof for completeness and later reference.
Theorem 2.4 (Theorem 3.3 of [4]). We have the following decomposition of the absolutely continuous subspace of C:
H ac pCq " Hl ' Hr " Hĺ ' Hŕ
The theory of [4] regarding asymptotic projections is easily adapted to the unitary setting, and as a consequence the above strong limits exist. Moreover, their definition does not depend on the choice of n. A computation using the fact that the Pl {r commute with the spectral projections for C shows that pPl {r q˚" Pl {r and pPl {r q 2 " Pl {r . It then follows directly from the definition of Hl {r that Pl {r is in fact the orthogonal projection onto Hl {r . The theorem follows from the identity
The following definition appeared first in [1] . A CMV matrix C is dynamically reflectionless on a Borel set e Ď BD if up to a set of measure zero, e is contained in the essential support of the absolutely continuous spectrum of C (equivalently, this can be stated by demanding that any Borel e 1 Ď e with P e1 pCqP ac pCq " 0 has Lebesgue measure 0) and P e pCqrHl s " P e pCqrHŕ s.
In Section 3 we will prove the following theorem:
Theorem 2.5. A CMV matrix is dynamically reflectionless on a Borel set e if and only if the scattering matrix is off-diagonal for Lebesgue a.e. e
iθ P e.
As a consequence of this and Theorem 2.3 we immediately obtain the main result of [1] 
Proof of Theorem 2.5
In this section we prove that a CMV matrix is dynamically reflectionless if and only if the scattering matrix s pnq pθq is off-diagonal for any (and hence every) n. The proof is essentially the same as that in [10] . Recall the definitions of Σ pl{rq n in (2.9). Note that E :" Σ plq n´1 Y Σ prq n is an essential support of the a.c. spectrum of C. We observe from Theorem 2.1 that if the scattering matrix is off-diagonal on e then the Lebesgue measure of ezE is 0. It follows from unitarity of the scattering matrix (or directly from the formulas in Proposition 2.2) that s ll pθq vanishes iff s rr pθq vanishes. We have thus obtained the following criteria for the off-diagonality of the scattering matrix: 
Proof of Theorem 2.5:
The key observation is that
For any f, g P H ac pCq we see that xf, P e pCqPl Pĺ gy " xf, P e pCqw`χ plq n w˚w´χ plq n w˚gy " xP e pC n qw˚f, χ where we have written
for ϕ " f, g. Since Ran w˘" H ac pC n q we see that P e pCqPl Pĺ " 0 ðñ s ll pθq " 0 for Lebesgue a.e. e iθ P e X Σ plq n´1 .
This, together with the same statement for s rr and Lemma 3.1, yields Theorem 2.5.
Scattering matrix computations
In this section we give the proofs of Theorem 2.1 and Proposition 2.2. We first compute the action of the wave operators. The following is adapted from [10, 14] in which the computation for the Jacobi case was carried out, which in turn was adapted from [9] where the same computation for the Wigner-Weisskopf atom appeared. if n is odd. Above,˘l {r is a`for l and a´for r.
Proof. We will compute pw pnq q˚. The computation for pw pnq q˚is identical. Fix f P H ac pC n q and g P H.
Then, xf, pw pnq q˚gy " xw pnq f, gy
From the identity
Since the limit m Ñ 8 exists for the sum on the RHS we may replace it by its Abel sum and obtain
Suppose for the moment that n is even. Then the range of pC´C n q is only the two vectors δ n´1 and δ n and so we can rewrite the limit on the RHS as
where,
and δ l{r " δ pn´1q{n . Evaluating the first inner product, this equals
The interchange of summation and integral in the last line is justified by Fubini, and we have used the geometric series formula. We now argue that for f in a certain dense set the limit in t can be interchanged with the integral. The sequence of functions h l{r pte iθ q :" xpC´C n q˚δ l{r , pC´te iθ q´1gy
converges pointwise a.e. as t Ò 1 to a function we denote by h l{r pe iθ q. By Egoroff's theorem there are measureable sets L j and R j with Lebesgue measure less than j´1 on the complement of which h l pte iθ q and h r pte iθ q converge uniformly. Suppose that f is an element of the set Together with the fact that h l{r f l{r is in L 1 (as h l{r is bounded on the set on which f l{r is nonzero) this allows us to conclude that the formula xf, pw pnq q˚gy "
prq n,ac pθq holds for the dense set of f given above, and the claim for n even follows. In the case n odd, the range of pC´C n q is the four vectors δ n´2 , δ n´1 , δ n , δ n`1 . The same computation as in the even case works, except now h l{r is the sum of two terms, one with δ l{r appearing and the other with δ n´2 or δ n`1 . To complete the computation, one needs to express δ pn´2q{pn`1q in the space L 2 pR, dµ pl{rq pn´1q{n,ac q:
The two terms appearing in each of the h l{r then simplify to one term after using the identities
and the stated formulas are easily seen to follow. Proof of Theorem 2.1. Let f and g be given elements of H ac pC n q. We see that The second-to-last line follows from the identity
and the last line by replacing the limit with its Abel sum. Suppose first that n is even. Then the domain of C´C n consists of the vectors δ n´2 , δ n´1 , δ n , δ n`1 and so we can write,
xC´k´1 n f, δ j yxpC´C n qδ j , C´kw pnq gy
xC´k´1 n f, δ j yxpw pnq q˚pC´C n qδ j , C´k n gy with the second equality following from the intertwining property of the wave operators. We substitute this into (4.11) and expand the inner products that contain f . Using the two formulas
we obtain,
The second equality follows from the identities
which are easily verified. For the sake of simplicity let us focus only on the second integral in the expression we have just computed. The formulas for the adjoints of the wave operators and Fubini's theorem yields 
Denote momentarily
W pθq " g r pθqpα n´1´ρ´1 n`1 xpC´e iθ q´1pC´C n qδ n`1 , pC´C n q˚δ n yq dµ prq n,ac pθq dµ 0 pθq.
The function W pθq is in L 1 pBD, dµ 0 q and as a result the convolution P t ‹ W converges strongly in L 1 to W pθq as t Ò 1 (see, for example, [18] or [13] ). It follows by Hölder's inequality that the double integral in (4.12) converges as t Ò 1 to ż s f r pθqg r pθqpα n´1´x pC´e iθ q´1pC´C n qδ n`1 , pC´C n q˚δ n yq dµ prq n,ac dµ 0 pθqdµ prq n,ac pθq as long as f r is in the dense set above. This argument is easily adapted to include the terms we ignored above, and we see that we have derived the formula in Theorem 2.1 in the case n even and f in the dense set appearing above. We conclude the theorem in the case n even. When n is odd the same proof holds with a few minor modifications. One arrives at xf, ps pnq´½ qgy " lim tÒ1 ÿ kPZ t |k|`x C´k´1 n f, δ n´1 yxw˚pC´C n qδ n´1 , C´k n gy`xC´k´1 n f, δ n yxw˚pC´C n qδ n , C´k n gy˘.
In order to express the inner products involving g as integrals, one requires the following expressions of the relevant vectors as elements of H ac pCq " L 2 pBD, dµ plq n´1,ac q ' L 2 pBD, dµ prq n,ac q:
pC´C n qδ n´1 " rpα n´1 qe iθ s ' rρ n e iθ s, pC´C n qδ n " r´e iθ ρ n s ' rpĎ α 1´1 qe iθ s
The remainder of the proof is unchanged. Proof of Proposition 2.2. We consider first s rr in the case n even. In the following we suppress the arguments in some of the notation, and write M 4) we have s rr pθq " 1`"1´α n`@ pC´e iθ q´1pρ n δ n`1`p Ď α n´1 qδ n q, ρ n pρ n´1 δ n´2`αn´1 δ n´1 q`pα n´1 qp´Ę α n`1 δ n`ρn`1 δ n`1 q D‰ M prq n`Ď M prq n 2 .
