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Abstract
As the medium between the sea surface and the upper atmosphere in a hurricane, the
Hurricane Boundary Layer (HBL) plays a key role in the overall dynamics of a tropical
cyclone, and therefore turbulence exchanges within the HBL deserve a thorough investi-
gation. However, since it is dangerous and difficult to take direct measurements within
the HBL, studies of the HBL turbulence processes based on direct observations are rare.
Thanks to the newly developed dropwindsonde equipped with a Global Position System
(GPS) receiver, it is now possible to measure wind velocities and other meteorological
variables with an unprecedented accuracy and resolution in the HBL.
To fully utilize dropwindsonde measurements, it is necessary to thoroughly understand
its motion characteristics in the measured wind field since its horizontal motions are
usually reported as wind measurements. For that reason, the dropwindsonde motion in
a pseudo-stochastic wind field with known statistics is simulated. The simulation results
illustrate the importance of the wind finding equations introduced by Hock and Franklin
(1999) which calculate local winds from dropwindsonde motions. The simulation results
show that they are important in reproducing both mean and turbulent wind structures
in the HBL. One of its basic assumptions that the dropwindsonde drag coefficient is a
constant regardless of the angle of attack is, however, invalidated by the wind tunnel tests
conducted in this study. Given that this assumption is essential in both deriving the wind
finding equations and in conducting the numerical dropwindsonde motion simulation
described above, it is necessary to adapt the dropwindsonde motion model and to repeat
the motion simulation to recheck the validity of the wind finding equations demonstrated
in the previous simulation. The results validates the wind finding equations although it is
derived based on a false assumption that the dropwindsonde drag coefficient is a constant
regardless of angles of attack. Moreover, through analyzing the adapted dropwindsonde
motion model, a new approach to estimate the vertical wind is proposed which is shown
to increase the accuracy in vertical wind estimation by nearly 70%.
iii
Based on the findings derived in the dropwindsonde motion simulations, an in-house
software package is designed to process the actual dropwindsonde measurements gathered
from 1997 to 2010. The in-house software package, showing an effectiveness equivalent
to other widely used processing systems, gives users more control over the processing
and compositing procedures used to derive the desired statistics of the measured wind
field. With the help of this software package, dropwindsonde measurements are pro-
cessed and composited to produce the mean, turbulence intensity, and turbulent length
scale profiles of the HBL. While the mean wind structure confirms the findings made by
several previous studies, the turbulence structure reveals that the turbulence diffusivity
formulation currently used by the Yonsei University planetary boundary layer scheme,
or the YSU scheme, in Weather Research and Forecasting Model(WRF), a widely used
hurricane wind simulation package, correctly simulate turbulent mixing in the HBL up
to 200m from the sea surface. In a theoretical discussion of the validity of the YSU
scheme, it is found that both the velocity scale and height scale used in its turbulence
diffusivity formulation should be revised to take into consideration the special turbulence
characteristics in the HBL.
For the purpose of checking the turbulence diffusivity formulation used in the YSU
scheme, high resolution numerical simulations of an idealized tropical cyclone are con-
ducted using WRF. The simulation results show that only revising the HBL height cal-
culation is not adequate to improve the numerical simulation of hurricanes. Therefore, a
deeper investigation of the YSU scheme in simulating the HBL turbulence is required.
Keywords: Turbulence characteristics; GPS dropwindsonde; Hurricane boundary layer;
Direct observation; Numerical simulation; Turbulence model
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1Chapter 1
Introduction
The tropical cyclone is one of the extreme weather conditions experienced by human
beings. It produces powerful winds, torrential rains, high waves, damaging storm surges
and, in some cases, inland tornadoes. All these phenomena greatly influence both hu-
man lives over land in hurricane-prone regions and shipping over the sea. Most of its
influence is devastating and destructive. Over the past two centuries, tropical cyclones
are responsible for deaths of about 1.9 million people worldwide, and Hurricane Katrina
(2005) alone cost the U.S. more than 80 billion dollars for recovery and reconstruction.1
It even impacts nature sources by reshaping the geology near coasts and causing land-
slides in some area due to the heavy rain. Thus, a thorough understanding on dynamics
of tropical cyclones can be beneficial not only because it helps avoid negative effects but
also because it helps explore possible, positive effects.
The boundary layer of tropical cyclone atmosphere is responsible for integrating the
sea surface with the upper level wind field, and to then form the tropical cyclone dy-
namic system. Since the warm sea surface temperature is the ultimate energy source in
the ”hurricane engine” (Wang and Wu, 2004), the importance of understanding exchange
processes within the Hurricane Boundary Layer (HBL) is obvious. As one major trans-
portation mechanism in the HBL, turbulence exchanges need to be investigated for one
to fully comprehend the transportation of both momentum and energy between the sea
1http://en.wikipedia.org/wik/Tropical cyclone
2and the atmosphere, and then to make a more accurate and reliable estimate of tropical
cyclones’ impact.
1.1 Background and Motivation
Although the HBL plays a significant role in overall hurricane dynamics, the charac-
teristics of its wind field, however, are still far from being clear. As indicated by Braun
and Tao (2000), an accurate and reliable description of turbulent mixing within the HBL
is still not fully established despite its importance in numerical simulations of hurricane
winds. In the contrast to the hurricane track numerical prediction which has been im-
proved significantly in the last decade (Hill and Lackmann, 2009), the hurricane intensity
numerical prediction does not provide an estimate more reliable than a simple empirical
model (Hill and Lackmann, 2009). As one important parameter in Numerical Weather
Prediction (NWP) models, the model of turbulent mixing within the Atmospheric Bound-
ary Layer (ABL) determines descriptions of a ”local” meteorological phenomenon, such
as the intensity of tropical cyclones as indicated by Kepert and Wang (2001).
As noted by many previous studies (Powell et al., 2003; Vickery et al., 2009; Yu et al.,
2008; Schroeder and Smith, 2003; Schroeder et al., 2009), wind characteristics in the
HBL is appreciably different from wind characteristics in standard ABL. In standard
ABL, which can be defined as the ABL over land or over water in neutral stability under
low wind speed conditions (under 20m/s measured by averaging wind velocity in the
lowest 500m in the ABL), the mean wind profile can be described by a logarithmic func-
tion and wind velocities above the gradient height is taken as a constant throughout the
entire ABL. In contrast, the mean wind profile found in the HBL shows a super-gradient
phenomenon under the gradient height, and therefore only a logarithmic is inadequate
to describe the mean wind velocity variation with height. Moreover, the studies focusing
on the turbulent characteristics in the HBL indicated that the turbulence in hurricane
winds is spatially better correlated and the turbulent kinetic energy is concentrated at a
frequency lower than that found in the standard ABL. These studies substantiated the
3need to thoroughly investigate the wind characteristics in the HBL, especially the turbu-
lent characteristics, focusing on its difference from wind characteristics in the standard
ABL.
Although endeavours of taking direct measurements of turbulence variables within the
HBL has been made as early as the 1970’s, as described by Moss (1978) and Sethraman
(1979), few studies have been performed to derive a reliable model of turbulent mixing
because of the rarity of measurements, which is due to the difficulty and danger of taking
measurements at a sufficiently low altitude in the HBL. Until very recently, the invention
of research aircraft at a sufficiently low altitude while maintaining safe and operational,
like the ones used in the Coupled Boundary Layer Air-Sea Transfer Experiment, make it
possible to take direct measurements of turbulence variables, like wind velocity variances
and turbulent momentum fluxes, within the HBL. An other currently available technique
of analyzing the HBL turbulence is remote sensing techniques. As described by Lorsolo
et al. (2010), remote sensing techniques are able to reveal a crude structure of the HBL
turbulent kinetic energy. In addition to studies based on direct observations over water,
measurements taken over land are also used to analyze turbulence characteristics within
the HBL, as in the study of Yu et al. (2008). Although research aircraft measurements
provide, so far, the most reliable observations of the HBL turbulence, the scarcity of
its measurement data hampers retrieving a comprehensive wind structure of the HBL.
Limitations of the remote sensing observations and over land tower observations are crude
resolutions and restrictions in measurement height respectively. Without a reliable direct
observation, numerical models describing turbulent mixing in the standard ABL are used
extensively to model the HBL turbulence for engineering applications.
Thoroughly described by Hock and Franklin (1999), the Global Position System (GPS)
dropwindsonde, or dropwindsonde for simplicity, has been regularly used since the early
1990’s to take measurements of the wind and other meteorological variables when it
falls through the HBL, and therefore a considerable database of dropwindsonde measure-
ments has been built up. A picture of the dropwindsonde is shown in Fig. 1.1. Although
4many studies were conducted to analyze the mean wind profile of the HBL based on
this database, there is no attempt, as far to my knowledge, has been made to derive
turbulence characteristics of the HBL from dropwindsonde observations. The abundance
of dropwindsonde measurements overcomes the scarcity of research aircraft observations
and gives a more comprehensive description of the HBL, and its relatively high resolu-
tion, measuring winds every 0.5s, overcomes the shortage of remote sensing techniques.
In addition, its capacity to measure the entire HBL overcomes the shortage of tower
observations over land. In conclusion, the dropwindsonde provides us an unprecedented
opportunity to analyze turbulence characteristics within the HBL.
Figure 1.1: A photo of the GPS dropwindsonde falling with a parachute attached.
As indicated by several previous studies (Powell et al., 2003; Franklin et al., 2003;
Vickery et al., 2009), the composition technique is unavoidable to calculate more useful
wind statistics from raw dropwindsonde measurements. Since this approach is followed in
finding turbulent characteristics in the HBL through dropwindsonde measurements and
the discussion on the turbulent characteristics in the HBL is the main part of this thesis,
5the composition approach is briefly introduced here. When a dropwindsonde is released
by reconnaissance flights when they are penetrating tropical cyclones, it reports wind
velocity in its fall till it reaches the sea surface. Because one dropwindsonde drop only
produces a single profile describing instantaneous wind velocity variation with height, it
is necessary to composite many dropwindsonde profile together to derive the variation
of wind statistics with height. In the composition process, many individual dropwind-
sonde profiles are actually averaged to calculate a ”representative” profile. When these
individual profiles contains the raw wind measurements, the calculation results represent
the mean wind velocity variation with height. Meanwhile, when these individual profiles
contains turbulent components of measured wind velocities, or contains other turbulence
instantaneous measurements, the calculation results represent the variation of various
turbulent characteristics with height. Using the dropwindsonde observations as a valida-
tion criteria, the turbulence model currently used in numerical simulations of hurricanes
can be investigated and improved.
1.2 Objective and Scope
As mentioned above, this study is mainly aimed to provide a better numerical model of
the HBL turbulence, which helps improve the Planetary Boundary Layer Scheme (PBL)
scheme used by various numerical simulation packages, which is responsible for simulat-
ing the PBL turbulence, using the ample measurements taken by the dropwindsonde.
Thus, the scope of this study is defined by the HBL turbulence information derived from
dropwindsonde measurements. In other words, besides the vertical profile of turbulence
variables, other useful values are also derived from dropwindsonde observations, like the
mean wind profile. However, we focus on the turbulence characteristics, like the vertical
stricture of the turbulent wind velocity and turbulent integral length scale. Moreover, the
HBL height is also a topic due to its importance in numerical simulations of hurricanes,
especially ones using ”non-local” PBL schemes. Furthermore, to investigate the findings
made by analyzing the composited dropwindsonde measurements more closely, numerical
simulations of an idealized tropical cyclones, are also carried out.
6The major objective of this study is to gain a better understanding of turbulence
exchange processes in the HBL. It is useful since it has many applications. For example,
the NWP of a tropical cyclone, especially the hurricane intensity prediction, relies heavily
on accurately modelling turbulent mixing within the HBL. In addition, dynamic responses
of man-made structures subjecting to hurricane winds are also partially determined by
the turbulence characteristics within the HBL. Although this study only explores one
of its potential applications, improving numerical simulations of hurricanes, it should be
noted that the turbulence characteristics in the HBL found by the dropwindsonde have
extensive applications.
To be more illustrative, the major objective is broken down. It is helpful to list the
objectives of each step taken toward the final goal, since they are also outcomes of this
study.
• Understand the dropwindsonde motion, and then give a better interpretation of its
measurement by numerically simulating its fall in a pseudo-stochastic wind field
with statistics close to those found in natural winds.
• Estimate the mean wind profile of the HBL using the actual dropwindsonde mea-
surements, reveal the dynamical structure of the HBL in a more detailed and com-
prehensive way.
• Derive the vertical turbulence structure of the HBL, including the turbulence inten-
sity, turbulence length scale and HBL height, from dropwindsonde measurements,
and propose adaption to the turbulence numerical model to take into account spe-
cial HBL turbulence characteristics.
• Numerically simulate an idealized tropical cyclone to investigate the adapted HBL
turbulence model more closely by comparing the numerical simulation results to
the composited dropwindsonde measurements.
Following the introduction, literature concerning turbulence within the HBL and the
use of dropwindsonde are reviewed in chapter 2. Chapter 3 presents the numerical simu-
7lations of the dropwindsonde motion in a pseudo-stochastic wind field and an investiga-
tion of various aspects of post-processing and compositing dropwindsonde measurements.
Chapter 4 details the procedures used to process and composite the actual dropwind-
sonde measurements and presents the mean and turbulent structure of the HBL derived
from the dropwindsonde composition. Chapter 5 analyzes the turbulence characteristics
derived from dropwindsonde measurements and possible adaption to the PBL scheme
currently used in numerically simulating hurricanes. The main content of the chapter 5
is to describe numerical simulations of an idealized tropical cyclone and to discuss the
alternations upon the originally used turbulence model. Chapter 6 gives conclusions of,
and possible future works can be performed to extend, this work.
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Literature Review
To systematically summarize previous studies relevant to the work of this thesis, the
literature review given in this chapter is organized as following. Section 2.1 reviews ob-
servational studies focusing on the wind field of tropical cyclones, including observations
over the sea made by reconnaissance flights, remote sensing techniques and in-situ obser-
vations over land made by towers and masts. Since the dropwindsonde is one significant
observation data source used to get wind characteristics within the HBL and it is the
major data source for this thesis work, literature concerning the use of the dropwind-
sonde is reviewed exclusively in an individual section, section 2.2. Section 2.3 gives the
summary of modelling studies on the HBL wind field, including ones using the analytical
modelling approach and numerical simulations.
2.1 Observational Study
The observational study contributes significantly to advance our understanding on
the wind field of tropical cyclones, and serves as the only validation criteria for either
numerical simulations or analytical modelling since experimental studies are still not
feasible.
Because it is difficult and dangerous to take direct measurements of the wind in hur-
ricanes by other instruments, measurements taken by reconnaissance flights at high alti-
9tudes are the primary data source for observational studies of the hurricane wind field.
However, reconnaissance flights contribute little to enhance the description of the wind
field within the HBL because few research airplanes have the capacity to fly low enough
to take measurements in the HBL where extreme weather conditions may cause it to fail.
The Coupled Boundary Layer Air-Sea Transfer Experiment (CBLAST) data is one of a
few data sources came from reconnaissance flights concerning the HBL at this stage.
The observation of winds within the HBL can also be established by remote sensing
techniques. Although the remote sensing has merely been devoted to study the wind
field within the HBL, and are mainly used to get the ”bigger picture” of a hurricane,
several previous studies revealed some features of the wind field within the HBL.
Besides the observations taken over the sea, in-situ measurements taken by towers and
masts over land are also one data source for observational studies of the hurricane wind
field. Unlike observations made by reconnaissance flights and remote sensing techniques,
the measurements taken by towers and masts over land when a tropical cyclone is passing
are limited to the surface layer, i.e. in the lowest ∼ 10m, due to the limitation of its
measuring equipments.
2.1.1 Reconnaissance Flight
Although instrumented aircraft have been sent out to make observations of the wind
field in tropical cyclones as early as the late 1950’s (Dorst, 2007), systematical investiga-
tions of the wind field in tropical cyclones based on compositing the reconnaissance flight
data actually began at 1970’s. One important study is that of Shea and Gray (1973).
Winds and other meteorological information from 533 flight legs for over 13 years were
collected and analyzed. Data were composited with respect to individual Radius of the
Maximum Wind (RMW)s of hurricanes to give a general description of relative horizontal
hurricane wind structures. The idealized, steady-state schematic model presented in that
study has showed several significant features:
• storm inflows are limited in the lowest layer of storms and they mainly occur outside
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the RMW
• outflows, on the other hand, occur within the RMW
• coincident with inflows, largest convergences occur in the lowest layer at the RMW.
The relative wind field, when storm movements are subtracted, shows that the inner core
of a storm experiences a natural asymmetry beyond that introduced by storm move-
ments. Due to safety restrictions, most of their data were taken above 900mb, which is
approximately 1km. Thus, this study revealed little information about the HBL.
Since reconnaissance flight data from an individual flight leg can only cover a small
portion of the total wind field of hurricanes, composition is necessary to derive the ”global
picture” of the measured wind field. However, besides studies like that of Shea and Gray
(1973), which depicts some common features of all hurricanes, several studies tried to
derive the wind field of a specific hurricane by compositing reconnaissance flight mea-
surements taken in a single hurricane, such as that described by Frank (1984). In the
study, data measured in the mature stage of Hurricane Frederic (1979) were processed
and analyzed. A total number of 40 flight legs were used. The inflow layer height
analysis suggested that the drag coefficient does not increase with the increasing wind
speed. Moreover, the asymmetry analysis suggested that the movement of storm is not
the only reason for an asymmetric pattern of the hurricane wind field. In fact, this
study supported the asymmetric drag coefficient theory described by Sharpiro (1980).
The uniqueness of this study is that the surface data for the same hurricane were also
available as it is described by the study of Powell (1982). By integrating the surface data,
fields of wind divergence and vertical wind in the inner core region of Hurricane Frederic
(1979) were investigated. It is worth mentioning that these vertical estimates agreed well
with observed cloud water patterns and radar echo composites. Again, the reconnais-
sance flight data used in this study were taken at a height which is above the HBL. In
addition, the reconnaissance flight was only operated at two distinct heights which mean
that the vertical structure of the wind field in the HBL can not be calculated based on
flight observations alone.
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Due to safety concerns, few studies have tried to find wind characteristics of the HBL
using the reconnaissance flight data. One exception is the CBLAST experiment. As
described by Black et al. (2007), in this unprecedented experiment, specially instrumented
aircraft, with an ability to fly as low as 40m above the sea surface, were used to obtain
direct measurements within the HBL. Since this project has been carried out for several
years, data accumulated in the CBLAST experiment were sufficient to calculate the
vertical structure of not only the mean wind but also some turbulence parameters, such
as turbulent momentum fluxes and heat fluxes, i.e. u′w′, v′w′ and θ′w′, q′w′. As illustrated
in the studies of French et al. (2007) and Drennan et al. (2007), the CBLAST data were
used to calculate momentum and latent heat fluxes within the HBL. In a qualitative
agreement with Powell et al. (2003), which gave the sea surface drag coefficient behaviour
under high wind speed conditions based on the mean HBL wind profile measured by the
dropwindsonde, momentum fluxes measured in the CBLAST experiment also showed that
the drag coefficient rolls-off at high wind speeds. However, the roll-off amount and the
wind speed at which the drag coefficient begins to roll-off are still uncertain. Unlike the
drag coefficient which can be inferred otherwise, latent fluxes measured inthe CBLAST
experiment was the first attempt to derive the humidity structure in the high wind speed
region. When compared to the data collected in the Humidity Exchange of the Sea
Project (HEXOS) project, Drennan et al. (2007) found that the Dalton Number in high
wind speed region is not significantly different from one found in the low wind speed
region. In addition, the CBLAST data were also used to derive the vertical turbulence
structure of the HBL between the outer rain bands of hurricanes, as described by Zhang
et al. (2009). For the first time, the vertical profile of normalized momentum fluxes,
sensible heat fluxes, latent heat fluxes, and variances of three-dimensional winds were
calculated with the surface wind speed in the region of 20m/s − 30m/s. Momentum
fluxes, i.e. u′w′, v′w′, calculated in the study of Zhang et al. (2009) are reproduced here
for the purpose of illustration (Fig. 2.1). In addition, they analyzed the turbulent kinetic
energy budget, and they found that the shear production and dissipation of turbulent
kinetic energy are the major source and sink terms. Another finding of the study of Zhang
et al. (2009) concerned the boundary layer height. When comparing the thermodynamic
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structure to the mechanical structure of the HBL, they concluded that the boundary
layer height determined thermodynamically is just half of that determined by momentum
fluxes. Due to the safety and instrument operation restrictions, the CBLAST experiment
was mainly carried out in a heavy-rain free area outside eye-wall regions to avoid the
extreme conditions under which the instruments equipped in aircraft may fail to take
reliable measurements.
Figure 2.1: The momentum flux calculated from the CBLAST experiment in between
outer rain bands of a hurricane, reproducing Fig. 4 in the study of Zhang et al. (2009).
c©American Meteorological Society. Reprinted with permission.
As seen in these reviewed works, the most obvious advantage of using reconnaissance
flight data in studying the wind field in the HBL is that the measurements are taken
directly. Thus, it provides one of the most reliable data sources for analyzing the hurricane
wind field. Moreover, the ample data accumulated for years give an opportunity to
reveal the wind structure in detail. The most significant disadvantage of using such
measurements is that little information about the HBL wind could be retrieved until the
invention of the CBLAST experiment. Even in the CBLAST experiment, and several
other low-level unmaned flight experiments currently carried out, the data gathered were
still relatively scare and confined to rain-free environments.
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2.1.2 Remote Sensing
As mentioned in the previous section, the major obstacles blocking observations of
the wind field within the HBL are the safety considerations and instrument limitations.
Remote sensing techniques provide an alternative solution. The most popular remote
sensing technique presently used to get the information about the hurricane wind field is
Doppler radars. Usually equipped in research aircraft, this kind of radar, like the Imaging
Wind and Rain Airborne Profiler (IWRAP), is able to take high-resolution measurements
of the volume backscatter reflectivity and Doppler velocity. Although this technique is
essential in capturing ”general” characteristics of the hurricane wind field, it does not
give the hurricane wind structure in great detail.
One important study revealing the turbulence structure within hurricanes by analyzing
Airborne Doppler Radar measurements was conducted by Lorsolo et al. (2010). Using
the ample data collected by National Oceanic and Atmospheric Administration (NOAA)
WP-3D TA radars for decades, the turbulent kinetic energy was calculated. Thanks to
a relatively small radar composition beam size, < 8km, it is possible to estimate the
sub-kilometre turbulence processes using this data. Due to the aircraft flight pattern,
only two-dimensional, in the radial and vertical direction, turbulent kinetic energy profile
is calculated. The reconstructed profile revealed that strongest turbulence is generally
located in convective regions, such as the eye-wall, and often exceeds 15m2/s2. Within
the HBL, the turbulent kinetic energy is in the region of 5 − 10m2/s2. Beyond the HBL,
the turbulent kinetic energy sharply decreases and levels off to a small value outside the
RMW. Also, a correlation study showed that the strong turbulence is generally associated
with strong wind shears. Since the smallest radar data composition size is in the order
of ∼ 1km, it can be seen that the Doppler radar data used in this study was not able to
describe the turbulence within a spatial scale of ∼ 1km, and it should be considered as
an relatively coarse resolution if the turbulence within the HBL is of interest.
To reevaluate some commonly held beliefs regarding the vertical structure of tropical
cyclones, Stern and Nolan (2009) used a database of three-dimensional wind information
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measured by airborne Doppler Radars. As the storm center determined by the opera-
tional flight observations, three-dimensional velocity measured by the airborne Doppler
Radar is decomposed into radial and tangential components. Based on the tangential
winds retrieved, the RMW slope and M , or the angular momentum, were objectively
determined. It should be noted that the RMW and M are not only functions of the
radial distance from the storm center r, but also functions of the height. In detail, it is
commonly believed that the RMW increase with height which forms a outwards RMW
slope. In this study, the outwards slope of RMW was found to increase with radius
which agrees with the commonly held belief. However, there was no evidence to support
the belief that the RMW slope is related to the storm intensity. The result showed the
RMW is indeed approximated by the M surface, but there is a systematical difference
decreasing upwards along the RMW. Utilizing an analytical model and using results of
numerical simulations, a new equation depicting the RMW slope was derived, which
ideally explained why the RMW slope depends on the size of the storm but not on the
intensity of the storm.
It is obvious that the most significant advantage of using remote sensing techniques,
i.e. to cover a relatively large area at one ”scan”, also leads to its disadvantage, i.e.
a relatively crude resolution in measurements. Taking into the consideration that the
boundary layer height is in the order of 1km, the wind field within the HBL is currently
not resolvable based on remote sensing observations. Thus, if the wind field within HBL
is of interest, remote sensing techniques are not an ideal choice.
2.1.3 In-situ Observation Over Land
In addition to observations made over the sea, observations of hurricane winds taken
over land are also an important data source of direct measurements used in studying
the wind field of the HBL. Unlike measurements taken above the sea by reconnaissance
aircraft or by Doppler Radars, the in-situ measurement taken over land can only cap-
ture wind dynamics at several discrete points where the observational tower or mast
stands. Thus, studies using the in-situ observation data concentrated on ”local” HBL
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wind features.
As early as 1979, Sethraman (1979) tried to analyze characteristics of hurricane winds
using the wind measurements taken by observational towers along the coast at the mo-
ment a hurricane passes by. By investigating the mean and fluctuating wind in the
surface layer at three locations in the Long Island, N.Y. during the landfall of Hurricane
Belle (1976), he found some basic wind characteristics of hurricanes making landfall, such
as the significant increase of wind shears, the rough range of the friction velocity and
turbulent energy dissipation rate. Besides, this study also revealed that the wind speed
measured at the beach is 3 − 5 times of that measured in land indicating a sharp decrease
of the surface wind speed due to land friction.
In a series of studies conducted by Schroeder et al. (1998), Schroeder and Smith (2003)
and Schroeder et al. (2009), meteorological data gathered when hurricanes making land-
fall by many mobile towers and masts deployed by several different institutes were ana-
lyzed in order to obtain hurricane wind characteristics. They focused on ”local” turbu-
lence features, such as the point gust factor, turbulence intensity and turbulent integral
length scale. By analyzing these ”local” features in different measuring environments,
they studied the variation of such turbulence characteristics with surface roughness, with
mean wind speeds, and with relative positions where the measurement is taken. The
major finding of these studies is that the turbulence of the HBL is noticeably different
from the turbulence in the standard ABL. More specifically, a considerable amount of
turbulent energy of hurricane winds is concentrated in the region with a frequency lower
than that found in ordinary ABL winds. Moreover, they concluded such turbulence char-
acteristics strongly depend on the surface roughness, or the surface exposure, although
some secondary dependencies were also presented.
Yu et al. (2008) followed the trend of using in-situ observations over land to derive tur-
bulence characteristics of the HBL. The analysis was conducted based on the calculated
wind spectra Suu, co-spectra Suw and turbulent integral length scale from data measured
in the Florida Coastal Monitoring Program (FCMP). Different from the study of Sethra-
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man (1979), this study utilized data from five towers during four hurricane passages.
In an agreement with Schroeder and Smith (2003), they concluded that the energy at
lower frequency is considerably higher in the hurricane winds than that in non-hurricane
winds. The wind spectra, co-spectra and length scale derived can be used as a validation
criteria in designing the novel wind tunnel facility in which the hurricane wind needs to
be reproduced.
Using the data from the same measurement project, i.e. the FCMP, Yu and Chowd-
hury (2009) and Masters et al. (2010) extended the study of Yu et al. (2008). In addition
to the spectral representation of hurricane winds, Yu and Chowdhury (2009) discussed
the gust factor. Based on the FCMP data, they found that the current model is inade-
quate to predict the gust factor of hurricane winds over land with the surface exposure
categorized as open flat terrain according to the American Society of Civil Engineers
(ASCE) 7 Standard Commentary, and it is 10% − 15% higher than the gust factor found
in extratropical winds. Using nine mobile observation towers in the FCMP project, Mas-
ters et al. (2010) focused on mean and turbulence characteristics of hurricane winds for
three hurricanes in 2005, i.e. Hurricane Katrina, Hurricane Rita and Hurricane Wilma.
Since the purpose of the study of Masters et al. (2010) was to provide inputs for struc-
tural wind tunnel tests or full-scale assessments for wind loads on structures, it contained
turbulence characteristics in addition to those summarized by Yu et al. (2008), which are
the friction velocity, u∗, aerodynamic roughness length z0 and the 3 − s gust wind velocity.
Using wind statistics summarized by Masters et al. (2010), it is possible to reproduce a
wind field statistically close to natural hurricane winds in a experimental environment.
It can be seen that all studies using data from in-situ observations over land are
confined to analyze wind characteristics within the surface layer for only a few discrete
points. It is impossible to derive the vertical structure of wind characteristics in the
entire HBL from such observations. Taking into consideration that observations over
land follow the conventional methodology and give sufficient measurements to derive
turbulence characteristics, its result should be used to find the conventional turbulence
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statistics of the hurricane winds at isolated points, but not the vertical structure of the
entire HBL.
2.2 Dropwindsonde Measurements
Since the dropwindsonde measurement is the major data source used in this work,
this section is exclusively devoted to review studies concerning the use of the dropwind-
sonde. Considering that the horizontal motion of the dropwindsonde is often taken as
the horizontal wind, it is necessary to gain a better understanding of th edropwindsonde
motion to thoroughly understand, and then to better interpret, measurements taken by
the dropwindsonde. Therefore, a series of studies analyzing the motion of objects similar
to the dropwindsonde, including their responses to external wind excitations, are also re-
viewed. Generally speaking, studies concerning the motion and response characteristics
of dropwindsonde-like objects take two branches: one is modelling the object as a point
and the other is modelling the payload and parachute separately. As the basis of the
dropwindsonde motion simulation which will be presented in chapter 3, both branches
are reviewed in this section.
2.2.1 The GPS Dropwindsonde
Until very recently, low level flights through hurricanes have not been practicable.
Therefore, research on the HBL is mainly based on other kinds of observations as sum-
marized in section 2.1. The dropwindsonde is one commonly used technique to measure
the vertical profiles of winds and other meteorological variables in a hurricane. Although
the Omega dropwindsonde was used as early as the 1970’s in meteorological measurement
projects, only the dropwindsonde with GPS capacity is able to give measurements of the
vertical profile in detail. As indicated by Franklin et al. (1996), the omega dropwind-
sonde is able to report its measurement at a 50mb interval, which is roughly ∼ 400m in
the vertical direction, down to a height of 50mb above the sea surface, whereas the GPS
dropwindsonde is able to report its measurement every 0.5s, or ∼ 6m, giving the falling
speed is 12m/s, down to the very surface of the sea.
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Hock and Franklin (1999) gave a fairly comprehensive description of the National
Center of Atmospheric Research (NCAR) GPS dropwindsonde, and briefly discussed
the dropwindsonde motion characteristics by linearizing its motion governing equations.
One useful finding in this study is that they introduced the wind finding equations which
retrieve horizontal wind velocities from raw dropwindsonde measurements. A study fol-
lowing Hock and Franklin (1999) is that of Franklin et al. (2003), in which 620 pro-
files measured by dropwindsonde during 1997-1999 were composited and analyzed. This
study reported that the maximum wind occurs around 500m above the sea surface in the
eye-wall region, and the wind speed decreases above this maximum wind height. The
wind velocity under this height is governed by a log-law profile. The 10m height wind
speed found by the dropwindsonde, comparing with the reconnaissance flight measured
wind speed, substantiated that the 10m wind reduction factor adopted by the National
Hurricane Center (NHC), which on average is 0.9. The reduction factor is a empirical
parameter used in the slab HBL model to calculate the 10m wind speed over water from
the gradient wind measured by reconnaissance flight. In this study, the wind reduction
factor was found differ from, and is considerably higher when compared to, that derived
from previous studies which is only 0.6 − 0.8.
Using dropwindsonde measurements, Powell et al. (2003) for the first time explored
the sea surface drag coefficient behaviour in the high wind speed region. In this study,
331 wind profiles measured by the dropwindsonde for more than 2 years are processed
and composited. Composition was conducted based on the mean of the measured wind
speeds within the lowest 500m. Various individual dropwindsonde wind profiles under
3000m are composited. The result showed that the mean wind speed logarithmically
increases with height in the lower part of the HBL which indicates the log-law profile
may be a good approximation of the mean wind variation in the HBL. After fitting
the composited dropwindsonde measured profile to the logarithmic function, the surface
stress, the roughness length and the neutral stability drag coefficient are found. This
study also provided an direct evidence of the drag coefficient behaviour under high wind
speed conditions. More specifically, it found that the drag coefficient levels off when wind
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speed exceeds 40m/s.
Another comprehensive study based on the composition of dropwindsonde measure-
ments was done by Vickery et al. (2009). Following the same analysis technique used by
Powell et al. (2003), 896 profiles from various hurricanes from 1997 to 2003 were gath-
ered and composited. Besides the grouping indicator used in the study of Powell et al.
(2003), which is the mean of the measured wind speeds within the lowest 500m, the radial
distance of the dropwindsonde splash down location was also taken into consideration.
The results showed that the wind maximum height decreases with the increasing inertial
stability approaching the tropical cyclone eye. Based on this abundant data, the level-
off behaviour of the drag coefficient was also examined, which substantiated the finding
made by Powell et al. (2003). In addition, they found that the wind speed at which the
drag coefficient starts to level off depends on the storm size. A empirical profile func-
tion was proposed from analyzing the composited dropwindsonde measurements, which
have two independent model parameters controlling the profile shape. This function is
repeated as,
U(z) =
u∗
k
[
ln
z
z0
+ a
( z
H∗
)]
(2.1)
and the comparison of the empirical profile function to the dropwindsonde observed mean
wind profile is reproduced as in Fig. 2.2. Together with a land-sea transition model, this
empirical profile function is able to depict the mean wind profile in the HBL under various
conditions.
One recent study done based on dropwindsonde measurements is that of Zhang et al.
(2011). Using the composition scheme different from that used in previous studies, such
as that of Powell et al. (2003) and Vickery et al. (2009), they analyzed the characteris-
tic height scale of the HBL by compositing dropwindsonde measurement based on the
dropwindsonde splash down location relative to the storm center. Comparisons between
dynamical and thermodynamical definitions of the HBL height have been conducted to
reveal that the HBL height defined by the maximum wind and inflow layer depth are
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Figure 2.2: Measured wind velocity profile and the best fit result based on the profile
function given, reproducing Fig. 6 in Vickery et al. (2009). c©American Meteorological
Society. Reprinted with permission.
nearly twice that defined by the virtual potential temperature. However, they show the
same variation shape with radius from the storm center. Unlike other definitions, the
HBL height calculated using the critical Richardson number showed a different trend
which may indicate the use of the bulk Richardson number to calculate the HBL height
as conducted by many numerical simulation packages is questionable in simulating hur-
ricane winds.
Besides compositing dropwindsonde measurements to get a ”general” picture of the
HBL wind field, researchers also use dropwindsonde measurements to reproduce the HBL
wind field for particular hurricanes, like the study of Kepert (2006a) and Kepert (2006b).
In these companion studies, dropwindsonde data were used to reconstruct the wind field
of Hurricane George (1998) and Hurricane Mitch (1998). The main purpose of these
studies is to validate the HBL wind field model proposed by Kepert (2001), which will be
reviewed in the next section. In general, the dropwindsonde data demonstrated that the
model gives a reasonable description of the HBL wind field. For Hurricane George, the
model successfully predicted the wind-reduction factor, i.e. the ratio of the surface wind
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speed to the wind speed above the boundary layer, increasing inwards to the RMW, and
to be larger to the left of the track than to the right. However, the super-gradient wind at
upper boundary layer, which is the main feature of the model was not found in Hurricane
George. It may be due to a special radial structure of Hurricane George, i.e. it has a
comparably slow-decreasing wind speed with radius outside the RMW. In contrast, the
strong super-gradient wind in the middle to upper boundary layer was found in Hurricane
Mitch. The wind speed in Hurricane Mitch outside the RMW is decreasing much faster
than that in Hurricane George, and this leads to a strong angular momentum near the
RMW. Because the model proposed in Kepert (2001) gives significant super-gradient
winds under this condition, the agreement actually showed that the model of Kepert
(2001) is valid to depict the wind field within the HBL.
2.2.2 Motion of the GPS dropwindsonde and Similar Objects
As introduced by Hock and Franklin (1999), measurements taken by the dropwind-
sonde when it falls through the atmosphere are neither in a Eulerian framework nor in a
perfect Lagrangian framework, therefore a proper post-processing of such measurement
is needed, and such post-processing should be based on a theoretical analysis of the dif-
ference between the dropwindsonde motion, which is reported as the wind velocity, and
the driving wind, which is the ”real” wind velocity. Thus, the dropwindsonde motion
should be analyzed first to make a theoretical foundation for properly post-processing
dropwindsonde measurements. Hock and Franklin (1999) introduced wind finding equa-
tions which are used to derive horizontal winds from measurable motion quantities of
the dropwindsonde. The derivation is based on an assumption that the dropwindsonde
motion can be modelled as a point translating in a Cartesian coordinate system. This
assumption is widely used in analyzing the motion of vertically moving sensors. For
example, the study of Scoggins (1965) discussed the response characteristics of spheres
freely rising in the atmosphere based on such assumption. In this study, data measured
by the balloon up to 120m at Huntsville, Alabama and up to 12km at Cape, Kennedy
were reported. Although the accuracy and resolution, ∼ 600m, of the measurement
is pretty crude from present point of view, this study validated the use of such equip-
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ment to measure winds. What is useful from this study in understanding dropwindsonde
measurements is its discussion of the wind measurement capacity of vertically moving
sensors. Through investigating spectral characteristics of a vertical moving sensor under
horizontal wind perturbations, the study concluded that a response function needs to
be determined for translating ”apparent” measurements to actual wind speeds. For the
measurement taken by the freely rising sensor, high frequency information is not picked
up and some smooth filter needs to be applied according to their analysis.
Adopting the same assumption, a systematical investigation of responsive behaviours of
a rising, or falling, sphere based on its motion governing equations has been conducted by
Fichtl (1971). In this study, linearized equations governing a sensor’s motion subjecting
to aerodynamic drags were developed. After processing the wind environment and sensor
velocity through the Fourier-Stieltjes integral, the response function and phase lag were
derived. The results showed that both the response function and phase lag depend on
the external wind perturbation frequency and the sensor’s aerodynamic properties. As
expected, the sensor is capable of measuring low frequency wind perturbations while is
not that responsive to high frequency wind perturbations. Moreover, the ”apparent”
mass, which is the mass of the ambient air affected by the sensor’s motion, made the
sensor responsive. At last, the analysis of the response function revealed that the sensor
is more sensitive to vertical wind perturbations than to horizontal wind perturbation.
Since this linearization and analysis framework is capable of thoroughly investigating
responsive behaviours of a rising, or falling, object in the atmosphere, they are used to
analyze the dropwindsonde behaviour as described in chapter 3.
Besides assuming the vertically moving sensors as point objects with a constant mass,
an alternative way to model the motion of vertically moving parachute systems is to sep-
arate the payload from the parachute. As indicated by Cockrell (1987), which thoroughly
discussed the parachute aerodynamics, two types of models can generally be formulated
in analyzing a parachute system’s motion. One, the parachute and payload are modelled
as one rigid body; two, the parachute and payload are modelled as two separate rigid
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bodies with interactions. In the case of the dropwindsonde, the mass of the parachute
is far less than the mass of the dropwindsonde body, and therefore can be modelled as
an external force. In other words, a revised two rigid bodies model can be used to de-
scribe the motion of the dropwindsonde where the parachute is modelled as an external
passive load acting on the dropwindsonde body whose direction is opposite to the rela-
tive dropwindsonde motion. It is worth mentioning that although the drag coefficient of
the dropwindsonde derived from its terminal velocity given by Hock and Franklin (1999)
is widely used in post-processing its wind measurement, no experiment has been con-
ducted, as far to my knowledge, to obtain a reliable estimate of its aerodynamics under
a controlled condition.
From the studies reviewed above, it can be seen that the parachute’s aerodynamics
are an important and challenging component of a reliable dropwindsonde motion model.
Thus, aerodynamics measured in a wind tunnel test are necessary for a model to real-
istically depict the dropwindsonde motion. Consulting a summary of wind tunnel test
methods on the parachute given by Croll et al. (1981), a wind tunnel test is conducted to
measure reliable aerodynamics of the dropwindsonde. Details of the motion derivation
and the wind tunnel test are given in chapter 3
Having motion characteristics similar to those of the dropwindsonde, investigations on
heavy particle motions in the atmosphere sheds some lights on the motion analysis of the
dropwindsonde. A series of studies by Pinsky and Khain (1996) and Khain and Pinsky
(1995) described the motion simulation of heavy particles in a field with some natural
turbulence features. Using motion governing equations similar to those in Pinsky and
Khain (1996), chapter 3 presents a numerical simulation of the dropwindsonde motion,
and their simulation methodology is followed in this simulation of the dropwindsonde
motion. More specifically, they investigated the heavy particle motion through analyt-
ically analyzing and numerically integrating the motion governing equations, and this
investigation approach is repeated in chapter 3 to understand the dropwindsonde motion
in a wind field. Same as that in dropwindsonde motion studies, such as that of Hock and
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Franklin (1999) and Fichtl (1971), their result showed that the turbulence has a great
impact on the motion of heavy particles.
2.3 Modelling Study of Hurricane Wind Field
Since the modelling study of the wind field in hurricanes is critically important in not
only the numerical prediction of the development of a tropical cyclone but also in the
probability model for hurricane damage, it has attracted attention from researchers for
decades. As the understanding of the wind field structure within the HBL progresses, its
model becomes more and more realistic and accurate. In this process, it becomes clear
that the turbulence model within the HBL largely determines the wind fields produced
by the models. Both analytical models and numerical simulations include a turbulence
parametrization since it is essential in the governing equations and is not fully solvable
presently. An accurate and reliable turbulence model within the HBL is important in
both modelling approaches. The influence of the turbulence model within the HBL on
the overall model output seen in the previous studies is reviewed in this section, which
illustrates the motivation of this work, providing suggestions for improving the turbulence
model used in numerical simulations of hurricanes.
2.3.1 Analytical Model of HBL Wind Field
Companion papers by Kepert (2001) and Kepert and Wang (2001) proposed a linear
analytical model, and its nonlinear numerical enhancement, to described the wind field
under a symmetric gradient wind field found in tropical cyclones. In the linear theory
part (Kepert, 2001), the three-dimensional governing equation were analytically solved
after the equations were linearized. The solution successfully reproduced the low-level
jet observed in the HBL which is absent from the slab boundary layer model. It is worth
mentioning that the spectral formulation truncation, introduced by Sharpiro (1980), was
also employed in this study, and only the wave number 0 and 1 are considered, which
means all nonlinear interactions between wave numbers were neglected. One drawback
of this linear theory is the low-level jet reproduced is weaker than observed. The results
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of Kepert and Wang (2001), solving the more complicated nonlinear equations using
numerical techniques, showed that this may be due to the neglect of vertical advections
in the linear model. The turbulence diffusivity, appeared in the governing equations, was
modelled differently in the linear model and in its nonlinear numerical enhancement. The
improvement of the nonlinear numerical solution seen in the Kepert and Wang (2001) has
the contribution of a more realistic boundary layer turbulence diffusivity model, although
the authors argued that the inclusion of vertical advections may have greater influence
on the wind field produced.
Based on the work done by Kepert (2001), the study of Foster (2009) tried to ex-
tend the model to include nonlinear momentum advections and curvature terms. Using
a similarity approach, this study solved the simplified Navier-Stokes equation under an
axisymmetric gradient wind field. Unlike the study of Kepert (2001), which took the
turbulent diffusivity as a constant throughout the entire boundary layer to linearize the
model, this study tested various formulations of the turbulent diffusivity, including a
polynomial and an exponential formulation. The result showed that the near surface
wind characteristics, like the inflow angle, surface wind reduction factor, diffusive trans-
portation of the kinetic energy into the surface layer and dissipational heat are sensitive
to the choice of the turbulence parametrization.
2.3.2 Numerical Simulation
Another important application that the turbulence model in the HBL has great in-
fluence on is numerical simulations of hurricanes. As illustrated in the analytical model
studies, the turbulence diffusivity plays a key role in the vertical mixing term that appears
in the governing equations. It is also true when numerical simulations are in the play.
More specifically, the turbulence model within the HBL, referred as the PBL scheme in
various numerical simulation software, partially determines the vertical transportation of
both the sensible heat and latent heat, and therefore determines the intensity of simu-
lated tropical cyclones sine the warm, moist air at low altitudes is the energy source for
the whole hurricane.
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Many studies revealed the importance of correctly modelling the turbulence within the
HBL, such as that of Bryan and Rotunno (2009). By conducting a sensitivity analysis
of the hurricane intensity numerical prediction to different turbulence parametrization
schemes, this study showed that it is critical to find an appropriate boundary layer
turbulence model. In addition, it found that the radial turbulence weakens the radial
gradient of angular momentum and entropy, which prevents the hurricane intensity from
increasing. As argued by Bryan and Rotunno (2009), the simulated tropical cyclone
is sensitive to the turbulence intensity in the HBL, which is, unfortunately, the most
uncertain part in a numerical simulation. This study also discovered that one important
factor in predicting hurricane intensity is a correct model of surface exchange processes,
including momentum exchanges and moist exchanges between the atmosphere and the
sea. However, it seems that the hurricane intensity is less sensitive to surface exchanges
in an intense tropical cyclone than several previous studies have suggested.
Figure 2.3: The potential temperature profile from the observation and numerical simula-
tions with different PBL schemes, reproducing Fig.5 in Nolan et al. (2009a). c©American
Meteorological Society. Reprinted with permission.
A high resolution numerical simulation of Hurricane Bob (1991) conducted by Braun
and Tao (2000) also analyzed the sensitivity of the simulated hurricane wind field to the
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boundary layer turbulence parametrization. In this study, four different parametrization
schemes are tested, and the sensitivity is seen. The pressure drop difference among differ-
ent parametrization schemes is up to 16mb and the difference among the maximum wind
velocity is up to 15m/s. Besides the difference seen in the simulated wind fields, the
precipitation distributions generated from different parametrization schemes also con-
tained a substantial difference. By isolating the effect of vertical mixing, which is the
major job of the turbulence parametrization in a numerical simulation software, from
the surface flux parametrization, this study found that the simulated hurricane is more
sensitive to surface fluxes than to vertical mixing, except for the Medium Range Forecast
Model (MRF) model. This ”non-local” turbulent mixing which transport humidity more
rapidly gives a drier lower boundary layer which reduces the intensity of simulated hurri-
canes. Using the CBLAST data as a validation criteria, Nolan et al. (2009b) and Nolan
et al. (2009a) simulated Hurricane Isabel (2003) using a series of ”local” and ”non-local”
turbulence mixing schemes. Although neither turbulent mixing scheme is designed spe-
cially for simulating the HBL turbulence, they both produced reasonable result. ”Local”
schemes consistently produce larger frictional tendencies in the boundary layer than the
”non-local” schemes, leading to a stronger low-level inflow and a stronger azimuthal wind
maximum at the top of the boundary layer. The vertical profile of the potential temper-
ature produced by the numerical simulations with different boundary layer turbulence
schemes are repeated here for the purpose of illustration, as in Fig. 2.3.
The study of Davis and Bostart (2002) also analyzed the sensitivity of a hurricane
simulation to the boundary layer turbulence modelling, but it focused on the genesis of
a tropical cyclone rather than the simulation of its wind field. The sensitivity analysis is
done by doing numerous numerical simulations using different cumulus parametrization,
boundary layer treatments, sea surface temperatures and grid spacing. In the discussion,
they came to the same conclusion as in the study of Braun and Tao (2000), which is
that the ”non-local” model gives a too dry and too deep boundary layer as the simulated
hurricane is intensifying. Although this study did not favour the use of ”non-local”
schemes in simulating the genesis of hurricanes, it focused primarily on the hurricane
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development rate rather than the hurricane wind field, and therefore did not preclude
the use of ”non-local” schemes in simulating a hurricane which is already in the mature
stage.
Due to the importance of the turbulence parametrization on tropical cyclone simula-
tions, endeavours are continuously being made to propose a more accurate and realistic
turbulence model. One recent study of Zhu (2008) enlightened the thought of modelling
the turbulence transportation based on large eddies. Using the Large Eddy Simulation
(LES) within the framework of Weather Research and Forecast Model (WRF), this study
is able to derive some coherent structure of large eddies within the HBL. The simula-
tion results supported the idea that large eddies exist in the stable environment and is
able to be represented by large scale up-drafts and down-drafts. It is found that the
organized up-drafts and down-drafts, or large eddies, interact with the sea surface and
the entrainment at the boundary layer top, which makes the main vortex more intense
than that produced by the current turbulence parametrization. This finding illustrated
the need to devise a new parametrization taking into account the large eddy effect. As
a beginning, it proposed a conceptual model, using statistical distribution of organized
up-drafts and down-drafts revealed by the LES, which can be potentially implemented
in any widely used numerical simulation package. Another pioneer study using the LES
to simulate the hurricane wind is that of Rotunno et al. (2009). It described a LES
simulation of an idealized tropical cyclone in a favourable environment. They discovered
that the resolved turbulence exchanges with a length scale of ∼ 100m has a great impact
on the simulated hurricane wind field. It increases the simulated turbulence gust while
decreasing the mean maximum wind. Furthermore, this simulation showed noticeable
differences between the resolved and parametrized turbulence, and therefore called for
a further study on the small scale turbulence characteristics of the hurricane wind. It
should be noted that this simulation focused on the horizontal turbulence diffusion rather
than turbulent vertical mixing in the HBL, but the finding should be equally applicable
in describing turbulent mixing in the HBL due to the similarity of small scale turbulence
processes.
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Chapter 3
Simulations of GPS Dropwindsonde
Motions
Since the dropwindsonde is only able to report its own velocity, rather than the real
local wind velocity, in its fall through the measured wind field, the measurement is taken
in neither a conventional Eulerian framework, which requires that the measurement is
taken at a fixed point, nor a perfect Lagrangian framework, which requires that the
measurement is taken smoothly following the flow. The dropwindsonde motion is close
to the local wind velocity, but they are not the same since the dropwindsonde is not
instantaneously responsive due to its mass.
Thus, it is necessary to introduce the wind finding equations to derive wind veloci-
ties from dropwindsonde motions. Hock and Franklin (1999) introduced the currently
used wind finding equations based on a brief analysis of the equations governing the
dropwindsonde motion. Their equations have been widely adopted in processing drop-
windsonde measurements as it is embedded in one standard processing software package
named EDITSONDE. Their validity, however, has not been thoroughly evaluated. In
addition, Hock and Franklin (1999) only briefly discussed the performance of their wind
finding equations in reproducing the mean wind profile, but no follow-up studies have
been conducted to evaluate their performance in reproducing a turbulent variable profile,
such as the turbulent flux profile.
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Based on a simulation of the dropwindsonde motion in a pseudo-stochastic wind field
with known statistics, this study analyzed dropwindsonde motion characteristics. We
focus on evaluating the wind finding equations introduced by Hock and Franklin (1999)
in reproducing the vertical structure of both the mean and turbulence variables in the
measured wind field. From the simulation and following analyses, the currently used wind
finding equations are validated in a more thorough and systematical way. In addition, the
numerical simulation also provided an opportunity to investigate various aspects of post-
processing and compositing dropwindsonde measurements, which lays the foundation for
revising the post-processing and composition techniques currently used to improve the
interpretation of actual dropwindsonde measurements.
In order to conduct the numerical simulation described above, the dropwindsonde mo-
tion governing equations and their numerical discretization need to be analyzed. More-
over, the methodology of generating a pseudo-stochastic wind field based on given statis-
tics also needs to be reviewed for preparing the driving wind field in the simulation.
These two topics are discussed in sections 3.1 and 3.2. With these prerequisites formu-
lated properly, the dropwindsonde motion simulation is conducted and its results are
presented and discussed in section 3.3. At this point, the simulation is based on a un-
validated assumption that the dropwindsonde can be treated as a point object with a
constant drag coefficient regardless of the angle of attack. To improve the dropwindsonde
motion model, wind tunnel tests are then conducted to measure dropwindsonde aerody-
namics and their variation with angles of attack. The wind tunnel test results, along
with their configurations, are presented and discussed in section 3.4. Using the wind
tunnel test results, an alternative motion model which separates the parachute from the
dropwindsonde body and explicitly includes the dropwindsonde body orientation is pre-
sented in section 3.5. A numerical simulation of the dropwindsonde motion in the same
pseudo-stochastic wind field, using the alternative model, is then carried out to further
validate the wind finding equations and to investigate the calculation of the vertical wind
from raw dropwindsonde measurements. The simulation results and a discussion on both
the horizontal and vertical wind retrieval from raw dropwindsonde measurements are
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presented in section 3.6.
3.1 Simple Motion Model
To fully utilize its measurements, it is necessary to gain a better understanding of
dropwindsonde motion characteristics which helps improve post-processing techniques
used to retrieve wind velocities from raw dropwindsonde measurements. Naturally, an
analysis of the dropwindsonde motion governing equations is the starting point, like in
the study of Hock and Franklin (1999). Methodologies used in studies analyzing motion
characteristics and measurement interpretations of rising, or falling, wind sensors are
followed here. Fichtl (1971) derived a set of differential equations governing the motion
of vertically moving sensors. Using a set of equations similar to those used by Fichtl
(1971), Nastrom and Vanzandt (1982) investigated the rising process of a wind sensor
in the atmosphere by seeking the analytical solution to the governing equations. The
advanced part of this study is that the analytical solution discussed includes nonlinear
responses. Although the aerodynamics of wind sensors are different from those of the
dropwindsonde, their derivation and analysis shed lights on the analysis of dropwindsonde
motion characteristics.
As described in the beginning of this chapter, this section covers the analysis of the
dropwindsonde motion governing equations and its numerical discretization based on
which a numerical integration approach can be employed to solve for dropwindsonde
motion variables. Therefore, this section is divided into two subsections, the first shows
the derivation of the dropwindsonde motion governing equation and the second shows
the numerical approach simulating dropwindsonde motions and measurements.
3.1.1 Governing Equation of the Motion of the Dropwindsonde
When the dropwindsonde is treated as a point object falling through the atmosphere,
its motions are driven by the combination of the weight force and aerodynamic forces.
Furthermore, aerodynamic forces are reduced to pure drag in the point object motion
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model. If the drag coefficient can be modelled as a constant regardless of angles of
attack, as indicated by Hock and Franklin (1999) in their derivation of the wind finding
equations, the aerodynamic drag has a simple expression. Following the derivation of
the motion governing equations of vertically moving wind sensors presented by Nastrom
and Vanzandt (1982), this simple expression of the aerodynamic drag, when the vertical
variation of the air density is neglected, is
FDx =
1
2
ρACD(u − x˙)(
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2)
FDy =
1
2
ρACD(v − y˙)(
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2)
FDz =
1
2
ρACD(w − z˙)(
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2) (3.1)
where FD is the drag force in which subscripts stand for the force direction, CD is the
drag coefficient, A gives the equivalent cross-section area, and ρ gives the air density. If
(x, y, z), as a vector, is used to represent the dropwindsonde position, (x˙, y˙, z˙) indicates its
velocity at the position (x, y, z). The vertical velocity of the dropwindsonde z˙ is positive
when the dropwindsonde goes upwards. Similarly to (x˙, y˙, z˙), (u, v, w) is employed as the
wind velocity vector. This point object model and its driving forces are illustrated in
Fig. 3.1.
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Figure 3.1: Sketch illustrating the point object model simulating the dropsonde motion
and driving forces, including the weight force G and the aerodynamic drag FD.
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If the dropwindsonde weight force is modelled as G = mg, where m is the mass of
the dropwindsonde system and g is the gravity, motions of the dropwindsonde are driven
by the combination of the aerodynamic drag expressed in equation (3.1) and the weight
force as,
m~a =
∑
~F (3.2)
Substituting the explicit expression of the aerodynamic drag and weight force into equa-
tion (3.2) gives the dropwindsonde motion governing equations, which show,
mx¨ =
1
2
ρACD(u − x˙)(
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2)
my¨ =
1
2
ρACD(v − y˙)(
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2)
mz¨ =
1
2
ρACD(w − z˙)(
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2) +mg (3.3)
where (x¨, y¨, z¨) indicates the dropwindsonde accelerations.
Equation (3.3) is a set of nonlinear Ordinary Differential Equation (ODE)s, mainly
because they contain a nonlinear term
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2. If the horizontal
velocity difference between the wind and dropwindsonde is far smaller than the vertical
velocity difference, i.e. (z˙ − w) >> (x˙ − u) and (z˙ − w) >> (y˙ − v), and therefore is
neglected in the square root expression, equation (3.3) can be simplified as,
mx¨ =
1
2
ρACD|z˙ − w|(u − x˙)
my¨ =
1
2
ρACD|z˙ − w|(v − y˙)
mz¨ =
1
2
ρACD|z˙ − w|(w − z˙) +mg (3.4)
Furthermore, when the assumption is taken that the vertical wind velocity is much smaller
than the dropwindsonde falling speed and is then neglected in the term |z˙ − w|, this
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simplified equation, equation (3.4), can be further simplified as,
mx¨ =
1
2
ρACD| − z˙|(u − x˙) (3.5)
my¨ =
1
2
ρACD| − z˙|(v − y˙) (3.6)
mz¨ =
1
2
ρACD| − z˙|(w − z˙) +mg (3.7)
Equations (3.5), (3.6) and (3.7) are the simplified equations governing the dropwind-
sonde motion which are equivalent to the wind finding equations introduced by Hock
and Franklin (1999). Their apparent difference is due to that the wind finding equa-
tions include the drag coefficient implicitly in the falling rate term rather than explicitly
as in equations (3.5), (3.6) and (3.7). To eliminate this explicit expression of the drag
coefficient, the equation governing the dropwindsonde vertical motion is solved. More
specifically, if the vertical wind is neglected in equation (3.7), the dropwindsonde falling
speed is related to the drag coefficient as,
z˙2 =
2m(g − z¨)
ρACD
(3.8)
Noticing that the quantity (g − z¨) should be positive for expression (3.8) to be valid, this
suggests that the dropwindsonde vertical acceleration, z¨, should be less than the gravity
acceleration, g. In the case z¨ > g, the instantaneous dropwindsonde vertical moving
speed would be expressed as,
z˙2 =
2m(z¨ − g)
ρACD
(3.9)
which is considered very unlikely.
In addition, if the vertical motion of the dropwindsonde is assumed in equilibrium
state, which indicates a steady fall of the dropwindsonde, its vertical acceleration is zero.
In this case, equation (3.8) is reduced to
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z˙ = −
√
2mg
ρACD
(3.10)
Using the drag coefficient expressed in equation (3.10), the equations governing horizontal
dropwindsonde motions, equations (3.5) and (3.6), can be further reduced to,
x¨ = −
g
z˙
(u − x˙) (3.11)
y¨ = −
g
z˙
(v − y˙) (3.12)
Equations (3.11) and (3.12), depicting the dropwindsonde motion in a partially linearized
and simplified manner, are essentially the wind finding equations introduced by Hock and
Franklin (1999) when some terms are rearranged,
u = −
z˙
g
x¨+ x˙ (3.13)
v = −
z˙
g
y¨ + y˙ (3.14)
In summary, the dropwindsonde motion governing equations can be partially linearized
and simplified, which is also a derivation of the wind finding equations currently used,
under the following conditions,
• The velocity difference between the dropwindsonde and wind in the vertical direc-
tion is much larger than that in other directions, i.e. (z˙ − w) >> (x˙ − u) and
(z˙ − w) >> (y˙ − v).
• The vertical wind is much smaller than the dropwindsonde falling rate and can be
neglected, i.e. z˙ >> w.
• The dropwindsonde vertical motion is stable and its vertical acceleration is zero.
• The drag coefficient can be modelled as a constant, independent from the drop-
windsonde body orientation, and the variation of the air density can be neglected
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in dropwindsonde falls.
In addition, for equations (3.13) and (3.14), it is possible to derive analytical solutions
since they are linear ODEs. Appendix A (page 206) details the derivation of these
analytical solutions and discusses dropwindsonde response characteristics based on these
analytical solutions.
From the simplification shown above, it is obvious that equations (3.11) and (3.12)
can only depict the dropwindsonde motion in a steady fall. Thus, they will not be
valid when the local wind driving the dropwindsonde dramatically changes its magnitude
or direction. In other words, the simplified equations, and therefore the wind finding
equations, may not be valid if the dropwindsonde reports dramatic vertical wind velocity
changes. As indicated by Aberson et al. (2006), the dropwindsonde may encounter local
extreme winds when it is released around an eye-wall. In this case, the dropwindsonde
may be suspended, or even ascend, due to vertical winds pointing upwards, which means
the vertical wind is not negligible in equation (3.7). The horizontal velocity difference,
however, still remains small due to the strong driving force of local extreme winds. In this
case, the simplified equations are not valid, but the conditions for the partial linearization
are still satisfied. Moreover, the drag force equation, equation (3.8), which is derived from
the partially linearized motion equation in the vertical direction, is also valid with some
minor changes and can be rewritten as,
(w − z˙)2 =
2m(g − z¨)
ρACD
(3.15)
When the vertical dropwindsonde acceleration in equation (3.15) is neglected, which
indicates the vertical motion of the dropwindsonde is in an equilibrium state, moving
either upwards or downwards, equation (3.15) can be simplified as,
|w − z˙| =
√
2mg
ρACD
(3.16)
Substituting equation (3.16) into the linearized motion equations, equation (3.4), and
rearranging gives,
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u = −
w
g
x¨+
z˙
g
x¨+ x˙ (3.17)
v = −
w
g
y¨ +
z˙
g
y¨ + y˙ (3.18)
for the case z˙ > w, in which the dropwindsonde moves upwards in an updraft, or
u =
w
g
x¨ −
z˙
g
x¨+ x˙ (3.19)
v =
w
g
y¨ −
z˙
g
y¨ + y˙ (3.20)
for the case w > z˙, in which the dropwindsonde moves downwards with non-negligible
vertical winds.
When compared to the simplified motion governing equations (3.13) and (3.14), equa-
tions (3.19) and (3.20) have one additional term, w/g, to account for the vertical wind
influence on dropwindsonde motions.
3.1.2 Simulation and Post-processing Methodology
As discussed above, the dropwindsonde motion is governed by equation (3.3), and its
motion is fully described by solutions to this equation. Obviously, the understanding of
dropwindsonde motion characteristics should include knowledge gained from an analysis
of these solutions. The theoretical analysis based on the analytical solutions to the lin-
earized governing equations, which is presented in appendix A in detail (see page 206),
shows that the dropwindsonde hardly responds to high frequency horizontal wind per-
turbations and its lag increases with frequency. Although this finding reveals one fairly
important dropwindsonde motion characteristic, which influences its turbulence measure-
ment significantly, it is found by analyzing the linearized motion governing equations.
Therefore, it is necessary to analyze the solutions to the full nonlinear equations in or-
der to validate these findings. However, equation (3.3) is not analytically solvable, and
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a numerical approach needs to be taken to find its solution. In addition, considering
that the numerical solutions describing the dropwindsonde velocities are essentially raw
wind measurements from the dropwindsonde, finding the numerical solutions under the
condition that the driving wind is statistically close to natural winds gives a chance to
investigate dropwindsonde measurements processing and composition techniques realis-
tically. Although the wind field simulation will be detailed in section 3.2, the following
description assumes the required pseudo-stochastic wind field is generated beforehand.
Since equation (3.3) is a set of typical ODEs, the fourth-order Runge-Kutta method is
appropriate to numerically integrate it. Since the actual dropwindsonde sampling interval
is 0.5s, the time step used in numerical simulation takes the value of 0.05s to ensure an
adequate sampling database for post-processing dropwindsonde simulation results. As in-
dicated by the analytical solution to linearized dropwindsonde motion governing equation
as detailed in appendix A, the dropwindsonde velocity captures the driving wind velocity
quickly, as an exponential function of time, after it is released. Therefore, the initial
condition affects simulated dropwindsonde motion for only a few seconds. In this simu-
lation, the initial condition assumes that the dropwindsonde is immobile at the releasing
moment. Although the total height of the pseudo-stochastic wind field is 600m, the drop-
windsonde is assumed to be released at 580m, which gives the dropwindsonde a stable fall
since it may occasionally move upwards at the very beginning of the simulation. Other
parameters needed in the simulation are the constants that appears in equation (3.3),
such as the drag coefficient and air density. These constants are calculated such that the
terminal falling speed of the dropwindsonde is − 12m/s in steady air. As for the driving
wind velocity that appears in the motion governing equations, (u, v, w), it is calculated
based on the generated pseudo-stochastic wind field. After the numerical integration
configuration and parameters are determined, the dropwindsonde motion is simulated
by numerically solving the governing equations. Both dropwindsonde accelerations and
velocities are directly solved until the simulated dropwindsonde reaches the bottom of
the pseudo-stochastic wind field. The dropwindsonde position, however, is not directly
generated in the simulation, and the solved dropwindsonde velocities are numerically inte-
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grated to recover it. After the motion variables of the dropwindsonde are directly solved,
pseudo measurements are sampled from the solved dropwindsonde heights, velocities and
accelerations at a frequency of 2Hz. Figure 3.2 shows one simulated dropwindsonde drop
including the directly solved dropwindsonde velocity, the ”correct” wind velocity calcu-
lated using the wind finding equations introduced by Hock and Franklin (1999) and the
driving wind velocity interpolated from the known pseudo-stochastic wind field.
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Figure 3.2: Velocity profile from one simulated dropwindsonde drop, where ”Dropsonde”
equals the velocity solved in the simulation, ”Refined” equals the velocity dynamically
corrected using the wind finding equation and ”Local wind” equals the wind velocity
interpolated from the known pseudo-stochastic wind field.
To simulate the measurement error buried in raw dropwindsonde measurements, a se-
ries of independent random variables are added to the solved velocities. Since they are
independent, they act like a background white noise. In the raw dropwindsonde document
kept by the Hurricane Research Division (HRD), there is a wind error column indicate
the magnitude of the measurement error buried in the actual dropwindsonde wind mea-
surements. After statistically analyzing this wind error record using various random
variable distribution models, it has been found that the amplitude of the wind error
record follows a log-normal distribution. The parameters determining the log-normal
distribution shape are calculated from a statistical distribution model fit as shown in
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Fig. 3.3. The sampling database for this model fit is the wind error records taken for
hurricanes occurred in 2009, including Hurricane Danny, Hurricane Erika and Hurricane
Ida. The model fit results show the log-normal distribution parameters are µ = − 1.00934
and σ = 0.76032. Since the wind error record kept in raw dropwindsonde measurement
documentation only indicates the magnitude of the measurement error and no informa-
tion is available to indicate whether the dropwindsonde measurement overestimates or
underestimates the true wind velocity, one uniformly distributed random variable, in a
range [− 1, 1], is used to determine if the log-normally distributed random variable is
enhancing or reducing pseudo raw dropwindsonde measurements of the absolute wind
velocity.
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Figure 3.3: Random error distribution fitting, where the ”raw data” displayed in bars are
the wind error binned, the line represents the fitting curve for the log-normal distribution.
After the pseudo measurements are sampled from the numerical solutions and the
simulated measurement errors are added, they are ready to be post-processed and com-
posited to derive statistics of the measured wind field. The post-processing is done in
two steps and the composition is done in three steps. Since the post-processing and
composition are the subjects of the following investigation, they are articulated in detail
in the following paragraphs.
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First, the pseudo measurements are dynamically corrected through the wind finding
equations introduced by Hock and Franklin (1999). The correction requires the acceler-
ation and falling rate of the dropwindsonde. Currently, the acceleration is not directly
reported by the instrument but must be calculated by differentiating the dropwindsonde
velocity. In some cases, the falling rate directly measured by the dropwindsonde is
considered unreliable and therefore is calculated indirectly by differentiating dropwind-
sonde height measurements. In these cases, the differentiation scheme used to calculate
the acceleration and falling rate of the dropwindsonde determines, to some extent, out-
comes of the wind finding equations. According to the EDITSONDE source code (J.
L. Franklin 2011, Personal communication), the first-order backwards difference is cur-
rently employed without any further validations. Given the importance of the finite
difference scheme in retrieving horizontal winds from raw dropwindsonde measurements
using the wind finding equations, it is worth evaluating various finite difference schemes
other than the first-order backwards difference. In this study, the first- and second-order,
backwards, forwards and central finite difference schemes are employed in calculating
the required dropwindsonde accelerations. The composition results, calculated based on
different differentiation schemes evaluated, are then compared to the statistics calculated
from the known pseudo-stochastic wind field. Provided that the statistics calculated di-
rectly from the pseudo-stochastic wind field represent the ”true” values, the influence of
differentiation schemes can be reliably evaluated.
After dropwindsonde measurements are corrected using the wind finding equations,
pseudo dropwindsonde profiles, made up by the pseudo dropwindsonde measurements
from one simulated dropwindsonde drop, are smoothed using a low-pass filter. When
compared to differentiation schemes, low-pass filter designs attract even less attentions
from researchers. Since there are unavoidable measurement errors buried in dropwind-
sonde measurements, such as those introduced by the dropwindsonde body oscillation
due to its interaction with the parachute through the rope connecting the dropwind-
sonde body and the parachute. In previous studies, a low-pass filter with a 5 − s cut-off
time scale has been employed without any further specifications (Franklin et al., 2003;
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Vickery et al., 2009). It is obvious that the filter characteristics impact the composition
results of dropwindsonde measurements, especially when the turbulence information is
of interest. To understand the influence of the low-pass filter design on statistics derived
from dropwindsonde measurements, simple moving average filters and Butterworth fil-
ters with different cut-off time scales are used in post-processing pseudo dropwindsonde
measurements.
After filtering, pseudo dropwindsonde profiles are composited to produce statistics
of the measured wind field. More specifically about the composition, it is an ”aver-
age process” that calculates a representative profile out of numerous wind velocity pro-
file measured by different simulated dropwindsonde drops. Therefore, numerous pseudo
dropwindsonde wind profiles need to be generated first by assuming the dropwindsonde
is released at different moments. In order to evenly reflect statistical characteristics of
the measured wind field, the releasing moments are generated by a uniformly distributed
random variable in the range of the time length of the pseudo-stochastic wind field. Once
the composition database, containing numerous pseudo dropwindsonde profiles, is set up,
the composition is done in three steps following the methodology provided by Powell et al.
(2003). First, the pseudo-stochastic wind field is discretized vertically with equal space
into 100 height bins. Second, an individual pseudo dropwindsonde profile is segmented
into these height bins according to single pseudo measurement heights. Third, all pseudo
measurements within one height bin from numerous pseudo dropwindsonde profiles are
weighted-averaged to produce the result, which can be recognized as the desired statistic
at the center of the height bin. The weight of each pseudo measurement point is assigned
according to the distance from the measurement height to the center of the height bin,
varying linearly from 1, at the center of the bin, to 0, at the boundary of the bin. The
composited mean wind profile is calculated as the weighted mean of raw pseudo measure-
ments, and the turbulent wind velocity is calculated after the mean profile is subtracted.
In an attempt to quantify the data size sufficient to produce statistically meaningful re-
sults, composition is conducted based on databases containing different number of pseudo
dropwindsonde profiles.
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3.2 Wind Field Simulation
As introduced in section 3.1, simulating dropwindsonde motions in a pseudo-stochastic
wind field statistically close to natural winds is essential to ensure that the motion simu-
lation results are applicable to understand actual dropwindsonde motions and measure-
ments. The generation of such a pseudo-stochastic wind field is presented in this section.
As it is widely used in the wind engineering field, various numerical techniques have been
developed to generate such a field. For example, as summarized by Solari et al. (2007)
and Carassale et al. (2007), the Proper Orthogonal Decomposition (POD) technique can
be used, which requires a conventional spectrum matrix to describe all second-order spec-
tral statistics of the target stochastic wind field. Besides, procedures described by Mann
(1998) are also available to transform a spectral tensor into a pseudo-stochastic field
with required statistics. The spectral tensor, which describes the spectral representation
of the target stochastic field uniformly in three spatial directions, gives the chance to
explore the possibility of extracting spectral information of the measured wind field from
dropwindsonde measurements.
3.2.1 POD simulation
In this stimulation, statistical characteristics of the target pseudo-stochastic wind field
rely only on the formulation of the spectrum matrix which contains expressions of wind
spectra Suu, Svv, Sww and co-spectra Suw, Svw, Suv for all points in the target pseudo-
stochastic wind field. In detail, the spectrum matrix is formulated based on three spec-
tral descriptions, point wind spectra Suu, Svv, Sww, spatial correlation coefficients used to
calculate co-spectra of wind velocities at two points and point cohesion coefficients used
to calculated point co-spectra Suw, Svw, Suv. In this study, the spectrum matrix is formu-
lated based on point wind spectra described by Von Karman (1948), which is also known
as the ”Karman spectrum”, an exponential decay model of the spatial correlation coeffi-
cients following Solari and Piccardo (2001), which is an extension of the model provided
by Davenport (1967), and a point cohesion coefficient model given by Solari and Piccardo
(2001). Since these models are commonly used to describe spectral statistics of a natural
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wind field, the generated pseudo-stochastic field can be recognized as a good numerical,
stochastic replica of the natural wind field. In calculating the spatial correlation coeffi-
cients, the simple model which relates the decay of the spatial correlation directly to the
distance between two given points is used and the constants governing the decay rate
are taken from the study of Davenport (1967), which are 10 for the longitudinal wind,
6.5 for the lateral wind and 3 for the vertical wind. Although this formulation is not
entirely correct, especially for the spatial correlation decay of lateral and vertical winds,
it is good enough to provide a driving force in the dropwindsonde motion simulation.
More specially in formulating the spectrum matrix used in the POD simulation, a
3 × 3 matrix is used to summarize the spectral statistics of a single point in the target
pseudo-stochastic wind field. The matrix is shown as,
Sii =


suu′(ω), suv′(ω), suw′(ω)
svu′(ω), svv′(ω), svw′(ω)
swu′(ω), swv′(ω), sww′(ω)

 (3.21)
In expression (3.21), Suu′(ω), Svv′ω, Sww′(ω) are power spectral density expressions of
longitudinal, lateral and vertical winds and ω is the frequency in the unit of radians, while
Suw′(ω), Svw′(ω), Suv′(ω) are co-spectra of the three wind components. Using expression
(3.21) to calculate spectral wind characteristics at a single point, the spatial co-spectra
between given two given point i and j can be expressed as,
Sij = Sii × Sjj × Λi,j(ω) (3.22)
In expression (3.22), Sii and Sjj are calculated according to the definition shown in
expression (3.21) and Λi,j(ω) is the spatial correlation correlation calculated according
to the exponential decay model using the distance between point i and j. After matrices
Sii and Sij are formulated, the whole spectrum matrix describing the spectral wind
characteristics of the target pseudo-stochastic wind field can be expressed as,
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S(ω) =


S11 · · · SiN
...
. . .
...
SN1 · · · SNN

 (3.23)
in the case that the target pseudo-stochastic wind field contains N single points. It
should be noted that in expression (3.21), S is a matrix containing 3N × 3N elements,
and every element is a function of the frequency ω.
In the POD simulation, the target pseudo-stochastic wind field is generated by decom-
posing the spectrum matrix, as shown in equation (3.23), and modulating the decom-
posed matrix with random phases. This is done in three steps. Firstly, the spectrum
matrix is decomposed. Secondly, since elements in the decomposed matrix, as func-
tions of frequency, depict the magnitude of periodic variations constituting the target
pseudo-stochastic field, they can be multiplied by a set of independent random processes
with unit magnitude to form the basis which define a vector space in frequency domain.
Thirdly, the linear space basis formulated in frequency domain are transformed by the
Discrete Fourier Transformation to generate the target stochastic field.
To simplify the pseudo-stochastic field generation without sacrificing its validity, the
target stochastic field is assumed to be uniform in both longitudinal and lateral directions,
and Taylor’s hypothesis is invoked to transfer wind velocity time histories to longitudinal
wind variations. As for the configuration of the numerical generation, 120 points are
formulated in the vertical direction and wind velocity time histories are generated for
every point. The time step in the wind velocity time history generated is 0.1 second and
the height step is 5 meters, giving the a time length of 1.8 hours and a total height of 600
meters. In addition, the logarithmic profile is used to describe the mean wind structure
and the generated pseudo-stochastic field, representing the turbulence, is superimposed
onto the mean wind structure.
To validate that the generated pseudo-stochastic wind field has the required statistics,
it is necessary to compare the statistics calculated directly from the generated field with
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Figure 3.4: Mean velocity profile comparison, where target means the preset value and
simulate means statistical profile averaged by velocities sampled in the simulated wind
field.
those preset in the spectrum matrix. The mean profile comparison is shown in Fig.
3.4 while the turbulence intensity and turbulent shear stress profile comparisons are
shown in Fig. 3.5. Longitudinal wind spectra and point cohesion coefficients, calculated
using longitudinal and vertical winds, are compared in Fig. 3.6. It is obvious that
the spectral information calculated from the generated pseudo-stochastic wind field is in
reasonable agreement with their preset values. In summary, the pseudo-stochastic wind
field generated using the POD technique is a good stochastic realization of the preset
statistics, in terms of both the overall vertical turbulence structure and point spectral
statistics.
3.2.2 Spectral tensor model
As for simulating the wind field using the spectral tensor model, both the model itself
and simulation procedures are described by Mann (1998). A more comprehensive study
on the spectral model is presented by Mann (1994). Unlike the spectrum matrix, the
spectral tensor is essentially a 3× 3 matrix, which shows,
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Figure 3.5: Longitudinal turbulence intensity, UW turbulent shear profile comparison,
where target means preset value while simulated means statistical profile calculated by
averaging values sampled from the simulated wind field.
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T (k1, k2, k3) =


tuu(k1, k2, k3) tuv(k1, k2, k3) tuw(k1, k2, k3)
tuv(k1, k2, k3) tvv(k1, k2, k3) tvw(k1, k2, k3)
tuw(k1, k2, k3) tvw(k1, k2, k3) tww(k1, k2, k3)

 (3.24)
Each element in matrix (3.24) is a function of the wave number vector ~k = (k1, k2, k3),
and therefore describes either the power spectral density, for elements tuu, tvv and tww,
or the co-spectra, for elements tuv, tvw and tuw, of the target stochastic field. It should
be noted that physical meanings of the power spectral density and co-spectra are slightly
different from their conventional definitions. In expression (3.24), tuu, tvv, tww describes
the turbulent kinetic energy distribution in three wave number space directions k1, k2, k3,
and co-spectra tuv, tuw, tvw describes the spectral correlations of three wind components
in three wave number space directions k1, k2, k3. In a comparison with the spectrum
matrix formulation, calculations of the spectral tensor are relatively easy since only one
calculation is needed for each of the six independent elements in matrix (3.24) to depict
the entire pseudo-stochastic field. Details of calculations can be found in the study of
Mann (1998), and a brief summary is given here. Each of elements used in equation
(3.24) is derived from its counterpart appeared in the Von Karman isotropic turbulence
model (Von Karman, 1948) and calculated based on the Von Karman turbulence kinetic
energy expression,
E(k) = α2/3L5/3
(Lk)4
(1 + (Lk)2)
17
6
(3.25)
In expression (3.25), E(k) depicts the turbulent kinetic energy distribution, α is an
empirical constant which takes the value of 1.7,  is the viscous dissipation of the turbulent
kinetic energy and L gives a turbulence length scale. In the spectral tensor model based
wind field simulation, L is calculated as L = 0.87z following Mann (1998) where z takes
the value of the midpoint height in the target pseudo-stochastic wind field. Using the
turbulent kinetic energy expressed in equation (3.25), the spectral tensor shows,
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In expression (3.26), the calculation at the wave number vector ~k = (k1, k2, k3) is based
on its counterpart in the isotropic tensor model ~k0 = (k1, k2, k30), and their relationship
is calculated as,
k3 = k30 − k1β
β = ΓdU/dz(kL)−3/5 (3.27)
in which Γ is a model parameter which takes the value of 3.2 and dU/dz is the mean wind
profile derivative. In expression (3.26), there are two parameters need to be determined,
ζ1 and ζ2. In the model proposed by Mann (1994), they are expressed as,
ζ1 =
[
C1 −
k2
k1
C2
]
ζ2 =
[
k2
k1
C1 + C2
]
(3.28)
in which parameters C1 and C2 are determined as,
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(3.29)
In expressions shown above, k stands for the magnitude of the wave number vector and is
calculated as k =
√
k21 + k
2
2 + k
2
3 while k0 stands for the magnitude of corresponding wave
number vector in isotropic turbulence model which is calculated as k0 =
√
k21 + k
2
2 + k
2
30.
After the spectral tensor is formulated as described above, the target pseudo-stochastic
wind field is generated following the same methodology employed in the POD simulation.
The only noticeable difference is that the Discrete Fourier Transformation used in this
case is three dimensional since elements in the spectral tensor matrix, expression (3.24),
are all three-dimensional functions, which leads to their decomposed results being also
three-dimensional functions. In this field, measuring the wind velocity in the vertical
direction is not fundamentally different from measuring it in the longitudinal direction,
which means the velocity series documented by the dropwindsonde is capable to derive
spectral information of the measured wind field.
As for the configuration of the pseudo-stochastic field generation, since the spectral
tensor is formulated in the wave number space and no frequency is involved, the generated
pseudo-stochastic field contains only spatial information. As a result, only a ”snapshot”,
without any time evolution, of the target pseudo-stochastic field can be generated based
on the spectral tensor. As in the POD simulated wind field, Taylor’s hypothesis is invoked
to transfer longitudinal wind velocity series back to time histories when the wind velocity
at a moment other than the ”freeze” moment is required in the dropwindsonde motion
simulation. In addition, as in the the POD simulated wind field, the lateral wind speed
variation is neglected. 128 points in the vertical direction 65536 points in the longitudinal
direction are used to generated the discrete pseudo-stochastic wind field. Given that the
longitudinal spatial step and the vertical spatial step is 0.1 meters and 4.6875 meters
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respectively, the total length of the pseudo-stochastic wind field is 6.5 km while the total
height remains the same, which is 600 m.
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Figure 3.7: Spectral density comparison for longitudinal wind, where target means preset
value while simulated means spectrum measured from simulated wind field.
As in the wind field simulation using the POD simulation, to ensure that the pseudo-
stochastic wind field has the required statistics, it is necessary to compare the statistics
calculated directly from the generated pseudo-stochastic wind field to their preset val-
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ues used to formulate the spectral tensor. However, comparisons in this simulation are
concentrated on the spectral statistics of the pseudo-stochastic field since it is the main
reason to use the spectral tensor model. The comparisons of the longitudinal wind spec-
trum and cross spectrum of the longitudinal and vertical wind are shown in Fig. 3.7.
Obvious in these figures, although there is a pronounced difference in the very low wave
number region in the comparison shown in Fig. 3.7(b), the calculated and preset spectra
are in reasonable agreement in a large portion of comparisons, and the difference can be
explained by the scarcity of pseudo wind velocities in the region where generated and pre-
set spectra show different values. Besides, wind velocities separated by such a distance,
∼ 1000m, are usually assumed to be uncorrelated. In conclusion, the pseudo-stochastic
wind field simulated through the spectral tensor approach is suitable in exploring the
possibility of extracting spectral information of the measured wind field from raw drop-
windsonde measurements.
3.3 Simple Model Simulation Results and Discus-
sions
Adopting the simulation procedures and numerically generated pseudo-stochastic wind
fields, which are detailed in sections 3.1 and 3.2 respectively, the dropwindsonde motion
is simulated by numerically solving the motion governing equations, and then the pseudo
measurements are sampled from numerically solved dropwindsonde motion variables.
Afterwards, these pseudo measurements are post-processed and composited to produce
statistics of the measured wind field as if they were actual dropwindsonde measurements.
Considering that the statistics are also derived from the generated pseudo-stochastic
wind fields, comparisons of statistics derived differently provide a unique opportunity
to investigate various aspects of post-processing and compositing dropwindsonde mea-
surements, which include the validity of the wind finding equations, the finite difference
schemes used to calculate the dropwindsonde acceleration required by the wind finding
equations, the low-pass filter to smooth individual dropwindsonde profiles, the composi-
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tion data size sufficient to derive statistically meaningful results, the gust time scale of
the dropwindsonde wind measurement and the wind spectrum derived from dropwind-
sonde documented wind velocity series. Discussions based on the simulation results are
presented in the following subsections in the order described above. It should be noted
that except for the analysis of the composition data size, statistics of the measured wind
field are derived by compositing 1000 pseudo dropwindsonde profiles.
3.3.1 Validity of The Wind Finding Equation
As shown in Fig. 3.2, the wind finding equations make the ”corrected” wind velocity
closer to the ”true” wind velocity interpolated from the pseudo-stochastic wind field than
the estimates made using the dropwindsonde velocity alone, especially in the area where
the wind velocity varies significantly with height. In addition to individual dropwindsonde
profiles, the wind finding equations also influence composition results. Its influence on
reconstructing the mean profile is shown in Fig. 3.8. Obviously, the dynamic correction
term in the wind finding equations is essential to reduce the difference between the profile
measured by the dropwindsonde and the ”true” wind in a sheared wind field. This
substantiates the finding made by Hock and Franklin (1999) in their discussion on the
effectiveness of the wind finding equations in which they argued that the lag effect of fast
falling objects would account for such a difference and the dropwindsonde acceleration
helps to correct this lag effect. Due to the vertical resolution of the composition, the
residual error discussed by Hock and Franklin (1999) is not entirely resolvable in the
comparison, and therefore is not shown in Fig. 3.8. Besides, the residual error, which
is theoretically left over by the wind finding equation, is only pronounced in the lowest
∼ 5m of the boundary layer as indicated by Hock and Franklin (1999) (see their Fig. 9).
Thus, this unresolved residual error is not important since the wind behaviour in that
region is not expected to be found by dropwindsonde measurements currently.
In addition to correcting the lag effect in the mean wind profile composition, the wind
finding equations are also essential in reconstructing the turbulence intensity profile of the
measured wind field, as shown in Fig. 3.9. In this figure, the comparison of the turbulent
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Figure 3.8: Mean velocity profile comparison, where ”Refined” equals the velocity calcu-
lated using the wind finding equation, ”Drop” equals the dropwindsonde velocity alone
and ”Wind” equals the wind velocity interpolated from the pseudo-stochastic wind field.
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Figure 3.9: Turbulent velocity comparison, where ”Refined” equals the velocity dynami-
cally corrected by the wind finding equation, ”Drop” equals the dropwindsonde velocity
alone and ”Wind” equals the wind velocity interpolated from the pseudo-stochastic wind
field.
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wind velocity, which is defined as the square root of the wind velocity variance about the
mean wind calculated above, indicates the wind finding equations offset a part of the tur-
bulence energy missed by the raw dropwindsonde measurement. More specifically, while
the turbulent velocity profile composited from raw pseudo dropwindsonde measurements
is constantly lower, by a value close to 1m/s, than the ”true” profile calculated from the
known pseudo-stochastic wind field, this difference is significantly reduced by the wind
finding equations. This feature implies that raw dropwindsonde measurements underes-
timates the true turbulence intensity of the measured wind field due to its deficiency in
capturing high frequency turbulence information as discussed in analyzing the analyti-
cal solutions to the linearized dropwindsonde motion governing equations presented in
appendix A (see page 206). However, the acceleration of the dropwindsonde, which is
more sensitive to high frequency excitations, returns the turbulent energy missed by the
dropwindsonde velocity alone.
3.3.2 Finite Difference Scheme to Calculate the Dropwindsonde
Acceleration
As discussed above, the dropwindsonde acceleration is essential in reconstructing both
the mean and turbulent wind profiles of the measured wind field. The value of the
acceleration is, however, not directly reported by the dropwindsonde instrumentation but
must be calculated by differentiating the dropwindsonde velocity. As a result, it is obvious
the finite difference scheme used to calculate the dropwindsonde acceleration influences
outcomes of the wind finding equations. A first-order backwards finite difference based on
the velocity at the present time step and last observed time step is used currently without
any further justifications. To quantify the influence of the finite difference scheme, pseudo
dropwindsonde measurements are post-processed with different finite difference scheme
to calculate the acceleration. One reasonable assumption is that a higher order central
difference would produce a more accurate acceleration to be used in the wind finding
equations. For that reason, the first- and second-order, forwards, backwards and central
schemes are evaluated in processing the pseudo dropwindsonde measurement.
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Figure 3.10: Mean velocity profile comparison showing the impact of various differen-
tiation schemes and filter designs, where ”BD” stands for the 1st order backwards dif-
ferentiation, ”CD” stands for the 2nd order central differentiation, ”MA” stands for the
moving average, ”BF” stands for the 1st order Butterworth filter (the cut-off time scale
is specified after these symbols), ”Wind” equals the ”true” wind velocity interpolated
from the pseudo-stochastic wind field.
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As shown in Fig. 3.10(a), the finite difference scheme used to calculate the drop-
windsonde acceleration has negligible impact on the mean profile composition which is
demonstrated by the fact that different curves in Fig. 3.10(a) are distinguishable. The
turbulent velocity profile comparison, on the other hand, clearly shows the influence of
finite difference scheme (see Fig. 3.11(a)) where there is noticeable difference between
the profiles calculated using different schemes. It should be noted that the apparent
difference between the ”true” mean wind profile preset in the wind field simulation and
profile measured by simulated dropwindsonde is because the simulated dropwindsonde
requires some distance in its fall to capture the mean wind profile of the pseudo-stochastic
wind field. Thus, the mean profiles derived pseudo dropwindsonde measurements contain
values smaller than the true mean wind velocity interpolated from the pseudo-stochastic
wind field.
To gain a more direct understanding of the influence of finite difference schemes, the
error is calculated, which is defined as the composited squared difference between the
”reported” wind velocity calculated based on pseudo dropwindsonde motions and the
”true” wind velocity interpolated from the known pseudo-stochastic wind field at the
height where the measurement is taken. As shown in Fig. 3.12(a), the second-order
central difference yields the best estimate of turbulent wind velocities, although the
error is still appreciable, i.e. in the order of 8m2/s2 for the squared velocity difference.
Also shown in Fig. 3.12(a) is the vertical variation of the error. As expected, the error
monotonically decreases with height for all schemes evaluated since both the lag effect and
turbulence intensity, which are the reasons inducing the difference between the ”true” and
”measured” wind velocity, are pronounced in the lower portion of the pseudo-stochastic
wind field.
3.3.3 Low-pass Filtering of Dropwindsonde Profiles
As introduced above, low-pass filters are commonly employed to smooth dropwind-
sonde profiles. Although their characteristics obviously impact the statistics, especially
the turbulence intensity, of the measured wind field derived by compositing dropwind-
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Figure 3.11: Turbulent velocity profile comparison showing the impact of various dif-
ferentiation schemes and filter designs, where ”BD” stands for the 1st order backward
differentiation, ”CD” stands for the 2nd order central differentiation,”MA” stands for the
moving average, ”BF” stands for the 1st order Butterworth filter (the cut-off time scale
is specified after these symbols), ”Wind” equals the ”true” wind velocity interpolated
from the pseudo-stochastic wind field.
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Figure 3.12: Error profile comparisons showing the impact of various differentiation
schemes and filter designs, where ”BD” stands for the 1st order backward differentia-
tion, ”CD” stands for the 2nd order central differentiation, ”FD” stands for the 1st order
forward differentiation, ”MA” stands for the moving average, ”BF” stands for the But-
terworth filter (the filter order and the cut-off time scale are specified after the filter
symbol.
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sonde measurements, a 5 − s filter, without any further specifications, is used in previous
studies with no theoretical or experimental justification (Franklin et al., 2003; Vickery
et al., 2009), and its influence on the composition result has not been thoroughly dis-
cussed. To explore the influence of low-pass filters on dropwindsonde profiles, individual
pseudo dropwindsonde profiles filtered by two types of filters, a moving average filter and
a Butterworth filter, with 2 seconds and 3 seconds taken as cut-off time scales, were used
to derive the mean and turbulent wind velocity profiles of the measured pseudo-stochastic
wind field. Due to the limitation of the pseudo-stochastic wind field height, 600m, the
widely adopted cut-off time scale, 5 seconds, is considered too large since it produces a
60m smoothing scale given that the falling rate of the dropwindsonde is 12m/s. However,
the influence of using a larger cut-off time scale, such as 5 second, is predictable based
on the trends found here. Since the frequency response of the filters clearly impacts the
fluctuations remaining in the filtered measurements, this aspect should be investigated.
Because the frequency response of the Butterworth filter performs better, in a comparison
with the moving average filter, in filtering out high frequency fluctuations, it is expected
to see that it produces improvements in reconstructing the turbulent wind velocity profile
of the measured wind field.
Similar to the comparison for evaluating finite difference schemes, Fig. 3.10(b) shows
that the mean wind profiles composited from pseudo measurements processed using dif-
ferent filter designs are indistinguishable. This indicates that the influence of the low-pass
filter characteristics, including the cut-off time scale and the type of the filter, on the
mean wind structure found by the dropwindsonde is negligible, and therefore the design
of the filter is not important when only the mean wind profile is of interest. In contrast,
the influence of filter characteristics on the turbulent velocity profile composition is obvi-
ous. Figure 3.11(b) shows the difference of the turbulent wind velocity profiles calculated
using different filter designs can go up to 0.6m/s, or 12% in the relative sense.
The comparison of the error, defined exactly as in the discussion of the influence of the
differentiation scheme, is shown in Fig. 3.12(b). The comparison indicates the first-order
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Butterworth with the cut-off scale of 2 − s gives the best estimate, in general, of the
instantaneous wind speed of the measured wind field. This implies that the currently
used 5 − s cut-off time scale is too large. In addition, the moving average generally
gives larger errors, as expected, comparing to the results smoothed by the Butterworth
filter, although the improvement of using Butterworth filter is not significant. It should
be noted that this finding is made based on the assumption that the dropwindsonde
measurement error can be described by a series of independent, log-normally distributed
random variables. This error assumption is rather crude and unvalidated, and therefore
the conclusion presented should be used with caution. A further investigation, taking
various causes of the measurement error into account, is needed to yield a more sound
suggestion on the filter design in processing dropwindsonde measurements.
Since the filter is commonly used in post-processing dropwindsonde measurements, the
influences of filter characteristics and finite difference scheme are combined when the mea-
surement needs to be dynamically corrected by the wind finding equations. Since there
is no evidence so far indicating that their influences can be superimposed, their combi-
nation should be examined in addition to individual investigations. In Figs. 3.10 and
3.11, the profiles showing the influence of the finite difference schemes investigated are
calculated using the Butterworth filter with 2 second cut-off scale while those showing the
influence of low-pass filter characteristics are calculated using the first-order backwards
scheme. Since the influences of both finite difference schemes and filter characteristics
on the mean wind profile composition are negligible, discussions in following paragraphs
are concentrated on their combined influence on the turbulent wind velocity profile com-
position and the turbulent wind velocity definition can be found in the discussion of the
wind finding equations’ validity.
Seen in Fig. 3.11(a), the second-order central difference yields an overall better es-
timate when pseudo measured profiles are smoothed by the best available filter, which
follows the trend found in the analysis of the error introduced solely by finite difference
schemes, as shown in Fig. 3.12(a). The improvement, however, is not as obvious as in Fig.
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3.12(a). This implies that higher order difference schemes, which are better in capturing
the trend of high order variations within a finite step, does not outperform the lower
order differentiation scheme. The reason for this is that the variation of a pseudo drop-
windsonde measured profile, including the trend resolved by a high order finite difference,
is filtered out by a low-pass filter. Therefore, the selection of the differentiation scheme
is not as important as indicated by Fig. 3.11(a). Consistent with the findings made in
analyzing filter characteristics individually, the Butterworth filter with cut-off scale of 2
second produces the turbulent wind velocity profile close to the one calculated from the
pseudo-stochastic wind field, as shown in Fig. 3.11(b). However, the Butterworth filter
with cut-off scale of 3s also produces a profile approximating the ”true” profile. This
indicates the importance of time scales used in the filter design may not be as significant
as indicated by the individual examination articulated above. This is because extra small
scale variations introduced by the dropwindsonde acceleration compensate the smoothing
given by the filter with a larger cut-off scale.
3.3.4 Composition data size
Apparently, a small database of dropwindsonde measurements would make the com-
posited statistics unreliable, especially when the turbulence information is of interest.
However, there is no systematical investigation, as far to my knowledge, that quanti-
fies the composition data size which can be taken as sufficient to produce statistically
meaningful wind turbulence statistics. To investigate this matter, the influence of the
composition data size is analyzed based on the numerical simulation results. As shown
in Fig. 3.13(a), the composited, dropwindsonde measured mean profile converges to
the ”true” mean profile calculated from the pseudo-stochastic wind field as the number
of pseudo dropwindsonde profiles used in composition increases. When the number of
pseudo dropwindsonde profiles exceeds 100, the difference between the composited profile
and ”true” mean profile reaches the order of ∼ 0.1m/s. Thus, a composition database
with 100 dropwindsonde profiles would be enough to derive the mean wind structure. The
turbulent wind velocity profile composition, on the other hand, needs a larger database
to get converged results. As shown in Fig.3.13(b), a database containing 500 dropwind-
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sonde profiles is necessary to get a reasonable estimate of the turbulent wind velocity
profile. The definition of turbulent wind velocity can be found in the discussion of the
wind finding equations’ validity.
If the difference between the composited value, calculated based on pseudo dropwind-
sonde measurements, and the ”true” statistics, calculated from the pseudo-stochastic
wind field, for each height bin is treated as a random variable, the standard deviation of
this random variable, showing the deviation of the composition result from ”true” wind
statistics, can be calculated for compositions using different number of pseudo drop-
windsonde profiles. Defining this standard deviation as an error, the influence of the
composition data size is quantified. Apparently, another factor influencing this error is
the turbulence intensity of the pseudo-stochastic wind field, which conventionally de-
fined the square root of the turbulence variance normalized by the mean wind velocity
at the same height. If the turbulence intensity of the whole pseudo-stochastic wind field
is defined as the mean of the turbulence intensities calculated at all discrete heights in
the pseudo-stochastic wind field, fields with intensities 4.5%, 9%, 15%, 18%, 24%, 28.5%
are generated numerically for the purpose of identifying the influence of the turbulence
intensity. Based on the methodology articulated above, the influence of the composition
data size is systematically investigated. As shown in Fig. 3.14, the error, following the
expectation, decreases with the increase of data sizes, and increases with the turbulence
intensity. Furthermore, as indicated in Fig. 3.14(a), to reduce the error to the level
of 1m/s in the mean profile composition, which is roughly 3% in a relative sense, the
database should contain 100 dropwindsonde profiles in fields with the turbulence inten-
sity under 20%. When the composition contains 500 profiles, errors in all fields tested go
under the 1m/s level. Similar data size is needed to make the composited turbulent wind
velocity profile reach the error level of 1m/s. However, the 1m/s error in the turbulent
wind velocity profile composition is roughly 20% in a relative sense. When 200 profiles
are used in the composition, only the wind fields with turbulence intensities under 20%
produce errors under 0.5m/s, or 10% in a relative sense, and when 500 profiles are com-
posited, only the wind fields with turbulence intensities under 10% produce errors under
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Figure 3.13: Mean and turbulent velocity profile comparisons showing the imapct of
composition data size, where the size is indicated by the legend. ”Wind” equals the
”true” wind statistic calculated from the pseudo-stochastic wind field.
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0.25m/s.
3.3.5 Gust time scale
In addition to investigating post-processing techniques, the known pseudo-stochastic
wind field also provides an opportunity to discover the gust time scale of dropwindsonde
wind measurements. Although it is one important piece of information in understanding
the dropwindsonde measurement, little is known about the dropwindsonde measurement
gust time scale.
Given that wind velocity time histories for every point in the pseudo-stochastic wind
field are known, the gust time scale of the dropwindsonde wind measurement can be
crudely found as following. First, the pseudo-stochastic wind field is filtered using dif-
ferent time scales. Then, the dropwindsonde ”reported” wind velocity, calculated from
pseudo measurements, is compared with the filtered wind velocity at the height where
the measurement is taken to find a time scale making the filtered wind velocity closest to
the ”reported” wind velocity. Such scales calculated for numerous pseudo dropwindsonde
profiles are then averaged to produce the time scale for the entire measurement database.
In the filtering, moving average filters, with cut-off time scales varying from 0.5s to 5s, are
used. In finding the time scale described above, the mean of absolute differences between
the ”reported” and filtered wind velocities are used as an indicator. More specifically, the
time scale used to filter the pseudo-stochastic wind field which makes this mean minimal
is taken as the gust time scale for an individual pseudo dropwindsonde profile.
Averaging time scales found for 1000 pseudo dropwindsonde profiles produces the gust
time scale for the entire database, which is 2.24s if the ”reported” wind velocity is the
raw dropwindsonde velocity and is 0.5s if the ”reported” wind velocity is calculated by
the wind finding equations. This indicates the dropwindsonde is quite sensitive, after
dynamically corrected by the wind finding equations, to the driving wind, and therefore
it nearly instantaneously reflects gusts in the measured wind field.
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3.3.6 Wind spectrum
The velocity series documented by the dropwindsonde can derive a wind spectrum,
but the interpretation of this spectrum is not thoroughly investigated. Since the wind
velocity is not measured in a conventional way by the dropwindsonde, this spectrum can
not be interpreted as a usual wind spectrum, e.g. one derived from tower measurements.
Meanwhile, the spectral tensor describes the spectral information of the wind field uni-
formly in three spatial directions, and therefore is one of appropriate interpretations of
this wind spectrum. To explore the possibility of extracting spectral information of the
measured wind field from dropwindsonde measurements, the pseudo-stochastic wind field
generated based on the spectral tensor, instead of that based on the POD simulation,
is used as the driving wind in numerically simulating the dropwindsonde motion. Com-
paring the wind spectrum derived from pseudo dropwindsonde measurements to the one
calculated using spectral tensor will shed some lights on the interpretation of the spectral
information revealed by the dropwindsonde.
The ”true” wind spectrum should be calculated, in theory, by integrating the tensor
along two directions perpendicular to the falling track of the dropwindsonde. However, it
is extremely difficult to define a calculable falling track since the dropwindsonde changes
directions substantially during its fall and different dropwindsondes give significantly
different directions. Moreover, when Taylor’s hypothesis is invoked, all dropwindsonde
falling tracks can be approximated by the vertical axis. Therefore, the ”true” wind
spectrum, used to compare the spectrum calculated based on pseudo dropwindsonde
measurements, is calculated by integrating the spectral tensor along k1 and k2 axis which
represent two horizontal directions, x and y, in the physical space.
A general agreement shown in Fig. 3.15(a) indicates that the wind spectrum derived
from dropwindsonde measurements can reflect the spectral energy distribution of the
measured wind field. It is obvious that the spectrum derived from the dropwindsonde
velocity alone deviates from that calculated based on the ”corrected” wind velocity pro-
duced by the wind finding equations, around the wave number of 0.05m−1. Given that
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the ”corrected” wind spectrum is closer to the ”true” wind spectrum, the dropwind-
sonde velocity alone keeps underestimating the spectral intensity of the measured wind
field in the region where it deviates from the ”corrected” wind spectrum. This feature
directly substantiates the finding made in the theoretical analysis detailed in appendix
A (see page 206). Through analytically analyzing the linearized dropwindsonde motion
equation in the appendix, it has been found that the dropwindsonde hardly responds to
high frequency excitations while the acceleration terms in the wind finding equations,
i.e. (z˙/g)x¨ and (z˙/g)y¨, are sensitive to high frequency excitations. The significant differ-
ence between the measured and ”true” wind spectrum in really low wave number region
may be due to the combination of the lack of pseudo measurements in that region and
the impact of integrating the spectral tensor along two horizontal directions rather than
following the track of simulated dropwindsonde motions. It is worth mentioning that
the wind spectrum calculated following the same composition methodology but using
the ”true” wind velocity interpolated from the known pseudo-stochastic wind field is
in reasonable agreement with the wind spectrum derived from pseudo measurements in
both the low wave number region, under 0.05m−1, and high wave number region, above
0.2m−1, despite that the ”true” wind spectrum calculated by integrating the spectral
tensor gives different spectral intensity estimates in these two regions. This implies al-
though the dropwindsonde is able to reveal the spectral information of the measured
wind field with a satisfactory accuracy in the whole calculable wave number region, only
a relatively small portion of the dropwindsonde measured line spectrum should be used
to derive the governing spectral tensor.
Shown in Fig. 3.15(b) is a similar comparison of the cross spectrum of the longitu-
dinal and vertical wind. The agreement is not as good as that shown in Fig. 3.15(a),
especially in the low wave number region. The major reason for this may be that the
cross spectrum of u and w are more sensitive to the integration direction since the u,
w interaction is the main mechanism, according to the spectral tensor model currently
employed (Mann, 1994), distorting the spectral tensor from the isotropic state to the
sheared state. Nevertheless, the spectrum derived from pseudo measurements starts to
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Figure 3.15: Comparisons of the longitudinal wind spectral density and cross spectral
density for the longitudinal and the vertical wind, in which ”Target” equals to the spec-
trum integrated from the spectral tensor, ”Ref” equals the spectrum calculated using
the wind finding equation, ”Drop” equals to the spectrum derived based on the drop-
sonde velocity alone, and ”Wind” refers to the ”true” wind spectrum calculated from the
pseudo-stochastic wind field.
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give good estimates of the spectral intensity, comparing with the ”true” spectrum, in
the high wave number region (above 0.05m−1). This supports the use of dropwindsonde
measurements to get cross turbulence statistics, at least for local turbulence correlations.
3.3.7 Conclusions
Since the measurement taken by the dropwindsonde contributes significantly in improv-
ing our understanding on wind structures in tropical cyclones, it deserves a thorough and
systematical study. In addition, when the dropwindsonde falls, the measurement is taken
in neither a conventional Eulerian framework nor a perfect Lagrangian framework, and a
proper processing and composition approach should be taken to retrieve conventional Eu-
lerian wind statistics of the measured wind field from raw dropwindsonde measurements.
As one widely used post-processing technique, the wind finding equations provided by
Hock and Franklin (1999) have been found important to correct the mean wind profile
measured by the dropwindsonde. Moreover, the analytical solutions to the linearized
dropwindsonde motion governing equations reveal that the dropwindsonde hardly re-
sponds to high frequency horizontal wind perturbations while the acceleration terms in
the wind finding equations are sensitive to high frequency excitations. This indicates
that the wind finding equations are not only important in recovering the mean wind pro-
file from dropwindsonde measurements, but also in returning high frequency turbulence
information missed by raw dropwindsonde measurements.
For the purpose of validating the wind finding equations more thoroughly and sys-
tematically and investigating several unchecked aspects in processing and compositing
dropwindsonde measurements, a numerical simulation of the dropwindsonde motion in a
pseudo-stochastic wind field has been conducted. In the numerical simulation, the solved
dropwindsonde motion variables are taken as pseudo dropwindsonde measurements to be
processed and composited to produce statistics of the measured wind field. Given that the
statistics can also be calculated directly from the pseudo-stochastic wind field, compar-
isons between the statistics composited from numerical simulation results and calculated
from pseudo-stochastic wind field provides a unique opportunity to investigate unchecked
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aspects in processing and compositing dropwindsonde measurements. Findings can be
summarized as
• The wind finding equations are essential in reducing the dropwindsonde deficiency
in reproducing the mean profile of the measured wind field with strong shear.
• The acceleration term in the wind finding equation, z˙x¨/g and z˙y¨/g, returns the high
frequency turbulence information missed by the dropwindsonde velocity alone.
• The finite difference scheme works with the filter design to determine the turbulence
profile measured by the dropwindsonde and they have little impact on the mean
profile composition.
• The accuracy of the resulting profile depends on the composition data size, and the
calculation of turbulence statistics needs a larger data size.
• The gust time scale of the dropwindsonde measurement for the raw measurement
is about 2.24s and for the velocity dynamically corrected by the wind finding equa-
tions is about 0.5s.
• The wind spectrum derived from velocity series measured by the dropwindsonde
are able to depict the spectral distribution of turbulence energy, provided a spectral
tensor is capable of describing the wind spectra in the entire wind field.
3.4 Aerodynamics of the Dropwindsonde
Aerodynamic parameters of the dropwindsonde, such as the drag coefficient CD, strongly
influence its motion due to their roles in the motion governing equations. However, no
estimates of their values have been made by an experiment in controlled environments.
Moreover, Hock and Franklin (1999) derived the wind finding equations under an as-
sumption that the dropwindsonde drag coefficient is a constant independent from angles
of attack. This assumption lacks any theoretical or experimental foundations. Since
the wind finding equations are essential in reconstructing not only the mean but also
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turbulent wind structure in the measured wind field, a systematical measurement of the
dropwindsonde aerodynamics not only improves the description of the dropwindsonde
motion but also validates the wind finding equations. Wind tunnel tests conducted as a
part of this thesis work are reported in this section which measures the dropwindsonde
aerodynamics, and their variations with angles of attack. In addition, based on the mea-
surements gathered in the wind tunnel test, it is feasible to model the dropwindsonde
motion more realistically. The theoretical derivation of such a model is presented in
section 3.5.
3.4.1 Tunnel test configuration
The wind tunnel test is conducted in the BLWTL-2 wind tunnel in the Boundary Layer
Wind Tunnel Laboratory of the University of Western Ontario. The dropwindsonde
model is placed and tested in the high speed section of BLWTL-2, which has dimensions
39m× 3.4m × 2.5m (length× width× height) and its maximum wind speed allowed is
28m/s.
The dropwindsonde model is a full scale replica of the real dropwindsonde body made
by the University Machine Shop of the University of Western Ontario using plastic,
which is roughly a cylinder with a diameter of 6.86cm and a height of 40.89cm. The
parachute used in this test is the real one used in the dropwindsonde system, which is
the NCAR’s (National Center for Atmospheric Research) unique square-cone parachute.
A more comprehensive technical description of the dropwindsonde system and parachute
can be found on the dropwindsonde website. 1
The model is installed close to the flow inlet. The forces in two perpendicular directions
and the torque experienced by the model are measured by wind tunnel balances. A steel
bar is used to support the model between two balances. The contribution of the bar to
the measured aerodynamics is subtracted based on forces measured in a separate test
where only the bar is installed. The general setting of the wind tunnel test is shown in
1http://www.eol.ucar.edu/isf/facilities/dropsonde/gpsDropsonde.html
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Fig. 3.16.
Figure 3.16: The setting of the dropwindsonde wind tunnel test.
The angle of attack is defined as the angle of the model orientation relative to the hori-
zontal flow, as shown in Fig. 3.17. It increases at a 5◦ step. The range of angles of attack
tested is from − 75◦ to 75◦, while the wind speed used is from 6.1m/s to 21.3m/s with in-
crements of 3.05m/s. Although this wind speed is much less than hurricane wind speeds
found in a real dropwindsonde fall, the velocity influencing dropwindsonde aerodynamics
is the relative wind velocity calculated by subtracting the dropwindsonde motion from
surrounding winds. Since the dropwindsonde horizontal motion is close to the surround-
ing horizontal wind and the vertical relative wind velocity is close to the dropwindsonde
falling rate (12m/s), the total relative wind speed can be reasonably assumed in the
range of the wind speeds used in the test. Moreover, as seen in the following discussions,
the dropwindsonde aerodynamics are Reynolds number independent when the relative
wind velocity exceeds some critical value. This substantiates that aerodynamics mea-
sured under low wind speed conditions are valid under high wind speed conditions. As
for the flow condition, the test is conducted in a smooth flow, in which the flow is only
confined by tunnel walls, and in a turbulent flow, in which the flow is passing a grid shield
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to generate small scale turbulence. This configuration gives a opportunity to investigate
the influence of small scale turbulence on the dropwindsonde aerodynamics. To simplify
the test, the range of angles of attack tested in the turbulent flow is only from − 15◦ to
75◦, and the symmetry of the dropwindsonde aerodynamic behaviour in the turbulent
flow is assumed.
Figure 3.17: The sketch showing the definition of the angle of attack.
To identify contributions of the parachute, the test is conducted for both the whole
system with the parachute attached and for the dropwindsonde body alone. Aerodynam-
ics of the parachute itself can then be estimated by taking away the test results of the
dropwindsonde body from the results of the whole system with the parachute.
3.4.2 Results and Discussions
The most useful results from the wind tunnel tests are the drag, lift and torque coeffi-
cient of the dropwindsonde system with the parachute attached and of the dropwindsonde
body alone. The drag and lift are defined as the force along and perpendicular to the
horizontal flow, as shown in Fig. 3.17. This is equivalent to defining the drag and lift
according to the relative dropwindsonde movement direction. The variation of the drag,
lift and torque coefficient with angles of attack, including for the whole system with the
parachute and for the dropwindsonde body alone, are shown in Figs. 3.18(a), 3.18(b)
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and 3.18(c) respectively. These coefficients are calculated by normalizing the measured
force, i.e. drag, lift and torque, by the wind speed, the dropwindsonde sectional area and
the air density, such as,
CD =
FD
ρAV 2r
CL =
FL
ρAV 2r
CT =
T
ρAlV 2r
(3.30)
In expression (3.30), C indicates the aerodynamic coefficient while the subscript gives
the kind of the coefficient, D represents the drag, L represents the lift and T is the
torque. Vr represents the tunnel test wind speed. A is the sectional area. Following the
EDITSONDE source code (J. L. Franklin 2011, Personal communication), this parameter
takes the value of 0.0676m2 to make the wind tunnel measurements comparable to the
drag coefficient implied by Hock and Franklin (1999). In addition, ρ is the air density,
which takes the value of 1.235kgm−3 in the test, and l is half of the dropwindsonde body
length, which is 20.45cm.
It is obvious that the behaviour of aerodynamics of both the dropwindsonde body and
whole system with the parachute attached is roughly symmetric, as expected. Although
the weight force of the parachute violates this symmetry since it points downwards in
both positive and negative angle of attack region, its influence becomes negligible under
high wind speed conditions as revealed by Fig. 3.19(a). There is a slight asymmetry seen
in Fig. 3.18(a), which can be explained by the wake effect of the dropwindsonde body.
When the angle of attack is negative, the parachute is strongly influenced by the wake
of the dropwindsonde body since the parachute’s own weight makes it stay in a position
lower than the horizontal plane. When the angle of attack is positive, the parachute
is less affected by the wake. Since this asymmetry is minimal and is not seen in the
variation of the lift coefficient, its influence is negligible.
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Figure 3.18: Variation of the drag, lift and torque coefficient with angle of attack, ”T”
refers to the measurement in the turbulent flow, while ”S” refers to the measurement in
the smooth flow, and ”1” means the measurement is for the whole system with parachute
while ”2” means the measurement is for the dropsonde body alone. ”HF” refers to the
drag coefficient implied by Hock and Franklin (1999).
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Figure 3.19: Variation of the drag coefficient with angle of attack under different testing
wind speeds, Reynolds numbers are indicated by the legend.
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Figures 3.19(a) and 3.19(b) show the drag coefficient of the dropwindsonde body and
of the whole system with the parachute attached under different testing wind speeds.
In both cases, measurements collapse into a single curve when the wind speed exceeds
10m/s. In addition to demonstrating the influence of the parachute weight force is neg-
ligible under high wind speed conditions, this also substantiates that the drag coefficient
of both the dropwindsonde body and parachute is Reynolds number independent. The
Reynolds number independence is shared by other dropwindsonde aerodynamics, which
can be seen in Figs. 3.20(a), 3.20(b), 3.21(a) and 3.21(b). In the above discussions, the
Reynolds number is defined as,
Re =
VrL
υ
(3.31)
in which Vr is the wind tunnel testing wind speed, L is the length of the dropwindsonde
model and υ gives the kinetic viscosity. Considering the testing wind speeds adopted in
the wind tunnel test is in the range of (6m/s, 12m/s), Reynolds numbers evaluated is in
the range of (1.7× 105, 6.0× 105)
The variation of aerodynamics with angles of attack is appreciable as seen in the figures.
The standard deviation of the drag coefficient of the whole system with the parachute in a
smooth flow is 0.099, or 15.3% in a relative sense. Thus, assuming that the dropwindsonde
drag coefficient is constant throughout the measuring process regardless of the angle of
attack is not supported by the wind tunnel test results. As for the drag coefficient value,
the one calculated implicitly using the terminal falling rate of the dropwindsonde (Hock
and Franklin, 1999) is also shown in Fig. 3.18(a). On average, the drag coefficient
measured in this test is close to the value implied by Hock and Franklin (1999), but their
value deviates considerably from the measured drag coefficient when the absolute angle
of attack is too high (larger than 60◦ or smaller than − 60◦) or too low (within the range
( − 30◦, 30◦)).
Small scale turbulence introduced by the grid installed in front of the dropwindsonde
model has little impact on the aerodynamics measured, expect for the drag and lift
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Figure 3.20: Variation of the lift coefficient with angle of attack under different testing
wind speeds, Reynolds numbers are indicated by the legend.
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coefficient of the whole system with the parachute. This can be explained by the random
vibration of the parachute. When the parachute randomly vibrates in the small-scale
turbulent flow, with an amplitude larger than that found in the smooth flow, the ”added
mass” of the parachute increases. According to Cockrell (1987), the ”added mass”,
which can be roughly defined as the mass of the air strongly perturbed by the parachute,
acts as the additional mass associated with the parachute. Therefore, the increase of
the ”added mass”, due to larger amplitudes of random vibrations, produces a higher
”apparent” weight force experienced by the parachute. This higher ”apparent” weight
force then leads to a negative contribution to the lift force measured by the balances, since
the lift is always defined positive when it points upwards. As a result, the lift coefficient
measured in the small scale turbulent flow is smaller than in the smooth flow, as indicated
by the comparison shown in Fig. 3.18(b). The parachute vibration also makes a part
of the drag acting on the parachute turn into the lift, since the total aerodynamic force
acting on the parachute has a lift component when the parachute is not in the exact
horizontal position. This explains why the drag coefficient measured in the turbulent
flow is constantly lower than that measured in the smooth flow, as shown in Fig. 3.18(a).
The added lift, however, is then swallowed in the averaging process in calculating the lift
coefficient since the parachute vibration is about the angle of attack of 0. This explains
that the lift coefficient measured in the turbulent flow does not increase, as shown in
Fig. 3.18(b), even it contains the contribution made by the random vibration of the
parachute to transfer a part of its drag into the lift. In conclusion, small scale turbulence
does not fundamentally influence aerodynamics of the dropwindsonde and its effect can
be neglected in a engineering application.
As shown in Figs. 3.22(a) and 3.22(b), the drag provided by the parachute alone is
nearly constant regardless of angles of attack, while the lift coefficient of the parachute
fluctuates around 0 at all angles of attack tested. This feature substantiates that the
parachute is able to adjust its orientation to provide a relatively constant drag coeffi-
cient. As for the torque of the parachute, shown in Fig. 3.22(c), it ensures that the
dropwindsonde body keeps the right vertical position during the falling process, since the
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Figure 3.21: Variation of the torque coefficient with angle of attack under different testing
wind speed. Reynolds numbers are indicated by the legend.
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it has a sign opposite to the angle of attack. In other words, the parachute provides a
recovery torque to reduce the dropwindsonde angle of attack back to 0.
General speaking, the mean of the drag coefficient of the whole dropwindsonde system
with the parachute in the smooth flow is 0.65, while the maximum, 0.80, takes place at
the angle of attack of 70◦ and the minimum, 0.51, takes place at the angle of attack of
0◦. The coefficient derived implicitly from the terminal falling rate of the dropwindsonde
(Hock and Franklin, 1999) is 0.61, as shown in Fig. 3.18(a). The averaged lift coefficient
is 0.0011 and the averaged torque coefficient is − 0.0033. The drag coefficient for the
parachute alone, which can be modelled as a constant, is 0.48.
3.4.3 Conclusions
In conclusion, a wind tunnel test has been conducted to examine the dropwindsonde
aerodynamics and their variation with angle of attack to provide reliable estimates of the
dropwindsonde aerodynamics and to check the assumption that the variation of the drag
coefficient with angle of attack is negligible. The range of angles of attack examined is
from − 75o to 75o, and the range of wind speeds is from 6.1m/s to 21.3m/s. The test
results confirm that dropwindsonde aerodynamics are Reynolds number independent.
Although the variation of the drag coefficient of the parachute alone can be modelled as a
constant, the variation of the drag coefficient of the whole system with the angle of attack
is appreciable. This finding invalidates one assumption used in deriving the wind finding
equations. Moreover, this feature allows us to model the parachute as a deceleration
force applied on the dropwindsonde body which can adjust its orientation to provide a
constant drag coefficient. Based on that, the dropwindsonde motion can be described
using a motion model different from the one based on the point object assumption shown
in section 3.1. In this alternative motion model, the parachute, modelled as a deceleration
force, and the dropwindsonde body are described separately.
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Figure 3.22: Variation of the drag, lift and torque coefficient of the parachute alone with
angle of attack. ”HF” refers the drag coefficient implied by Hock and Franklin (1999).
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3.5 Alternative Motion Model
Adopting findings made in the wind tunnel tests, it is possible to analyze motion
characteristics of the dropwindsonde in a more sophisticated way in which the variation
of its aerodynamics with angles of attack is included in the model. As opposed to
treating the dropwindsonde as a point object with a constant drag coefficient, this model
is based on a separation of the dropwindsonde body from the parachute which allows
an explicit expression for the variation of the dropwindsonde aerodynamics with angles
of attack. This section is devoted to describing this alternative dropwindsonde motion
model, including a discussion on its necessity and the model’s theoretical derivation.
As introduced in section 3.4, the wind finding equations introduced by Hock and
Franklin (1999) are based on the assumption that the dropwindsonde drag coefficient is
independent the angle of attack. Due to its importance in reconstructing both the mean
and turbulent wind structure of the measured wind field, it is necessary to recheck the
validity of the wind finding equations since the wind tunnel test indicates that the con-
stant drag coefficient assumption is invalid. Because the angle of attack is not calculable
from dropwindsonde measurements currently, the reinvestigation can only be based on
theoretical analyses and numerical simulations. Cockrell (1987) gave a fairly compre-
hensive description of ways of modelling the motion of a parachute system, in which he
suggested that the parachute and its payload (the dropwindsonde body in our case) can
be modelled separately to taken into account the difference between the aerodynamics
of the parachute and of its payload. Adopting this alternative dropwindsonde motion
model, dropwindsonde motion characteristics can be analyzed theoretically and numer-
ically to evaluate the influence of the findings made in the wind tunnel tests. In the
evaluation, the winding finding equations, which are derived based on the invalid con-
stant drag coefficient assumption, can be rechecked since the alternative motion model
allows the dropwindsonde aerodynamics to vary with angles of attack.
Analyzing dropwindsonde motion characteristics based on the alternative model also
improves the calculation retrieving the vertical wind from raw dropwindsonde measure-
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ments. The vertical turbulent wind, as one important component in the hurricane wind,
determines turbulent fluxes, and correctly estimating vertical turbulent fluxes is critical
in hurricane intensity predictions (French et al., 2007; Drennan et al., 2007). Direct ob-
servations on the vertical wind, however, are rather rare. Although French et al. (2007),
Drennan et al. (2007) and Zhang et al. (2009) revealed some important aspects of tur-
bulent fluxes within the HBL, they did not provide a comprehensive picture of turbulent
fluxes in the entire HBL due to their instrument limitations. The dropwindsonde, on the
other hand, provides an unprecedented opportunity to measure the vertical wind, and
then to calculate turbulent vertical fluxes, in the entire HBL. The conventional way of cal-
culating the vertical wind, as the measured falling speed subtracted from the theoretical
falling speed, is crude. Furthermore, the accuracy of this method has yet to be evaluated.
The alternative motion model described above, which takes into account the variation
of the drag coefficient with angles of attack, leads to a theoretically better estimation of
the vertical wind. Based on the dropwindsonde motion simulation, the improvement of
using this vertical wind estimation can be evaluated in the comparison with the crude
calculation since the ”true” vertical wind is known in the pseudo-stochastic wind field.
3.5.1 Description of the Alternative Model
As introduced above, the alternative motion model which separates the parachute and
dropwindsonde body is expected to be more appropriate in describing the dropwindsonde
motion since the wind tunnel tests showed that the variation of the drag coefficient with
angle of attack is not negligible. According to Cockrell (1987), in this alternative model,
the parachute and its payload are modelled as two rigid bodies. However, the wind
tunnel test results showed that the parachute is able to adjust its orientation to provide
a constant drag coefficient. As a result, it is not necessary to model the parachute as a
rigid body but it can be simplified as an external deceleration force. Moreover, Cockrell
(1987) described both two degrees of freedom motion, i.e. translations in a plane, and
three degrees of freedom motion, i.e. adding the rotation to the planar motion. Using the
three degrees of freedom motion model, the variation of the dropwindsonde aerodynamics
with angle of attack can be taken into account since the rotation explicitly produces the
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orientation of the dropwindsonde body. The sketch of this alternative motion model is
shown in Fig. 3.23.
Figure 3.23: Sketch of the alternative model and forces acting on the model.
In this alternative motion model, the dropwindsonde body drag needs to be calculated
based on the angle of attack, and can be expressed as,
FDx =
1
2
ρACD(α)M(u − x˙)
FDy =
1
2
ρACD(α)M(v − y˙)
FDz =
1
2
ρACD(α)M(w − z˙) +mg (3.32)
where M is the magnitude of the relative wind vector, (u − x˙, v − y˙, w − z˙), and can be
expressed as
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M =
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2 (3.33)
In expressions (3.32) and (3.33), the drag coefficient CD(α) is consists of two parts: one
is provided by the dropwindsonde body CDbody(α) which depends on angles of attack,
α, and the other is provided by the parachute CDparachute and is constant regardless of
angle of attack. FD represents the drag force while the subscript indicates the force
direction. A is the area of dropwindsonde body cross section. (x˙, y˙, z˙) is a vector giving
the velocity of the dropwindsonde at the position (x, y, z) while the vector (u, v, w) gives
the velocity of the driving wind. Moreover, the upward direction is defined as positive in
all equations, and therefore the gravity should take the value of − 9.8m/s2.
In contrast to treating the dropwindsonde as a point object experiencing only drag,
the alternative motion model allows an explicit expression for the lift, such as
FLx =
1
2
ρACLbody(α)M(c(v − y˙) − b(w − z˙))
FLy =
1
2
ρACLbody(α)M( − c(u − x˙) + a(w − z˙))
FLz =
1
2
ρACLbody(α)M(b(u − x˙) − a(v − y˙)) +mg (3.34)
All symbols have similar meanings as in expression (3.32) except the lift coefficient CL
reflects only the contribution made by the dropwindsonde body. ~q = (a, b, c) is a para-
metric vector with unit magnitude, i.e. a2+b2+c2 = 1. This parametric vector is used to
determine the direction of the lift. In reality, the total aerodynamic force experienced by
the dropwindsonde is decomposed into three spatial components. However, if the force
is described in the coordinate system defined by the dropwindsonde relative motion and
the coordinate system follows the change of the dropwindsonde body orientation, the lift
force calculated according to the lift coefficient measured in the wind tunnel test is actu-
ally a combined force whose components are perpendicular to the relative motion vector
of the dropwindsonde in two orthogonal directions. As a result, the aerodynamic force
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experienced by the dropwindsonde needs only be decomposed into the drag and lift, and
the parametric vector q, giving the direction of this combined lift force, is calculated as
the cross product of the dropwindsonde relative motion vector, ~m = (u − x˙, v − y˙, z − z˙),
and the orientation vector of the dropwindsonde body, ~p = (px, py, pz), as
~q = ~m× ~p
= (u − x˙, v − y˙, w − z˙)× (px, py, pz) (3.35)
In a component fashion, the parametric vector q reads,
a = pz(v − y˙) − py(w − z˙)
b = px(w − z˙) − pz(u − x˙)
c = px(u − x˙) − py(v − y˙) (3.36)
Considering the rigid body motion of the dropwindsonde body is driven by a combi-
nation of aerodynamic forces and the weight force as m~a = vecFD + ~FL, it is determined
as,
mx¨ =
1
2
ρAM(CD(α)(u − x˙) + CLbody(α)[c(v − y˙) − b(w − z˙)])
my¨ =
1
2
ρAM(CD(α)(v − y˙) + CLbody(α)[− c(u − x˙) + a(w − z˙)])
mz¨ =
1
2
ρAM(CD(α)(w − z˙) + CLbody(α)[b(u − x˙) − a(v − z˙)]) +mg (3.37)
Equation (3.37) governs the translation of the dropwindsonde.
Considering that the rotation is driven by the torque, its governing equation can be
expressed as,
91
Iβ¨ = T (α) (3.38)
where I is the moment of inertia of the dropwindsonde body for rotating around its center,
β is the angle between the dropwindsonde body orientation and a reference direction,
and β¨ represents the angular acceleration. One uncertainty in equation (3.38) is the
moment of inertia value, I. Since the exact calculation of I is extremely difficult, a
sensitivity analysis of the I value on the dropwindsonde motion simulation is performed.
In this sensitivity analysis, a single dropwindsonde drop is simulated based on different
moment of inertia values, including I1, which is calculated assuming the mass is evenly
distributed in the cylinder defined by the outer geometry of the dropwindsonde body,
I2, which is calculated assuming the mass is concentrated in a slender cylinder with a
diameter only 10% of the value found in a real dropwindsonde body and I3, which is
calculated assuming the mass is concentrated in a tube with an outer diameter the same
as the cylinder describing the real dropwindsonde body and a thickness of 10% of that
diameter. Figure 3.24 shows the simulation results. It is obvious that the influence of
using different values of the moment of inertia is negligible, and therefore the value I1 is
used in the following simulations and discussions.
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Figure 3.24: Comparison of the velocity profiles from different dropsonde drops simulated
based on different momentum of inertia values, the meanings of I1, I2, I3 can be found
in the text.
92
In summary, equations (3.37) and (3.38) govern the motion of the dropwindsonde, as
a rigid body, and formulate the alternative dropwindsonde motion model.
3.5.2 Numerical Simulation of the Dropwindsonde Motion
Based on the alternative motion model described above, it is feasible to analyze the
dropwindsonde motion more realistically. In the simulation, equation (3.37), which is a
nonlinear ODE, can be solved numerically to give the dropwindsonde translation in three
spatial directions. In addition to translations, since equation (3.38) governs the drop-
windsonde rotation, integrating its solution gives the dropwindsonde body orientation.
In a word, the dropwindsonde motion can be fully described by these solutions, and the
simulation is essentially a proceses seeking these solutions numerically.
One precondition of the motion simulation is the driving wind that appears in the
equations, (u, v, w). As for the case of the motion simulation based on the simple model,
the pseudo-stochastic wind field with required statistics generated previously serves as
the driving wind in this motion simulation. Since the purpose of the simulation presented
in this section is to recheck the wind finding equations and to improve the vertical wind
calculation, only the pseudo-stochastic wind field generated through the POD approach
is used, since there is no need to derive the spectral information out of dropwindsonde
measurements now. Details of the pseudo-stochastic wind field generation can be found
in section 3.2.
Aerodynamics required in solving the governing equation, such as CD(α), are given
by the wind tunnel test results described in section 3.4. In the simulation, the angle of
attack is calculated based on the relative motion vector, (u − x˙, v − y˙, w − z˙), and position
vector of the dropwindsonde body, (px, py, pz), which is derived by integrating the angular
accelerations solved for equation (3.38) beforehand, and then the aerodynamic parameters
are found by linearly interpolating from wind tunnel measurements.
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Under the condition that both the driving wind and real-time aerodynamics are found,
the dropwindsonde body motion, including its orientation, can be numerically solved
based on equations (3.37) and (3.38). In this process, the fourth-order Runge-Kutta
method is adopted to do the numerical integration using a 0.05s time step. Both the
dropwindsonde body accelerations and velocities are solved directly from the simulation
while the positions and orientations are found by integrating direct solutions.
After falling processes of numerous dropwindsondes are simulated, each simulation run
makes up an individual pseudo dropwindsonde profile. All pseudo dropwindsonde profiles
are then composited to calculate the desired statistics of the measured wind field, as in
the case of the motion simulation based on the simple model, which is presented in detail
in section 3.1. Both the mean profile, calculated based on pseudo raw measurements,
and turbulent variables, calculated based on residuals of pseudo measurements produced
by eliminating the mean wind profile, are composited and compared with the ”true”
statistics calculated from the pseudo-stochastic wind field.
3.6 Alternative Model Simulation Results and Dis-
cussions
As the alternative motion model describes the dropwindsonde motion in the measured
wind field more realistically, the motion simulation of the dropwindsonde using this al-
ternative model gives the possibility to recheck the validity of the wind finding equations
introduced by Hock and Franklin (1999) and to explore a more sophisticated way to
calculate the vertical wind. This section is structured into three parts: first, a theoretical
analysis of the wind finding equations and a new approach to calculate the vertical wind;
second, validations of the wind finding equations based on the dropwindsonde motion nu-
merical simulation and third, an evaluation of the new approach to calculate the vertical
wind, also based on the numerical simulation.
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3.6.1 Theoretical Analysis
The necessity of re-validating the wind finding equations relies on the difference be-
tween the dropwindsonde motion based on the alternative model and the simple motion
model, since the analysis would be redundant if there is no obvious difference detected.
For that reason, the simple model is also employed to simulate the dropwindsonde mo-
tion in the same pseudo-stochastic wind field. Shown in Fig. 3.25 are the dropwindsonde
velocities from simulations based on the two different motion models. It can be seen that
the velocity series produced are noticeably different in some areas. For example, there
is velocity difference up to 3m/s in the height region (250m, 300m). However, the drop-
windsonde velocity profiles produced by the two motion models does different from each
other by a value of 5m/s or higher. The feature discussed above substantiates the need to
investigate motions and measurements of the dropwindsonde using the alternative model.
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Figure 3.25: Comparison of the velocity profile from a single dropwindsonde drop simu-
lated based on both the simple and alternative motion model.
Substantiated by the comparison seen in Fig. 3.25, the dropwindsonde motion de-
scribed by the alternative model is close to, but different from, the dropwindsonde motion
described by the simple model. Therefore, it is necessary to re-investigate the wind find-
ing equations theoretically using the alternative motion model. In equation (3.32), if the
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lift force is neglected and the vertical motion equation is linearized under the assumption
that |u − x˙| << |w − z˙| and |v − y˙| << |w − z˙|, which means the nonlinear term
M =
√
(u − x˙)2 + (v − y˙)2 + (w − z˙)2 (3.39)
can be linearized as |w − z˙|, the equation expressing the drag force in the vertical direction
can be solved for the drag coefficient as,
CD(α) =
2m(z¨ − g)
ρA|w − z˙|(w − z˙)
(3.40)
Furthermore, under the assumption that the vertical wind |w| is far less than the drop-
windsonde falling rate, |z˙|, this expression is simplified as,
CD(α) = −
2m(z¨ − g)
ρAz˙2
(3.41)
Substituting equation (3.41) back into equation (3.37) and simplifying under both the
linearization assumption and the assumption that |w| << |z˙| gives,
x¨ = −
z¨ − g
z˙
(u − x˙)
y¨ = −
z¨ − g
z˙
(v − y˙)
Rearranging equation (3.42) produces a set of wind finding equations similar to that
found by Hock and Franklin (1999),
u = x˙ −
z˙
z¨ − g
x¨
v = y˙ −
z˙
z¨ − g
y¨
(3.42)
When the dropwindsonde is in a steady fall, in which the absolute value of dropwindsonde
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vertical acceleration |z¨| is far less than |g|, the term z¨ − g can be replaced by − g, and
equation (3.42) can be further reduced to
u = x˙+
z˙
g
x¨
v = y˙ +
z˙
g
y¨
(3.43)
which are exactly the wind finding equations introduced by Hock and Franklin (1999)
(see equations (3.13) and (3.14)).
The derivation shown above indicates, although the assumption that the drag coeffi-
cient is constant regardless of angles of attack is not valid as revealed by the wind tunnel
tests, the wind finding equations are still reliable. This is theoretically understandable
since from equation (3.41) it can be seen that the influence of the drag coefficient variation
is implicitly reflected by the variation of the measured dropwindsonde falling rate. As a
result, it is not necessary to introduce any further corrections about the false constant
drag coefficient assumption. From equation (3.42), it is found that the vertical drop-
windsonde acceleration should be taken into account when the dropwindsonde motion
variables are used to retrieve horizontal winds.
In addition to validating the use of the wind finding equations, the alternative motion
model is also able to produce a more sophisticated way to calculate the vertical wind
from raw dropwindsonde measurements. The calculation is also derived based on equation
(3.37) under the same linearization assumption, which leads to the equation governing
the vertical dropwindsonde motion reduces to
mz¨ =
1
2
ρA|w − z˙|(w − z˙)CD(α) +mg (3.44)
Then, the vertical wind can be solved as,
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w =
√
2m(z¨ − g)
ρACD(α)
+ z˙ (3.45)
under the assumption that the vertical wind, w, is always larger than the falling rate
z˙, which is around − 12m/s. Since the vertical wind should fluctuate around 0m/s in
theory, it is smaller than − 12m/s is considered very unlikely even under hurricane wind
conditions. Comparing with the conventional way to calculate the vertical wind using
the measured dropwindsonde falling speed subtracting the theoretical falling rate, which
can be expressed as,
w = z˙theoretical + z˙ (3.46)
where the theoretical dropwindsonde falling speed is
z˙theoretical =
√
2mg
ρACD
(3.47)
Equation (3.45) takes two additional factors into consideration, the vertical dropwind-
sonde acceleration and variation of the drag coefficient with angle of attack.
3.6.2 Validation of the Wind Finding Equation
In addition to validating the wind finding equations theoretically, numerical simulation
results are employed in the re-investigation process. Simulations are conducted in the
same pseudo-stochastic wind field based on both the simple model, in which the drop-
windsonde is treated as a point object with a constant drag coefficient regardless of angles
of attack, and on the alternative model. Once the improvement of using the wind finding
equations in deriving desired wind statistics from pseudo measurements simulated using
the alternative motion model is found similar to that using the simple motion model, the
conclusion can be drawn that the wind finding equations are still valid even through the
variation of the drag coefficient with angle of attack is not negligible.
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Figure 3.26: Comparison of the mean wind velocity profiles, ”Raw” refers to the com-
position results based on raw dropwindsonde measurements, ”Find1” refers to the wind
retrieved by the wind finding equations, ”Find2” refers to the calculation results of equa-
tion (3.42) and ”True” refers to the preset value of the pseudo-stochastic wind field.
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Shown in Fig. 3.26 is the comparison of the mean wind profile composited from
pseudo dropwindsonde measurements generated based on two different motion models.
Comparing Fig. 3.26(a) to Fig. 3.26(b), it is obvious that the wind finding equations
are still valid to correct the dropwindsonde deficiency in reproducing the mean profile in
a sheared wind field. The similar improvement seen in these two figures substantiates
that the variation of the drag coefficient with angle of attack does not invalidate the
use of the wind finding equations to find the correct mean wind profile. In addition,
a similar improvement is also seen in Fig. 3.27 which compares the turbulent wind
velocity profile. This demonstrates the wind finding equations are still valid to recover
the turbulence intensity profile of the measured wind field, which was underestimated by
raw dropwindsonde measurements.
In the theoretical discussion of the validity of the wind finding equation detailed in
the previous subsection, there is an additional correction appeared, comparing with the
conventional wind finding equation, to take into account the influence of the dropwind-
sonde vertical acceleration (see equation (3.43 and equations (3.13), (3.14)). The effect
of using the term z¨ − g to replace − g in the wind finding equations is illustrated in Figs.
3.26(b) and 3.27(b). It is found that the improvement is insignificant. Moreover, since
the dropwindsonde acceleration is not directly reported by the dropwindsonde but must
be calculated by differentiating the dropwindsonde falling rate, the improvement of this
additional correction will be easily buried by extra errors introduced by the differentia-
tion. Besides, since the dropwindsonde acceleration is relatively small comparing with
the gravity acceleration, g, its influence is expected to be minimal in the term z¨ − g.
As evidence of this statement, the vertical acceleration solved directly from simulations
concentrates in the range of ( − 1m/s2, 1m/s2) (more than 70%), as shown in Fig. 3.28.
In conclusion, this additional correction is not recommended in processing actual drop-
windsonde measurements.
It can be noticed that pseudo measurements produced by the alternative motion model,
after dynamically corrected using the wind finding equations, overestimate the turbulence
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Figure 3.27: Comparison of the turbulent wind velocity profile, ”Raw” refers to the
composition results based on raw dropwindsonde measurements, ”Find1” refers to the
wind retrieved by the wind finding equations, ”Find2” refers to the calculation results of
equation (3.42) and ”True” refers to the preset value of the pseudo-stochastic wind field.
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Figure 3.28: Distribution of the dropsonde vertical acceleration over a range
[− 10ms−2, 10ms−2], boxes show the probability density.
intensity of the measured wind field for both the original equation introduced by Hock
and Franklin (1999) and for equation (3.42) with the additional correction. This can be
explained by the alternative model nature which includes the variation of the dropwind-
sonde aerodynamics with angle of attack. From equations (3.37) and (3.38), it can be
seen that the influence of the driving wind is not only on the driving forces but also on the
angle of attack, which in turn influences the dropwindsonde aerodynamic values. Thus,
the dropwindsonde motion described by the alternative model is more sensitive to fluc-
tuations of the driving wind comparing with the simple model described dropwindsonde
motions. This effect is illustrated in Fig. 3.27, as the turbulent wind velocity calculated
by compositing raw dropwindsonde measurements is higher in the simulations using the
alternative motion model than in the simulations using the simple motion model. More-
over, the dynamic correction in the wind finding equations duplicates the influence of
fluctuating winds since both the horizontal dropwindsonde velocity x˙, y˙ and dropwind-
sonde falling rate z˙ implicitly contains this influence. As a result, the use of the wind
finding equations overestimates the turbulent wind velocity if the variation of the drop-
windsonde aerodynamics with angle of attack is not neglected. However, a low-pass filter
is often utilized in processing actual dropwindsonde measurements which reduces fluctu-
ations of both horizontal and vertical dropwindsonde ”reported” wind velocities. As a
102
result, the overestimation seen in Fig. 3.27 is not expected in processing dropwindsonde
measurements in practise, at least not with a similar magnitude.
3.6.3 Calculation of the Vertical Wind
The vertical wind estimation is critical in calculating turbulent fluxes, since both tur-
bulent momentum flux and heat flux calculations depend on estimates of the vertical
turbulent wind. However, the vertical wind measurement taken by the dropwindsonde
has not been thoroughly investigated, but only a crude estimation is available presently
based on the theoretical dropwindsonde falling rate. More specifically, the vertical wind
is calculated by subtracting the theoretical falling speed from the measured falling speed.
Comparing with this crude calculation, equation (3.45) is expected to give a better esti-
mate of the vertical wind.
Using equation (3.45), the vertical wind can be calculated from the pseudo drop-
windsonde measurements derived in the numerical dropwindsonde motion simulations.
Meanwhile, the pseudo-stochastic wind field also contains the exact vertical wind used
in the numerical simulation. If the error is defined as the absolute value of the velocity
difference between vertical wind calculated using equation (3.45) and interpolated from
pseudo-stochastic wind field, it can be treated as one raw measurement in the compo-
sition process to produce a mean error profile. As a result, the improvement of using
equation (3.45) in estimating the vertical wind can be quantified. Figure 3.29 shows the
comparison of such mean error profiles. Obviously, equation (3.45) calculates a more
accurate vertical wind for all heights. More specifically, equation (3.45) improves the
accuracy in estimating the vertical wind by nearly 70% comparing with the crude esti-
mation currently used. In addition, the turbulent momentum flux is calculated based
on two vertical wind estimates, as shown in Fig. 3.30. As for the error comparison,
this substantiates that equation (3.45) indirectly gives a more accurate estimate of the
turbulent momentum flux. Since the turbulent flux calculation is crucial in predicting
intensities of hurricanes (Nolan et al., 2009b,a), this improvement is important in fully
utilizing dropwindsonde measurements to give a more reliable turbulence model of the
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HBL.
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Figure 3.29: Comparison of the error in calculating vertical wind using different methods,
the ”Err1” refers to the error resulted from the conventional calculation, the ”Err2” refers
to the error resulted from the calculation using equation (3.45).
In reality, the angle of attack is not reported by the dropwindsonde instrumentation,
and therefore there is no way to find out real-time drag coefficients in practise as in simu-
lations. Besides, the vertical acceleration is not directly reported, but must be calculated
by differentiating the dropwindsonde falling rate. In some cases, even the dropwindsonde
falling rate itself is calculated as the differentiation result of height measurements. Thus,
there are three potential error sources for the vertical wind calculation using equation
(3.45): the error introduced in finding real-time aerodynamic drag coefficients and the
errors introduced by finite differences, for calculating either the dropwindsonde vertical
acceleration or dropwindsonde falling rate. Currently, there is no way to check the er-
ror introduced in the process of finding the real-time aerodynamic drag coefficient, and
therefore only the error introduced by finite differences is quantified based on simulation
results here. To do that, the dropwindsonde motion simulation results needs to be pro-
cessed as if they are actual dropwindsonde measurements. Since the time step used in
the numerical simulation is 0.05s, which is substantially smaller than the sampling in-
terval used currently, 0.5s, simulation results need to be sampled at a frequency of 2Hz
104
 100
 200
 300
 400
 500
-9 -8 -7 -6 -5 -4 -3 -2 -1  0
H
ei
gh
t (m
)
Momentum Flux (m2s-2)
Flux Profile Comparison
Shear1
Shear2
Wind
Figure 3.30: Comparison of the turbulent momentum flux calculated using different
vertical winds, ”Shear1” refers to the estimation based on the conventionally calculated
vertical wind, ”Shear2” refers to the estimation based on the vertical wind calculated
using equation (3.45) and ”Wind” refers to the calculation based on the ”true” wind
interpolated from the pseudo-stochastic wind field.
to generate the ”pseudo” measurement. Then, the first-order backward finite difference,
which is used widely in processing actual dropwindsonde measurements, is conducted to
calculate the vertical falling rate from ”pseudo” height measurements and the vertical
acceleration from ”pseudo” falling rate measurements. After these pseudo measurements
are processed as described above, the error, which is defined exactly as in Fig. 3.29, can be
calculated and composited. Shown in Fig. 3.31 is the comparison of mean error profiles.
Clearly in the error comparison, the most significant improvement is introduced by using
the ”true” vertical dropwindsonde accelerations which are directly solved in the simula-
tion. This trend is also seen in Fig. 3.32, which compares the turbulent momentum flux
profiles as the turbulent momentum flux calculated using ”true” vertical accelerations
gives a profile closest to the one calculated using the ”true” vertical wind interpolated
from the pseudo-stochastic wind field. This suggests the significant improvement of using
equation (3.45) to calculate the vertical wind seen in Fig. 3.29 depends on an accurate
estimate of the vertical dropwindsonde acceleration. However, even when the vertical
acceleration is only crudely calculated by differentiating the dropwindsonde falling rate,
equation (3.45) still improves the vertical wind estimates noticeably. From the discussion
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above, the conclusion can be drawn that equation (3.45) outperforms the crude verti-
cal wind estimation currently used, and therefore is recommended in processing actual
dropwindsonde measurements.
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Figure 3.31: Comparison of the error in calculating vertical wind using different methods,
”Err1” indicates the use of the conventional calculation while ”Err2” through ”Err4” all
resulted from the use of equation (3.46), in which ”2” uses both differentiated vertical
acceleration and falling rate, ”3” replaces differentiated falling rate with the ”true” value
in the simulation and ”4” uses both the ”true” falling rate and vertical acceleration.
From the discussion given above, the angle of attack is demonstrated to be important in
calculating the vertical wind, and then in calculating the turbulent flux. In addition, the
angle of attack is capable of identifying questionable measurements. Because a large angle
between the dropwindsonde body orientation and relative motion direction may indicate
the rope linking the parachute and dropwindsonde body is loose, it implies an invalid
measurement, at least for the acceleration calculation. Thus, the dropwindsonde body
orientation impacts not only the calculation of real-time dropwindsonde aerodynamics,
but also on the validity of its measurement. For this reason, the angles of attack produced
in simulations are investigated. Figure 3.33 shows the distribution of angles of attack
in all simulation runs. As expected, the angle of attack in most cases is in the range
of ( − 30◦, 30◦). The corresponding drag coefficient, from the wind tunnel results, is in
the range of (0.51, 0.60), while the value implied by the terminal falling rate of the
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Figure 3.32: Comparison of the turbulent momentum flux calculated using different ver-
tical winds, where the vertical wind used is in the same order as in the error comparison.
”Wind” represents the result calculated using the ”true” wind interpolated from the
pseudo-stochastic wind field.
dropwindsonde is 0.61 (Hock and Franklin, 1999). On the other hand, shown in the
figure, there is a considerable amount of simulation runs in which the angle of attack
exceeds the range of ( − 50◦, 50◦).
3.6.4 Conclusions
Based on the findings made in the wind tunnel tests, the assumption that the drop-
windsonde drag coefficient is independent from the angle of attack is found to be invalid.
Therefore, the use of the wind finding equations, which are derived based on such assump-
tions, in retrieving horizontal winds from dropwindsonde measurements is questionable.
Since the wind finding equations had been found important in recovering both the mean
and turbulent structure of the measured wind field, it is necessary to recheck its validity
taken into consideration that the variation of its aerodynamics is not negligible. For that
purpose, an alternative dropwindsonde motion model is employed. Since the dropwind-
sonde body in the alternative model has one rotation degree of freedom, the variation
of the drag coefficient is explicitly modelled. In the derivation of the alternative model,
it is found that the wind finding equations are still valid even if the variation of the
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Figure 3.33: Distribution of angle of attack plot over the range ( − 75◦, 75◦), boxes show
the probability density.
dropwindsonde aerodynamics are not neglected. In addition to the theoretical analysis,
numerical simulations of the dropwindsonde motion in the pseudo-stochastic wind field,
similar to the one presented in section 3.1, are conducted, which further validated the
use of the wind finding equations.
Besides, the alternative motion model also produces a new approach to calculate the
vertical wind. When compared to the crude calculation currently used, the new approach
takes two additional factors into account, the variation of the drag coefficient with angle
of attack and the dropwindsonde vertical acceleration. It has been found that it improves
the accuracy in estimating the vertical wind by 70%, and the improvement is also seen
in calculating the turbulent momentum flux.
It has been found in discussing the numerical simulation results that the dropwind-
sonde body orientation is one important piece of information in retrieving winds from
dropwindsonde measurements since it can be used to calculate the angle of attack. In
addition, this information can also be used to identify questionable dropwindsonde mea-
surements since it may imply that the connection between the dropwindsonde body and
parachute is lost. Thus, it is worth adding a direct measurement of the dropwindsonde
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body orientation in its instrumentation as the technology equipped in the dropwindsonde
develops.
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Chapter 4
Wind Characteristics of the HBL
As discussed in chapter 1, the HBL plays a key role in overall hurricane dynamics
(Wang and Wu, 2004). In addition, studies have indicated that correctly modelling tur-
bulence exchanges within the HBL is one of the keys in a successful numerical simulation
of hurricanes (Nolan et al., 2009a; Braun and Tao, 2000; Davis and Bostart, 2002). Be-
sides, turbulence in the hurricane surface layer determines wind loads on structures in
hurricane-prone regions (Yu et al., 2008). Therefore, turbulence characteristics in the
HBL, especially its vertical structure, deserve a systematical and thorough study. How-
ever, few efforts have been made advancing our understanding of HBL turbulence (Moss,
1978; Zhang et al., 2009, 2011), and therefore the turbulence within the HBL is usually
assumed similar to that in the standard ABL for engineering and meteorological appli-
cations. For example, the PBL schemes designed to describe turbulent mixing in the
standard ABL have been widely used in numerically simulating hurricanes (Nolan et al.,
2009b,a). In the following discussion, the standard ABL is defined as the ABL over land
or over the sea in near-neutral stability, and its general wind strength (measured as mean
of wind velocities under 500m from the surface) should be less than 20m/s. The mean
wind profile in the standard ABL can be described by a logarithmic function of height
and the turbulence diffusivity in the standard ABL follows the prediction made by the
mixing length theory proposed by Prandtl (1925).
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According to the findings made about the wind retrieval from raw dropwindsonde mea-
surements through numerically simulating the dropwindsonde motion in the measured
wind field as detailed in chapter 3, turbulence characteristics of the HBL are derivable
provided the composition data size of dropwindsonde measurements is large enough. In
this chapter, the actual dropwindsonde measurements are processed and composited to
produce the desired turbulence information of the measured HBL wind field, which cov-
ers the turbulence intensity, vertical spatial correlations, turbulent integral length scale
and height scale of the HBL. To fully incorporate the outcomes of the dropwindsonde
motion simulation, a package of the specially designed codes developed as part of this
thesis work, named PostSonde, is used to do the post-processing and composition. Since
this newly developed software is not thoroughly validated, the individual dropwindsonde
profiles post-processed by other two widely used sounding analysis systems, namely ED-
ITSONDE and Aspen, are compared to the results from PostSonde to validate the post-
processing part of this newly developed processing system. Furthermore, the mean wind
profiles are also calculated and compared to the mean wind structure of the HBL found
in several previous studies to validate the composition part of PostSonde, which also
produces a more comprehensive insight into the mean wind structure of the HBL.
Both a description of the processing and composition methodology and a discussion of
the composition results are presented in this chapter, so it is divided into two parts. The
first part is devoted to describing the data set, processing procedures and composition
schemes, which are presented in section 4.1. Since the findings made based on compositing
dropwindsonde wind measurements constitute the main outcomes of this thesis work,
they are elaborated in four successive sections. Section 4.2 discusses the mean wind
profiles calculated by the composition and their comparison to the results of several
previous studies; section 4.3 presents the vertical structure of the turbulence intensity,
which is validated by the reconnaissance flight observations described by Zhang et al.
(2009); section 4.4 describes the way to calculate vertical correlations of turbulence,
and presents the turbulent integral length scale calculated based on vertical turbulence
correlations; section 4.5 discusses the HBL height found in the composition using the
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analysis framework provided by Zhang et al. (2011). From the wind characteristics found
by compositing dropwindsonde measurements, conclusions and suggestions on modelling
the HBL turbulence are summarized in section 4.6.
4.1 Dropwindsonde data and composition techniques
As described by Hock and Franklin (1999), the dropwindsonde was introduced to
take measurements of winds and other meteorological variables in the HBL in the early
1990’s, and it has been intensively involved in systematical hurricane observation projects
since then. Its measurement database accumulated in the last decade has provided an
unprecedented opportunity to reveal the vertical wind structure within the HBL. As
pioneered by Powell et al. (2003), composition techniques are employed to produce the
mean wind profile based on dropwindsonde measurements. Vickery et al. (2009) followed
the same methodology and used a larger database to do a more comprehensive analysis of
the mean wind structure in the HBL, and provided an empirical profile function describing
the vertical variation of the mean wind velocity in the HBL. Details about these two
studies can be found in section 2.2 of the literature review chapter.
The same composition philosophy is adopted here to process and composite dropwind-
sonde measurements in conjunction with a measurement database larger than that of
Vickery et al. (2009). The composition utilized in previous studies only produces the
mean wind profile of the measured HBL wind field. In an effort to extend these previous
works, the turbulence information is derived in addition to the mean wind structure in the
composition process. For such purpose, a package of specially designed codes developed
as part of this thesis work, which gives users more control over the processing and com-
position of dropwindsonde measurements, is used here to fully incorporate the findings
made by analyzing the dropwindsonde motion characteristics. As for the composition
configurations, several other grouping indicators are adopted in addition to the Mean
Boundary Layer (MBL) wind speed, which is a standard composition scheme employed
in previous studies (Powell et al., 2003; Franklin et al., 2003; Vickery et al., 2009). Given
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that this section is devoted to presenting the background information about the compo-
sition results and procedures producing these results, it is divided into two parts: one, a
brief description of the HBL characteristics discussed; two, a depiction of the database,
post-processing procedures and composition schemes.
4.1.1 The composited HBL wind characteristics
At first, the mean wind structure is derived, as in previous studies. In the derivation,
the composition framework adopted by Vickery et al. (2009) is followed, in which both
the MBL wind speed, defined as the mean of the wind speeds measured below 500m,
and the relative position of the measurement are used as grouping indicators. Although
Vickery et al. (2009) also used the RMW of storms as another grouping indicator in the
composition, this indicator is not adopted here. However, another grouping indicator,
the gradient wind velocity, is added in the composition scheme. The gradient wind veloc-
ity is calculated by averaging the wind velocity measured from 1500m to 2000m (height
above the sea surface). In addition, grouping according to the relative position of the
dropwindsonde measurement is refined, which leads to three, instead of two, regional
categories set up in the composition scheme. More specifically, the horizontal dropwind-
sonde measurement position is categorized into the inner core region, the eye-wall region
and the out-skirt region. Comparing to two regional categories scheme adopted in the
study of Vickery et al. (2009), one near the RMW and one away from the RMW, this
grouping scheme shows the composition results in a more organized and comprehensive
way.
Secondly, the vertical structure of the turbulence intensity is calculated after the mean
wind profile is taken away. This calculation relies on finding the turbulent component of
the measured wind velocity, which requires some additional processing. Since the addi-
tional processing is innovative and unvalidated, the turbulent wind velocity calculated is
compared to similar results from the CBLAST experiment in the lowest 500m (J. Zhang
2011, personal communication). As will be seen in this comparison, the compositional
approach to find the turbulent component of the measured wind is consist with the HBL
113
turbulent wind vertical structure found based on other observations. From this valida-
tion, the discussion of the turbulent wind vertical structure in the HBL is carried out,
which covers the entire HBL up to 3000m .
Thirdly, the turbulent integral length scale is calculated based on turbulence vertical
spatial correlation coefficients found beforehand. Unlike the turbulence intensity, the
turbulent integral length scale influences the turbulence diffusivity directly, which is one
important parameter in the boundary layer turbulence models used for atmospheric flow
numerical simulations. As currently utilized in WRF, the Yonsei University Scheme
(YSU) scheme prescribes the turbulence diffusivity profile as a cubic function of height
(Hong and Pan, 1996; Hong et al., 2006). This formulation is widely used in hurricane
numerical simulations despite the fact that it is designed to describe turbulent mixing
in the standard ABL (Troen and Mahrt, 1986; Noh et al., 2003). Considering that
the turbulence diffusivity is closely related to the turbulence length scale in the ABL
according to the ”mixing length” theory (Pena et al., 2010), an accurate and reliable
description of the turbulence length scale varying with height can help correctly model
the turbulence diffusivity behaviour in the ABL as explored by Gryning et al. (2007) and
Pena et al. (2010). Therefore, the turbulent component of the measured wind found in the
previous step is used to calculate the vertical spatial correlation coefficient, which then
produce the vertical turbulent integral length scale through a integration approach. The
calculated length scale, combining with an assumed variation of the turbulent momentum
flux, produces the turbulence diffusivity profile. The profile calculated from observations
is then compared to the profile prescribed in the YSU scheme to check the applicability
of the scheme in simulating turbulent mixing in the HBL.
Finally, the height of the HBL, another important factor in the boundary layer tur-
bulence modelling (Zhang et al., 2011), is investigated. This parameter is important
because, first, it determines up to where the PBL scheme applies; second, many ”non-
local” PBL schemes, including the YSU scheme, use the boundary layer height as a
parameter to prescribe the turbulence diffusivity vertical profile (Hong and Pan, 1996;
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Hong et al., 2006). From previous studies (Zhang et al., 2009, 2011), there is no con-
sensus among the hurricane research community on what should define the top of HBL
due to the poor understanding of HBL turbulence processes. Therefore, the composi-
tion of dropwindsonde measurements is used to calculate the HBL heights according to
various definitions following the methodology given by Zhang et al. (2011). The major
issue associated with the HBL height calculation is the discrepancy of the height value
calculated based on different definitions. In extending the study of Zhang et al. (2011),
the height found based on the turbulent integral length scale given in the previous step is
included in the discussion. Given that the current understanding relates the HBL height
to turbulence processes in the HBL, this height definition should provide insights into
this important length scale of the HBL.
4.1.2 Data and Processing Technique
As described by Hock and Franklin (1999), the dropwindsonde is released by recon-
naissance flights penetrating through tropical cyclones, and it is able to report the wind
velocity, air temperature, humidity, etc. every 0.5s. The accuracy of its measurement for
the wind speed is about 1m/s, for the temperature is about 0.2◦C, and for the relative
humidity is about 5%. Its falling speed decreases as it moves downwards due to the
increase of the air density and eventually researches its terminal velocity, which is about
12m/s.
As maintained by the HRD of NOAA, a considerable dropwindsonde measurement
database has been built up which allows a derivation of turbulence characteristic within
the HBL. To get statistically meaningful results, a database much larger than that used in
previous studies is adopted here. More specifically, dropwindsonde measurements gath-
ered from the earliest publicly available time, the year 1997 to the year 2010, constitute
the measurement database utilized here. The total number of dropwindsonde profiles
processed is more than 10000. However, many profiles are eliminated from the database
due to the failure in calculating the reliable storm center and RMW for those particular
profiles. As a result, the total number of the profiles composited is around 4000, and is
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different for different composition strategies. The necessity and details of calculating the
storm track and RMW are given in the following paragraphs.
Before compositing dropwindsonde measurements to produce the desired statistics of
the measured wind field, dropwindsonde measured profiles need to be post-processed,
which includes a quality control process, dynamic corrections of the wind and other
thermodynamic variables and low-pass filtering of dropwindsonde profiles. The quality
control process is either an automatic or a human-intervention process to eliminate erro-
neous and questionable measurements from an individual dropwindsonde profile. Drop-
windsonde wind measurements are then dynamically corrected using the wind finding
equations, which have been found important in deriving not only the mean but also tur-
bulent wind structure of the measured wind field. Finally, dropwindsonde profiles are
low-pass filtered to eliminate high-frequency measurement noise. As mentioned above,
a package of specially designed code, named PostSonde, is employed to complete the
post-processing described above. Following the functions provided and procedures uti-
lized by EDITSONDE (J. L. Franklin 2010, personal communication), PostSonde is able
to conduct a fairly comprehensive quality control, and PostSonde gives users the control
over the selection of the differentiation scheme to calculate the dropwindsonde acceler-
ation, which is required in the wind finding equations. In addition, the design of the
low-pass filter is also adjustable in PostSonde. To justify the use of PostSonde, several
selected post-processed dropwindsonde profiles, produced by PostSonde and other popu-
lar dropwindsonde measurements processing systems, namely EDITSONDE and Aspen,
are compared. One of the comparisons is shown in Fig. 4.1. Although the compari-
son indicates processed profiles from three different programs are not identical for all the
heights, they are nearly indistinguishable for a large portion of the comparison, and those
noticeable differences can be explained by the different criteria used in the quality control
process. It should be noted that the post-processing scheme is not fully retrievable for
EDITSONDE and Aspen, since EDITSONDE processing results are taken directly from
the database maintained by the HRD, and Aspen is a total ”black-box” software from
which no internal processing scheme can be uncovered. Thus, the quality control criteria
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and dynamic correction procedures are inevitably different for three different processing
systems. Nevertheless, the obvious agreement shown in the figure supports the use of
PostSonde in post-processing dropwindsonde measurements. As for the configuration of
the post-processing, the second-order central difference is used to calculate the dropwind-
sonde accelerations, and a moving average filer with a cut-off time scale of 3s is used to
smooth the curve.
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Figure 4.1: Comparison between dropwindsonde profiles processed by PostSonde, EDIT-
SONDE and Aspen, the wind velocity shown is decomposed from the total wind velocity
according to its orientation relative to the longitude circle.
After the post-processing procedures articulated above, dropwindsonde profiles are
composited to produces desired statistics of the measured wind field. Following the same
methodology proposed by Powell et al. (2003), dropwindsonde profiles are composited
according the mean wind velocity measured in lowest 500m, or the MBL wind velocity.
Given that the current database is much larger than that used in previous studies, the
resolution of the MBL wind speed based composition can be increased. In detail, drop-
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windsonde profiles are divided into 18 groups, corresponding to the MBL wind velocity
from 20m/s to 74m/s increasing at a 3m/s step. Since the gradient wind velocity is also
an important velocity scale in the HBL (Kepert, 2001; Foster, 2009), the mean of the
wind velocities measured from 1500m to 2000m is also used as a grouping indicator. In
addition, considering that the wind field measured by dropwindsondes obviously varies
horizontally, the combination of the MBL wind velocity and dropwindsonde splash down
location, defined as where the dropwindsonde hits the sea surface, is also used to group
processed dropwindsonde profiles. In order to keep the composition size large enough to
produce statistically meaningful results for each group in the combined composition, the
MBL wind velocity step is increased to 10m/s. As mentioned above, the dropwindsonde
splash down location is categorized into three regions, the inner core region, the eye-wall
region and the out-skirt region based on its normalized radius to the storm center, which
is defined as the actual radius divided by the storm RMW. Moreover, to validate the
composition part of PostSonde, the exactly same composition strategy, as in the study
of Vickery et al. (2009), is adopted. Then, the composition results are compared to the
calculations results of their empirical profile function.
Since the grouping scheme combining the MBL wind speed and dropwindsonde splash
down location requires the center location and RMW of storms to be found before the
composition, the track and size of tropical cyclones are calculated first. Following the
technique proposed by Kepert (2005), the track and RMW of a storm are determined by
fitting the sea level pressure observed by the dropwindsonde, and sometimes the geopo-
tential height observed by concurrent reconnaissance flights, to an idealized pressure, or
geopotential, horizontal profile. The fitting results are then subjectively reviewed and
compared to the BestTrack data from HRD. Those results giving unrealistic tracks, mo-
tions, or RMWs of storms are thrown away, which leads to eliminating the corresponding
dropwindsonde profiles from the composition database. In addition to the combined
grouping scheme, the storm track is also required to decompose measured wind velocities
into tangential and radial components, and the storm motion is required in dividing the
reconstructed wind field into four quadrants since the north direction of the storm relative
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coordinate system used in setting up quadrants is the direction of the storm motion.
As dropwindsonde profiles are appropriately grouped according to various schemes, the
composition is applied to every groups to calculate desired statistics of the measured wind
field. The calculation is done in three steps. First, the processed dropwindsonde profile
is segmented into several bins according to the measurement height in a profile. Each of
bins contains measurement points with height differences less than 30m. In this case, the
height of the measured wind field, which is assumed to be 3000m as in the study of Powell
et al. (2003), is divided into 100 bins. Second, measurement points within one height
bin from numerous different processed profiles constitute the sampling database to cal-
culate the desired statistics. The calculation process is essentially a weighted-averaging
process. This process can be applied to raw dropwindsonde measurements, which pro-
duces a mean wind profile, or remains left by eliminating the mean wind profile, which
produces the turbulence statistics. In the weighted-averaging, the weight is assigned to
each measurement point according to the distance from the measurement height to the
height bin center. A weight of 1 is assigned if the measurement is coincidently located at
the height bin center while a weight of 0 is assigned if the measurement is taken at the
boundary of the height bin. Any measurements taken in the region between the height
bin center and boundary has a weight linearly interpolated between 1 and 0. Therefore,
the calculated value represents the desired statistic at the height bin center. Third, val-
ues for all height bins are assembled to produce the profile of the desired statistics. The
actual number of measurement points used in the composition is presented in Fig. 4.2,
which illustrates the number of measurements within each group in the MBL wind based
composition. The number for a single group is calculated as the mean of all height bin
sampling databases.
4.2 Mean Profiles
Since both the post-processing and composition of dropwindsonde measurements are
performed by an unvalidated automatic software system, namely PostSonde, it is nec-
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Figure 4.2: Number of measurements averaged across all height bins for each group when
grouping dropwindsonde profiles according to the MBL wind speed.
essary to conduct a through validation of its use. In addition to comparing individual
processed dropwindsonde profiles to processed results from other commonly used systems,
the composited mean wind profile, calculated following the same composition strategy
given in the study of Vickery et al. (2009), is compared to their empirical profile function.
After the validation, different composition strategies are employed to reveal different as-
pects of the mean wind structure of the HBL. This section is structured into two parts
in the order described above.
4.2.1 Validation of the Empirical Profile Function
In compositing dropwindsonde measurements to find a wind field model for engineering
applications, Vickery et al. (2009) derived an empirical profile function to describe the
mean wind speed vertical variation in the HBL over water. The function is of the form,
U(z) =
u∗
k
[
ln
(
z
z0
)
− a
( z
H∗
)n]
(4.1)
in which U gives the mean wind velocity, z represents the height from the sea surface, u∗ is
the surface friction velocity, k represents the Von-Karman constant, z0 is the aerodynamic
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roughness length, and H∗ denotes the HBL height scale. a and p are function shape
parameters which take the values of 0.4 and 2 respectively according to Vickery et al.
(2009). Based on dropwindsonde measurements gathered from 1998 to 2003 for more
than 30 hurricanes, they found that the empirical profile function is valid to represent
the mean HBL wind profile in the HBL with the MBL wind speed up to 70m/s. However,
their database of dropwindsonde measurements was still relatively small, and therefore
it is of interest to validate this empirical profile function more strictly using a larger
dropwindsonde measurement database.
In addition to validating the empirical profile function, or equation (4.1), the mean wind
profile calculated following the composition strategy provided by Vickery et al. (2009)
also gives an opportunity to check the composition part of the specially designed software,
PostSonde. More specifically about this scheme, the composition is based mainly on the
MBL wind speed, increasing from 20m/s to 70m/s at a step of 10m/s. In addition to
the MBL wind speed, the storm RMW and dropwindsonde splash down location are also
taken into consideration. While the dropwindsonde splash down location is categorized
into two groups, one near the RMW and one outside the RMW, the storm RMW is
divided into three groups, ranging from 10km to 30km, from 30km to 60km and above
60km. Using the composition schemes described above, dropwindsonde measurements
gathered in this study are post-processed and composited using PostSonde, which yields
results comparable to the calculation according to equation (4.1). It can be noticed that
there are two parameters controlling the profile shape, the surface friction velocity u∗, and
height of the HBL, H∗. Their values are calculated through a fit approach minimizing
the squared difference between the observed and calculated mean wind profile in the
linear-logarithmic space, as detailed in the study of Vickery et al. (2009) (see their table
6). In this validation comparison, their values are taken directly. Figure 4.3 shows the
comparison of the mean wind profile from the eye-wall region, or the group corresponding
to the dropwindsonde splash down location near the RMW. It should be noted that the
comparison shown in Fig.4.3 is for the RMW in the range 30km − 60km. Comparisons
for the other two RMW groups, the RMW in the range 10km − 30km and above 60km,
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show a similar trend, and therefore are not presented here. On one hand, it is obvious
that the mean wind profile composited from dropwindsonde measurements gathered in
this study is in reasonable agreement with the calculation based on the empirical profile
function, which validates the composition part of PostSonde since the composition of
dropwindsonde measurement is performed using this newly developed software. On the
other hand, there still is noticeable differences in the lower portion of the measured
wind field under high wind speed conditions. These differences can be explained by a
combination of the sparseness of measurements and the influence of the unresolved wave
effect. When the high wind speed near the sea surface introduces significant waves, the
wind strongly interacts with waves which drives the mean wind speed deviating from
that predicted by the logarithmic profile. As for the difference in the high wind speed
region, it is attributed to the unavoidable fluctuation of the measured wind speed since
the last group in the composition corresponds to a MBL wind ranging from 70m/s to
the maximum observed MBL wind, which is about 100m/s.
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Figure 4.3: Comparison between composition results and the profile function provided by
Vickery et al. (2009), where the stars represents composition results and the line depicts
the profile function.
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In summary, the comparison of the mean wind profile between composited from drop-
windsonde measurements and calculated according to the empirical function not only
validates the applicability of the empirical profile function in describing the mean wind
structure in the HBL based on a larger dropwindsonde measurement database, but also
validate the composition part of PostSonde. Thus, the composition scheme is adjusted in
the configuration of PostSonde to investigate various aspects of the mean wind structure
in the HBL.
4.2.2 The Mean Wind Profiles
As validated in the discussion above, PostSonde is adequate to produce reliable mean
wind structures of the HBL, which provided the basis for further investigations of the
mean wind structure based on dropwindsonde measurements composited using Post-
Sonde. To extend the analysis in the studies of Powell et al. (2003) and Vickery et al.
(2009), the composition scheme is adapted to produce a more comprehensive mean wind
structure of the HBL. First, the composition resolution is increased. In previous studies,
dropwindsonde profiles were grouped together if they reported the MBL wind speed with
a difference no larger than 10m/s. This resolution step is significantly reduced to 3m/s
in the composition here. Second, the gradient wind speed, calculated by averaging the
wind velocities measured from 1500m to 2000m above the sea surface, is employed as
another grouping indicator since the modelling studies indicated that the gradient wind
velocity is one important velocity scale in determining the mean wind profile in the HBL
(Sharpiro, 1980; Kepert, 2001). Third, the radius of the dropwindsonde splash down
location from the storm center is normalized by the storm RMW to indicate the storm
region where the measurement is taken. Since only grouping dropwindsonde profiles
based on the measurement region mixes up the wind structures from hurricanes with dif-
ferent intensities, the MBL wind speed is combined with the dropwindsonde splash down
location to serve as one grouping indicator in the composition. Details of calculating the
information required by different composition schemes are present in section 4.1.
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In producing the mean wind profile, the composited mean wind profile is fitted to
the empirical profile function by minimizing their squared differences between profile
composited from dropwindsonde measurements and calculated according to the empirical
profile function, which produces the parameters describing wind characteristics of the
HBL, i.e. the surface friction velocity u∗ and HBL height scale H
∗. More specifically in
this fitting process, only the composition results from 60m to 3000m are utilized since the
low portion of the profile is strongly influenced by waves, which leads to the composition
result deviating from the logarithmic profile as discussed above. Figure 4.4 shows the
comparison of the mean wind profile composited based on the MBL wind speed and
calculated by the empirical function, in which it is evident that the empirical function
provided by Vickery et al. (2009) yields a description of the vertical variation of the mean
wind in the HBL with a satisfactory accuracy. Considering that the composited profile
shown in the comparison is calculated by a higher resolution composition, this agreement
further substantiates the validity of the empirical profile function. The surface friction
velocity u∗ derived in the fitting process is presented in Fig. 4.5. In the figure, it is
found that the surface friction velocity first increases with the MBL wind speed, and
then starts showing large amplitude fluctuations. In the study of Powell et al. (2003)
and Vickery et al. (2009), they concluded that the sea surface drag coefficient levels off
when the 10 − m wind velocity exceeds some critical value. Since the sea surface drag
coefficient CD related to the sea surface friction velocity u∗ as,
ρu2
∗
= CDU
2
10 (4.2)
in which ρ is the air density and U10 is the mean wind velocity at 10m height, it is
expected to see the friction velocity u∗ increases monotonously with the MBL wind
speed considering U10 increases with the MBL wind. This feature is not shown in Fig.
4.5. The conflict indicates the complicity of the sea surface drag behaviour under high
wind speed conditions, and implies that the sea surface drag coefficient may decrease
with the increasing MBL wind in extremely high wind speed region. It should be noted
that the variation shown in Fig. 4.5 is with the MBL wind speed rather than 10m the
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wind speed used predominately in previous studies (Powell et al., 2003; Vickery et al.,
2009) due to the unavoidable error generated in estimating the 10m wind speed from
fitted mean wind profile.
As mentioned above, the composition is also carried out based on the gradient wind ve-
locity measured by dropwindsonde profiles. Figure 4.6 shows the comparison of the mean
wind profiles, similar to that shown in Fig. 4.4, produced by the gradient wind velocity
based composition. Again, the reasonable agreement verifies the validity of the empirical
profile function in describing the mean wind profile of the HBL even when the gradient
wind is the controlling velocity scale. In addition, the fact that both compositions, based
on the MBL wind speed and on the gradient wind speed, show the same inherent mean
wind structure in the HBL reveals that the gradient wind is also an influencing velocity
scale in the HBL, as indicated by the modelling studies (Kepert, 2001; Foster, 2009). As
a result, the gradient wind velocity should also be considered as a grouping indicator in
using wind measurements taken by a vertical moving sensor, such as the dropwindsonde.
Similarly to the MBL wind based composition, the surface friction velocity can be derived
in fitting the composited mean wind profile to the empirical profile function. Figure 4.7
gives the variation of the surface friction velocity with the gradient wind. In the fig-
ure, the similar trend, as in Fig.4.5, is seen, but the fluctuations begin at a lower wind
speed. This is understandable since in terms of boundary conditions the wind field of the
HBL is determined by both the upper and lower boundary conditions. According to the
modelling study of Sharpiro (1980) and Kepert (2001), the lower boundary condition,
or the drag of the sea surface, is influenced not only by the upper level wind strength
but also hurricane translations. Thus, the gradient wind velocity is not entirely reflected
the boundary conditions determining the wind structure in the HBL. Furthermore, the
surface friction velocity, u∗, is more influenced by the lower boundary conditions of the
HBL. As a result, the surface friction velocity u∗ indicated by the dropwindsonde profiles
within one group in the gradient wind based composition can be substantially different,
and therefore generates the fluctuations seen in Fig. 4.7.
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Figure 4.4: Composition resulting profile and its best fitting result based on the pro-
file function of Vickery et al. (2009), where stars represent the composition result and
lines represent the best fitting profile function. Part I gives comparisons of group
1, 3, 5, 7, 9, 11, 13, 15, 17, and part II gives comparisons of group 2, 4, 6, 8, 10, 12, 14, 16.
The grouping is based on the MBL wind speed.
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Figure 4.5: Friction velocity variation with the MBL wind speed.
Besides compositing dropwindsonde measurements purely based on the wind speed,
the relative horizontal measurement position should be included in the composition,
considering that the wind field of the HBL obviously varies horizontally. For that reason,
dropwindsonde profiles are grouped according to the combination of the MBL wind speed
and dropwindsonde splash down location. Figure 4.8 shows the resulting mean wind
profiles produced by the combined composition. It is obvious that there is a systematical
difference among profiles from different regions of a storm for all the wind speeds. The
inner core profiles give the lowest wind velocities at the height of 500m and above where
the profiles from the eye-wall region and the out-skirt region show a similar wind strength.
In contrast, below 500m, the profiles from the eye-wall region and the inner core region
give a stronger wind estimate than the profiles from the out-skirt region. This is expected
since hurricane inflows bring wind momentum from the out-skirt region inwards to enforce
the wind strength in the eye-wall region and inner core region. The fact that the profiles
from the inner-core region and eye-wall regions gives stronger wind estimates comparing
with the profiles from out-skirt region substantiates that the inflow is confined to the lower
portion of the HBL. In addition, if the wind field is rotated horizontally to let the storm
motion vector pointing the north in compositional coordinate system, the measurement
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Figure 4.6: Composition resulting profiles and its best fitting profile function ac-
cording to Vickery et al. (2009), where stars represents the composition results and
lines represents the best fitting profile function. Part I gives comparisons of group
1, 3, 5, 7, 9, 11, 13, 15, 17, and part II gives comparisons of group 2, 4, 6, 8, 10, 12, 14, 16.
The grouping is based on the gradient wind speed.
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Figure 4.7: Friction velocity variation with the gradient wind speed.
regions can be further separated into four quadrants. Figure 4.9 shows the comparison
of the profiles from four quadrants in the eye-wall region for all investigated wind speeds.
Only small differences are shown in Fig. 4.9, and they do not keep the same trend
for all the wind speeds. This indicates that the expected systematical asymmetry of the
hurricane wind field is not found here. The asymmetry evolution may be the cause of this
phenomenon. As indicated by Rogers and Uhlhorn (2008), the theoretical asymmetry of
the tropical cyclone wind field is evolving with the tropical cyclone development. Since
this composition did not take the development stage of hurricanes into consideration, the
systematical asymmetry predicted by several modelling studies, such as those of Sharpiro
(1980) and Kepert (2001), is swallowed by fluctuations of the measured wind velocity in
the composition process.
4.3 Turbulence Intensity
As mentioned in section 4.1, dropwindsonde measurements gathered from 1997 to 2010,
which contains more than 4000 dropwindsonde profiles, are believed to be able to produce
statistically meaningful results of turbulence characteristics in the HBL. However, the
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Figure 4.8: Composited profile of wind velocity. Stars represent profile from the inner
core region, circles represent profile from eye-wall region and triangles represents profile
from the out-skirt region.
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Figure 4.9: Composited profile of wind velocity. All profiles from the eye-wall region
where stars represent profile from the first quadrant, circles represent profile from the
second quadrant, triangles represents profile from the third quadrant and pluses represent
profile from the last quadrant.
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dropwindsonde measurement has not been used for such a purpose yet. Due to the
difficulties of taking direct measurements, studies on turbulence characteristics in the
HBL based on the direct observations are relatively rare, and their data sources are
limited. Therefore, to completely understand the potential impact of the turbulence
characteristics composited from dropwindsonde measurements, it is necessary to review
studies focusing the HBL turbulence and using direct observations. In addition, since
the HBL measurement is used to calculate the turbulence for the first time, additional
processing procedures should be further discussed and the validity of the procedures needs
to be investigated. Provided the calculation is validated, the turbulent wind velocity
profile composited from dropwindsonde measurements can be analyzed and discussed. In
brief, this section focuses on the turbulent wind velocity composited from dropwindsonde
measurements, and therefore is divided into a review of studies concerning the HBL
turbulence, a description of the additional processing procedures to find the turbulent
component of the measured wind speed and a discussion on the turbulence intensity of
the HBL found through compositing dropwindsonde measurements.
4.3.1 Background of the HBL Turbulence Calculation
Since reconnaissance flights have only very recently been able to take direct mea-
surements of winds and other thermodynamical variables at an altitude low enough to
calculate turbulence characteristics of the HBL (Zhang et al., 2009; Zhang, 2010), most
studies concerning the HBL turbulence use either remote sensing techniques (Lorsolo
et al., 2010), or in-situ observations over land (Yu et al., 2008). When using the remote
sensing techniques to measure turbulence in the HBL, the measurements taken within a
predefined spatial grid cell are used to calculated a spatially averaged mean to represent
the mean wind velocity at the center of the grid cell. In the calculation of turbulence
information, the spatial resolution is limited by the size of these predefined spatial grid
cell which is usually crude from the perspective of resolving turbulence in the HBL.
As indicated by Lorsolo et al. (2010), the resolvable turbulence scale, calculated based
on Doppler radar observations, is only ∼ 1km. For that reason, the detailed vertical
turbulence structure of the HBL is presently not derivable based on airborne Doppler
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radar observations. As for in-situ observations over land, the measurement is generally
taken by towers or portable observational masts. While the tower observation data are
extremely scarce due to the slim chance that a hurricane wind field would sweep a par-
ticular observation tower, portable mast measurements give only the wind velocity at a
few vertical discrete points below 30m due to the instrument limitation. Therefore, the
detailed vertical turbulence structure of the HBL is neither calculable based on in-situ
observations over land. In contrast, the CBLAST experiment (Black et al., 2007), pro-
vides the best opportunity so far to determine the vertical turbulence structure in the
HBL using reconnaissance flight observations (Zhang et al., 2009; Zhang, 2010).
On the other hand, although many studies has been conducted to get the mean wind
field within the HBL based on dropwindsonde observations, there are no published stud-
iesthat have been conducted to derive the HBL turbulence structure based on these
observations. The advantages of using dropwindsonde measurements, when compared to
using remote sensing techniques and in-situ observations over land, are obvious. First,
the dropwindsonde produces the wind profile of the entire HBL, from the sea surface
up to ∼ 5000m. Second, the resolution provided by the dropwindsonde, ∼ 6m, is sig-
nificantly higher than that provided by current remote sensing techniques, e.g. ∼ 1km
in the case of airborne Doppler radar observations in hurricanes (Lorsolo et al., 2010).
The major obstacles of using dropwindsonde measurements in investigating the HBL
turbulence may be the horizontal scarcity of dropwindsonde measurements and inherent
deficiency of the composition methodology, which introduces unpredictable variations of
the measured wind velocity other than that introduced by the turbulence. Given that the
dropwindsonde measurement database has accumulated appreciably in the last decade,
which allows a derivation of the turbulence structure in the HBL, it is worth trying to
preliminarily investigate turbulence characteristics of the HBL based on dropwindsonde
measurements.
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4.3.2 Additional Processing and Validation
To calculate wind characteristics of the HBL based on dropwindsonde measurements,
the use of the composition methodology is unavoidable since an individual dropwindsonde
profile provides only a little information about the entire measured wind field. Because
one individual dropwindsonde drop only provides a profile reflecting the instantaneous
wind velocity variation with height in a small region of the whole hurricane wind field,
the calculation of the turbulence information from dropwindsonde measurements should
be based on a compositional approach taking numerous dropwindsonde profiles together.
For that reason, the same composition strategy, as in the analysis of the mean wind pro-
file detailed in section 4.2, is followed to calculate the HBL turbulence in this section. In
addition, since the turbulence is commonly recognized as a local phenomenon, which in-
dicates the horizontal measurement position is not important in the calculation, only the
MBL wind speed and gradient wind are used as grouping indicators. Naturally, the resid-
uals of raw measurements, left by eliminating the mean wind profile, should be adequate
to represent the turbulent component of the measured wind velocity, and therefore the
calculation should be based on the composition of these remains. However, as discussed
in section 4.2 about the mean wind profile from different regions in a hurricane, there is
a systematical difference of the mean wind profile from different hurricane regions. Thus,
direct compositing the residuals includes the variations beyond that introduced by the
turbulence.
To reduce this inherent deficiency of the composition methodology, a high-pass filter is
applied to the remains left over by eliminating the mean wind profile calculated as detailed
in section 4.2. The high-pass filtering process is employed because it is obvious that the
variations introduced by the systematical difference shown in Fig. 4.8 have a spatial scale
much larger than turbulence length scale. The simple moving average filter is revised
and applied to do the high-pass filtering. Since the moving average procedure filters out
high frequency fluctuations of signals to smooth curves, the part of the measured wind
velocity filtered out by the moving average filter is taken as the turbulent component
of the wind measurement. This process is illustrated in Fig. 4.10. When using the
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revised moving average filter, the only parameter that needs to be determined for the
filter design is the length scale within which fluctuations are taken as turbulence. With
no other references, a subjectively decided scale of 800m is used, because it is a reasonable
assumption of the turbulence influencing scale. It should be noted that the analysis of
reasons introducing the fluctuations of the dropwindsonde measured wind velocity does
not exhaust all possibilities, and therefore variations introduced by other methodology
deficiencies may have a spatial scale similar to that introduced by turbulence. As a result,
the composition methodology and the use of the high-pass filter should be validated by
the turbulence calculated based on other observations. More importantly, the arbitrarily
chosen cut-off scale, 800m, lacks a sound theoretical base. Although a sensitivity analysis
shows that the turbulence intensity composition results are not that sensitive to the filter
scale given the scale varies within the order of magnitude of ∼ 100m, the error brought by
this arbitrarily chosen cut-off scale can only be detected by comparing the composition
turbulence results to that calculated based on other observations.
The turbulent wind velocity profile calculated based on the CBLAST observational
data are suitable for validating the additional processing procedures used to find turbu-
lent component of dropwindsonde wind measurement articulated above. The profile of
the turbulent wind velocity, defined as the square root of the measured wind velocity
variations, composited from dropwindsonde measurements is compared to the turbulent
wind velocity found in the CBLAST experiment (J. Zhang 2011, personal communica-
tion). The comparison is shown in Fig. 4.11. It should be noted that the turbulent wind
velocity is calculated based on the tangential wind, decomposed from the total wind mea-
surement using storm tracks found earlier, because it is close to its counterpart in the
CBLAST data, the along-wind turbulent wind velocity. Furthermore, only two groups,
corresponding to the MBL wind velocity ranging from 20m/s to 23m/s and from 23m/s
to 26m/s, are shown in the comparison because their measured wind field has a strength
comparable to that observed in the CBLAST experiment. The qualitative agreement
shown in the comparison indicates the validity of the composition methodology and the
use of the high-pass filter, including the subjectively chosen cut-off scale.
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Figure 4.10: Sketch illustrating the process to calculate the turbulent wind from instan-
taneous dropwindsonde wind measurements. The arrow in the lower figure indicates the
turbulent component produced by the high-pass filter. Profiles shown in the figure are
calculated based on a real dropwindsonde profile.
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Figure 4.11: Comparison of the turbulent velocity for the tangential wind with the results
from CBLAST experiment, only first two groups corresponding to MBL wind speed
20m/s − 23m/s and 23m/s − 26m/s are shown.
4.3.3 Turbulent Wind Velocity and Turbulence Intensity
As indicated by the title of this section, only the turbulent wind velocity, defined as in
the validation shown in Fig. 4.11, and the turbulence intensity, defined as the turbulent
wind velocity normalized by the mean wind velocity composited at the same height, are
presented and discussed here. In addition to calculating the turbulence structure in the
HBL based on the absolute wind velocity, the total wind measured is decomposed into
tangential and radial components to generate the turbulence structure for decomposed
winds. In compositing the mean wind profile, as detailed in section 4.2 and conducted
in previous studies (Powell et al., 2003; Vickery et al., 2009), the absolute wind velocity
measured by the dropwindsonde is taken as the longitudinal wind component, u. This
is only an approximation considering that the wind directions measured by a single
dropwindsonde profile change substantially in the fall of the dropwindsonde. However,
this approximation is acceptable in calculating the mean wind profile since the inaccuracy
of the wind direction associated with this approximation only introduces limited errors
in calculating the longitudinal wind velocity, and the error is decreased in the averaging
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process calculating the mean wind profile. The turbulence composition, on the other
hand, is more sensitive to the inaccuracy of wind direction measurements since the error
will be accumulated as measured ”turbulence” variations in the composition process.
For that reason, the wind decomposition is necessary in calculating turbulent wind by
a composition approach. Naturally, the total wind is decomposed into tangential and
radial components based on storm tracks found beforehand as detailed in section 4.1. The
following discussions are mainly based on the turbulence structure found for decomposed
wind components.
In addition to validating the composition methodology and the use of the high-pass
filter, one finding of Zhang et al. (2009) is substantiated by the comparison shown in
Fig. 4.11, which shows the turbulence intensity in the HBL decreases with height in the
lower portion of the HBL. It is obvious that the CBLAST data shown in the figure gives
a less clear trend than the dropwindsonde composition results. This is due to the fact
that the general wind strength of each of the turbulent wind velocity points calculated
based on the CBLAST data, shown in Fig. 4.11, is different. However, the structure
shown in the study of Zhang et al. (2009) (see their Fig. 7), which is derived based on
a more systematical investigation, confirms the decreasing trend of the turbulent wind
velocity revealed by the dropwindsonde composition results shown here.
Figure 4.12 gives the profiles of the turbulence intensity of the tangential wind in the
HBL, from the sea surface up to 3000m. It shows that all the profiles, corresponding to
different MBL wind speeds, collapse to a single curve which first decreases with height
and then levels off above 800m. This reveals that the vertical structure of the turbulence
intensity in the HBL is independent from the general strength of the wind field. Although
it is shown that there are a few large amplitude variations (larger than 10%) in the profiles
from the groups with higher MBL wind speeds at heights above 1000m, this does not
disprove the general trend summarized above since these spikes can be explained by the
inaccuracy of calculating the storm center for some dropwindsonde profiles. One evidence
of the explanation is that these spikes are not seen in the turbulence intensity profiles
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calculated based on the absolute wind velocity, which is shown in Fig.4.13. Furthermore
on the turbulence structure of the absolute wind, it shows a similar trend, as seen in Fig.
4.12, but the turbulence intensity values are significantly reduced. This substantiates
the need to decompose the wind and calculate the turbulence in each direction since
the ”turbulence” shown in Fig. 4.13 is only the variation of the measured wind speed
magnitude rather than the turbulence. As for the radial wind, the turbulence intensity
is defined as the radial turbulent wind normalized by the mean tangential wind due
to the fact that the mean radial wind is close to 0. Using this definition, the profiles
of the turbulence intensity are calculated and shown in Fig.4.14. As in Fig. 4.12, the
same decreasing trend is seen in Fig. 4.14. Moreover, the independence of the vertical
turbulence variation from the boundary layer wind strength (measured as the MBL wind)
is substantiated since all profiles collapse to a single curve.
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Figure 4.12: Variation of the composited turbulence intensity, calculated from tangential
winds, with heights, the composition is based on the MBL wind speed.
In addition to compositing dropwindsonde measurements based on the MBL wind
speed, the composition is also conducted based on the gradient wind speed. The com-
parison of the tangential turbulent wind velocity profiles, composited using the gradient
wind speed in the range as the MBL wind speed shown in Fig. 4.11, and the results
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Figure 4.13: Variation of the composited turbulence intensity, calculated from absolute
wind speeds, with heights. The composition is based on the MBL wind speed.
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Figure 4.14: Variation of the composited turbulence intensity, calculated from radial
winds, with heights. The composition is based on the MBL wind speed.
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from CBLAST experiment are shown in Fig. 4.15. It is obvious that the turbulent wind
velocity calculated in the gradient wind based composition is larger than that calculated
in the MBL wind based composition and CBLAST results. Moreover, its vertical struc-
ture is not as clear as in the MBL wind based composition. The same explanation, as
in the discussion of the mean wind profile, can be employed. As analyzed in section
4.2, comparing with the MBL wind speed, the gradient wind is less affected by surface
characteristics. Considering that the turbulent wind velocity analyzed in Fig. 4.15 is
limited to the lowest 500m, which is strongly influenced by surface air-sea exchanges, the
variance of the dropwindsonde wind measurements grouped together according to the
gradient wind contains that induced by different air-sea exchange characteristics. This
explains the larger value of the turbulent wind velocity. Moreover, these additional vari-
ations are multi-sourced and without an inherent structure, which explains the feature
of less organized vertical turbulence structure.
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Figure 4.15: Comparison of the turbulent velocity for the tangential wind from com-
position based on the MBL wind speed and gradient wind speed with the results
from CBLAST experiment, only first two groups corresponding to MBL wind speed
20m/s − 23m/s and 23m/s − 26m/s are shown.
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4.4 Turbulence Length Scale
According to the ”mixing length” theory, the turbulence length scale is closely related
to turbulent mixing (Prandtl, 1925). Following the physical interpretations provided in
the theory, the ”mixing length” can be interpreted as the vertical integral length scale of
a turbulence field. Although Bradshaw (1974) argued that there is no evidence supported
the connection between the ”mixing length” and any measurable turbulence length scales,
from flow dimensions to micro-scales, studies suggested that there is a similar variation
between the turbulent integral length scale, calculated from spatial correlation coeffi-
cients, and the ”mixing length” (Chen and Sofia, 1987; Davis, 1994). Thus, it is worth
exploring the possibility of deriving the turbulence diffusivity, one key parameter in mod-
elling turbulent mixing in the ABL, from vertical correlation coefficients of a turbulence
field. Using the unprecedented opportunity provided by the dropwindsonde, which mea-
sures the wind in a way such that the vertical spatial correlation of the measured wind
field can be directly derived and the vertical turbulent integral length scale can be calcu-
lated. On the other hand, the YSU scheme, which prescribes the turbulence diffusivity
as a cubic function of height, implies a turbulence length scale model. Comparing the
turbulent integral length scale calculated based on dropwindsonde measurements and the
model implied by the YSU scheme yields insights into turbulent mixing in the HBL and
sheds some lights on improving the YSU scheme in simulating the HBL turbulence. This
section is divided into two parts, the first part articulates theoretically the relationship
between the turbulence diffusivity and turbulence length scale while the second part dis-
cusses the turbulent integral length scale calculated based on dropwindsonde observations
and its impact on the turbulence diffusivity formulation adopted in the YSU scheme.
4.4.1 Theoretical Background
Since the ”mixing length” theory has been widely used to analyze turbulence in geo-
physical and atmospheric flows, many models has been proposed to give the variation of
the ”mixing length” with height in the ABL (Prandtl, 1932; Blackadar, 1962; Panofsky,
1973; Lettau, 1962; Gryning et al., 2007), which leads to our current understanding of
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turbulent mixing in the ABL. Many of these models are derived based on the observed
mean wind profile and the turbulent mixing equation which relates the mixing length
to the mean wind profile, since the mixing length itself is hard, if not impossible, to be
measured directly. As the dropwindsonde gives an unprecedented opportunity to cal-
culate vertical turbulence correlation coefficients in hurricanes, the turbulence integral
length scale can be directly integrated from these correlation coefficients and compared
to the mixing length inferred from the mean profile following the methodology given
by Panofsky (1973) and Pena et al. (2010). Such a comparison may not only advance
our understanding of turbulent mixing in the HBL but amy also provide additional evi-
dence supporting the relationship between the turbulent integral length scale and mixing
length.
Meanwhile, the PBL scheme has been widely employed in current numerical simulation
packages concerning atmospheric flows (Nolan et al., 2009b,a). Non-local PBL schemes,
such as the YSU scheme used in WRF, prescribe and parametrize the turbulence diffu-
sivity profile, which is critical in the overall atmospheric flow simulation since it reflects
the influence of the surface boundary condition and modifies the fields predicted in the
lower portion of the atmosphere. These PBL schemes are, however, mainly designed to
describe turbulent mixing in the standard ABL (Hong and Pan, 1996; Hong et al., 2006).
Thus, its validity in simulating turbulent mixing in the HBL is questionable despite the
fact that they are already widely adopted in researches and the numerical forecasts of
hurricanes. It is worth comparing the turbulence length scale derived from these PBL
schemes to the turbulent integral length scale calculated based on dropwindsonde mea-
surements, which not only checks the validity of such PBL schemes in simulating the HBL
turbulence but also provides opportunities to make suggestions on possible improvements
upon its original formulation.
Following and extending the study of Pena et al. (2010), the turbulence diffusivity can
be expressed as the product of a turbulent velocity scale and a length scale following
the Prandlt’s mixing length theory. As in the first-order closure, the momentum flux
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τ = ρu′w′ for the longitudinal and vertical components of the wind can be related to the
derivative of the mean wind velocity as,
τ = ρKm
dU
dz
(4.3)
where ρ gives the density of the air, U is the longitudinal wind component and the
turbulence diffusivity for the momentum, Km, can be expressed as
Km = l
2
∣∣∣∣dUdz
∣∣∣∣ (4.4)
In equation (4.4), l represents the mixing length. Once the momentum flux τ is modelled
based on the shear velocity u∗ as,
τ = ρu2
∗
(4.5)
the turbulence diffusivity of momentum, Km, can be derived, combining expressions (4.4)
and (4.5), as a function of the shear velocity u∗ and mixing length l as,
Km = u∗(z)l(z) (4.6)
It should be noted that this shear velocity u∗ does not only reflect the shear stress at
surface, but is a function of height, u∗(z), giving the shear stress for the entire boundary
layer. Following Panofsky (1973); Gryning et al. (2007); Pena et al. (2010), the vertical
variation of the shear stress in the entire boundary layer can be expressed in terms of
the shear velocity as,
u∗(z) = u∗0(1 −
z
zi
) (4.7)
where zi gives the boundary layer height and u∗0 gives the u∗ value at surface. Combing
expressions (4.7) and (4.6), the turbulence diffusivity for the momentum can be rewritten
as,
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Km = u∗0(1 −
z
zi
)l(z) (4.8)
where the mixing length l should also be a function of height, and therefore rewritten as
l(z).
Although many models using a mixing length profile l(z) have been proposed, as
summarized by Pena et al. (2010), only the length model implicitly used by the turbulence
diffusivity formulation of the YSU scheme is investigated here. As described by Hong
and Pan (1996) and Hong et al. (2006), the turbulence diffusivity profile of the YSU
scheme, based on the study of Brost and Wyngaard (1978) and Troen and Mahrt (1986),
is prescribed as a function of height as,
Km = kwsz(1 −
z
zi
)p (4.9)
where k is the von-Karman constant, ws = u∗0φ
−1 is the mixed layer velocity, and p
is the model parameter that currently takes the value of 2.0 in the operational WRF.
Rewriting it in the same format as in equation (4.8), Km used by the YSU scheme is,
Km = u∗0φ
−1(1 −
z
zi
) · kz(1 −
z
zi
)p−1 (4.10)
In comparing equation (4.10) to equation (4.8), it can be seen that the turbulent velocity
scale used in YSU scheme has one more parameter φ−1, which is the Monin-Obukhov
function evaluated at the top of the surface layer, and the mixing length, implied by the
YSU scheme, is modelled as,
l(z) = kz(1 −
z
zi
)p−1 (4.11)
Given that the model parameter p takes the value of 2.0, equation (4.11) shows that the
YSU scheme requires the turbulence length scale, or the mixing length, to be a parabolic
function of height.
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4.4.2 Composition Procedures and Its Result
Just as in the calculation of the turbulence intensity structure, the turbulent com-
ponent of the measured wind speed needs to be found first in deriving the turbulence
vertical correlation coefficient. Procedures used to post-process raw dropwindsonde mea-
surements in order to calculate the turbulent component of the measured wind can be
found in sections 4.1 and 4.3. Unlike the calculation of the turbulence intensity, the tur-
bulent integral length scale calculation is based on vertical spatial correlation coefficients
of the turbulence component of the dropwindsonde wind measurement which involves
the product of two wind measurements. As a result, the composition process needs to
be adapted to cope with this complexity. The adapted calculation is presented in com-
plementing the composition methodology presented in the previous sections. In brief,
vertical turbulence correlation coefficients are calculated in four steps. First, the turbu-
lent component of the measured wind velocity are multiplied for every combination of
the measurement points in an individual dropwindsonde profile, and then the products
are binned according to the vertical distance from the first to the second turbulent wind
measurement. Second, a matrix is set up based on these turbulent wind products for all
dropwindsonde profiles from one composition group, each element of the matrix contains
various turbulent velocity products whose first factor has similar height and second factor
has similar distances from the first factor. In this matrix, each row contains elements
in the same height bin but showing different vertical distances of their factors, while
each column contains elements giving the same vertical distance in all the height bins.
The setup of this matrix and the meaning of its elements are illustrated in Fig. 4.16.
Third, all products from one height bin are weighted-averaged to get the covariance. In
other words, every element, which contains many turbulent wind products, in the above
described matrix are used as the sampling database to calculate the covariance. In the
calculation, the weight is given based on the distance from the first measurement to the
center of the height bin. Finally, the covariance is normalized by the square root of the
turbulence variance derived in calculating the turbulent wind velocity profile presented
section 4.3.
145
Figure 4.16: Sketch illustrating the matrix used in calculating the turbulence sptial
correlation coefficient. In the figure, U ′ is the turbulent component of dropwindsonde
wind measurements which is assumed to be only a function of height H , and the distance
D is assumed in the vertical direction.
Since the turbulence is expected to be a local phenomenon, i.e. independent from the
relative horizontal measurement location, only compositions based on the wind speed
are investigated. More specifically, both the MBL wind and gradient wind are used as
grouping indicators while the dropwindsonde splash down location is abandoned in this
calculation. Due to the computational capacity limitation, 900m is used as the longest
distance in the vertical correlation coefficient calculation which implies the correlation
of turbulent winds beyond that distance is assumed to be negligible. From the analysis
shown below, it can be seen that it is a reasonable assumption.
Although correlation coefficients calculated as articulated above are assumed to re-
flect spatial correlation coefficients of the turbulence in the vertical direction, it actually
produces correlation coefficients following the trajectory of the dropwindsonde, which is
obviously not in a perfectly vertical direction. However, Taylor’s hypothesis assumes the
mean wind convecting the dropwindsonde also convects the turbulent wind along with
the dropwindsonde. Under this assumption, to calculate the turbulence spatial correla-
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tion coefficient in the right vertical direction, the horizontal displacement of the turbulent
wind should be removed before the calculation which leads to the calculation along the
trajectory of the dropwindsonde is in fact in the right vertical direction given that the
displacements of the turbulent wind and dropwindsonde are similar. This assumption is
reliable when the vertical distance of two measurements used in correlation coefficient
calculation is small and the wind shear within them is small.
Figure 4.17 shows a set of typical correlation coefficients. As expected, the correlation
coefficient decays as the distance grows, and the correlation coefficient at a higher altitude
decays more slowly than that at a lower altitude. This indicates that the correlation of
the turbulence at a higher attitude is stronger due to the existence of larger eddies.
Moreover, it can be seen that the fluctuation of correlation coefficient beyond the point
where it reaches zero, which is far less than 900m, is somewhat random and with a
smaller amplitude. This feature substantiates the subjective choice of 900m as the cut-
off distance in calculating correlation coefficients. In addition, this feature shows that
the turbulence correlation calculated as articulated above is not reliable to be used to
calculate the integral length scale beyond the point where it cross zero for the first time.
To ensure the integral length scale calculation to be positive, the integration is performed
before the point where the correlation coefficient crosses zero for the first time.
Following the method described above, the turbulent integral length scale can be cal-
culated by integrating the correlation coefficients of one height bin. In other words, the
turbulent integral length scale is calculated by adding elements in same row in the ma-
trix described above to a point before the first negative value appears, after elements
are weighted-averaged to calculate correlation coefficients. The variation of the turbu-
lent integral length scale is formulated based on a series calculated results at different
heights. Figure 4.18 gives the profile of the turbulent integral length scale when the com-
position is conducted based on the MBL wind speed. It is shown that there is a general
trend in the turbulent integral length scale below 300m altitude, which is increasing with
height first. More specifically, the calculated turbulent integral length scale increase with
147
0 100 200 300 400 500 600 700 800 900
Distance (m)
 0.4
 0.2
0.0
0.2
0.4
0.6
0.8
1.0
Co
rr
el
at
io
n 
Co
ef
fic
ie
nt
Level_19
Level_38
Level_57
Level_76
Level_95
Figure 4.17: Correlation coefficient of turbulence where the number of level indicates the
height of the correlation; the larger the level number, the higher altitude at which the
correlation coefficient is calculated. Level 1 was 15m from the sea surface and Level 100
was 2985m from the sea surface.
height up to 150m. For some low MBL wind speed groups, the turbulent integral length
scale keep increasing with height above 150m, while some groups with high MBL wind
speeds, the turbulent integral length sale start to decrease with height. Above 300m, the
calculated turbulent integral length randomly fluctuates around a constant value. This
can be explained as follows. Turbulent mixing in the HBL depends on sizes of eddies
buried in turbulent flow. In the lower portion of the HBL, the eddy size increase with
height since the vertical distance is the main boundary for an eddy to grow. Beyond
the point at which turbulent integral length scale starts decreasing with height, eddies
reaches their maximum size and starts breaking down to generate eddies with various
scales. Similarly, Fig. 4.19 shows the turbulent integral length scale profiles when the
composition is based on the gradient wind. The same trend is seen in the lower portion
of the figure, but the fluctuations showing in the upper portion of the figure are reduced
comparing to the MBL wind speed based composition. This indicates when compositing
dropwindsonde measurements according to the gradient wind, turbulent characteristics
found in the upper level of the hurricane atmosphere are more clear and systematical
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since the gradient wind is an indicator of the wind strength at the upper level of the
hurricane atmosphere.
It should be noted that there is a methodology drawback that makes the turbulent
integral length scale calculated as described above not reliable in the higher portion of
the hurricane atmosphere. As described above, the turbulent component of the drop-
windsonde measured wind is found by first eliminating the mean wind profile composited
and then having the remains pass through a high-pass filter. This step assumes that any
trends in the large scale variation of the HBL wind is eliminated. While this assumption
is reasonable for measurements near the surface, as indicated by the analysis of the mean
wind profile and previous studies (Powell et al., 2003; Vickery et al., 2009), it is not the
case for the measurements taken in the upper portion of the HBL. Given that the high-
pass filter used is inclined to transfer a linear large scale trend into a series of negatively
correlated measurements by producing positives at one end while negatives at the other.
The vertical correlation coefficient calculated then mixes up the turbulence correlation
with the large scale mean flow trend. This indicates that the turbulent integral length
scale found previously should be used with caution, especially for the part at the upper
level of the hurricane atmosphere.
Since the YSU scheme, which requires the turbulent length scale in the HBL is a
parabolic function of height, is widely used in simulating hurricane winds, the test is
conducted to check if the turbulence diffusivity profile used by the YSU scheme is a
good approximation of turbulent mixing behaviour found by compositing dropwindsonde
measurements. The test consists of two parts: firstly, the test is carried out theoretically
based on the mean wind profile of the HBL; secondly, the turbulence length scale implied
by the YSU scheme is compared to the turbulent integral length scale found by drop-
windsonde observations. In the test based on the mean wind profile, the empirical profile
function, introduced by Vickery et al. (2009) and confirmed by the mean wind structure
analysis found in section 4.2, rather than the actual dropwindsonde composited mean
wind profile, is used. Here, the profile function is repeated,
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Figure 4.18: The integral length scale profile, the composition is based on the MBL wind
speeds.
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Figure 4.19: The integral length scale profile, the composition is based on the gradient
wind speeds.
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u(z) =
u∗0
k
[
ln
(
z
z0
)
− a
( z
H∗
)p]
(4.12)
where z0 is the aerodynamic roughness length and a, p are the model parameters. Fol-
lowing Pena et al. (2010) (see their equation 9), the derivative of the mean wind profile
is related to the shear velocity and turbulence length scale as,
dU
dz
=
u∗
l
(4.13)
Combing equations (4.12) and (4.13), the turbulence length scale profile can be derived
as,
1
l
=
1
kz
+
1
− k(H∗)2/(2az)
(4.14)
under the assumption that a constant u∗ is maintained throughout the entire boundary
layer. In equation (4.14), the second term in the right hand side hardly influences the
shape of the l profile. In detail, the first term in the right hand side of equation (4.14)
is in the order of 1/z while the second term is in the order of z/(H∗)2, and therefore the
ratio of the first term to the second term is (H∗)2/z2. In a large portion of the HBL, this
ratio is large enough to neglect the second term in equation (4.14). For example, when
z/H∗ < 0.5, this ratio is larger than 4.0. In summary, the constant shear velocity, u∗,
gives the original length scale model proposed by Prandtl (1932) based on the empirical
profile function of the mean HBL wind,
l = kz (4.15)
If the shear velocity is assumed to decrease linearly in the boundary layer, as indicated
in equation (4.7), the length scale profile is given as,
1
l
=
1
kz(1 − z
H∗
)
+
1
−k(H∗)2(1−z/H∗)
2az
(4.16)
Similar as in equation (4.14), the second term in the right hand side is not important.
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In detail, the ratio of the first term to the second term in the right hand side of equation
(4.16) is in the order of (H∗)2(1 − z/H)2. Even when z/H∗ ≈ 0.9, this ratio is larger than
2000 under the assumption that H∗ ≈ 500m. Thus, the length scale profile described by
equation (4.16) is a parabolic function of height,
l = kz(1 −
z
H∗
) (4.17)
The fact that turbulent length scale is a parabolic function of height is exactly one
derivation of the turbulence diffusivity formulation used by the YSU scheme, as shown
in equation (4.11).
Based on the analysis presented above, the empirical mean wind profile function, which
is derived based on direct dropwindsonde observations, implies two possible turbulence
length scale profile models in the HBL, and one of them is a parabolic function of height
as implied by the YSU scheme. To validate this finding more directly, the turbulent
integral length scale profiles calculated previously are compared to the profiles given
by equations (4.15) and (4.17). The only parameter needed in the calculation is the
boundary layer height scale H∗, and even H∗ is not important in equation (4.15) as it
only appears in the unimportant term. Naturally, the H∗ value found by fitting the
composited mean wind profile to the empirical profile function, which is detailed in
section 4.2, is used. Figure 4.20 gives the comparison of the turbulent integral length
scale and profiles calculated using equations (4.15) and (4.17) when the composition is
for the MBL wind speed ranging from 32m/s to 35m/s. It is shown that both equations
(4.15) and (4.17) yields estimates of the turbulent integral length scale in the surface
layer of the hurricane atmosphere, i.e. the lowest 50m in the HBL. Above the height
of 50m, equation (4.15) starts to overestimate the turbulent integral length scale, while
equation (4.17) still yields a reasonable estimates of the turbulent integral length scale
up to a height of 150m. From the height of 150m upwards, the turbulent integral length
scale calculated through compositing dropwindsonde measurements fluctuates around a
constant. In contrast, both equations (4.15) and (4.17) indicates that there still are
functional variations. Similarly, Fig. 4.21 shows the comparison between the turbulent
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integral length scale calculated by compositing dropwindsonde measurements according
to the gradient wind and estimated by equations (4.15) and (4.17). As in the discussion
on the comparison shown in Fig. 4.20, the comparison shown in Fig. 4.21 also indicates
that equation (4.15) only yields reasonable estimates of turbulent integral length scale
below the height of 100m while equation (4.17) yields reasonable estimates up to a height
of 200m. In summary, both equations (4.15) and (4.17) produce reasonable estimates of
turbulent integral length scale in the lower portion of the HBL (in the order of 10m).
Equation (4.17) produces reasonable turbulent integral length scale to an altitude higher
than the altitude below which both equations (4.15) and (4.17) are valid.
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Figure 4.20: Comparison of integral length scale and modelled turbulence length scale.
L1 represents length scale calculated based on equation (4.15), L2 represents length scale
calculated based on equation (4.17) with fitting H∗.
From the discussion presented above, the theoretical analysis based on the mean wind
profile function which is introduced by Vickery et al. (2009) indicates that the turbulence
diffusivity formulation used by the YSU scheme is adequate to describe turbulent mixing
in the HBL. This conclusion is drawn under two conditions: First, the shear velocity in
the HBL can be modelled as linearly decreasing with height; Second, the height scale
used in the empirical profile function, i.e. equation (4.12), and the surface shear velocity
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Figure 4.21: Comparison of integral length scale and modelled turbulence length scale.
L1 represents length scale calculated based on equation (4.15), L2 represents length scale
calculated based on equation (4.17) with fitting H∗.
u∗ should be used as height scale and velocity scale in the YSU scheme turbulence diffu-
sivity formulation. Comparing the theoretical model with the turbulent integral length
scale calculated through compositing dropwindsonde measurements, however, indicates
that a further investigation of the turbulence length scale in the HBL is necessary since
there is appreciable difference between the model estimates and dropwindsonde obser-
vations. There are two parameters should be adjusted in the YSU scheme according to
the theoretical analysis. The adjustment concerning the velocity scale is expected since
the stability of the HBL has been found near neutral (French et al., 2007), and there-
fore φ−1(0.1h/L), the Monin-Obukhov function evaluated at the top of the surface layer,
is approaching 1.0 since the Monin-Obukhov length scale L is approaching infinity. In
other words, under the near-neutral condition the Monin-Obkhov length scale stops being
an important length scale and therefore should not be included in the HBL turbulence
model. The adjustment concerning the height scale of the HBL is more complicated and
will be discussed in detail in the next section.
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4.5 The Height of the Boundary Layer
In section 4.4, it is shown that the HBL height scale is one important parameter in
non-local PBL schemes, and it can be adjusted to make the YSU scheme more suitable
to simulate turbulent mixing in the HBL according to theoretical analysis based on the
mean wind profile function introduced by Vickery et al. (2009). As seen in equation (4.8)
and (4.9), the height of boundary layer determines the formulation of the turbulence
diffusivity in the boundary layer, and therefore determines the overall performance of
the PBL scheme. Besides as a key parameter in the turbulence diffusivity formulation
in ”non-local” schemes, the boundary layer height also determines whether the PBL
scheme is applied to solve the turbulent mixing equation at a certain height. Thus, an
investigation on the HBL height is necessary by investigating turbulent characteristics
revealed by compositing dropwindsonde measurements.
The HBL height is also one of the keys to understand the turbulence structure within
the HBL. As discussed by French et al. (2007), the stability of the HBL is near-neutral
due to the fact that both productions and dissipations of the turbulent kinetic energy are
dominated by dynamic processes in the HBL which implies the Monin-Obukhov length
scale is no longer an appropriate choice for scaling purpose. As shown by Zhang (2007,
Chapter5), the HBL height is an appealing candidate for the length scaling parameter
in such an environment. An accurate estimate of the HBL height would not only help
improve the numerical simulation of hurricanes but also reproduce the generality of the
turbulence structure within the HBL.
Due to the importance of the HBL height stated above, it is necessary to investigate
the HBL in a more systematical and thorough way. To do that, the HBL heights are
calculated, according to various definitions, based on dropwindsonde measurements. As
argued by Zhang et al. (2011), the major issue associated with the HBL height calculation
is that there are many definitions available and they usually produce different estimates
of the HBL. Definitions adopted to calculate the HBL height are reviewed before the
discussion of the dropwindsonde measurement composition results.
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4.5.1 Theoretical Background
As introduced above, different definitions of the PBL height show a discrepancy in di-
recting the HBL height calculation, which then leads to the difference of the calculation
results. In fact, the study of Zhang et al. (2009) indicates the height defined thermody-
namically is just half of that defined dynamically. Thus, following the philosophy used in
the study of Zhang et al. (2011), the comparison of the HBL heights calculated differently
would advance our understanding of this important HBL length scale and also improve
the boundary layer turbulence model. To assist the discussion of the comparison, all
definitions used are summarized as follows.
First, the height scale, H∗, used in the empirical profile function provided by Vickery
et al. (2009), or equation (4.12), is adopted. Within the same framework detailed in
section 4.2, the dropwindsonde data are composited to produce the mean wind profile of
the HBL. Then, the value of H∗ is found by fitting the composited mean wind profile to
the empirical profile function. Details of calculating the mean wind profile by compositing
dropwindsonde measurements and the best fitting approach can be found in section 4.2.
Second, the inflow layer depth is calculated when the measured wind velocity is de-
composed into tangential and radial components. Following the method used by Zhang
et al. (2011), the inflow layer depth is defined as the height at which the radial velocity
reaches 10% of the strongest inflow beneath.
Third, the mean virtual potential temperature profile is calculated and investigated.
As introduced by Anthes and Chang (1978) and followed by Zhang et al. (2011), the top
of the mixed layer, which is also the top of the ABL thermodynamically, is the place
where the virtual potential temperature deviates from the mean of virtual potential
temperatures measured in the lowest 150m by 0.5K.
Fourth, a critical Richardson number is used. As currently adopted in the YSU scheme
(Hong and Pan, 1996; Hong et al., 2006), the height of the boundary layer is calculated as
the height where the bulk Richardson number exceeds some critical value. The formula
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provided by Zhang et al. (2011), rather than the original one used in the YSU scheme, is
adopted here due to the difficulties in estimating the surface thermal variables required
by the original formulation. The formula, from the summary of Zhang et al. (2011), is
repeated,
Ri =
(g/θvs)(θz − θvs)(z − zs)
(Uz − U)2
(4.18)
where Ri is the bulk Richardson number, θv gives the virtual potential temperature,
z gives the height and U gives the wind velocity. Subscripts z and s separate values
at the top of the boundary layer from those at surface. In the calculation based on
dropwindsonde measurements, the critical Richardson number is taken as 0.25, and the
surface value at a height of 0m is calculated as the mean of the measurements taken
below 50m to get rid of the measurement fluctuations close to the sea surface.
4.5.2 The Composition Result and Comparisons
Based on the definitions articulated above, the HBL height is calculated through com-
positing dropwindsonde measurements. Figure 4.22 gives the comparison of the HBL
heights calculated according to different definitions when the composition is based on
the MBL wind. While the inflow layer depth is found close to H∗, which is also a
dynamic HBL height indicator, the height calculated based on the virtual potential tem-
perature and the critical Richardson number is far lower than those defined dynamically.
This substantiates the finding made by Zhang et al. (2011). Moreover, the two dynam-
ically defined HBL heights decrease with the increasing MBL wind speed. In contrast,
the height calculated according to thermodynamic definitions, i.e. the virtual potential
temperature definition and the critical Richardson number approach, keeps a constant
regardless of MBL winds. When investigating the HBL height calculated according to
thermodynamic boundary layer characteristics more closely, the height calculated based
on the virtual potential temperature is constant in relative low wind speed region while
the height calculated through a critical Richardson number approach slightly increase
with MBL wind speeds in low wind speed region (lower than 25m/s).
157
20 30 40 50 60 70 80
Wind Velocity (m/s)
500
1000
1500
2000
2500
BL
 H
ei
gh
t (
m
)
H Star
Inflow Layer Height
Theta Height
Richardson No Height
Figure 4.22: Boundary layer height comparison where Theta represents height calculated
based on the virtual potential temperature, others are self explained. The composition
is based on the MBL wind speeds.
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Figure 4.23: Boundary layer height comparison where Theta represents height calculated
based on the virtual potential temperature, others are self explained. The composition
is based on the gradient wind speeds.
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The difference between the HBL height calculated according to thermodynamic defini-
tions and dynamic definitions may be able to be explained by the assumption adopted by
Zhang et al. (2008) and Zhu (2008), i.e. the existence of large eddies in the HBL. Con-
sidering the HBL height calculated according to the virtual potential temperature profile
is indicate the top of a relatively vertically flat virtual potential temperature profile, this
HBL height shows the upper boundary of a well mixed layer. Meanwhile, large eddies are
more effective in transporting and mixing, the well mixed layer may indicate that large
eddies dominates turbulent mixing in this layer. The fact that the thermodynamically
defined HBL height is lower than dynamically defined HBL height actually substantiates
the existence of large eddies in the lower portion of the HBL.
4.6 Conclusion
Although it has been shown that turbulent exchanges are important in overall tropi-
cal cyclone dynamics, few studies have been conducted to reveal turbulence structures
and characteristics within the HBL. To fill this gap in our knowledge, the HBL turbu-
lence is investigated using dropwindsonde measurements accumulated in the last decade.
More specifically, more than 4000 dropwindsonde profiles gathered from 1997 to 2010
are processed and composited to produce not only the mean but also the turbulent wind
structure of the HBL, including the turbulence intensity and turbulence length scale.
Based on the dropwindsonde motion simulation study, as detailed in chapter 3, this
composition data size is large enough to give statistically meaningful turbulence results.
The mean wind profile composited, validating the empirical profile function from the
study of Vickery et al. (2009) more strictly in terms of the composition resolution, shows
that the sea surface drag coefficient behaves more complicated than several previous stud-
ies has been revealed. The composited dropwindsonde measurements showed that the sea
surface drag coefficient may decrease under extreme high wind speed conditions (higher
than 50m/s), while previous studies indicates the sea surface drag coefficient levels-off
when the MBL wind exceeds some critical value. In addition to grouping dropwindsonde
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profiles according to the MBL wind speed, composition based on the gradient wind is
conducted and shows that it is also a reasonable grouping indicator. However, the results
calculated based on the gradient wind lack the capacity of reflecting wind characteristics
in the lower portion of the HBL. In addition, mean wind profiles composited according
to the combination of the dropwindsonde splash down location and MBL wind show that
there is a systematical difference among the mean wind vertical structure from different
regions of a tropical cyclone.
Thanks to the large database of the dropwindsonde measurement, the turbulence inten-
sity can be calculated in addition to the mean wind profile. Validating the finding of the
CBLAST experiment, the turbulence intensity of the tangential wind shows a clear trend
of decreasing with height and then levelling off above 400m. The collapse of turbulence
intensity profiles, corresponding to different MBL wind speeds, shows the independence
of the vertical turbulence intensity structure from the hurricane wind strength. The com-
position according to the gradient wind, on the other hand, does not give results as good
as the composition according to the MBL wind, since the gradient wind speed preserves
only a weak connection with wind characteristics in the lower portion of the HBL. This
suggests although the gradient wind speed is a reasonable grouping indicator to study
the mean wind profile in the HBL, it is not recommended in studying wind structures
strongly influenced by surface characteristics.
Based on the same database, the vertical structure of the turbulent integral length scale
is calculated. Since the turbulence diffusivity, which is critical in the PBL scheme used
in various numerical simulation packages, can be modelled as the product of a turbulent
velocity scale and a turbulent length scale, the profile of the turbulent integral length scale
can be used to investigate the turbulence diffusivity formulation used in the YSU scheme.
While a theoretical analysis, which is based on the mean wind profile function introduced
by Vickery et al. (2009), substantiates the use of the YSU scheme to simulate turbulent
mixing in the HBL, the turbulent integral length scale calculated through compositing
dropwindsonde measurements shows the necessity of a further investigation. According
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to the theoretical analysis, there are two parameters adjustable in the YSU scheme to
make it more suitable to simulate turbulent mixing in the HBL. First, the velocity scale
used in the turbulence diffusivity formulation should be purely dynamical. Second, the
HBL height should be carefully calculated.
Since the boundary layer height critically influences modelling turbulent mixing in the
HBL, the HBL height calculated based on various HBL characteristics are compared to
provide some insights into turbulence processes in the HBL and to make suggestions on
improving the HBL height calculation used in PBL schemes. In an agreement with Zhang
et al. (2011), it has been found that the thermodynamically defined height is much lower
than the dynamically defined HBL height. It is argued that large eddies, or roll vortices,
retained in the low portion of the HBL are the reason for such a phenomenon.
In conclusion, dropwindsonde measurements, which describes the entire HBL wind
with an unprecedented accuracy and resolution, provide an opportunity to derive tur-
bulence characteristics in the HBL, and the composited dropwindsonde measurements
reveals the vertical structure of the mean wind, turbulence intensity, turbulent integral
length scale and height scale in the HBL. Among turbulent characteristics investigated,
the turbulent integral length scale provided an opportunity to analyze the turbulence
diffusivity formulation adopted by the YSU scheme.
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Chapter 5
Numerical Simulation
As discussed by many previous studies (Braun and Tao, 2000; Davis and Bostart,
2002; Nolan et al., 2009b,a), turbulent mixing within the HBL plays a key role in de-
termining the output wind or thermodynamical variable fields of numerical simulations
of hurricanes. The PBL scheme, which is one software component in numerical simula-
tion packages, governs turbulent mixing within the ABL by formulating the turbulence
diffusivity coefficient used in the vertical diffusion term in the flow governing equations.
Although numerical simulation is one major technique used in studying tropical cyclones,
the PBL schemes widely adopted by main stream numerical simulation codes are designed
to describe turbulence characteristics in the standard ABL rather than in the HBL. The
standard ABL can be defined as the ABL with a general wind strength (measured as
mean of wind velocities in the lowest 500m in the ABL) lower than 20m/s. This defi-
ciency is crucial since the NWP is the most advanced technique based on which real-time
hurricane predictions are made. Thus, it is reasonable to expect numerical simulations
to give a more realistic prediction when the special turbulence characteristics found by
compositing dropwindsonde measurements are incorporated into the turbulence diffusiv-
ity formulation in the PBL scheme used in numerical simulations of hurricanes.
As in the discussion on the turbulent integral length scale found by the composited
dropwindsonde measurements, the YSU scheme is found to be valid to describe turbulent
mixing in the HBL through a theoretical analysis using the mean wind profile function
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introduced by Vickery et al. (2009). While the turbulent integral length scale calculated
through compositing dropwindsonde measurements indicates that the vertical variation
of the turbulence length scale implied by the YSU is not in an agreement with dropwind-
sonde observations, it is worthwhile to check the validity of the YSU scheme in simulating
turbulent mixing in the HBL more directly through numerical simulations. In the theo-
retical discussion presented in section 4.4, it has been found that there are two revisions
necessary to make the YSU scheme more suitable under hurricane wind conditions. First,
the surface friction velocity u∗ should replace the mixed layer velocity u∗φ
−1(0.1h/L) in
the turbulence diffusivity formulation as the turbulence velocity scale. Second, the HBL
height calculated through the critical Richardson number approach should be revised.
Since the first revision is expected to be taken care of by the formulation itself as the sta-
bility of the HBL approaches near-neutral condition as revealed by French et al. (2007),
we focus on the HBL height calculation in this chapter. In investigating the HBL height
calculation used in PBL schemes, high resolution numerical simulations of an idealized
tropical cyclone are conducted. The simulation results are then compared to the compos-
ited dropwindsonde measurements, which is able to not only validate the use of the YSU
scheme in simulating the hurricane wind field but also shed some lights on improving the
HBL height calculations.
After the first section discusses the background information on the numerical simula-
tion of hurricanes and HBL calculations from the theoretical perspective, the numerical
simulation configuration of the high resolution numerical simulation is described in sec-
tion 5.2. The comparison of the simulation results to the composited dropwindsonde
measurement is presented in section 5.3, which forms the base for validating of the use
of the YSU scheme and investigation of the HBL height calculations. Conclusions are
given in section 5.4
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5.1 Introduction
In analyzing the turbulent integral length scale calculated through compositing drop-
windsonde measurements, the validity of the YSU scheme to simulate turbulent mixing
in the HBL has been discussed. To extend this discussion and to investigate the use of the
YSU scheme to simulate the HBL turbulent mixing more directly, a numerical simulation
of hurricanes using the YSU is conducted in a comparison with the composition results
of dropwindsonde measurements. In the discussion of turbulent integral length scale,
a theoretical analysis based on the mean wind profile function introduced by Vickery
et al. (2009) suggests revising the HBL calculation (see section 4.4). Zhang et al. (2011)
studied the HBL height scale using dropwindsonde measurements which showed that the
critical Richardson number approach currently utilized by the YSU scheme gives a HBL
height radial variation different from the calculations based on other boundary layer char-
acteristics. Therefore, a thorough investigation on the YSU scheme, including possible
improvements through revising the HBL height calculation, should include a analysis of
the numerical simulation results produced by different HBL calculations. Before analyz-
ing the numerical simulation results, it is necessary to first discuss the HBL height from a
theoretical perspective. As a result, this section is divided into two parts, a description of
the background information concerning numerical simulations and a theoretical analysis
of the HBL height.
5.1.1 Background of the Numerical Simulation
As indicated by several previous studies (Braun and Tao, 2000; Davis and Bostart,
2002; Nolan et al., 2009b,a), the numerical simulation results of tropical cyclones are
sensitive to the formulation of the PBL scheme, which is responsible for modelling verti-
cal turbulent mixing in the boundary layer. The PBL schemes currently used by various
numerical packages are, however, designed to describe turbulent mixing in the standard
ABL since direct observations of the turbulence characteristics within the HBL is rel-
atively rare until very recently. To advance hurricane intensity numerical predictions,
it is necessary to revise the currently utilized PBL scheme to take special turbulence
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characteristics of the HBL into account.
Among PBL schemes currently adopted, the YSU scheme used in WRF is widely used
in numerical simulations of tropical cyclones, and therefore have been investigated by
Nolan et al. (2009b) and Nolan et al. (2009a), who conducted high resolution numerical
simulations of Hurricane Isabel (2003) using WRF with different PBL schemes. It has
been found that the YSU model, which was originally developed based on the MRF model
(Hong and Pan, 1996; Hong et al., 2006), provided results most consistent with obser-
vations given that it is revised to take into consideration the sea surface drag coefficient
behaviour under high wind speed conditions. In addition, in the analysis of the turbulent
integral length scale and in the discussion of the HBL height calculation (presented in
sections 4.4 and 4.5), it is argued that the PBL height calculation currently employed in
the YSU scheme may be inadequate to correctly estimate the HBL height. This issue
was also discovered by Zhang et al. (2011), who used dropwindsonde measurements to
directly calculate the HBL height according to different HBL height definitions. In the
study of Zhang et al. (2011), it has been found that the HBL height calculated through
the critical Richardson number approach, which is currently used in the YSU scheme,
gives a radial variation different from those calculated differently. To investigate possible
revisions up the original YSU scheme, the numerical simulations conducted in this study
employ different boundary layer characteristics to estimate the HBL, which include the
deviation of the virtual potential temperature, the height of the maximum simulated
wind and a critical Richardson number approach.
As pointed out by Hill and Lackmann (2009), the horizontal grid spacing of numer-
ical simulations, i.e. the averaged horizontal grid size, in tropical cyclones significantly
influences the results. According to their study, which analyzed the wind and other
thermodynamic variable fields of an idealized tropical cyclone simulated using WRF, the
difference among simulated hurricane’s intensities produced by different grid resolutions
can be up to 30%. Thus, a high resolution numerical simulation is needed to ensure
the reliability of outcomes of hurricane numerical simulations. However, it should be
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noted that the numerical simulation of atmospheric flows, unlike the simulation of other
small scale engineering flows, keeps producing more detailed structure of simulated fields
as the grid resolution increases, and therefore the grid independence required in usual
computational fluid dynamics can not be achieved here. Therefore, the grid resolution
independence check is not performed in this simulation. Details of the simulation con-
figuration is presented in section 5.2.
5.1.2 Theoretical Analysis on the Height of the HBL
As discussed above, the YSU scheme can be made more suitable to describe turbulent
mixing in the HBL by revising the velocity scale used in the turbulence diffusivity for-
mulation and HBL height calculation. In the turbulence diffusivity formulation of the
original YSU scheme, the velocity scale used is the mixed layer velocity, which can be
expressed as u∗φ
−1(0.1h/L) while the composited dropwindsonde measurements suggests
the surface friction velocity u∗ is a better velocity scale in the turbulence diffusivity for-
mulation describing turbulent mixing in the HBL. (see equation 4.10 for the meanings of
the symbols). It can be easily seen that the mixed layer velocity approximates the surface
friction velocity as the Monin-Obukhov length scale L increases since φ−1(0.1/L) ≈ 1 as
L increases. Under the condition that L approaches the infinite, the atmospheric stability
approaches near-neutral condition and the Monin-Obukhov length scale stops being an
important length scale. As found by French et al. (2007) and Drennan et al. (2007), this
actually is the case for the HBL. As a result, the revision concerning the velocity scale is
taken care of by the formulation itself. The revision concerning the HBL height calcula-
tion, however, is more complicated as indicated by Zhang et al. (2011). The discussion
concerning the HBL height calculation, which is presented in section 4.5, is extended in
this section to include some additional theoretical considerations.
From the model provided by Kepert (2001), the height scale of the HBL can be ex-
pressed as,
δ =
√
2Km
I
(5.1)
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where δ gives the height scale, and the inertial stability I can be expressed as
I =
√(
f + 2
V
r
)(
f +
V
r
+
∂V
∂r
)
(5.2)
while the classic Ekman equation gives the height scale of the ABL as,
δ =
√
2Km
f
(5.3)
In expressions (5.1) and (5.3), Km is the turbulence diffusivity for the momentum, V
denotes the gradient wind velocity, r gives the radius from the center of the storm and
f is the Coriolis parameter. The height scale given by equation (5.1) shows a clear
decreasing trend towards the storm center (Kepert, 2001), which is substantiated by
reconnaissance flight observations (Frank, 1984), and dropwindsonde composition results
(Vickery et al., 2009). In contrast, the classic Ekman equation gives a constant boundary
layer depth everywhere in the atmosphere. Furthermore, provided by Kepert (2001), the
height scale of the HBL can also be approximated by its relationship with the gradient
wind as,
δ ∼
V
I
(5.4)
Meanwhile, based on the turbulence diffusivity formulation of the YSU scheme, the height
scale given by the classic Ekman equation can be approximated by the relationship,
δ ∼
u∗0
f
(5.5)
Equations (5.4) and (5.5) show two different variations of the boundary layer height
with wind speeds. Since I increases faster than V approaching the storm center as indi-
cated by the decrease of the HBL height, as shown in the studies of Frank (1984), Kepert
(2001) and Vickery et al. (2009), δ decreases with the increasing V in equation (5.4)
whereas δ increases with the increasing u∗0 in equation (5.5). Taken into consideration
that the surface drag is generally increasing with the overall wind strength, equation (5.5)
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shows the height scale of the boundary layer increases with the wind speed. The conflict
articulated above indicate that two different HBL turbulent mixing modelling approaches
provided that the turbulence diffusivity is formulated based on the PBL height as in ”non-
local” PBL schemes. In detail, while equation (5.1) indicates turbulence processes in the
HBL do not only depend on surface characteristics and the distance from the surface but
also the relative position in storms, equation (5.3) shows that turbulence processes in the
PBL is a ”horizontally local” phenomenon in which horizontal large scale flows should be
absent in the model. Although both the modelling and observational studies support the
use of equation (5.1) in calculating the HBL height, its implication that turbulence pro-
cesses depend on large scale flow characteristics is not throughly validated, and therefore
should be further investigated.
On the other hand, the study of Zhang et al. (2009) revealed that the thermodynam-
ically defined HBL height is significantly less than the dynamically defined HBL height
in analyzing the turbulence characteristics in the HBL in outer rainbands observed by
reconnaissance flights. This finding inspired Zhang et al. (2011) to investigate the HBL
height scale more comprehensively through compositing dropwindsonde measurements.
In this follow-up study, it is found that the HBL heights calculated based on the virtual
potential temperature profile and the critical Richardson number are nearly half of that
calculated based on the inflow layer depth and the maximum wind velocity. In addition,
Zhang et al. (2011) also discovered that the HBL height calculated based on the critical
Richardson number, which is currently employed in the YSU scheme, produces a ques-
tionable radial variation when compared to the HBL height calculated otherwise. This
finding poses a requirement to revise the HBL height calculation adopted currently by
the YSU scheme.
Since a virtual potential temperature profile showing the virtual potential temperature
is a constant regardless of height, which is the indicator of the ”mixed layer”, implicitly
reflects turbulent mixing, it is often used to define the PBL height. As a result, it is
reasonable to assume that the discrepancy described above implies there may be two
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separate boundary layer heights existing in the HBL. In other words, in addition to the
surface layer, there may be two layers, with different turbulence characteristics, existing in
the HBL since both dynamical and thermodynamical boundary layer height definitions
reflect important boundary layer turbulence characteristics. In detail, the top of the
first layer is given by the thermodynamically defined HBL height while the dynamically
defined HBL height gives the top of the second layer which is also the height of the
entire HBL. The first layer, which can be labelled as the ”mixed layer”, is dominated by
”horizontally local” turbulence processes, and therefore turbulence characteristics of this
layer are similar to those found in the standard ABL. Furthermore, it is reasonable to
assume large eddies, or roll vortices using the term discussed by Zhu (2008) and Zhang
et al. (2008), are responsible for turbulent mixing within this layer. This explains the
shape of the virtual potential temperature profile found within the thermodynamically
defined HBL, since the large eddies are more effective in mixing to produce a vertically
homogeneous virtual potential temperature field. Since the large eddy size should be
determined by the distance from the surface rather than any horizontal length scales,
turbulence processes in the first layer should depend only on surface characteristics and
the distance from the surface, which made it a ”horizontally local” phenomenon. The
second layer, which is unique in the HBL, is influenced by large scale flows of tropical
cyclones, the main vortices. Its depth, and therefore the height of the entire HBL, is
governed by the inertial stability I, which is determined by the main vortex gradient wind
field. Although it is only a preliminary attempt, the three-layer hypothesis articulated
above successfully explains the conflict of the HBL estimated using equations (5.4) and
(5.5) and the finding that the thermodynamically defined HBL height is significantly
lower than the dynamically defined HBL height.
5.2 Simulation Configuration
One of the most important issues concerning, and a key factor in the configuration
of, the numerical simulation is the grid spacing. As stated by Nolan et al. (2009b), the
high resolution numerical simulation has been actively involved in researches on tropical
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cyclones as the computation capacity available keeps increasing in the past decade. Hill
and Lackmann (2009) discussed the sensitivity of the simulation results to the grid spacing
in the configuration. In these previous studies, the numerical simulation with a grid
resolution as high as possible is always suggested since less processes need to be modelled
in the high resolution simulation and the increase of the grid resolution has not questioned
the numerical simulation base yet. Thus, a resolution even higher than the highest one
used by Hill and Lackmann (2009) is adopted here. The finest horizontal grid spacing
is 1km, and 49 layers are formulated in the vertical direction whereas the simulation
conducted by Hill and Lackmann (2009) used the finest horizontal grid spacing 4km and
31 vertical layers.
Considering the ultimate validation of the simulation result is the composited drop-
windsonde measurements gathered in numerous hurricanes, it represents a ”general pic-
ture” of wind, virtual potential temperature and relative humidity fields in hurricanes,
an idealized, rather than any specific, tropical cyclone should be simulated and a com-
positional averaging post-processing approach should be employed to give general, rep-
resentative features of tropical cyclones which are comparable to the composition result.
Following Hill and Lackmann (2009), an environment which is favourable in generating
and developing a tropical cyclone is assumed in formulating the initial and boundary
conditions. Dunion and Marron (2008) reviewed the Jordan mean tropical atmosphere
sounding (Jordan, 1958), and revised it by taking into account the influence of the Sa-
haran Air Layer. The summary of their revised sounding (see their table 2) is adopted
to provide the boundary conditions for the simulation. In addition, to ensure the simu-
lated tropical cyclone has enough potential energy to achieve a steady-state intensity, a
constant value of 29◦C for the sea surface temperature is used in the simulation.
Taking elements mentioned above into consideration, the version 3.3 of WRF Advanced
Research WRF (WRF-ARW) is used to simulate the idealized tropical cyclone. Four
different domains, with horizontal grid spacings of 27km, 9km, 3km and 1km are utilized
to give the ”telescope nest” effect of the simulation. The most inner domain has 244
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grid points in both horizontal directions which covers an area approximately a area of
245km × 245km. For the coarse domains with the grid spacing 27km and 9km, the
Kain-Fritsch cumulus scheme (Kain and Fritsch, 1993; Kain, 2004) is invoked to simulate
convective processes while it is not activated for the domains with the grid spacing 3km
and 1km, since their high resolution is able to solve convective processes explicitly (Hill
and Lackmann, 2009). The top of all domains is 50hPa and a Rayleigh damping layer
is employed at the model top for the sake of numerical stability. As for microphysics,
the Lin scheme is used (Lin and Farley, 1983) while the Rapid Radiative Transfer Model
(RRTM) scheme (Mlawer et al., 1997) and the Dudhia scheme (Duhia, 1989) are used to
simulate long-wave and the short-wave radiations respectively. The summary of the key
information of the simulation configuration can be found in table 5.1.
Table 5.1: The key configuration of the numerical simulation
Domain Index Cumulus Scheme Grid Spacing (km) Horizontal Dimension
Domain 1 Kain-Fritsch 27 90× 90
Domain 2 Kain-Fritsch 9 91× 91
Domain 3 None 3 148× 148
Domain 4 None 1 244× 244
For simulating turbulent mixing within the boundary layer, the YSU scheme is em-
ployed for all four domains. Since the surface layer scheme, which is responsible for
calculating surface layer characteristics, is bundled with the PBL scheme in the current
version of WRF-ARW, the Monin-Obukhov scheme, whose version is compatible with the
YSU scheme, is selected. In the discussion about the HBL height calculation presented in
section 5.1, it is shown that there are various definitions available to calculate the HBL
height. According to the study of Zhang et al. (2011), they often disagree with each
other. The numerical simulation provides an opportunity to investigate the influence of
the HBL height calculation on the simulation results. In addition, as discovered by Zhang
et al. (2011), the dynamically defined HBL height share the same radial variation which is
confirmed by the height defined based solely on the virtual potential temperature profile.
The height calculated through the critical Richardson number approach, however, gives a
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different trend. To investigate issues stated above, in addition to the critical Richardson
number criteria which is currently used in the YSU scheme, one dynamic indicator, the
maximum of the wind velocity in a vertical profile, and one thermodynamical indicator,
the deviation of the virtual potential temperature are used to adapt the YSU scheme in
the numerical simulation. Following Anthes and Chang (1978) and Zhang et al. (2011),
the HBL height calculated based on the deviation of the virtual potential temperature
is as the height at which the virtual potential temperature is deviated from its mean
within the lowest 150m by 0.5K. The adaption leads to three separate simulations, and
comparing their results shows the influence of the PBL height calculation on the overall
numerical simulation of hurricanes.
To facilitate the simulation, a well structured bogus vortex is inserted into the initial
field described by the revised Jordan mean tropical sounding (Dunion and Marron, 2008).
As discussed by Hill and Lackmann (2009), the influence of this bogus vortex is mainly
on the time needed for the simulated tropical cyclone to reach a quasi-steady state.
Thus, an arbitrarily chosen weak bogus vortex, with the maximum 10m wind speed of
30m/s and the RMW of 60km, is used in the initialization. To ensure the simulated
hurricane reaches the required quasi-steady state, a relatively long simulation period
(10 days) is adopted. As argued by Hill and Lackmann (2009), this duration is long
enough considering the inserted bogus vortex of their study is in fact weaker then the
one currently used. Figure 5.1(b) shows a 240 hours time history of the minimum sea
level pressure from the simulations. It can be seen that the quasi-steady state for all
three simulations is simultaneously achieved between 150 to 180 hours from the start
of the simulation. Thus, the outputs at the simultaneously steady-state moment, 180
hours from the start of the simulation, are compositional averaged and compared. At
this moment, the simulated hurricanes intensities, measured as the maximum 10m wind
speed, are 113.4m/s, 91.1m/s and 100.4m/s for simulations based on the original YSU
scheme, the revision using the virtual potential temperature and the maximum wind to
calculate the PBL height respectively.
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Figure 5.1: Track and the intensity development of the hurricane in the 10 days simula-
tion, the ”YSU” denotes the output from original YSU scheme while the ”YSU-Vmax”
and ”YSU-Theta” denote simulations using different calculations of the HBL height. De-
tails can be found in the text. The star in the track plot denotes the start of simulations.
173
5.3 Simulation Results and Discussion
To more directly investigate the YSU scheme in simulating HBL turbulent mixing,
numerical simulation results are compared to the composited dropwindsonde measure-
ments. The comparison is not limited to the wind structure to provide a broader base for
the investigation. In addition to investigating the YSU scheme, the composition can also
be used to examine the three-layer hypothesis proposed in section 5.1. The investigation
is conducted indirectly by comparing the results from the numerical simulations to the
theoretical prediction concerning the variation of the boundary layer height with wind
speeds, which is detailed in section 5.1. Hereafter, the simulation using the original YSU
scheme is denoted as YSU simulation, the simulation calculating the PBL height based
solely on the virtual potential temperature is denoted as YSU-Theta simulation and the
simulation calculating the PBL height based on the maximum wind velocity is denoted
as YSU-Vmax simulation. In order to reliably conduct the investigation of both the YSU
scheme and the three-layer hypothesis, the output fields from the numerical simulations
are compositional averaged just as in calculating the desired statistics using dropwind-
sonde measurements. Three parts are presented in this section, which are a description
of the numerical simulation results post-processing procedures, the investigation of the
YSU scheme and a discussion on the HBL height calculation.
Comparison Strategy
All the processing and composition procedures used to obtain the observational statis-
tical profiles from dropwindsonde measurements are presented in chapter 4. As a result,
the statistics of the HBL used in the following discussion are the same as in the analysis
of dropwindsonde observations. Since the current numerical simulation is inadequate to
produce any explicitly solved turbulence information in the HBL, only mean profiles of
the wind velocity, virtual potential temperature and relative humidity are extracted from
the composition of dropwindsonde measurements. Since the variation of the HBL height
with wind speeds needs to be checked, the composition results based on both the MBL
wind speed and gradient wind are extracted. An assumption underlying the composition
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according to wind speeds is that the wind structure of the HBL is only determined by the
overall wind strength indicated by either the MBL wind or gradient wind. In addition,
the composition results calculated based on the combination of the MBL wind and the
relative horizontal measurement position are also included in the following discussion.
In order to be comparable to the composited dropwindsonde measurements, the out-
puts of numerical simulations are also compositionally averaged to produce the vertical
profile of the desired mean profiles. More specifically, the simulated fields produced by
the finest domain are taken, and the vertical profiles of meteorological variables at each
horizontal computational grid are treated as an individual dropwindsonde profile. As a
result, the composition database of the numerical simulation results contains 244 × 244
profiles. Following the same composition methodology used for the dropwindsonde mea-
surements, both the MBL wind speed and the gradient wind speed are calculated to
serve as grouping indicators in the compositional averaging process. Besides, the center
and RMW of the simulated storm are calculated by fitting the sea level pressure output
from the simulations to the simple Holland pressure profile model (Holland, 1980). This
information is used to divide the considered domain into the inner core, eye-wall, and
out-skirt regions as in the analysis of the composition of dropwindsonde measurements.
The composition is then constructed combining the region division and the MBL wind
speed in addition to based purely on wind speeds. The main difference between the two
compositions, i.e. based on dropwindsonde measurements and based on simulated wind
fields, is that the second is actually a spatial averaging since the simulation only provides
a ”snapshot” of the tropical cyclone structure.
Given both the dropwindsonde measurements and the simulation outputs are utilized to
calculate the desire mean profiles in the same compositional way, their results of the wind
velocity, virtual potential temperature and relative humidity are compared. It should be
noted that both the dropwindsonde and numerical simulation, using WRF-ARW, do not
directly report the virtual potential temperature. Thus, the air temperature, air pressure
and relative humidity are used to calculated the virtual potential temperature before the
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composition.
5.3.1 Validation of the YSU scheme
Comparisons shown in Figs. 5.2 and 5.3, especially the comparison of the wind profile
calculated for the composition according to the gradient shown in Fig. 5.3(b), indicate
the boundary layer structure produced by the YSU simulation is close to that found
by the dropwindsonde, especially in the lower portion of the HBL. It should be noted
that although only the group with the MBL wind or the gradient wind in the region
(23m/s, 26m/s) is shown in Figs. 5.2 and 5.3, profiles from groups with other wind
speeds show a similar trend. It is seen that the wind estimated by the YSU simulation
is slightly larger than that observed by the dropwindsonde below 200m. Moreover, the
composited dropwindsonde measurements and the numerical simulation compositional
means are in reasonable agreement in the range (200m, 1000m) for both the MBL wind
based and the gradient wind based compositions. However, the wind profile produced by
the numerical simulation starts to overestimate the wind velocity from 1000m upwards
for the MBL wind based composition and from 2000m for the gradient wind based com-
position. This implies the YSU simulation is inadequate to reproduce the mean wind
structure of the entire HBL. In other words, the wind speed prediction produced by the
YSU simulation is only close to the observed wind speed in the grouping height region,
which is 0m − 500m for the MBL wind based composition and is 1500m − 2000m for
the gradient wind based composition. This feature questions the the validity of the YSU
scheme in describing turbulent mixing in the entire HBL. Recalling the analysis on the
turbulent integral length scale calculated through compositing dropwindsonde measure-
ments (see section 4.4 for detail), this feature substantiates the finding that the turbulent
integral length scale estimated using the YSU scheme turbulence diffusivity formulation
is close to the observation within 200m from the sea surface and shows a different trend
from observation above 200m. Furthermore, the comparison of the virtual potential
temperature shows that dropwindsonde observations and numerical simulation outputs
share the same trend. However, it can be seen that the numerical simulation result keeps
deviating from the observed profile as the height increases. Although the ”shift” effect
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seen in Fig. 5.2 can be explained by the unavoidable inaccuracy of setting the sea sur-
face temperature to a constant value of 29◦C, which is different from the ”averaged”
sea surface temperature buried in a composition group, it reveals the inadequacy of the
YSU scheme in reproducing the boundary layer thermodynamic structure. Unlike the
comparison of the wind and virtual potential temperature, the relative humidity com-
parison (shown in Fig. 5.4) gives a larger discrepancy between the simulation results and
dropwindsonde composition results. However, this does not suggest the performance of
the YSU simulation is poorer in reproducing the humidity structure in the HBL since the
”shift” effect is also seen in Fig. 5.4. Moreover, the horizontal scale is relatively small
(60% − 100% in Fig. 5.4), which exaggerates the difference. As for the ”shift” effect
seen in the relative humidity comparison, the same explanation can be applied. Since
the surface scheme of the WRF-ARW relies on the sea surface temperature to calculate
the surface layer humidity structure, which in turn is a boundary value for the relative
humidity profiles seen in Fig. 5.4, the inaccuracy of setting the sea surface temperature
to an arbitrarily chosen constant eventually leads to an unrealistic boundary value for
the relative humidity profile.
As shown in the figures comparing the vertical structure found by the dropwindsonde
and output from the numerical simulations, the difference gradually increases with height.
Even in the gradient wind based composition, the observed and simulated vertical struc-
ture in the lower potion of the HBL are in reasonable agreement if the ”shift” is removed.
This is surprising since it is expected, from the comparison of the wind and other thermo-
dynamic variables calculated for the MBL wind based composition, that the difference
should be pronounced outside the grouping height, which is (500m, 3000m) for the MBL
wind based composition and (0m, 1500m), (2000m, 3000m) for the gradient wind based
composition. The reasonable agreement shown in the lower portion of the comparisons,
therefore, requires an explanation beyond the consequence of the grouping scheme in
the composition configuration. One reasonable explanation is that the YSU scheme is
adequate to reproduce reliable structure of the wind and other thermodynamic variables
in the lower portion of the HBL despite the fact that turbulent mixing at higher altitudes
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Figure 5.2: The comparison of the profile of the virtual potential temperature, the wind
velocity is 23m/s − 26m/s (for both the MBL winds and gradient winds), the ”YSU”
denotes the output from original YSU scheme while the ”YSU-Vmax” and ”YSU-Theta”
denote simulations using different calculations of the HBL height. Details can be found
in the text. the ”Dropsonde” denotes the observation result from the dropwindsonde
measurement.
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Figure 5.3: The comparison of the profile of the wind velocity, the wind velocity is
23m/s − 26m/s (for both MBL winds and gradient winds), the ”YSU” denotes the output
from original YSU scheme while the ”YSU-Vmax” and ”YSU-Theta” denote simulations
using different calculations of the HBL height. Details can be found in the text. the
”Dropsonde” denotes the observation result from the dropwindsonde measurement.
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Figure 5.4: The comparison of the profile of the relative humidity, the wind velocity is
23m/s − 26m/s (for both MBL winds and gradient winds), the ”YSU” denotes the output
from original YSU scheme while the ”YSU-Vmax” and ”YSU-Theta” denote simulations
using different calculations of the HBL height. Details can be found in the text. the
”Dropsonde” denotes the observation result from the dropwindsonde measurement.
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deviates from the formulation used in the YSU scheme.
In short, based on the discussion presented above, the numerical simulations using the
YSU scheme are able to reproduce the general shape of the vertical structures of the wind
and other thermodynamic variables in the lower portion of the HBL and the fields output
from the numerical simulations deviate from the observed values in the upper portion
of the HBL. The deviation implies that, although the YSU scheme reliably represents
turbulent mixing in the lower portion of the HBL (below 200m), it does not describe
turbulence processes in the upper portion of the HBL correctly.
5.3.2 Investigation on the PBL Height Calculation
As discussed in section 5.1, the HBL height calculation critically influences the reliabil-
ity of the overall outputs from numerical simulations, and the critical Richardson number
approach used by the original YSU scheme is questionable (Zhang et al., 2011), which is
confirmed in the validation of the YSU scheme. Thus, the numerical simulations using
other HBL height calculations, in addition to the critical Richardson number approach,
are conducted to investigate the influence of the HBL height calculation on the simulation
results. Details of HBL height calculations evaluated can be found in section 5.2.
First, the influence of the HBL height calculation on the long-term and large scale
outputs from the numerical simulations is investigated. Shown in Fig. 5.1 is the track
and intensity development of the simulated hurricanes from the YSU, the YSU-Theta and
the YSU-Vmax simulations. Shown in Fig. 5.1(a), tracks of the simulated hurricanes
are indistinguishable at the beginning, and the YSU-Vmax simulation starts to deviate
from the YSU simulation far earlier than the YSU-Theta simulation. In addition, the
YSU-Vmax simulation shows a significantly different intensity development history when
compared to the YSU and the YSU-Theta simulations by giving an obvious intensification
around 100 hours from the start of the simulation when the YSU and the YSU-Theta
simulations keep a relatively constant intensity and is relatively stable at the end of the
simulation when the YSU and the YSU-Theta simulations show a clear intensification.
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This is expected since the YSU simulation, which uses the critical Richardson number to
determine the HBL height, and YSU-Theta simulation, which determines the HBL height
based on the virtual potential temperature, calculate the HBL height thermodynamically.
In contrast, the YSU-Vmax simulation calculates the HBL height based on the maximum
wind found in a vertical profile. Thus, the difference between the YSU and the YSU-
Vmax simulations should be more pronounced than the difference between the YSU and
the YSU-Theta simulations.
Second, detailed structures of meteorological variable fields output from the three
simulations are compared to show the influence of the HBL height calculation on the
detailed, short-term outputs of the numerical simulations. The comparison of the virtual
potential temperature profile from the three simulations and composited dropwindsonde
measurements is shown in Fig. 5.2. In the figure, it is obvious that the output from
the YSU-Vmax simulation deviates from the YSU simulation above 1200m while the
output from the YSU and YSU-Theta simulations are in reasonable agreement for nearly
all heights. The difference between the output from the YSU-Vmax simulation and the
composited dropwindsonde measurements is more obvious than the difference between
the YSU simulation and the composited dropwindsonde measurements. This trend is
also seen in the relative humidity comparison (shown in Fig. 5.4). In the figure, the
output from the YSU-Vmax simulation gives a different vertical trend while the output
from the YSU and the YSU-Theta simulations follows the trend shown by the composited
dropwindsonde measurements. This reveals that calculating the HBL height according
to the height of the maximum wind is inadequate to produce a reliable thermodynamic
structure of the HBL since it only concerns kinetic characteristics in the HBL. Unlike
the comparisons discussed above, Fig. 5.3 shows the wind velocity profile produced by
the YSU and the YSU-Vmax simulations are in reasonable agreement, which are close to
the profile observed by the dropwindsonde, while the YSU-Theta simulation significantly
overestimates the wind speed for nearly all heights. The explanation of this feature
relies on the difference of boundary layer characteristics, on which different HBL height
calculations are based. Although the critical Richardson number is often taken as a
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thermodynamical definition of the boundary layer height, it involves the vertical wind
profile. Thus, when compared to the YSU-Theta simulation, the YSU simulation reflects,
to a limited extent, kinetic characteristics of the HBL, and therefore it should be expected
to see the HBL height calculation based on the height of the maximum wind and the
critical Richardson number are somewhat equally good at reproducing kinetic structures
of the HBL.
It should be noted that there is a fundamental difference between two composition
methodologies, used for dropwindsonde measurements and used for simulation outputs.
As discussed above, the second is indeed a spatial averaging rather than an ensemble
composition. To gain a more direct understanding of this difference, the distribution of
the MBL wind and gradient wind, calculated as detailed in the composition of dropwind-
sonde measurements, from the output fields of the numerical simulations are shown in
Fig. 5.5. It is obvious that both the MBL wind and gradient wind show a similar hori-
zontal distribution, which is that high wind speeds are often seen in the eye-wall region of
simulated hurricanes while the low wind speeds are found in either the inner core or the
out-skirt region. Since the relative horizontal position is strongly related to both MBL
winds and gradient winds in the numerical simulation output fields, as shown in Fig. 5.5,
compositions based only on the wind speed introduce methodological differences in the
comparisons. To more thoroughly investigate findings presented above, it is necessary to
compare the numerical simulations and composited dropwindsonde measurements based
on a composition combing the MBL wind speed and the horizontal measurement posi-
tion. Such comparisons of the virtual potential temperature, relative humidity and wind
velocity are shown in Fig. 5.6 which reflects wind characteristics of the HBL with the
MBL wind in the range of (40m/s, 50m/s) in the eye-wall region. In the lower por-
tion of the HBL, the simulated and the observed structures are in reasonable agreement,
including both the kinetic and thermodynamic structures. However, the simulated pro-
file deviates from the observed profile from the middle of the HBL upwards. Moreover,
the YSU and the YSU-Vmax simulations outperform the YSU-Theta simulation in pre-
dicting the wind profile while the relative humidity profile produced by the YSU-Theta
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simulation is in best agreement with in general, the observed value. Two conclusions can
be drawn from these observed features. First, the original YSU scheme is adequate in
describing turbulent mixing in the lower portion of the HBL (below 200m from the sea
surface). Second, while the YSU and the YSU-Thata simulations produce similar HBL
thermodynamic structure, which is in a general agreement with that observed by the
dropwindsonde, both the YSU and YSU-Vmax simulations are capable of reproducing
correct kinetic structures of the HBL.
To more directly investigate the influence of HBL height calculation on detailed struc-
tures of wind fields output from numerical simulations, the horizontal cross sections of
the output wind fields are shown in Fig. 5.7. It is obvious that the HBL height calcu-
lation introduces significant differences in numerical simulation results. The horizontal
wind field output from the YSU-Vmax simulation shows the most organized structures
and those produced by the YSU simulation is the second. The wind field, including the
vertical wind field, from the YSU-Theta simulation is highly asymmetric, and the main
vortex core is hardly seen in Figs. 5.7(c) and 5.7(d). Similar as the comparisons shown
in Fig. 5.7, the vertical cross sections of air temperature and wind fields output from
numerical simulations are compared in Fig. 5.8. The comparison confirms the organized
vortex structure and clearly defined warm core are not obvious in the outputs of the YSU-
Theta simulation. Since the simulated hurricane intensity in the YSU-Theta simulation
is high, 91.1m/s (the 10m maximum wind speed), it should produce a well organized
main vortex according to our current understanding of tropical cyclone wind fields. The
unorganized feature shown in the outputs of the YSU-Theta simulation may imply that
calculating the HBL height according solely to the virtual potential temperature is in-
adequate to describe turbulence characteristics within the HBL. However, the horizontal
sea level pressure profile comparison, shown in Fig. 5.9, illustrates the profile output by
the YSU simulation is close to the YSU-Theta simulation while the profile produced by
the YSU-Vmax simulation is significantly different from this ”consensus” variation. In
the comparison, the radial profile of the sea level pressure is calculated by azimuthally
averaging the output sea level pressure fields, which represents the general variation of
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(a) MBL Wind from YSU (b) Gradient Wind from YSU
(c) MBL Wind from YSU-Theta (d) Gradient Wind from YSU-Theta
(e) MBL Wind from YSU-Vmax (f) Gradient Wind from YSU-Vmax
Figure 5.5: Horizontal contour of the MBL wind and the gradient wind of simulated
hurricanes.
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Figure 5.6: Comparison of the vertical structure found in the eye-wall region, the wind
velocity is 40m/s − 50m/s (for both MBL winds and gradient winds), the ”YSU” de-
notes the output from original YSU scheme while the ”YSU-Vmax” and ”YSU-Theta”
denote simulations using different calculations of the HBL height. Details can be found
in the text. the ”Dropsonde” denotes the observation result from the dropwindsonde
measurement.
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the simulated sea level pressure field. As a result, the comparison shown in Fig. 5.9
indicates, although the detailed horizontal and vertical structures of air temperature and
wind fields output from the YSU-Theta simulation are different from those output from
the YSU simulation, their azimuthally averaged profiles are similar since they both are
based on a HBL height calculated thermodynamically.
According to the discussion presented above, the HBL height calculation influences
significantly outputs of numerical simulations, and the influence is not only on the de-
tailed structure of output fields but also on the overall features of simulated hurricanes.
Thus, it is necessary to investigate the HBL height itself more directly by comparing the
PBL height output by the numerical simulations to the value calculated based on drop-
windsonde observations. As in analyzing the numerical simulation outputs, different def-
initions are utilized to estimate the HBL height based on dropwindsonde measurements.
Using the HBL height calculated in discussing dropwindsonde observations, as detailed in
section 4.5, the HBL heights calculated based on dropwindsonde measurements provide a
comparable criteria in evaluating the PBL height output from the numerical simulations.
Shown in Fig. 5.10 is the comparison of the HBL height calculated based on the simu-
lation results and on the composited dropwindsonde measurements according to different
PBL height definitions. It is obvious that the dynamically defined HBL heights, includ-
ing the inflow layer depth, H∗ and PBL height output by the YSU-Vmax simulation,
are different from the thermodynamically defined HBL heights, including the height cal-
culated according to the critical Richardson number and virtual potential temperature
profile and the PBL height output from the YSU-Theta simulation, in two aspects. First,
the value of the HBL height calculated according to a dynamic definition is significantly
larger than the value calculated according to a thermodynamic definition. Second, the
HBL height variation with the wind speed is different for the height defined dynami-
cally and height defined thermodynamically. While the thermodynamically defined HBL
height, either based on the numerical simulation results or based on dropwindsonde ob-
servations, shows that it is independent from the wind speeds (expect for the height
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(a) Horizontal Wind from YSU (b) Vertical Wind from YSU
(c) Horizontal Wind from YSU-Theta (d) Vertical Wind from YSU-Theta
(e) Horizontal Wind from YSU-Vmax (f) Vertical Wind from YSU-Vmax
Figure 5.7: The comparison of the horizontal cross section, at 1000m above the sea sur-
face, of simulated hurricanes. The velocity in legend indicates the magnitude of absolute
winds.
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(a) Temperature from YSU (b) Horizontal Wind from YSU
(c) Temperature from YSU-Theta (d) Horizontal Wind from YSU-Theta
(e) Temperature from YSU-Vmax (f) Horizontal Wind from YSU-Vmax
Figure 5.8: The comparison of the vertical cross section, through the center of the storm,
of simulated hurricanes. The velocity in legend indicates the magnitude of absolute
winds.
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Figure 5.9: The radial profile of the sea level pressure.
calculated based on the critical Richardson number which increases with the wind speed
in the lower wind speed region), the dynamically defined HBL height clearly decreases
with the increasing wind speed. In the theoretical analysis on the HBL height as de-
tailed in section 5.1, the depth of the layer influenced by large scale flows in tropical
cyclones is expected to decrease with the increasing gradient wind while the depth of the
”horizontally local” layer should increase with the surface friction velocity. As a result,
the variation of the HBL height shown in Fig. 5.10 substantiates the hypothesis that
the HBL should be considered as two layers in addition to the surface layer. In Fig.
5.10, the dynamically defined HBL heights, which are the sum of the depths of these
two layers according to the three-layer hypothesis, shows the trend of decreasing with
the increasing wind speed, which is actually a feature of the second layer given that the
depth of the first layer, which is reflected by the thermodynamically calculated HBL
height, is constant. The constant thermodynamically defined HBL regardless of wind
speeds seems to conflict with the theoretical analysis if the thermodynamically defined
HBL height gives the depth of the ”horizontally local” layer, since it should increase with
the surface friction velocity. However, it does not disprove the hypothesis since it can
be explained by the finding made by Powell et al. (2003), which is confirmed by Vickery
et al. (2009), that the sea surface drag coefficient levels off, or even decreases, when the
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10m wind speed exceeds some critical value, which indicates the surface friction has lost
its conventional connection to the overall wind strength of boundary layer. As a result,
the thermodynamically defined HBL height, or the depth of the second layer on the top
of the surface layer, which is assumed to rely on the surface friction, maintains only a
weak link to the overall wind strength measured as the mean of wind velocities in the
lowest 500m above the sea surface.
In conclusion, the three-layer hypothesis is preliminarily validated which states that
the HBL can be divided into three layers. The first layer is the surface layer in which
meteorological structures are governed by Monin-Obukhov similarity theory. The second
layer has the top found by the thermodynamically defined HBL height. Turbulence
processes in this layer are mainly determined by horizontally local variables, such as the
surface friction velocity u∗ and distance from the surface. In this case, large scale flows of
tropical cyclones, such as the gradient wind field of main vorteces, should not be included
in a turbulence model of this layer, and therefore the turbulence diffusivity formulation
designed to describe turbulent mixing in the standard ABL is still applicable. The third
layer is the remaining part of the HBL. It is strongly influenced by large scale flows,
and therefore its depth is determined by gradient wind flow characteristics of tropical
cyclones, such as the inertial stability I.
To thoroughly investigate the PBL height output from the simulations and to check
their radial trend following the methodology given by Zhang et al. (2011), horizontal
contours and radial variations of the PBL heights output by the simulations are shown
in Figs. 5.11 and 5.12. As discussed by Zhang et al. (2011), the HBL height calculated
according to the critical Richardson number based on dropwindsonde measurements de-
creases outwards from the storm center while the height calculated otherwise shows an
opposite trend. As illustrated in Fig. 5.11, although the PBL height output by the YSU-
Vmax simulation is significantly larger than that output by the YSU and YSU-Theta
simulations, they show a similar pattern of horizontal variations. Furthermore, the ra-
dial trend of the PBL height output by the YSU and YSU-Theta simulations, as shown
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Figure 5.10: The comparison of the variation of the PBL Height with the wind velocity,
the definition used in calculation can be found in the text, the ”Theta Height” denotes the
height calculated based on the deviation of the virtual potential temperature, the ”YSU”
denotes the output from original YSU scheme while the ”YSU-Vmax” and ”YSU-Theta”
denote simulations using different calculations of the HBL height.
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in Fig. 5.12, follow the ”consensus” trend found in the study of Zhang et al. (2011). This
conflicts with the conclusion presented in the study of Zhang et al. (2011). Noticing that
the radius shown in Fig. 5.12 is normalized by the RMW of the simulated hurricane, the
PBL height output by the YSU-Vmax simulation decreases first to the minimum outside
the eye-wall region, and then increases with radius. This reveals, combining the finding
made based on the comparison shown in Figs. 5.2, 5.4 and 5.3, that simply changing the
HBL height calculation is inadequate to correctly simulate the HBL wind field, and esti-
mate the HBL height itself. Therefore, a deeper revision of the YSU scheme turbulence
diffusivity formulation is required in numerically simulating hurricanes.
5.4 Conclusion
As pointed out by many previous studies, the PBL scheme used by numerical simulation
packages has a great influence on their simulation results of tropical cyclones. Despite
its importance, the widely used PBL schemes are designed to describe turbulent mixing
in the standard ABL rather than in the HBL due to the lack of direct measurements.
Thanks to the large database of the dropwindsonde measurement accumulated in the
past decade, it is now possible to investigate the applicability of widely adopted PBL
schemes in simulating turbulence processes within the HBL directly.
In theoretically analyzing the wind mean profile function introduced by Vickery et al.
(2009), it has been found that the turbulent mixing length scale implied by the YSU
scheme is in a reasonable agreement with that derived from the profile function used to
describe mean wind velocity variation with height in the HBL. However, the turbulent
integral length scale calculated by compositing dropwindsonde measurements shows that
the turbulence length scale estimated by the YSU scheme does not agree with obser-
vations in the entire HBL (see section 4.4). To investigate this issue more directly, it
is necessary to conduct numerical simulations of hurricanes using the YSU scheme and
comparing the numerical simulation results with dropwindsonde observations.
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(a) PBL Height from YSU
(b) PBL Height from YSU-Theta
(c) PBL Height from YSU-Vmax
Figure 5.11: The comparison of the horizontal structure of the PBL Height.
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Figure 5.12: The radial variation of the PBL Height, the radius is normalized by the
Radius of Maximum Wind,the ”YSU” denotes the output from original YSU scheme
while the ”YSU-Vmax” and ”YSU-Theta” denote simulations using different calculations
of the HBL height. Details can be found in the text.
In addition, there are two revisions needed to make the YSU scheme more suitable to
simulate turbulent mixing in the HBL as indicated by the theoretical analysis detailed in
section 4.4. One, the surface friction velocity should replace the mixed layer velocity to
serve as the velocity scale in the turbulence diffusivity formulation. Two, the HBL height
calculation should be revised to take special turbulence characteristics in the HBL into
consideration. Given that the mixed layer velocity scale automatically approximates the
surface friction velocity in the simulated hurricane since the stability of the HBL is found
approaching neutral condition (French et al., 2007), we focus on the HBL calculation
in this chapter. Kepert (2001) proposed a model to describe the boundary layer wind
structure of tropical cyclones in which the HBL height scale depends on the inertial
stability I of hurricanes. This leads to a decreasing trend of the HBL height with wind
velocities. This feature conflicts with the understanding of the behaviour of the ABL
height derived from the classic Ekman equation, which predicts a increasing trend of
the ABL height with the wind speed. On the other hand, the dynamically defined HBL
height is significantly larger than that defined thermodynamically (Zhang et al., 2011),.
Synthesizing the findings articulated above , it is reasonable to hypothesize that there
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are three layers in the HBL. The first is the surface layer. The second layer has the depth
found by the thermodynamically defined HBL height. The third layer, whose depth
determines the height of the entire HBL, is strongly influenced by the large scale flow,
and therefore its depth is determined by large scale features of hurricanes, such as I.
To more directly investigate the YSU scheme, and evaluate the three-layer hypothe-
sis, high resolution numerical simulations of an idealized tropical cyclone are conducted.
The compositional averaged numerical simulation results are then compared to the com-
posited dropwindsonde measurements. The comparison indicates that the YSU scheme
is inadequate to correctly models turbulence processes in the entire HBL although it
produces a reasonable dynamic and thermodynamic structure in the lower portion of
the HBL (around 200m from the sea surface). As illustrated in the theoretical analy-
sis, the HBL height calculation is critical in the turbulence diffusivity formulation in a
”non-local” PBL scheme. Therefore, the simulations include revisions of the HBL height
calculations. The comparison of the simulation results to the composited dropwindsonde
measurements shows:
• the calculation of the HBL height has a significantly impact on outputs of simu-
lations, including overall features, such as the track of simulated hurricanes, and
detailed simulated variable fields;
• changing the HBL height calculation alone is inadequate to make a ”non-local”
scheme, such as the YSU scheme, to correctly model turbulent mixing within the
HBL;
• the three-layer hypothesis produced in the theoretical analysis part is indirectly val-
idated since the prediction made based on the hypothesis agrees with the numerical
simulation results.
Thus, findings made based on the numerical simulations and the analysis of dropwind-
sonde observations call for a further validation of the three-layer hypothesis. Since this
validation requires more detailed direct measurements of turbulence characteristics in the
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upper portion of the HBL, it is beneficial to involve other observations in the investiga-
tion.
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Chapter 6
Conclusions and Future Work
Reviewing the work that has been done in this thesis, it is clear that the theme is to
reveal turbulence characteristics of the HBL by compositing direct measurements taken
by dropwindsondes. The findings on turbulence within the HBL are useful because they
are important in overall numerical models of tropical cyclones, and therefore are im-
portant in determining the reliability and accuracy of NWP model outputs used for
real-time forecasts of tropical cyclones. Besides, HBL turbulent characteristics also in-
fluence dynamic responses of structures in hurricane-prone regions, and therefore code
specifications concerning the wind-resistance structural design. Despite its importance,
turbulence within the HBL has not been thoroughly investigated due to the scarcity of
direct measurements. Thanks to the dropwindsonde measurement database accumulated
for the past decade, a composition study of dropwindsonde measurements is able to give
some useful features of HBL turbulence. To help readers review the essence of this work,
a brief summary of the steps taken, together with the key findings made in each step, are
given in section 6.1. Based on that, a discussion on possible future extensions is given in
section 6.2.
6.1 Summary
Since the dropwindsonde takes direct measurements of the wind and other meteoro-
logical variables in neither a conventional Eulerian framework nor a perfect Lagrangian
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framework, the validity of deriving conventional Eulerian turbulence statistics from com-
positing dropwindsonde measurements is questionable. To fully understand the drop-
windsonde motion in the measured wind field, and then to better interpret its wind
measurements, an analysis of dropwindsonde motion characteristics is conducted as the
first step in this thesis work. The analysis is built upon two bases. One, the analytical so-
lution to the linearized dropwindsonde motion governing equations. Two, simulations of
the dropwindsonde motion in a numerically generated pseudo-stochastic wind field with
statistics close to those found in natural winds using the full nonlinear dropwindsonde
motion governing equations. From the simulated dropwindsonde motions, the pseudo
dropwindsonde measurements are sampled and processed to produce statistics of the
measured wind field. Various aspects of post-processing and compositing dropwindsonde
measurements are then investigated, which covers the validity of wind finding equations
introduced by Hock and Franklin (1999), the finite difference scheme used to calculated
the dropwindsonde acceleration required in the wind finding equations, the filter de-
sign used to smooth individual dropwindsonde profile, the influence of the composition
data size, the gust time scale of the dropwindsonde wind measurement and the spectral
information derived from dropwindsonde documented wind velocities.
From the discussion based on the analytical solution, it is found that the dropwindsonde
can only pick up low frequency turbulence information. As a result, wind measurements
taken by the dropwindsonde are required to be dynamically corrected to include high
frequency turbulence information. Introduced by Hock and Franklin (1999), the wind
finding equations, which are originally used to reduce the deficiency of the dropwindsonde
in reproducing the mean wind velocity profile in a strongly shear flow, is actually adequate
to return the high frequency turbulence information missed by the dropwindsonde by
adding its acceleration as a dynamic correction. In addition, the numerical simulation
provides a chance to investigate the finite difference scheme and the low-pass filter. It
is found that although these post-processing schemes have little influence on the mean
profile composition, they impact the turbulence information derived from dropwindsonde
measurements appreciably and therefore should be chosen carefully when compositing
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dropwindsonde measurements if the turbulence information is of interest. Supported by
the numerical simulation, dropwindsonde measurements accumulated in the last decade
are sufficient to derive a reliable HBL turbulence structure. It should be noted that the
simulation conducted at this stage is based on a relatively simple motion model which
treats the dropwindsonde as a point object with a constant drag coefficient.
Since it is found that the wind finding equations are essential in reproducing not only
the mean wind profile but also the vertical turbulence structure of the measured wind
field, one assumption providing the foundations to derive the wind finding equations
is that the dropwindsonde drag coefficient is constant, independent from angles of at-
tack. Through the wind tunnel tests of a dropwindsonde model with a parachute, the
dropwindsonde drag coefficient is found to vary appreciably with angles of attack. To in-
vestigate the influence of this finding on the use of the wind finding equations to retrieve
winds from raw dropwindsonde measurements, the dropwindsonde motion is simulated
based on an alternative model which includes an explicit expression for the dropwind-
sonde body orientation and therefore the angle of attack. Following the same approach as
in the dropwindsonde motion simulation using the simple motion model, wind statistics
derived from pseudo dropwindsonde measurements are compared to the ”true” statistics
calculated through a statistical analysis of the known pseudo-stochastic wind field. The
comparison evaluates the influence of the dropwindsonde drag coefficient variation with
angle of attack on the wind retrieval using the wind finding equations and validates a
new approach to calculate the vertical wind.
Since the alternative motion model described above is more sophisticated and realistic
when compared with the simple model which treats the dropwindsonde as a point object,
the wind finding equations are validated more strictly in the dropwindsonde motion
simulation using the alternative motion model. In a comparison of the statistics derived
from pseudo dropwindsonde measurements with the ”true” values calculated through a
statistical analysis of the known pseudo-stochastic wind field, it has been found that the
improvement of using the wind finding equations to estimate both the mean and turbulent
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wind profile found in the simulation using the alternative motion model is similar to that
found the simulation using the simple motion model. This indicates that although the
dropwindsonde drag coefficient varies with angle of attack appreciably, the wind finding
equations are still valid since the dropwindsonde drag coefficient variation is implicitly
reflected by the measured dropwindsonde falling rate. In addition, the comparison of
statistics shows that a new approach to calculate the vertical wind, derived based on
the alternative dropwindsonde motion model and including a correction using the angle
of attack, improves the accuracy by 70%, and therefore is recommended in processing
actual dropwindsonde measurements provided that the dropwindsonde angle of attack
can be reliably measured.
To fully utilize the findings made by analyzing its motions to process dropwindsonde
wind measurements, a package of specially designed codes, named PostSonde, are imple-
mented to post-process and to composite dropwindsonde measurements gathered from
the year 1997 to the year 2010. The composition methodology proposed by Powell et al.
(2003) and Vickery et al. (2009) is followed and extended. dropwindsonde profiles, after
a quality control and dynamic correction process, are composited in bins constructed
vertically to formulate the desired statistical profiles of the measured wind field. To
investigate the HBL wind field more comprehensively, the gradient wind, calculated by
averaging the wind measurements taken from the height of 1500m to the height 2000m,
and the dropwindsonde splash down position are also used as grouping indicators in ad-
dition to the MBL wind speed, calculated by averaging the wind measurements taken
from the sea surface to the height of 500m. The significant contribution of this work is
the post-processing and composition of dropwindsonde measurements produces not only
the mean wind profile, but also the profiles of the turbulence intensity, profiles of the
vertical turbulent integral length scale and height scale of the HBL. Since the turbulent
wind velocity profile composited is consistent with the turbulent wind velocity profile
found in the CBLAST experiment (Zhang et al., 2009), the turbulent wind calculation
adopted here is validated. Due to the importance of the HBL height, the dropwindsonde
measurements are used to investigate the HBL height calculation by comparing different
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estimates made based on different HBL height definitions.
In analyzing the dropwindsonde composition results, the mean wind structure in the
HBL is found to be quite similar to that described by Powell et al. (2003) and Vick-
ery et al. (2009). The empirical profile function introduced by Vickery et al. (2009) is
validated based on a higher resolution composition conducted. The composition taking
the dropwindsonde splash down location into account shows that there is a systematic
difference among the mean wind profiles measured in different radial regions of a tropical
cyclone. Supported by the turbulent wind velocity results derived from the CBLAST
experiment, the dropwindsonde measurement composition reveals some reliable features
of the turbulence within the HBL. For example, the turbulence intensity profile found
by compositing dropwindsonde measurements shows that the vertical turbulence struc-
ture in the HBL is independent from the HBL wind strength and an universal scaling
law can be applied. In addition, the vertical structure of the turbulence integral length
scale shows that the turbulence diffusivity formulation used in the YSU scheme in WRF
is applicable, in general, to describe turbulent mixing in the lower portion of the HBL
(below 200m). From a theoretical analysis of the turbulence length scale based on the
empirical profile function validated before, there are two revisions necessary to make the
YSU scheme more suitable to simulate turbulent mixing in the HBL. The two revisions
are : one, the surface friction velocity, replacing the mixed layer velocity scale, should
be used as the turbulent velocity scale in the turbulence diffusivity formulation; two,
the PBL height calculation used by the original YSU scheme should be modified. In
analyzing the HBL height found through analyzing dropwindsonde dynamical and ther-
modynamical measurements, one conclusion from Zhang et al. (2011) is substantiated
that the thermodynamically defined HBL height is much lower than the dynamically
defined HBL height.
To further investigate the YSU scheme and HBL height calculation, high resolution
numerical simulations of an idealized tropical cyclone are conducted. Between the two
revisions upon the YSU scheme found previously, the replacement of the turbulent veloc-
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ity scale is expected to be taken care of by the YSU scheme formulation itself since the
mixed layer velocity scale approximates the surface friction velocity in the near-neutral
stability found in the HBL. Thus, we focus on investigating the HBL height calculation
in numerical simulations. To investigate the use of the YSU scheme to simulate the
HBL turbulence structure and the influence of the HBL height calculation on overall and
detailed outputs from numerical simulations, the YSU scheme is adapted to include dif-
ferent HBL height calculations. The simulation results are then compared to each other
and to the dropwindsonde observations to show the direction of possible improvements
of the HBL turbulence modelling.
First, the comparison of the boundary layer profiles obtained in the simulations and
calculated by composting dropwindsonde measurements substantiates the general use of
the YSU scheme to describe the boundary layer structure in the lower portion of the
HBL (up to around 200m). Second, it is found that the YSU scheme is not valid for the
entire HBL and simply changing the HBL height calculation does not ultimately solve
the problem. Instead, a three-layer hypothesis is proposed to synthesize the turbulence
characteristics observed by this work and previous studies (Zhang et al., 2009, 2011).
This hypothesis is preliminarily validated by the high resolution numerical simulation
results since they are indirectly consistent with the theoretical predictions made based
on the three-layer hypothesis. The hypothesis states that the HBL should be considered
as three layers: the surface layer, which is governed by Monin-Obukhov similarity theory;
the mixed layer, which has the top found by the thermodynamically defined HBL height
and is no significantly different, in terms of turbulence modelling, from the standard
ABL; and the remain of the HBL, which is unique in the HBL and is strongly influenced
by large scale flows of a tropical cyclone. Although this hypothesis needs to be further
validated by involving more detailed observations of the turbulence characteristics in
the upper portion of the HBL, it successfully explained the discrepancy of the HBL
height calculated differently and the different trend of the HBL height varying with wind
velocities indicated by Kepert’s model Kepert (2001) and classic Ekman equation.
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6.2 Future Work
As one important factor in overall tropical cyclone dynamics, the turbulence within
the HBL plays a key role in determining the intensity and structure of the whole tropical
cyclone. However, it has not been thoroughly investigated due to the lack of direct
observations. This thesis work should be taken as only the first step contributing to a clear
understanding of turbulence characteristics within the HBL, as many features of the HBL
turbulence are still unclear. To extend this work, further researches can be conducted
in three areas: to further validate the YSU scheme by conducting numerical simulations
of a specific hurricane, to conduct a deeper investigation on the three-layer hypothesis
based on other observational data and to develop a engineering model describing the
turbulence structure of the HBL wind field over land.
6.2.1 Further Validation of the YSU scheme
Although high resolution numerical simulations are already conducted in this thesis
work to validate that the YSU scheme is, in general, adequate to describe turbulent
mixing in the HBL, at least for the lower portion of the HBL (below 200m), it is performed
for an idealized tropical cyclone. In order to compare the simulation results to the
statistics derived from dropwindsonde observations, which are composited from numerous
individual dropwindsonde profiles taken in different tropical cyclones, the simulation of
an idealized tropical cyclone is inevitable in the scope of this thesis work. However,
numerical simulations of a specific tropical cyclone are necessary to further validate the
YSU scheme, and such simulations can be conducted for a sufficiently observed tropical
cyclone. In this case, the wind fields reconstructed based on observations cane be used as
the validation criteria in evaluating the YSU scheme. Unlike simulations of an idealized
tropical cyclone, simulations of a specific tropical cyclone would take the real observed
environment as the initial and boundary conditions. This realistic approach gives an
opportunity to test the performance of the YSU scheme in an environment similar to
that used for real-time NWP, and might enlighten further revisions upon the original
YSU scheme.
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6.2.2 Further Investigation on the Three-layer Hypothesis
As demonstrated in this work, the three-layer hypothesis is currently the best candidate
for describing turbulence characteristics found in the HBL. As partially validated by the
composition of dropwindsonde measurements and the numerical simulations, turbulent
mixing in the lower portion of the HBL is found following the formulation of the YSU
scheme. The investigation on the three-layer hypothesis should focus on its predictions of
the turbulence characteristics in the upper portion of the HBL. Since the dropwindsonde
measurement is not suitable to reveal the turbulence information in the upper portion
of the HBL, at least based on the commonly used composition methodology, other ob-
servations need to be involved in the further investigation on the three-layer hypothesis.
According to the three-layer hypothesis presented, the turbulence characteristics in the
upper portion of the HBL is different from those observed in the standard ABL and
are strongly influenced by large scale flow structures of a tropical cyclone. Thus, the
investigation of the three-layer hypothesis, focusing on the its prediction of turbulence
characteristics in the upper portion of the HBL, should take the large scale tropical
cyclone flow characteristics into consideration.
6.2.3 Modelling the Turbulence Structure of the HBL for En-
gineering Applications
Dynamic responses of structures are calculated based on the turbulence in winds in
current engineering practise. Since one major damage associated with tropical cyclones
is the structure failure in hurricane-prone regions, it is necessary to set up a model
describing the turbulence in hurricane winds up to a height below which the majority
of man-made structures are found. Although this thesis, and the study of Zhang et al.
(2009) and Zhang (2010), provide some preliminary descriptions of the vertical turbulence
structure in the HBL over water, no study, as far to my knowledge, has been done to
reveal general descriptions of the vertical turbulence structure in the HBL over land
to a sufficient height. Obviously, one way to solve this problem is to establish more
observations over land with a more powerful equipment to take measurements up to
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a couple hundred meters. This approach is currently unrealistic due to the limitation
of the measuring technology. The other solution is to transit the vertical turbulence
structure found over water to over land. As an extension to this thesis, it is possible
to conduct a research on the transition of the turbulence within the HBL. With help
of such a transition model, the turbulence within the HBL over water, which has more
observational data sources, can be used to produce a model describing the turbulence
in hurricane winds over land. Such a model, together with the mean wind profile in
the HBL over land, would help improve the wind-resistance design of structures built in
hurricane-prone regions.
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Appendix A
Analytical Solution
Equation (3.13) and (3.14) are typical linear ordinary differential equation and therefore
the analytical solution exists if the falling rate z˙ is assumed to be constant. The general
form of the solution can be expressed as
x˙ = (
∫ t
0
u(τ)
g
z˙
e
g
z˙ dτ + Ax)e
−
g
z˙ (A.1)
y˙ = (
∫ t
0
v(τ)
g
z˙
e
g
z˙ dτ + Ay)e
−
g
z˙ (A.2)
where Ax and Ay are constants determined by the initial condition and u(τ), v(τ) denote
the external excitation, which are primarily horizontal wind perturbations. When the
falling rate of the dropwindsonde is assumed to be constant, these external excitation can
be linearly transfered from the wind profile. For instance, u(τ) can take the logarithmic
form if the measuring wind field is log-law governed.
Equation(A.1) and (A.2) depict the dynamic response of the dropwindsonde system under
external excitation. In other words, these equations give the explicit analytical expression
of the velocity of the dropwindsonde if the horizontal wind perturbations, u(τ) and v(τ),
are known. For example, if u(τ) and v(τ) take the sinusoidal form, u(τ) = u0 sin(ωτ) and
v(τ) = v0 sin(ωτ), the spectral analysis of the dropwindsonde response can be directly
conducted which made it is easy to investigate the dropwindsonde response varying with
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the external excitation frequency. Under such condition, the explicit expression of the
solution are
x˙(t) = U sin(ωt+ φ) + Axe
−
g
z˙
t (A.3)
y˙(t) = V sin(ωt+ φ) + Aye
−
g
z˙
t (A.4)
where U and V are
U = (
g
z˙
)
1√
( g
z˙
)2 + ω2
u0 (A.5)
V = (
g
z˙
)
1√
( g
z˙
)2 + ω2
v0 (A.6)
and the phase angle φ has the expression as
φ = tan−1
[
− ω
(
z˙
g
)]
(A.7)
Obviously in equation (A.5),(A.6) and (A.7), the response of the dropwindsonde system
depends on the quantity g/z˙ and the frequency, ω, of the external excitation. Under the
normal condition, as indicated by Hock and Franklin (1999), the falling rate of the drop-
windsonde is − 12m/s and the gravity can take the value − 9.8m/s2. Based on that, the
magnitude of the dropwindsonde response can be calculated as shown in the Fig.A.1(a)
while the calculated phase angle is shown in the Fig.A.1(b). Since the dropwindsonde
response magnitude drops dramatically when the excitation frequency exceed 0.2Hz (see
Fig. A.1(a)), the dropwindsonde hardly response to high frequency excitations (higher
than 1Hz). Moreover, its response lag increases with external excitation frequency. This
feature of the dropwindsonde illustrates that the high frequency turbulent information
buried in wind perturbations may be missed if only the dropwindsonde horizontal motion
is report as the horizontal wind and corrections are necessary to return high frequency
turbulent energy.
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Figure A.1: Magnitude and phase variation of the response of the dropwindsonde, varied
with the frequency of excitation with the gravity g = − 9.8m/s2 and the falling rate
z˙ = − 12m/s
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Appendix B
Detailed Result from the Wind
Tunnel Test
Tables summarizing the details of testing results are given in this appendix. The aero-
dynamic parameters are indicated by the caption and shown by the capital letter in the
table, i.e. D represents the drag coefficient, L represents the lift coefficient and T repre-
sents the torque coefficient. The number after this capital letter indicates the wind speed
under which the measurement is taken, 1 represents 6.1m/s, 2 represents 9.1m/s, 3 rep-
resents 12.2m/s, 4 represents 15.2m/s, 5 represents 18.3m/s, and 6 represents 21.3m/s.
The last column of the table gives the mean value of the parameter calculated from aver-
aging parameters measured under different wind speed. The unit of the angle of attack
is degree.
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Table B.1: Drag coefficient with parachute in a smooth flow
Angle of Attack D1 D2 D3 D4 D5 D6 Dmean
-75 0.7416 0.7656 0.7812 0.8033 0.8112 0.8142 0.7862
-70 0.7448 0.7783 0.7977 0.8143 0.8242 0.8266 0.7976
-65 0.7539 0.7725 0.7978 0.8139 0.8197 0.8232 0.7969
-60 0.7324 0.7526 0.7832 0.8010 0.8029 0.8083 0.7801
-55 0.7180 0.7413 0.7638 0.7797 0.7803 0.7802 0.7605
-50 0.7151 0.7184 0.7481 0.7477 0.7402 0.7393 0.7348
-45 0.6841 0.6881 0.7163 0.7158 0.7089 0.7082 0.7036
-45 0.6653 0.6727 0.7057 0.7077 0.6975 0.6992 0.6913
-40 0.6560 0.6372 0.6734 0.6663 0.6631 0.6609 0.6595
-35 0.6406 0.6084 0.6374 0.6396 0.6317 0.6250 0.6304
-30 0.6203 0.5903 0.6077 0.6157 0.5926 0.5994 0.6043
-25 0.5912 0.5653 0.5832 0.5827 0.5615 0.5682 0.5754
-20 0.5734 0.5547 0.5727 0.5661 0.5533 0.5481 0.5614
-15 0.5637 0.5386 0.5614 0.5475 0.5368 0.5197 0.5446
-15 0.5390 0.5256 0.5490 0.5422 0.5421 0.5187 0.5361
-10 0.5465 0.5266 0.5545 0.5412 0.5496 0.5243 0.5405
-5 0.5370 0.5169 0.5179 0.5148 0.5331 0.5501 0.5283
0 0.5367 0.5165 0.5233 0.5108 0.5068 0.4882 0.5137
5 0.5311 0.5266 0.5394 0.5384 0.5311 0.5262 0.5322
10 0.5465 0.5242 0.5422 0.5266 0.5066 0.4929 0.5232
15 0.5458 0.5414 0.5372 0.5369 0.5038 0.5020 0.5279
15 0.5242 0.5256 0.5412 0.5349 0.5138 0.5048 0.5241
20 0.5570 0.5458 0.5633 0.5591 0.5390 0.5403 0.5508
25 0.5665 0.5554 0.5846 0.5809 0.5609 0.5621 0.5684
30 0.5865 0.5762 0.5962 0.6054 0.5875 0.5857 0.5896
35 0.6093 0.6040 0.6270 0.6299 0.6202 0.6185 0.6181
40 0.6428 0.6339 0.6521 0.6590 0.6504 0.6532 0.6485
45 0.6581 0.6592 0.6891 0.7004 0.6907 0.6934 0.6818
45 0.6769 0.6650 0.6805 0.6959 0.6947 0.6912 0.6840
50 0.6741 0.6971 0.7155 0.7310 0.7262 0.7253 0.7115
55 0.6963 0.7030 0.7369 0.7543 0.7619 0.7606 0.7355
60 0.7216 0.7294 0.7531 0.7732 0.7794 0.7832 0.7567
65 0.7259 0.7392 0.7609 0.7900 0.7898 0.7933 0.7665
70 0.7371 0.7423 0.7574 0.7881 0.7949 0.7929 0.7688
75 0.7344 0.7351 0.7537 0.7759 0.7808 0.7830 0.7605
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Table B.2: Lift coefficient with parachute in a smooth flow
Angle of Attack L1 L2 L3 L4 L5 L6 Lmean
-75 -0.0609 -0.0713 -0.0754 -0.0724 -0.0692 -0.0652 -0.0691
-70 -0.0939 -0.0962 -0.0974 -0.0912 -0.0902 -0.0901 -0.0932
-65 -0.1147 -0.1156 -0.1141 -0.1097 -0.1071 -0.1017 -0.1105
-60 -0.1216 -0.1205 -0.1229 -0.1222 -0.1216 -0.1172 -0.1210
-55 -0.1514 -0.1413 -0.1387 -0.1348 -0.1315 -0.1289 -0.1378
-50 -0.1822 -0.1546 -0.1450 -0.1397 -0.1348 -0.1301 -0.1477
-45 -0.1944 -0.1768 -0.1714 -0.1656 -0.1627 -0.1588 -0.1716
-45 -0.1869 -0.1692 -0.1645 -0.1601 -0.1556 -0.1511 -0.1646
-40 -0.1833 -0.1544 -0.1521 -0.1466 -0.1428 -0.1398 -0.1532
-35 -0.1859 -0.1543 -0.1508 -0.1444 -0.1415 -0.1383 -0.1525
-30 -0.1692 -0.1374 -0.1320 -0.1275 -0.1252 -0.1215 -0.1355
-25 -0.1376 -0.1194 -0.1124 -0.1099 -0.1076 -0.1027 -0.1149
-20 -0.1165 -0.0987 -0.0948 -0.0934 -0.0900 -0.0879 -0.0969
-15 -0.0955 -0.0717 -0.0678 -0.0629 -0.0627 -0.0588 -0.0699
-15 -0.0838 -0.0663 -0.0648 -0.0596 -0.0587 -0.0529 -0.0643
-10 -0.0820 -0.0543 -0.0528 -0.0474 -0.0453 -0.0434 -0.0542
-5 -0.0443 -0.0158 -0.0169 -0.0188 -0.0200 -0.0185 -0.0224
0 -0.0180 -0.0013 0.0019 0.0008 -0.0005 0.0013 -0.0026
5 0.0086 0.0187 0.0232 0.0235 0.0247 0.0254 0.0207
10 0.0092 0.0384 0.0407 0.0471 0.0502 0.0481 0.0389
15 0.0206 0.0614 0.0580 0.0616 0.0611 0.0602 0.0538
15 0.0421 0.0589 0.0610 0.0651 0.0649 0.0645 0.0594
20 0.0694 0.0897 0.0881 0.0913 0.0907 0.0884 0.0863
25 0.1070 0.1012 0.1018 0.1043 0.1023 0.1014 0.1030
30 0.1224 0.1233 0.1220 0.1234 0.1207 0.1191 0.1218
35 0.1356 0.1417 0.1399 0.1367 0.1329 0.1345 0.1369
40 0.1476 0.1515 0.1499 0.1476 0.1419 0.1393 0.1463
45 0.1484 0.1636 0.1621 0.1609 0.1537 0.1510 0.1566
45 0.1463 0.1477 0.1570 0.1596 0.1564 0.1535 0.1534
50 0.1660 0.1701 0.1742 0.1711 0.1664 0.1635 0.1685
55 0.1636 0.1648 0.1637 0.1679 0.1640 0.1625 0.1644
60 0.1524 0.1516 0.1582 0.1520 0.1525 0.1511 0.1530
65 0.1402 0.1424 0.1392 0.1366 0.1399 0.1391 0.1396
70 0.1068 0.1231 0.1267 0.1171 0.1212 0.1213 0.1194
75 0.0831 0.1049 0.1048 0.0966 0.0996 0.1009 0.0983
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Table B.3: Torque coefficient with parachute in a smooth flow
Angle of Attack T1 T2 T3 T4 T5 T6 TMean
-75 0.2752 0.3123 0.3270 0.3389 0.3416 0.3435 0.3231
-70 0.2522 0.2911 0.3054 0.3118 0.3175 0.3200 0.2997
-65 0.2363 0.2632 0.2790 0.2875 0.2900 0.2908 0.2745
-60 0.2048 0.2253 0.2453 0.2575 0.2589 0.2623 0.2423
-55 0.1927 0.2058 0.2182 0.2275 0.2295 0.2318 0.2176
-50 0.1914 0.1833 0.1975 0.1987 0.1981 0.2014 0.1951
-45 0.1839 0.1806 0.1953 0.1961 0.1954 0.1972 0.1914
-45 0.1424 0.1465 0.1654 0.1701 0.1678 0.1705 0.1605
-40 0.1419 0.1239 0.1381 0.1371 0.1357 0.1349 0.1353
-35 0.1186 0.0986 0.1057 0.1058 0.1026 0.0999 0.1052
-30 0.1059 0.0878 0.0897 0.0905 0.0821 0.0831 0.0898
-25 0.0858 0.0739 0.0733 0.0710 0.0646 0.0648 0.0722
-20 0.0756 0.0631 0.0614 0.0584 0.0536 0.0509 0.0605
-15 0.0592 0.0468 0.0487 0.0436 0.0405 0.0365 0.0459
-15 0.0504 0.0436 0.0464 0.0417 0.0406 0.0356 0.0430
-10 0.0431 0.0307 0.0322 0.0268 0.0253 0.0215 0.0299
-5 0.0337 0.0123 0.0109 0.0121 0.0129 0.0132 0.0159
0 0.0036 -0.0053 -0.0079 -0.0068 -0.0056 -0.0058 -0.0046
5 -0.0252 -0.0257 -0.0264 -0.0262 -0.0253 -0.0240 -0.0255
10 -0.0106 -0.0320 -0.0371 -0.0361 -0.0328 -0.0278 -0.0294
15 -0.0325 -0.0560 -0.0525 -0.0523 -0.0473 -0.0460 -0.0478
15 -0.0514 -0.0556 -0.0566 -0.0547 -0.0498 -0.0472 -0.0526
20 -0.0489 -0.0624 -0.0680 -0.0683 -0.0631 -0.0618 -0.0621
25 -0.0743 -0.0746 -0.0833 -0.0841 -0.0776 -0.0771 -0.0785
30 -0.0858 -0.0891 -0.0967 -0.1020 -0.0955 -0.0938 -0.0938
35 -0.1087 -0.1127 -0.1193 -0.1209 -0.1149 -0.1151 -0.1153
40 -0.1287 -0.1366 -0.1474 -0.1520 -0.1490 -0.1514 -0.1442
45 -0.1484 -0.1567 -0.1738 -0.1824 -0.1799 -0.1842 -0.1709
45 -0.1599 -0.1594 -0.1723 -0.1831 -0.1856 -0.1860 -0.1744
50 -0.1652 -0.1848 -0.2039 -0.2132 -0.2163 -0.2187 -0.2003
55 -0.1874 -0.2092 -0.2295 -0.2425 -0.2451 -0.2449 -0.2264
60 -0.2126 -0.2384 -0.2584 -0.2684 -0.2731 -0.2743 -0.2542
65 -0.2449 -0.2700 -0.2860 -0.3028 -0.3036 -0.3060 -0.2856
70 -0.2759 -0.2966 -0.3139 -0.3276 -0.3321 -0.3320 -0.3130
75 -0.3039 -0.3251 -0.3425 -0.3523 -0.3557 -0.3581 -0.3396
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Table B.4: Drag coefficient without parachute in a smooth flow
Angle of Attack D1 D2 D3 D4 D5 D6 DMean
-75 0.3078 0.2959 0.2958 0.3033 0.3064 0.3059 0.3025
-70 0.3208 0.3093 0.3110 0.3158 0.3164 0.3152 0.3147
-65 0.3163 0.3024 0.3094 0.3117 0.3128 0.3121 0.3108
-60 0.3017 0.2945 0.3015 0.3034 0.3037 0.3025 0.3012
-55 0.2943 0.2833 0.2879 0.2895 0.2886 0.2853 0.2882
-50 0.2696 0.2664 0.2636 0.2623 0.2569 0.2534 0.2620
-45 0.2358 0.2300 0.2282 0.2265 0.2226 0.2165 0.2266
-45 0.2159 0.2139 0.2143 0.2133 0.2107 0.2064 0.2124
-40 0.2014 0.1841 0.1809 0.1751 0.1724 0.1709 0.1808
-35 0.1574 0.1431 0.1461 0.1432 0.1428 0.1418 0.1457
-30 0.1385 0.1149 0.1183 0.1170 0.1169 0.1165 0.1204
-25 0.0986 0.0818 0.0887 0.0919 0.0931 0.0936 0.0913
-20 0.0756 0.0648 0.0694 0.0728 0.0742 0.0742 0.0718
-15 0.0562 0.0437 0.0416 0.0454 0.0474 0.0465 0.0468
-15 0.0468 0.0398 0.0437 0.0506 0.0513 0.0499 0.0470
-10 0.0442 0.0281 0.0256 0.0316 0.0358 0.0363 0.0336
-5 0.0362 0.0207 0.0189 0.0237 0.0286 0.0291 0.0262
0 0.0374 0.0163 0.0133 0.0172 0.0203 0.0205 0.0208
5 0.0378 0.0202 0.0166 0.0214 0.0256 0.0266 0.0247
10 0.0521 0.0307 0.0237 0.0277 0.0300 0.0306 0.0325
15 0.0586 0.0440 0.0447 0.0501 0.0513 0.0506 0.0499
15 0.0494 0.0401 0.0444 0.0504 0.0514 0.0500 0.0476
20 0.0741 0.0663 0.0745 0.0783 0.0801 0.0796 0.0755
25 0.1009 0.0856 0.0945 0.0972 0.0977 0.0979 0.0956
30 0.1347 0.1151 0.1223 0.1224 0.1211 0.1204 0.1227
35 0.1649 0.1488 0.1505 0.1499 0.1493 0.1476 0.1518
40 0.1962 0.1863 0.1867 0.1826 0.1783 0.1762 0.1844
45 0.2295 0.2254 0.2237 0.2199 0.2171 0.2120 0.2213
45 0.2337 0.2296 0.2281 0.2263 0.2243 0.2199 0.2270
50 0.2702 0.2640 0.2644 0.2640 0.2635 0.2579 0.2640
55 0.2915 0.2816 0.2850 0.2862 0.2873 0.2871 0.2864
60 0.3027 0.2912 0.2972 0.2982 0.3009 0.3003 0.2984
65 0.3156 0.3006 0.3051 0.3086 0.3084 0.3079 0.3077
70 0.3178 0.3026 0.3002 0.3060 0.3078 0.3064 0.3068
75 0.3098 0.2969 0.2904 0.2935 0.2964 0.2959 0.2971
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Table B.5: Lift coefficient without parachute in a smooth flow
Angle of Attack L1 L2 L3 L4 L5 L6 LMean
-75 -0.0875 -0.0936 -0.0920 -0.0914 -0.0922 -0.0921 -0.0915
-70 -0.1043 -0.1165 -0.1197 -0.1202 -0.1211 -0.1205 -0.1171
-65 -0.1431 -0.1465 -0.1481 -0.1465 -0.1478 -0.1472 -0.1466
-60 -0.1643 -0.1687 -0.1699 -0.1673 -0.1675 -0.1659 -0.1672
-55 -0.1766 -0.1796 -0.1855 -0.1815 -0.1818 -0.1782 -0.1805
-50 -0.1838 -0.1913 -0.1929 -0.1880 -0.1802 -0.1739 -0.1850
-45 -0.1871 -0.1868 -0.1879 -0.1845 -0.1777 -0.1725 -0.1828
-45 -0.1874 -0.1877 -0.1832 -0.1770 -0.1731 -0.1684 -0.1795
-40 -0.1795 -0.1749 -0.1713 -0.1636 -0.1585 -0.1555 -0.1672
-35 -0.1654 -0.1653 -0.1594 -0.1535 -0.1520 -0.1482 -0.1573
-30 -0.1497 -0.1489 -0.1422 -0.1334 -0.1324 -0.1309 -0.1396
-25 -0.1182 -0.1226 -0.1152 -0.1115 -0.1118 -0.1109 -0.1150
-20 -0.1169 -0.1042 -0.0995 -0.0966 -0.0953 -0.0947 -0.1012
-15 -0.0744 -0.0698 -0.0641 -0.0636 -0.0651 -0.0642 -0.0669
-15 -0.0699 -0.0676 -0.0645 -0.0641 -0.0646 -0.0638 -0.0657
-10 -0.0507 -0.0528 -0.0487 -0.0505 -0.0525 -0.0525 -0.0513
-5 -0.0134 -0.0188 -0.0207 -0.0198 -0.0213 -0.0218 -0.0193
0 0.0067 0.0017 0.0027 0.0008 0.0008 0.0016 0.0024
5 0.0227 0.0220 0.0234 0.0244 0.0236 0.0238 0.0233
10 0.0468 0.0496 0.0504 0.0502 0.0515 0.0533 0.0503
15 0.0719 0.0681 0.0683 0.0671 0.0668 0.0679 0.0683
15 0.0739 0.0665 0.0639 0.0653 0.0658 0.0677 0.0672
20 0.1235 0.1019 0.0993 0.0993 0.0972 0.0979 0.1032
25 0.1326 0.1223 0.1182 0.1170 0.1151 0.1141 0.1199
30 0.1713 0.1525 0.1477 0.1414 0.1380 0.1363 0.1479
35 0.1810 0.1726 0.1684 0.1615 0.1574 0.1555 0.1661
40 0.1899 0.1827 0.1775 0.1704 0.1618 0.1598 0.1737
45 0.1931 0.1898 0.1864 0.1790 0.1737 0.1711 0.1822
45 0.1914 0.1878 0.1857 0.1830 0.1760 0.1723 0.1827
50 0.1850 0.1875 0.1893 0.1885 0.1845 0.1785 0.1856
55 0.1578 0.1682 0.1723 0.1734 0.1748 0.1744 0.1701
60 0.1617 0.1557 0.1578 0.1613 0.1591 0.1598 0.1592
65 0.1264 0.1333 0.1334 0.1378 0.1379 0.1372 0.1343
70 0.0962 0.0967 0.0974 0.0998 0.0987 0.1000 0.0981
75 0.0721 0.0811 0.0763 0.0752 0.0731 0.0722 0.0750
215
Table B.6: Torque coefficient without parachute in a smooth flow
Angle of Attack T1 T2 T3 T4 T5 T6 TMean
-75 -0.0456 -0.0426 -0.0416 -0.0399 -0.0401 -0.0401 -0.0416
-70 -0.0500 -0.0477 -0.0484 -0.0492 -0.0486 -0.0485 -0.0487
-65 -0.0595 -0.0571 -0.0555 -0.0552 -0.0548 -0.0544 -0.0561
-60 -0.0637 -0.0593 -0.0584 -0.0582 -0.0573 -0.0569 -0.0590
-55 -0.0616 -0.0606 -0.0590 -0.0572 -0.0569 -0.0561 -0.0586
-50 -0.0570 -0.0547 -0.0556 -0.0555 -0.0543 -0.0540 -0.0552
-45 -0.0611 -0.0577 -0.0551 -0.0548 -0.0550 -0.0561 -0.0566
-45 -0.0538 -0.0543 -0.0539 -0.0528 -0.0540 -0.0553 -0.0540
-40 -0.0473 -0.0526 -0.0554 -0.0577 -0.0593 -0.0602 -0.0554
-35 -0.0618 -0.0617 -0.0646 -0.0651 -0.0661 -0.0668 -0.0643
-30 -0.0476 -0.0544 -0.0574 -0.0597 -0.0605 -0.0605 -0.0567
-25 -0.0470 -0.0502 -0.0517 -0.0513 -0.0523 -0.0526 -0.0508
-20 -0.0336 -0.0396 -0.0407 -0.0414 -0.0422 -0.0420 -0.0399
-15 -0.0324 -0.0318 -0.0326 -0.0319 -0.0317 -0.0316 -0.0320
-15 -0.0286 -0.0305 -0.0317 -0.0322 -0.0315 -0.0318 -0.0310
-10 -0.0216 -0.0238 -0.0239 -0.0245 -0.0251 -0.0255 -0.0241
-5 -0.0070 -0.0085 -0.0095 -0.0098 -0.0095 -0.0097 -0.0090
0 0.0016 -0.0010 -0.0012 -0.0009 -0.0010 -0.0011 -0.0006
5 0.0043 0.0070 0.0067 0.0069 0.0076 0.0076 0.0067
10 0.0257 0.0238 0.0226 0.0228 0.0229 0.0235 0.0235
15 0.0281 0.0295 0.0294 0.0300 0.0305 0.0308 0.0297
15 0.0319 0.0310 0.0305 0.0309 0.0311 0.0313 0.0311
20 0.0442 0.0418 0.0412 0.0414 0.0413 0.0412 0.0419
25 0.0459 0.0465 0.0480 0.0491 0.0498 0.0506 0.0483
30 0.0541 0.0557 0.0570 0.0569 0.0573 0.0583 0.0566
35 0.0561 0.0573 0.0604 0.0623 0.0633 0.0635 0.0605
40 0.0510 0.0500 0.0526 0.0531 0.0547 0.0558 0.0528
45 0.0532 0.0486 0.0495 0.0495 0.0504 0.0514 0.0504
45 0.0570 0.0493 0.0497 0.0493 0.0502 0.0507 0.0510
50 0.0552 0.0510 0.0515 0.0505 0.0496 0.0490 0.0511
55 0.0563 0.0529 0.0525 0.0514 0.0508 0.0505 0.0524
60 0.0514 0.0511 0.0515 0.0510 0.0512 0.0513 0.0513
65 0.0508 0.0478 0.0485 0.0487 0.0473 0.0475 0.0484
70 0.0450 0.0448 0.0430 0.0421 0.0420 0.0421 0.0432
75 0.0408 0.0346 0.0346 0.0346 0.0341 0.0335 0.0354
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Table B.7: Drag coefficient with parachute in a turbulent flow
Angle of Attack D1 D2 D3 D4 D5 DMean
-15 0.4620 0.4729 0.4967 0.5064 0.5035 0.4883
-10 0.4840 0.4814 0.5024 0.4971 0.5051 0.4940
-5 0.4754 0.4719 0.5076 0.4838 0.5033 0.4884
0 0.4692 0.4713 0.5042 0.4872 0.4809 0.4826
5 0.4713 0.4786 0.4899 0.4923 0.4907 0.4846
10 0.4865 0.4826 0.4910 0.4894 0.4816 0.4862
15 0.4981 0.4943 0.5057 0.5006 0.4891 0.4976
15 0.4741 0.4918 0.5097 0.5165 0.5082 0.5000
20 0.5159 0.5237 0.5264 0.5277 0.5228 0.5233
25 0.5392 0.5378 0.5453 0.5555 0.5384 0.5432
30 0.5373 0.5378 0.5499 0.5571 0.5427 0.5449
35 0.5607 0.5564 0.5710 0.5753 0.5676 0.5662
40 0.5743 0.5701 0.5766 0.5904 0.5838 0.5791
45 0.6006 0.5944 0.6129 0.6141 0.6038 0.6052
45 0.6311 0.6230 0.6302 0.6391 0.6383 0.6323
50 0.6366 0.6443 0.6566 0.6671 0.6590 0.6527
55 0.6557 0.6673 0.6852 0.6864 0.6795 0.6748
60 0.6947 0.6917 0.7025 0.7064 0.7009 0.6992
65 0.7014 0.6967 0.7076 0.7181 0.7107 0.7069
70 0.7191 0.7028 0.7066 0.7212 0.7158 0.7131
75 0.7217 0.7017 0.7137 0.7182 0.7014 0.7113
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Table B.8: Lift coefficient with parachute in a turbulent flow
Angle of Attack L1 L2 L3 L4 L5 LMean
-15 -0.1081 -0.0797 -0.0705 -0.0632 -0.0599 -0.0763
-10 -0.0896 -0.0522 -0.0429 -0.0448 -0.0441 -0.0547
-5 -0.0746 -0.0300 -0.0249 -0.0215 -0.0222 -0.0347
0 -0.0617 -0.0053 0.0005 0.0031 0.0040 -0.0119
5 -0.0065 0.0060 0.0143 0.0238 0.0276 0.0130
10 0.0144 0.0293 0.0332 0.0375 0.0469 0.0323
15 0.0191 0.0500 0.0610 0.0649 0.0665 0.0523
15 -0.0183 0.0044 -0.0027 -0.0054 -0.0020 -0.0048
20 -0.0395 -0.0254 -0.0103 -0.0045 0.0023 -0.0155
25 -0.0637 -0.0446 -0.0147 -0.0193 -0.0097 -0.0304
30 0.0422 0.0135 0.0344 0.0351 0.0298 0.0310
35 0.0707 0.0693 0.0528 0.0430 0.0415 0.0555
40 0.0039 0.0159 0.0144 0.0206 0.0270 0.0163
45 0.1058 0.0345 0.0576 0.0506 0.0487 0.0594
45 0.1081 0.1383 0.1505 0.1515 0.1495 0.1396
50 0.1503 0.1642 0.1611 0.1579 0.1584 0.1584
55 0.1330 0.1509 0.1563 0.1608 0.1586 0.1519
60 0.1277 0.1459 0.1524 0.1518 0.1492 0.1454
65 0.1102 0.1306 0.1397 0.1414 0.1363 0.1316
70 0.0860 0.1167 0.1213 0.1202 0.1214 0.1131
75 0.0539 0.0883 0.0957 0.0970 0.0944 0.0859
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Table B.9: Torque coefficient with parachute in a turbulent flow
Angle of Attack T1 T2 T3 T4 T5 TMean
-15 0.0708 0.0637 0.0656 0.0646 0.0621 0.0654
-10 0.0727 0.0485 0.0424 0.0434 0.0447 0.0503
-5 0.0500 0.0194 0.0178 0.0164 0.0185 0.0244
0 0.0314 -0.0068 -0.0099 -0.0104 -0.0096 -0.0011
5 -0.0158 -0.0219 -0.0279 -0.0346 -0.0360 -0.0272
10 -0.0331 -0.0439 -0.0495 -0.0508 -0.0551 -0.0465
15 -0.0517 -0.0693 -0.0774 -0.0752 -0.0733 -0.0694
15 -0.0568 -0.0717 -0.0683 -0.0676 -0.0704 -0.0670
20 -0.0779 -0.0814 -0.0883 -0.0892 -0.0871 -0.0848
25 -0.1012 -0.1024 -0.1035 -0.1067 -0.1064 -0.1040
30 -0.1193 -0.1265 -0.1304 -0.1316 -0.1226 -0.1261
35 -0.1380 -0.1436 -0.1483 -0.1500 -0.1459 -0.1452
40 -0.1650 -0.1673 -0.1723 -0.1783 -0.1740 -0.1714
45 -0.1978 -0.1986 -0.2051 -0.2080 -0.2059 -0.2031
45 -0.2064 -0.1993 -0.2080 -0.2120 -0.2108 -0.2073
50 -0.2185 -0.2181 -0.2274 -0.2359 -0.2337 -0.2267
55 -0.2385 -0.2413 -0.2516 -0.2578 -0.2554 -0.2489
60 -0.2670 -0.2621 -0.2704 -0.2758 -0.2759 -0.2702
65 -0.2870 -0.2800 -0.2875 -0.2947 -0.2919 -0.2882
70 -0.3152 -0.3000 -0.3078 -0.3143 -0.3126 -0.3100
75 -0.3514 -0.3293 -0.3354 -0.3370 -0.3300 -0.3366
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Table B.10: Drag coefficient without parachute in a turbulent flow
Angle of Attack D1 D2 D3 D4 D5 DMean
-15 0.0443 0.0537 0.0554 0.0590 0.0599 0.0545
-10 0.0377 0.0430 0.0434 0.0446 0.0455 0.0428
-5 0.0312 0.0357 0.0347 0.0369 0.0369 0.0351
0 0.0233 0.0293 0.0294 0.0316 0.0301 0.0287
5 0.0279 0.0324 0.0317 0.0353 0.0355 0.0326
10 0.0392 0.0439 0.0414 0.0432 0.0414 0.0418
15 0.0576 0.0597 0.0578 0.0590 0.0588 0.0586
15 0.0428 0.0535 0.0560 0.0582 0.0590 0.0539
20 0.0742 0.0858 0.0857 0.0910 0.0896 0.0853
25 0.0990 0.1020 0.1034 0.1063 0.1081 0.1038
30 0.1243 0.1233 0.1231 0.1234 0.1256 0.1240
35 0.1486 0.1494 0.1459 0.1476 0.1476 0.1478
40 0.1751 0.1756 0.1709 0.1702 0.1685 0.1721
45 0.1986 0.1995 0.1973 0.1941 0.1929 0.1965
45 0.2277 0.2238 0.2200 0.2185 0.2176 0.2215
50 0.2503 0.2511 0.2486 0.2461 0.2420 0.2476
55 0.2708 0.2713 0.2701 0.2660 0.2630 0.2683
60 0.2858 0.2885 0.2853 0.2829 0.2777 0.2840
65 0.3039 0.2988 0.2995 0.2962 0.2883 0.2973
70 0.2951 0.2934 0.2935 0.2908 0.2862 0.2918
75 0.2623 0.2731 0.2735 0.2786 0.2726 0.2720
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Table B.11: Lift coefficient without parachute in a turbulent flow
Angle of Attack L1 L2 L3 L4 L5 LMean
-15 -0.0885 -0.0748 -0.0694 -0.0669 -0.0655 -0.0730
-10 -0.0546 -0.0509 -0.0465 -0.0445 -0.0442 -0.0481
-5 -0.0282 -0.0289 -0.0274 -0.0251 -0.0239 -0.0267
0 -0.0132 -0.0059 -0.0038 -0.0024 -0.0011 -0.0053
5 0.0074 0.0168 0.0196 0.0202 0.0224 0.0173
10 0.0343 0.0428 0.0419 0.0427 0.0437 0.0411
15 0.0575 0.0619 0.0639 0.0638 0.0648 0.0624
15 0.0679 0.0502 0.0537 0.0623 0.0601 0.0588
20 0.0864 0.0423 0.0512 0.0494 0.0527 0.0564
25 0.0620 0.0737 0.0598 0.0633 0.0682 0.0654
30 0.1178 0.1168 0.1008 0.0887 0.0817 0.1012
35 0.1306 0.1461 0.1286 0.1203 0.1163 0.1284
40 0.1256 0.1358 0.1294 0.1195 0.1166 0.1254
45 0.1056 0.1242 0.1246 0.1173 0.1141 0.1172
45 0.0486 0.0999 0.1017 0.1061 0.1071 0.0927
50 0.1216 0.1453 0.1316 0.1219 0.1179 0.1277
55 0.1798 0.1651 0.1485 0.1359 0.1276 0.1514
60 0.1117 0.1069 0.0934 0.0972 0.0961 0.1010
65 0.1765 0.1371 0.1248 0.1107 0.0980 0.1294
70 0.0811 0.0631 0.0561 0.0536 0.0485 0.0605
75 -0.0380 0.0026 0.0029 0.0056 0.0043 -0.0045
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Table B.12: Torque coefficient without parachute in a turbulent flow
Angle of Attack T1 T2 T3 T4 T5 TMean
-15 -0.0299 -0.0297 -0.0296 -0.0292 -0.0294 -0.0296
-10 -0.0216 -0.0216 -0.0200 -0.0204 -0.0207 -0.0209
-5 -0.0092 -0.0103 -0.0106 -0.0103 -0.0104 -0.0102
0 -0.0031 -0.0022 -0.0012 -0.0015 -0.0014 -0.0019
5 0.0054 0.0066 0.0068 0.0077 0.0081 0.0069
10 0.0140 0.0181 0.0185 0.0185 0.0181 0.0174
15 0.0255 0.0258 0.0269 0.0278 0.0283 0.0269
15 0.0302 0.0281 0.0282 0.0290 0.0291 0.0289
20 0.0356 0.0372 0.0380 0.0378 0.0376 0.0372
25 0.0450 0.0464 0.0466 0.0475 0.0482 0.0467
30 0.0483 0.0538 0.0545 0.0549 0.0559 0.0535
35 0.0563 0.0583 0.0593 0.0614 0.0624 0.0595
40 0.0566 0.0587 0.0593 0.0612 0.0623 0.0596
45 0.0559 0.0533 0.0551 0.0564 0.0580 0.0557
45 0.0507 0.0539 0.0547 0.0563 0.0578 0.0547
50 0.0532 0.0548 0.0548 0.0543 0.0551 0.0545
55 0.0549 0.0529 0.0534 0.0525 0.0528 0.0533
60 0.0551 0.0536 0.0531 0.0518 0.0515 0.0530
65 0.0550 0.0509 0.0516 0.0512 0.0498 0.0517
70 0.0452 0.0446 0.0436 0.0426 0.0427 0.0437
75 0.0379 0.0336 0.0330 0.0327 0.0311 0.0337
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