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ABSTRACT 
 This thesis research investigates the effects of optical source noise in optical coherence 
tomography (OCT). While shot noise, thermal noise and relative intensity noise (RIN) (excess photon 
noise) constitute optical noise, RIN is the least understood and often the most significant factor limiting 
the sensitivity of an optical system. The existing and prevalent theory being used for estimating RIN for 
various light sources in OCT is questionable, and cannot be applied uniformly for different types of 
sources. The origin of noise in various sources varies significantly, owing to the different physical nature 
of photon generation. In this thesis, RIN of several OCT light sources are characterized and compared. 
Light sources include a super-luminescent diode (SLD), an erbium-doped fiber amplifier (EDFA), 
multiplexed SLDs, and a continuous wave (cw) laser. A method for the reduction of RIN by amplifying 
the SLD light output by using a gain-saturated semiconductor optical amplifier (SOA) is reported. Also, 
measurements using a time-domain OCT (TD-OCT) system are performed to verify the effects of optical 
source noise reduction on OCT data. Simulations comparing OCT and ISAM images assuming an 
identical optical source noise are also performed and explained. 
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CHAPTER 1 : INTRODUCTION 
1.1 Optical Coherence Tomography 
1.1.1 History 
 In spite of the fact that optical coherence tomography (OCT) is sometimes simply explained as an 
optical analogue to ultrasound imaging, the principle behind OCT imaging is fundamentally different 
from ultrasound imaging. Retrieving information about the object using light requires a much faster 
detector in order to extract the light scattering information at a point of interest from the unwanted 
scattered light. Several methods to achieve this fast optical gating have been proposed and     
implemented [1-4]. Optical time-domain reflectometry (OTDR) is one widely known method to measure 
the change in refractive index of an optical fiber from the back-scattered pulses of light.  
 Interferometry, which is based on the coherence property of light, was also considered as a 
method to achieve optical gating. Optical low-coherence reflectometry (OLCR) is a method using low-
coherence light and a reference arm to perform the same test on optical samples, evaluating the location 
and strength of the optical reflection. This is also known as low-coherence interferometry (LCI), which 
was developed for measurement on optical fibers, and later expanded in scope for use in biological 
samples [5-7].  
  While OCLR or LCI provided information along a single axis scan, expanding the capability of 
coherence imaging, by assembling multiple single-axis scans into one image to construct a tomogram, 
was the innovation behind OCT. The development and application of OCT has progressed rapidly since 
its inception in 1991, and is finding many applications in clinical research and medical diagnostics [8-10].  
Generally system sensitivity, resolution, and imaging speed are considered to be some of the 
more important factors used to evaluate the performance of an OCT system. While there have been efforts 
of acquiring high resolution OCT images for clinical applications [11, 12],  optimizing SNR of an OCT 
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images [13, 14], and increasing the imaging speed using different methods [15, 16], only a few studies of 
the noise from the optical source itself have been conducted, and the physical nature of optical noise has 
not been clearly explained for OCT. The origins of noise in various sources differ significantly, owing to 
the different physical nature of photon generation, and this must be considered as well.  
 
1.1.2 Resolution 
 Resolution in OCT is defined in two directions, axial and lateral. Axial resolution is given by the 
coherence length of the optical source, as the coherence gating power defines the point spread function 
along the direction of beam propagation. Lateral resolution is given by the smallest beam spot size 
determined by the NA of a lens.  
 Coherence length is defined as 
  
2
2ln 2 c
cl

 


 (1.1) 
where cl is the coherence length, c is the center wavelength and  is the spectral width or optical 
linewidth.  As the coherence length decreases, the optical linewidth  broadens, and this is the main 
reason for the need for broadband optical sources for OCT systems.  
 Lateral resolution is determined by the lateral beam spot size at the focus. Figure 1.1 shows a 
schematic of a focused Gaussian beam and the related spot size and coherence length. 
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Figure 1.1. Schematic drawing of axial and lateral resolution along the scanning 
beam path. 
 
Taking the 
21 e radius of a Gaussian beam, the beam spot size x  can be defined as 
  
 
4 4c cfx
d NA
 
 
   (1.2) 
where c is the center wavelength, d is the spot size diameter on the objective lens, f is the focal length, 
and NA is the numerical aperture of the objective lens. Also it should be noted that f d could be 
approximated to 1 NA
 
[12]. As NA increases, the beam spot is focused to a smaller spot, thus increasing 
the lateral resolution.  
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1.1.3 Imaging Speed 
 One of the most important parameters used to evaluate an OCT system is the imaging speed.      
In vivo real time imaging is required for an OCT system to be practical for clinical use, where 
noninvasive optical biopsies could be the ultimate goal.  
With the first inception of time-domain OCT(TD-OCT) systems in 1991, the maximum imaging 
speed was around 1 kHz (1,000 axial scans per second), which was limited by the speed of the scanning 
mirror in the reference arm of the interferometer [8]. The first concept of Fourier domain OCT (FD-OCT), 
or spectral domain OCT (SD-OCT), was later recognized by three groups which independently calculated 
and demonstrated the advantage of SD-OCT systems, in terms of sensitivity, over TD-OCT systems [17-
20]. Similarly, swept source OCT (SS-OCT) is based on the same theoretical background as SD-OCT, 
only with a different method of acquiring Fourier domain data from the sample.  Since SD-OCT and SS-
OCT systems no longer needed a scanning reference-arm mirror, the imaging speed was only limited by 
either the read out rate of the CCD linescan camera or the sweeping rate of the optical source. A typical 
commercial SD-OCT system has an imaging speed of about 40 kHz which can vary depending on the 
optimization between speed and sensitivity. For SS-OCT systems, an optical swept source with a rate up 
to 370 kHz has been demonstrated [16]. 
 
1.1.4 Sensitivity 
 The sensitivity of an OCT system can be defined generally in many different ways using either 
current units or power units. The signal-to-noise ratio (SNR) is used for the sensitivity assessment; 
however, signal and noise are directly measured in units of current or voltage from a photodetector, 
giving different numbers when SNR is measured in units of power. Thus, it should always be noted that 
 
2
2
signal signal
OCT
noise noise
P i
SNR
P i
  . (1.3) 
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And also the relationship between voltage SNR and power SNR is 
 power voltageSNR SNR . (1.4) 
Details of an SNR calculation for an OCT system will be given in Chapter 2.  
 
1.2 Statistical Description of Noise  
 
1.2.1 Poisson Distribution 
Calculation of shot noise limited detection, which is the ultimate limit of detection sensitivity, 
requires an understanding of the Poisson distribution. A Poisson process is described as a stochastic 
process where events occur continuously and independently of each other. When the average rate of 
events is given as λ, the probability of having k events is given as 
 ( )
!
k
P k e
k
  .
 (1.5)
 
Using the definition of variance, 
     
 
 2 2 2
0
[( ) ] ( )
!
n
n
E N n e
n
  



    . (1.6) 
                      
 
Expanding equation (1.6) sets the standard deviation σ to  
 
2 2 2 2( 2 )e e e e e              . (1.7) 
Thus, standard deviation σ is equal to  . 
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 Poisson statistics are based on discrete events, and light should be considered as discrete photons 
in order to explain the variation arising from the particle nature of light. As the photon arrival has not only 
a definite average rate but also a variation in discrete arrival events, Poisson statistics are needed for the 
estimation of noise. 
Figure 1.2 illustrates how discrete events of photon arrival generate noise following the Poisson 
distribution of discrete events. Noise is generally represented by the amplitude of standard deviation σ. 
The average rate of events λ could be interpreted as the average optical power detected by the 
photodetector, as the average rate of photon arrival represents the average optical power detected.  
 
 
Figure 1.2. Discrete photons arriving without noise (left) and with noise, following a 
Poisson distribution (right). 
 
1.2.2 Gaussian Distribution 
 The Gaussian distribution is a continuous probability distribution that describes data that clusters 
around a mean or average, and is represented by  
 
2
2
1 ( )
( ) exp( )
22
x
p x

 

   (1.8) 
where p(x) represents the probability, σ is the standard deviation, and μ is the mean or average of values. 
Despite the fact that Poisson and Gaussian distributions follow similar bell-shaped curve distributions, 
they are two different concepts of distributions with different mathematical derivations. While a Poisson 
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distribution explains how the standard deviation σ changes with the given mean value λ, a Gaussian 
distribution explains a distribution with a given mean value μ and a given standard deviation σ. A 
Gaussian distribution implies that when μ and σ for a distribution are given, the shape of the distribution 
follows or approximates a Gaussian distribution. The Poisson distribution can also be approximated as a 
Gaussian distribution of the given λ for a mean or average value that is sufficiently large.  
 
1.3 Colors of Noise (Spectral Distribution) 
 When describing a particular noise, by calculating or measuring the distribution of events around 
the mean value, one can estimate the distribution of the amplitude of unwanted signals around the mean 
value that is of interest. However, by evaluating the noise in the frequency domain, one can see the 
spectral distribution of noise. This is generally termed the color of noise, and is also of interest in OCT 
systems as there are specific frequency regions of interest in the acquisition of OCT data.  
1.3.1 White Noise 
 White noise refers to a power spectral density of noise that is flat along the entire frequency 
region. A purely random noise could be explained this way, and when the noise is measured, the power 
spectral density should take the shape represented in Figure 1.3. Usually, a delta-function peak would be 
present at the DC frequency point, and the bandwidth of the measurement setup could alter the slope of 
the peak at the DC frequency point.  
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Figure 1.3. Examples of different power spectral distributions of white noise with 
varying amplitudes. 
 
1.3.2 Pink Noise 
 Pink noise is also generally known as 1/f noise, as the power spectral density of the noise follows 
the 1/f trend. Noise obeying this inverse frequency power distribution is observed in almost every 
electronic device as well as in many events in nature. Typical examples include the period of the normal 
human heartbeat, almost all musical melodies, and electrical contacts [21]. Despite the large amount of 
research in 1/f noise, the physical origin is still not clearly understood. The origin of this noise is not 
studied in detail in this work, but readers are referred to Buckingham [21] for further information on 1/f 
noise.  
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1.4 Optical Noise 
 Optical noise in an imaging system generally consists of three different noise terms: shot noise, 
thermal noise, and excess photon noise. While shot noise and excess photon noise can be considered as 
noise arising from the optics itself, thermal noise is pervasive, as every measurement needs an electrical 
system to translate the optical information to electrical signals.  
1.4.1 Shot Noise 
 Shot noise arises from the quantum nature of light. Light represented as photons follows a 
Poisson distribution (stochastic process), since photons arrived at the photodetector continuously and 
independently of each other. A Poisson process has a standard deviation proportional to the square root of 
the average number of particles (or photons) arriving per unit time. Thus, in this case the standard 
deviation of photocurrent is given as 
 
2 2shot DCi q I f    (1.9) 
where IDC is the DC current, ∆f is the measurement bandwidth, and q is the electron charge. One can 
notice that as IDC increases, 
2
shoti   increases proportionally to IDC. This means that at higher power, the 
shot noise term becomes negligible compared to the DC current, as  shoti  
is proportional to √IDC. 
 Measurement of optical shot noise can be performed by using a photodetector connected to an RF 
spectrum analyzer. What is measured on the RF spectrum analyzer is often displayed in units of dBm/Hz, 
which is another unit of power. Thus, we need to convert the shot noise measurements into units of 
power.  
Shot noise power can be expressed as  
 
2 2shot shot L DC LP i R qI f R       (1.10) 
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where RL represents the load on the shot noise current, q is electron charge, IDC is DC current, and ∆f is 
measurement bandwidth. 
 
1.4.2 Thermal Noise 
 Thermal noise (also known as Johnson noise) is a common noise source which needs to be 
considered in every system, particularly one with electrical elements. Thermal noise arises from the 
receiver electronics, and this comes from the thermal fluctuation of electrons inside electrical devices, 
such as from resistors. There have been several simple derivations for the estimation of thermal noise [22, 
23]. Thermal noise current is given by 
 
2 4 /thermal B Li k T f R    (1.11) 
where KB is the Boltzmann constant, T is temperature, and ∆f is measurement bandwidth. Thus thermal 
noise power can be calculated as 
 
2 4thermal thermal L BP i R k T f     . (1.12) 
 Typically at room temperature (~300 K), thermal noise is calculated to be around -174 dBm/Hz, 
which is much less than the detector noise limit, typically around -130 dBm/Hz, and which varies with the 
detector. The amplitude of thermal noise follows a Gaussian distribution and the power spectral density is 
known to be approximately white.  
 
1.4.3 Excess Photon Noise (Spontaneous Beating Noise) 
 Another form of optical noise is the excess photon noise, which is also called intensity noise. A 
different term, relative intensity noise (RIN), refers to the total noise, which is the summation of shot 
noise, thermal noise, and excess photon noise. As shot noise and thermal noise are smaller than excess 
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photon noise by an order of magnitude, RIN is sometimes used interchangeably with excess photon noise 
itself  [24, 25].  
 Excess photon noise refers to the noise from spontaneous beating between different spectral 
components with random phase, and is usually assumed to be greater than shot or thermal noise under 
normal conditions. 
 While some OCT papers state that excess photon noise is proportional to 1/∆v, it should be noted 
that this only applies to the case of an optical source with purely spontaneous emission and rectangular 
spectral shape. Excess photon noise for a purely spontaneous source is given by 
   22 21ex effi I f      . (1.13) 
 Here, α  is the degree of polarization and 
eff
  is the effective linewidth [23, 26]. Different 
multiplicative constants should be applied to this equation to account for different polarization states or 
spectral shapes. There are several papers which derive the excess photon noise from a spontaneous 
emission process to be 1/∆v, with other factors considered [23]. 
 As mentioned earlier, RIN consists of all three noise terms, shot noise, thermal noise, and excess 
photon noise, as represented by 
 
2 2 2
2
1
Hz
2 2
i i i
Vth sh ex
RIN
I f V f
    
 
 
 
   
    
        
. (1.14) 
For all the noise measurements in this thesis, RIN was measured using an RF spectrum analyzer for the 
noise power measurement and an oscilloscope used for the DC power measurement. 
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CHAPTER 2 : SIGNAL-TO-NOISE RATIO IN OCT 
2.1 General SNR Calculation 
 One of the advantages of an OCT system over previously reported optical imaging techniques 
which use different gating methods is the fact that OCT has a 100 to 1000 times higher sensitivity [27]. 
This enhances the ability to image small or weakly scattering objects, which is of more importance when 
the object is a biological sample. The physical nature of interference, which is the governing principle of 
OCT, is the fundamental reason for the superior sensitivity. When measuring back-scattered information 
using interference, even a weak signal can be amplified and detected as a larger signal if the reference 
beam interfering with the signal beam is strong.  
The signal-to-noise ratio (SNR) is a calculation of the ratio between signal power and noise 
power.  Deriving an SNR expression and value for an OCT system first requires a theoretical estimation 
of the signal power and noise power present.  
A simplified interference equation can be derived by considering the OCT system schematic in 
Figure 2.1.  
 
Figure 2.1. Schematic of a spectral-domain OCT system. 
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In order to describe the system, one first starts by defining terms. The electric fields at different 
points in the system can be used to calculate the interference, and are defined below and noted in Figure 
2.1. 
 
 
 ( ) jwtinE s w e
  (2.1) 
 ( )S inE E H w  (2.2) 
 
( )j z
R inE E e
   (2.3) 
 o S RE E E   (2.4) 
Here, s(w) is the amplitude spectrum of the source field, w is the frequency, and t is the time 
variation. The φ(∆z) term is the phase accumulated in translating the reference mirror by a geometric 
distance ∆z = ∆t∙c/nair . 
As a photodetector can only detect the intensity, 
 
*( ) o oI w E E   (2.5) 
substituting (2.4) into (2.5) yields 
 
* * *( ) 2 { }S S R R S RI w E E E E E E        . (2.6) 
Again substituting (2.1)-(2.3) into (2.6) and representing S(w) = |s(w)|
2
, one gets 
 
2 ( )( ) ( ) ( ) ( ) 2 { ( ) ( ) }j zI w S w H w S w S w H w e     . (2.7) 
This equation could be further simplified by assuming ∆z=0, as mentioned in several works [25, 
28] and represented as 
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 ( 2 )
e
d S R S R
q
I P P P P
h


    (2.8) 
where η is the detector quantum efficiency, qe the electron charge, h is Planck’s constant, v is the central 
frequency of optical source, and PS and PR are the integrals of the source power density reflected from 
sample and reference mirrors, respectively.  
It should be noted that the SNR of an OCT system needs to be calculated in units of power not in 
units of current, represented by 
 
2
2
signal signal
OCT
noise noise
P i
SNR
P i
  . (2.9) 
Also, it is important to note that the maximum SNR can be achieved when the reference and sample arm 
powers are set equal. This also relates the SNR to the fringe visibility. For example, if the sample arm 
power is 0.1 times the reference arm power, then the DC term of Id drops to half while the interference 
term drops by 1 10 1/ 3 , which decreases the calculated SNR value. 
 
2.1.1 Signal Power 
 Signal from the photodetector has a unit of current. In order to simplify the calculation one can 
assume a perfectly reflecting sample and an ideal 50:50 beam splitter. Information on the light-sample 
interaction is recorded in the interference term, and the maximum signal current can be derived as 
 
0 0
2e eS S R
q q
i P P P
hv
 

  . (2.10) 
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 Again, P is the signal power and 0, , ,eq w  are the same as in equation (2.8). Here, one assumes ∆z = 0 
so that interference power reaches a maximum. Several studies have derived equation (2.10) using a 
similar approach [20, 28].  
 
2.1.2 Noise Power 
 Noise in an OCT system is derived as in Chapter 1.4, giving the noise current as 
  
 
2 2 2 2
noise shot thermal excessi i i i            . (2.11) 
Generally, shot noise limited detection is the ultimate goal for an OCT imaging system as thermal noise is 
negligible in most practical systems and there are several ways to partially cancel out the excess photon 
noise [5, 13, 29, 30]. Figure 2.2 compares the thermal noise and shot noise level with the average DC 
power. If the system is shot noise limited, where the shot noise increases linearly with the square root of 
DC average power, the RIN decreases, as shown in Figure 2.2. 
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Figure 2.2. Shot noise and thermal noise plotted with DC average power [31]. 
 
2.2 SNR in a Time-Domain OCT System 
 A heterodyne detection scheme can be used for a time-domain OCT system [29]. Thus, excess 
photon noise can be cancelled out, leaving shot noise as the limiting factor for noise. The SNR can be 
calculated using 
 
2 2 2noise shot e DCi i q i f   . (2.12) 
Then, the SNR can be calculated as 
 
2
2
0
signal
TDOCT
noise
i P
SNR
i f


 

. (2.13) 
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The measurement bandwidth 1 2f    is a function of acquisition time, and by increasing the data 
acquisition time (acquiring data over longer periods of time), we can achieve higher SNR [20].   
 
2.3 SNR in Spectral-Domain and Swept-Source OCT Systems 
 The spectral-domain OCT (SD-OCT) system and the swept-source OCT (SS-OCT) system share 
the same derivation for SNR as they are both based in the Fourier domain [19].  
The difference from a TD-OCT system comes from the fact that a linear CCD with N pixels is 
used instead of a single photodetector. This causes the iDC to drop by a factor of N, thus reducing the shot 
noise to  
 
2 2shot e DCi q i f N  . (2.14) 
Then, the SNR becomes 
 SDOCT TDOCTSNR N SNR  . (2.15) 
Reduction of shot noise leads to a reduction of power SNR by a factor of N, which leads to a reduction of 
voltage (or current) SNR by a factor of √N. 
 
2.4 SNR in Interferometric Synthetic Aperture Microscopy (ISAM) 
 
 One can also compare the effect of noise from optical sources on acquired ISAM and OCT 
images. The development of ISAM [32], with the advantage of spatially invariant resolution, enables 
imaging without trading depth-of-field for higher transverse resolution, which is the case in OCT. 
Theoretically, ISAM can reconstruct the object structure located outside of the Rayleigh range. However, 
the practical limitation of imaging depth is still set by the SNR of the system, which is the ratio between 
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signal and background noise from the image. There have been numerous studies of the noise in different 
OCT systems; however, whether we can apply the same theory to ISAM is undetermined.  
 
2.4.1 Background Theory 
 
 Different imaging systems operate at different data acquisition rates. Thus, different frequency 
ranges in the noise spectrum are of interest. Spectral-domain OCT commonly operates with a data 
acquisition rate of 50 kHz. Considering the Nyquist criterion, noise around 100 kHz will therefore be of 
interest, such as for ISAM, which uses an SD-OCT setup for data acquisition. 
 The back scattered field from a single scatterer is given as 
3
0 0( , , ) ( ) ' ( ', , ) ( ' , ) ( ')
V
U r r k A k d r G r r k g r r k r  
                      
(2.16) 
and the signal coupled back to the probe is given as 
2
0 0 0( , ) ( , , ) ( , )S r k d rU r r k g r r k

  .   
  
(2.17) 
When reconstructing a single scatterer located at the focus, most of the data needed comes from a few 
different positions of a probe; when reconstructing a scatterer located out-of-focus, the data comes from 
many different probe positions, which makes the collected signal at each point weaker. As an SD-OCT 
system benefits in SNR from the pixel number N of a detector, scatterers out-of-focus might also benefit 
from the fact that signal is collected over multiple positions of a probe. 
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2.4.2 Noise Characteristics in ISAM 
 
Thermal noise is one of the noise parameters for OCT and ISAM. It should be noted that the OCT 
and ISAM signal decays around the focal point (z = 0) as the focused beam is a Gaussian beam. While the 
OCT signal is acquired on the assumption of low NA beam from the probe, the ISAM takes the real 
Gaussian beam shape and, implementing an inverse process, simply integrates the spread of the scattered 
light onto a single point. Thermal noise, which depends on the ambient temperature, represents the noise 
floor, limiting the possible imaging range away from the focus. 
Shot noise and excess photon noise are the other two noise parameters. Normally, an assumption 
for an OCT imaging system with balanced detection is that the system operates under a shot-noise-limited 
SNR [24]. As given in equation (2.14), shot noise decreases linearly with the DC signal detected by one 
pixel of a linear CCD, while the signal intensity stays constant [20]. As a consequence, SD-OCT has an 
advantage over TD-OCT in SNR. As the signal is detected over N pixels on a linear CCD, the total 
detected signal strength remains constant while the shot noise is reduced by the factor of N.  
Table 2.1 details the differences between SD-OCT and TD-OCT systems in terms of noise.  It 
should be noted that the SNR advantage of an SD-OCT system can also be explained using a different 
approach [17, 19], which reaches the same conclusion. 
Table 2.1. Detector Signals and Shot Noise Signals for SD-OCT and TD-OCT 
Systems. 
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While SD-OCT collects interference information over N-pixels, ISAM also collects the data on a 
single scatter over many different beam positions. Figure 2.3 shows how different spatial frequency 
components are collected as the beam is scanned.  
 
 
Figure 2.3. Detection points for single scatterer in ISAM. Blue and red dotted lines 
indicate plane wave components along different angles. 
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CHAPTER 3 : NOISE MEASUREMENTS AND RESULTS 
3.1 Experimental Setups 
RIN was measured at frequencies of 100 kHz, 500 kHz, and 10 MHz, corresponding to typical 
detection frequency bandwidth regimes for spectral-domain (SD-OCT), time-domain (TD-OCT), and 
swept-source (SS-OCT) OCT systems, respectively.  
In the RIN measurement setup, attenuated light was incident on a low noise photodetector (New 
Focus 1817FC) and the detector output was monitored using an RF spectrum analyzer (HP 8561E) and 
oscilloscope (Agilent, MSO 6054a). An oscilloscope recorded the mean DC voltage level, and 
corresponding mean square voltage fluctuation signals (in a 1 Hz bandwidth) were recorded with the RF 
spectrum analyzer. Optical source power was attenuated to keep the incident power constant, thus 
avoiding any saturation or nonlinear response from the photodetector. This setup was also used to produce 
a tunable linewidth output from a light source to study the dependence of RIN on the linewidth of the 
source. The light output from the light source can be spectrally filtered by using an optical circulator, 
diffraction grating (Richardson Gratings, 1000 g/mm), achromatic lens, mirror and a slit with an 
adjustable width, as shown in Figure 3.1 The filtered spectral output was then routed to port 3 of the 
circulator for optical detection. 
RIN was calculated by comparing the noise power and the DC power as described in        
equation (3.1) : 
 
2 2 2
2
1
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2 2
i i i
Vth sh ex
RIN
I f V f
    
 
 
 
   
    
        
 (3.1) 
where ∆ith is thermal noise, ∆ish is shot noise, and ∆iex is the excess photon noise. These three noise terms 
add up to the total noise power, in units of amperes, for the optical source.  The term <I> is the DC 
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current describing the DC power of the optical source, and ∆f is the measurement bandwidth, which is the 
resolution bandwidth (RBW) from the RF spectrum analyzer.  
 
 
Figure 3.1. RIN measurement setup.  Abbreviations:  VOA, variable optical 
attenuator; OSC, oscilloscope; RFSA, RF spectrum analyzer; M, mirror. 
 The polarization constant of an optical source is measured using the setup in Figure 3.2. 
Polarization of the input source is rotated with a control paddle, setting the output intensity after 
polarization beam splitter (PBS) to be maximum and minimum along horizontal and vertical polarization 
axis.  
Optical 
Circulator
Collimator Grating
Optical Source
VOA Detector
OSC
RFSA
Source Bandwidth Filtering
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Figure 3.2. Polarization measurement setup. Abbreviations: PBS, polarization beam 
splitter; PD, photodetector. 
Maximum and minimum intensity 
1 2,I I  measured on PD1, PD2 gives the polarization constant α as 
 1 2
1 2
I I
I I




. (3.2) 
When the input optical source is perfectly polarized along one direction, α is 1. If the polarization is 
randomly distributed, α is zero. 
 
3.2 Superluminescent Diodes (SLD) 
 Superluminescent diodes (SLDs) are sources with amplified spontaneous emission (ASE). SLDs 
are widely used in OCT systems as they provide wide optical bandwidth and acceptable high power 
output. Higher output power is achieved by the stimulation process of the spontaneously emitted photons, 
while the wide optical bandwidth comes from the spontaneous photons emitted with different energies.  
Measurements were performed  on three different SLDs from different manufacturers (Covega, Menlo 
Systems, and Praevium Research). An optical spectrum analyzer (OSA) (Model 86140B, Aglient) was 
used to measure the optical linewidth. 
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3.2.1 Bandwidth Filtered SLD 
 Since the noise of an SLD can be described by equation (3.1), RIN was measured by varying the 
optical bandwidth and comparing the measured data with the theoretically calculated values. A 
superluminescent diode (SLD) (Covega Inc.) was used as an optical source. The RF spectrum analyzer 
was set to a resolution bandwidth (RBW) of 1 kHz and video bandwidth (VBW) was set to 300 Hz. 
Power incident on the photodetectors was attenuated to 30 μW in order to avoid photodetector saturation. 
The optical bandwidth was measured at the FWHM. RIN measurements were taken for linewidths 
ranging from 1.1 to 45.6 nm at a center wavelength around 1.3 μm. Figure 3.3 shows the spectral shape of 
the SOA source with the bandwidth filtering set to maximize the optical linewidth.  
 
Figure 3.3. Optical spectrum of a SLD with the bandwidth filter set to maximum 
optical linewidth. 
 
As can be seem from Table 3.1, the measured noise from the RF spectrum analyzer has units of 
dBm/Hz, while the measured DC power has units of volts. 
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Table 3.1. Optical Linewidth vs. Measured Noise Power. 
Wavelength range and 
BW (FWHM) 
(nm) 
Incident power on 
photodetector 
(μW) 
Measured noise power 
on RF spectrum analyzer 
(dBm/Hz) 
Measured DC voltage 
on photodetector 
(V) 
1275.8~1317.8 (42 nm) 30.1 -115.0 -1.65 
1280.8~1320.2 (30 nm) 30.0 -112.3 -1.69 
1285.0~1314.8 (30 nm) 30.0 -111.3 -1.69 
1289.5~1309.8 (20 nm) 30.2 -110.0 -1.69 
1294.7~1304.9 (10 nm) 30.0 -106.8 -1.68 
1297.4~1302.3 (5 nm) 30.0 -103.7 -1.69 
1299.3~1300.3 (1 nm) 19.2 -101.7 -1.07 
 
 In order to calculate the RIN using equation (3.1), one must convert the units of noise from 
dBm/Hz to V. As an RF spectrum analyzer has an input impedance of 50 Ω, noise power can be 
converted using  
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one can calculate the RIN from the data in Table 3.1. 
Figure 3.4 is a plot comparing the above-calculated RIN data and theoretically estimated RIN 
using 
2(1 ) effRIN v   , assuming a rectangular-shaped spectrum [23].  Polarization of the optical 
source was measured to be α = 0.62.  
 
Figure 3.4. RIN vs. linewidth for an SLD source (Covega Inc.) at 100 kHz. 
  
 
Comparing the measured RIN and the theoretically estimated RIN, one observes a ~5 dB 
discrepancy between the two data sets. In order to fit the two data sets, an empirical correction factor 
(noise suppression factor) η is defined. For the measured data set in Figure 3.4, η = 4.17 is introduced, 
modifying the RIN equation to 
2(1 ) effRIN v     .     (3.6) 
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 Experiments were performed on two other SLD sources, and the noise suppression factor (η) 
values were found to be =5.28 (Menlo; α = 0.77) and =4.65 (Praevium Research, α = 0.65), 
respectively. It is expected that the noise suppression factor (η) may vary from one source to another as 
different ASE-based sources would have different gain dynamics, waveguide structure and         
properties [33].  
 
 
3.2.2 Amplified SLD 
 In order to further analyze the effect of amplification on noise reduction, another experiment was 
performed in which the attenuated ASE output from one SLD was fed to an SOA (BOA-2814, Covega 
Inc.), and the RIN of this amplified source was measured.  
Figure 3.5 is a schematic of the setup used for RIN measurements for the bandwidth filtered SLD, 
and represents the experimental setup shown in Figure 3.1. Light output from a single SLD was optically 
bandwidth filtered and then passed to a photodetector. 
 
Figure 3.5. Schematic of a bandwidth filtering process for RIN measurement of a 
single SLD. 
Figure 3.6 is a schematic of an amplified SLD RIN measurement setup. Light output from the 
first SLD is bandwidth filtered as in Figure 3.5, but is then amplified with a SOA. As the initial light 
output from the SLD was bandwidth filtered, the light output from the SOA is also bandwidth filtered, 
thus maintaining the same optical bandwidth.  
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Figure 3.6. Schematic of a bandwidth filtering process for RIN measurement of an 
amplified SLD. 
 The bandwidth filter was used to produce an output of 10 nm linewidth centered at 1294.1 nm 
from the SLD before it was amplified by the SOA. The linewidth of the SOA output was measured to be 
the same as the SLD, thereby ensuring that the process was simply the amplification of ASE without any 
spurious lasing effects. RIN values were measured at frequencies of 100 kHz, 500 kHz and 10 MHz, as 
shown in Table 3.2. The driving current for the SLD was set to 200 mA, and 450 mA for the SOA.  On 
the RF spectrum analyzer, the RBW was set to 3 kHz and the VBW to 300 Hz. Table 3.2 shows measured 
RIN data of single SLD and amplified SLD along different frequency range. 
 
Table 3.2. Comparison of RIN of Single SLD vs. Amplified SLD. 
Measurement 
Frequency 
100 kHz 
(dB/Hz) 
500 kHz 
(dB/Hz) 
10 MHz 
(dB/Hz) 
SLD ASE -122.89 -125.89 -127.59 
Amplified ASE -125.64 -132.54 -136.34 
 
  
Different driving currents (150 mA, 250 mA, 450 mA) were applied to the SOA in order to 
compare the effects of amplification of light by a SOA in different operation ranges. Driving current for 
the SLD was set to 200 mA. The bandwidth filter was used to produce an output with a 10 nm linewidth 
centered at 1291 nm, while the optical power sent to the SOA was attenuated to ~ 100 μW. Table 3.3 
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shows the measured RIN at the amplified SLD output with different SOA driving current. Here one can 
observe that driving current only minimally affects the RIN of the final output.  
 
Table 3.3. RIN of an Amplified SLD Output with Different SOA Driving Current. 
Frequency 
Driving 
current 
100 kHz 
(dB/Hz) 
500 kHz 
(dB/Hz) 
10 MHz 
(dB/Hz) 
150 mA -124.13 -129.63 -132.03 
250 mA -124.90 -130.80 -134.90 
450 mA -125.00 -131.80 -135.50 
 
 Noise reduction using an amplification process has been reported with two different physical 
explanations. One is based on the nonlinearity of a semiconductor optical amplifier [34, 35] where there is 
an increased correlation between different spectral components that leads to a modified RIN equation 
showing less noise. Increased correlation reduces the RIN as RIN is basically the summation of spectral 
beating between different spectral components in the bandwidth of an optical source. As the correlation 
between different spectral components increases, the assumption of purely random phase coming from 
spontaneous emission does not hold. Thus, the amount of spectral beating decreases, resulting in reduced 
RIN. 
A second explanation is based on the gain saturation effect of the SOA [36].  Figure 3.7 
conceptually shows how a gain saturated amplifier can suppress the noise. If the SOA is operated in the 
gain saturation region, fluctuation in the input optical power is suppressed to show a more flat output 
optical power fluctuation. 
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Figure 3.7. Principle of noise suppression using a gain saturated amplifier. 
 Although the experiment with different driving currents on the amplifying SOA showed minimal 
difference in the RIN from the final output, one could observe better RIN reduction using a higher driving 
current for the amplifying SOA. These findings agree with noise measurements done with a gain-
saturated SOA as an amplifier [36]. 
 
3.2.3 Multiplexed SLDs 
 Multiplexing two or more SLDs to achieve a broader linewidth is a cost-effective method to 
achieve ultrahigh resolution in OCT imaging. However, its effect on overall spectral stability and noise 
has not been thoroughly investigated. Table 3.4 shows the measured and estimated values of RIN for two 
individual SLDs (Praevium Research, Inc.) and their combined output. RIN is measured at a frequency of 
100 kHz. Previously estimated values for the correction factor and the degree of polarizability were used 
to calculate the estimated RIN values. It should be noted that the linewidth of a multiplexed SLD system 
is not simply the summation of linewidths from SLD (A) and SLD (B), as the spectrum is modified due to 
spectral overlap. As linewidth is measured at the FWHM, and the spectral overlap of the two SLDs shifts 
the peak of the combined spectrum, the FWHM also changes. Figure 3.8 shows how the spectral shape 
changes when two SLDs are multiplexed. The OSA was used to measure the optical bandwidth of the two 
SLDs.   
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Table 3.4. Measured RIN from Multiplexed SLDs. 
 λ˳,∆λ (nm) 
Estimated 
RIN (dB/Hz) 
Measured 
RIN (dB/Hz) 
SLD (A) 1251±40 -140.93 -140.94 
SLD (B) 1346±41 -140.41 -141.03 
SLD (A+B) 1284±73 -143.32 -141.43 
 
 
Figure 3.8. Optical spectra from SLDs used for multiplexed experiment.  (a) Optical 
spectrum of SLD (A). (b) Optical spectrum of SLD (B). (c) Optical spectrum of SLD (A+B). 
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 Theoretically, the multiplexed SLDs are expected to show a lower noise as the linewidth is 
broadened almost by a factor of 2 in this experiment, which corresponds to an ~ 3dB noise reduction. 
However, Table 3.4 shows that the measured RIN of the multiplexed SLDs shows only a slight decrease 
in RIN. This can be explained by several factors which are different from the ideal assumptions set for the 
RIN calculation. One involves the shape of the overlapped spectrum. While the RIN calculation is based 
on a rectangular shaped spectrum, the spectral shape of the multiplexed SLDs depends on the output 
spectral shape of each individual SLD in the multiplexed system. This usually results in two spectral 
peaks in the multiplexed spectrum, which requires more complex estimation of the RIN. However, one 
can still conclude that there is no significant adverse effect on noise levels as a result of multiplexing light 
outputs from two SLDs. 
 
 
3.3 Erbium Doped Fiber Amplifiers 
 
3.3.1 Bandwidth Filtered EDFA 
 An erbium-doped fiber amplifier (EDFA) was used as an alternative source of ASE to explore the 
dependence of noise on linewidth. RIN measurements were taken for linewidths ranging from 0.55 to 
4.55 nm. As shown in Figure 3.9, the RIN was again found to decrease linearly with an increase in 
linewidth, but with a different noise suppression factor (η=7.25). Different polarization of the EDFA was 
taken into account when estimated RIN was calculated (α=0.87). EDFA power was set to 90 mW. On the 
RF spectrum analyzer, the RBW was set to 1 kHz and the VBW to 300 Hz. Figure 3.10 is the optical 
spectrum measured with the OSA after passing through the bandwidth filtering setup. Bandwidth filtering 
was set to maximize the optical linewidth output. 
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Figure 3.9. RIN vs. linewidth for the EDFA source at 100 kHz. 
 
 
Figure 3.10. Spectrum of an EDFA source with the bandwidth filter set to maximum 
optical linewidth. 
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 Figure 3.9, as with the SLD sources, shows the noise suppression factor measured from the 
bandwidth filtered EDFA output (η=7.25), which can be compared to those factors for the SLD sources 
(η=4.17, 5.28, 4.65). One can observe different suppression factors which could be explained by different 
ASE sources having different physical properties [33].  Also, the EDFA source showed a non-uniform 
spectral shape depending on the driving power for the source.  
 
 
3.4 Continuous Wave Lasers 
 To further confirm our findings, the RIN was also measured from a continuous wave (cw) fiber 
ring cavity laser with an SOA (BOA-2814, Covega Inc.) as the gain medium. This laser is similar to those 
used in SS-OCT. However, the laser was operated in the static mode to measure the RIN for a fixed 
wavelength band. Laser linewidth was measured to be 2.6 nm centered at 1268 nm. Figure 3.11 shows the 
optical spectrum of the cw laser source. RIN measurements were performed at the frequencies of 100 
kHz, 500 kHz, and 10 MHz, and the measured data is shown in Table 3.5. These noise levels are 
obviously less than the measured RIN of SLD and EDFA. 
 
 
Table 3.5. Measured RIN from a CW Laser Source. 
Measurement 
Frequency 
 100 kHz 
(dB/Hz) 
500 kHz 
(dB/Hz) 
 10 MHz 
(dB/Hz) 
CW laser -142.43 -144.07 -146.10 
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Figure 3.11. Spectrum of a cw laser. 
 
The ASE output from an SLD exhibited a RIN of  -120 dB/Hz for the same linewidth, which is 
noiser than this cw laser source. This illustrates a fundamental difference in source noise arising from 
stimulated versus spontaneous photons emitted from an optical source. While it is possible to estimate the 
RIN of spontaneous optical sources (SLD, EDFA) one cannot apply the same equation to stimulated 
sources (CW laser, pulsed laser). The difference in noise of more than 20 dB/Hz between the ASE 
photons and the stimulated photons confirmed the assumption that ASE noise can be reduced by 
amplification using a gain-saturated SOA.  
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CHAPTER 4 : MEASUREMENT OF NOISE REDUCTION IN A TD-OCT 
SYSTEM 
 In this chapter several measurements using a polarization sensitive OCT (PS-OCT) system are 
performed to determine the effect of optical source noise reduction on OCT data. The PS-OCT system 
uses a photodetector and a rapid scanning optical delay line (RSOD) to generate axial scan data. As the 
polarization control is not needed in this experiment, measurements were performed operating the PS-
OCT system as a standard TD-OCT system.  
Figure 4.1 shows the schematic of the PS-OCT system. Only a single detection channel was used 
without utilizing the balanced detection scheme from this setup. 
 
Figure 4.1. Schematic of the PS-OCT system [37]. Abbreviations:  SLD, super 
luminescent diodes; Pol., linear polarizer; Pol. Mod., polarization modulator; OC, optical 
circulator; RSOD, rapid scanning optical delay; PBS, polarization beam splitter; P.D., 
photodetector.  
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4.1 Practical Issues 
 Noise measurements or SNR calculations from single axial-scan data require that several practical 
problems be solved. One is the non-constant optical power reflecting back from the reference arm. The 
RSOD in the reference arm performs an optical delay by rotating a galvanometer-mounted mirror in the 
Fourier plane of a lens [38], and a small alignment error leads to a significant loss of optical power 
reflecting back from the reference arm. This results in interference fringes appearing on a fluctuating DC 
power level as shown in Figure 4.2. In order to extract only the fringe data, a photodetector capable of 
bandpass filtering is generally used to filter out the low frequency information. However, these detectors 
prevent exact measurement of noise across the filtered frequency. The other problem is the difficulty of 
measuring the RMS noise values on top of this fluctuating DC reference arm power. The third problem is 
that the fringe peak does not reach the minimum of 0 V on a practical system, even though equal sample 
and reference arm power is produced. This is mainly due to an imperfect match of dispersion between the 
reference and sample arm, but also due to the mismatch of the polarization state between the two arms. In 
order to avoid these problems, noise measurements were performed without scanning the RSOD. By not 
scanning the RSOD, however, SNR calculation was not possible due to the absence of interference 
fringes. However, it was still possible to obtain a quantitative number for optical noise by measuring the 
RMS noise from the oscilloscope trace at a constant optical power without reference arm scanning.  
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Figure 4.2. Interference fringe data from oscilloscope. Fringes was acquired without 
using bandpass filtering. 
 
 
One other limitation arising from the detection setup is that the oscilloscope sensitivity depends 
on the scale settings of the instrument. If the magnitude of the interference fringe peak and the RMS noise 
comparisons are needed, the oscilloscope should be properly configured so that the detection limit is set 
lower than the noise. Table 4.1 shows the RMS noise of the oscilloscope alone, with different settings. As 
the typical interference signal peak is set to have values around 5 V, the 1 V/div setting was required. In 
this case, optical noise less than 19 mV RMS cannot be detected. 
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Table 4.1. RMS Noise Sensitivity Limits of Agilent Oscilloscopes [39]. 
 
 
4.2 Measurement Data 
 
RIN measurement from Section 3.2.2 shows that by using amplified SLD setups, reduction of 
RIN is possible. As this method is affecting the noise originating from the optical source itself, a 
comparison of reflected signals from mirrors using two different optical source setups was made. 
An ideal case would be to compare the scanned OCT images using a mirror as a sample. 
However, as the dynamic range of a typical OCT system is limited by the bit depth of the DAC board, the 
10-14 bit DAC limits the dynamic range to 60-80 dB. For a 10-bit system, assuming a 5 V peak signal 
from a single mirror surface, calculation of the minimum detectable signal gives 4.9 mV. Following this, 
theoretically the images should show the noise on the order of millivolts. However, some of the issues 
discussed in Section 4.1 limit the maximum dynamic range. Instead of performing sensitivity 
measurements from an OCT image, sensitivity measurements were made from M-mode data to compare 
RMS noise of an optical source. Again, an oscilloscope (Agilent, MSO 6054a) and a photodetector 
(Newfocus, 1817FC) were used. 
40 
 
Noise measurements were first made from a single SLD and an amplified SLD using an 
oscilloscope. The RSOD was not scanned, as interference fringe data was not needed. The DC power 
fluctuations observed in Figure 4.2 were not an issue. Table 4.2 shows the RMS noise reduction using an 
amplified SLD setup. One can clearly see that the RMS noise measured on an oscilloscope is halved.  
Although the optical bandwidth of the two sources was maintained identically, the amplification process 
changed the spectral shape between two sources as seen in Figure 4.3. 
 
Table 4.2. RMS Noise Comparison from a Single SLD and an Amplified SLD using 
an Oscilloscope. 
Optical source SLD Amplified SLD 
Optical power (μW) 30 33 
Optical bandwidth 
(nm) 
1290-1320 1290-1320 
RMS (mV) 15.0 7.5 
 
 
Figure 4.3. Change of spectral shape after amplification process of an optical source 
with 30 nm linewidth. (a) Single SLD. (b) Amplified SLD. 
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 Another similar experiment was performed using a different photodetector (New Focus, 2117-
FC) with frequency filtering capability. RSOD scanning was performed this time to compare the fringe 
peak and noise floor as shown in Figure 4.4.  
 
  Figure 4.4. RMS noise from two SLDs. (a) RMS noise from a single SLD. (b) RMS 
noise from a single SLD with RSOD scanning. (c) RMS noise from an amplified SLD. (d) RMS 
noise from an amplified SLD with RSOD scanning.  Green trace indicates the driving voltage 
for the RSOD.   
 
 The photodetector used for this experiment has an adjustable gain and bandwidth.  The DC 
power can be filtered out and comparisons can be made of only the fringe peak and the noise.Table 4.3 
shows how the measured RMS noise changes on the oscilloscope. Figure 4.5 shows the spectrum shape of 
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a single SLD and an amplified SLD used in this experiment. In order to compare the noise and fringe 
peak on the same scale, the reference arm power was attenuated to 2.0 μW. As the sample arm power was 
still 9.5 μW, there was sufficient DC optical power (~ 11.5 μW) to ensure the noise coming from the 
optical source was higher than the RMS noise limit of the oscilloscope. 
 
 
Table 4.3. RMS Noise Comparison from a Single SLD and an Amplified SLD 
using an Oscilloscope with RSOD Scanning. 
Optical source SLD Amplified SLD 
Optical power (μW) 11.5 11.5 
Optical bandwidth 
(nm) 
1300-1320 1300-1320 
RMS (mV) 10.9 7.9 
 
 
Figure 4.5. Change of spectral shape after amplification process of an optical source 
with 10 nm linewidth. (a) Single SLD. (b) Amplified SLD. 
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4.3 Limitations of Measurement Method 
 Both experiments described above demonstrate that by using the amplified SLD source as an 
optical source for a TD-OCT system, reduction of noise can be seen on the M-mode scanned data. 
However, SNR improvement cannot be verified as there are several limitations for making the SNR 
measurement.  
As the noise is usually small (on the order of mV while the signal is on the order of V), detection 
of noise depends on the dynamic range of the DAC card in the OCT imaging system, or simply the scale 
settings on the oscilloscope as demonstrated above. Noise reduction of the optical source cannot directly 
affect the SNR as the reduction of noise smaller than the bit-resolution of the dynamic range cannot be 
detected. 
Also, the general procedure for measuring and calculating the SNR of an OCT system includes 
the use of an optical attenuator to avoid saturation of the detector. The SNR is calculated based on the 
attenuated peak and attenuated noise level, and loss from the attenuator is later added to the measured 
SNR. This is also a method to avoid the dynamic range limit of the system, however, it also does not 
allow for a true comparison between the interference peak and the noise floor to calculate the SNR of a 
system as the method measures attenuated noise. 
Amplified SLDs, as demonstrated in Chapter 3, are capable of reducing the excess photon noise. 
However, in order to observe how the noise reduction affects OCT images, a higher bit DAC card, a 
photodetector with a wider dynamic range, and careful configuration of reference and sample arm power 
will be required. As the optical source noise reduction demonstrates approximately 30~50% decrease of 
noise, improvement of image SNR is expected to be around 3 dB.  
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CHAPTER 5 : CONCLUSIONS AND FUTURE RESEARCH 
5.1 Conclusions  
 Theories on various noise parameters were studied and analysis of noise parameters in OCT and 
ISAM was presented. Quantitative estimation and measurement of RIN in various broadband sources 
used in OCT was performed. This thesis research has demonstrated that the existing theory for estimating 
the RIN of an optical source cannot be applied uniformly to all types of broadband OCT sources. A 
corrected formula to estimate excess photon noise was proposed by introducing a source-specific noise 
suppression factor (η). A design using an amplified SLD-based source to amplify ASE and obtain light 
output with much lower noise levels was also demonstrated [40]. 
 Quantitative measurements on TD-OCT data using optical sources with different noise levels 
were also performed. The noise reduction effect on OCT data using an amplified SLD-based source was 
demonstrated. While advantage of reduced noise levels on OCT data is evident, higher SNR achievement 
is limited by several practical issues which are also discussed.  
These quantitative experimental results will help to provide a better understanding of the RIN and 
its degrading effects on OCT system sensitivity, and subsequently to aid in designing optimized systems.  
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5.2 Future Research 
As this work mainly focused on the noise from the optical source itself, further studies are needed 
to verify how OCT images would change using optical sources with better noise performance. More 
detailed study and simulation on ISAM noise parameters is also required to understand the characteristics 
of a reconstructed signal in ISAM compared to the noise. 
While the noise reduction technique using an amplified SLD suggests an easy and cost-effective 
way to produce better images, there are other critical factors which may limit the OCT sensitivity to a 
larger degree, such as DAC bit depth and the reference-sample arm power ratio. The most important part 
of the future work will be identifying the most critical factor limiting the OCT system sensitivity. This 
includes all the practical issues such as dispersion mismatch between reference and sample arm, optical 
power fluctuation using a scanning mirror in a TD-OCT system and the detector saturation limit on TD 
and SD-OCT systems.  
 Quantitative measurement on the effect of noise levels on an OCT system and OCT imaging 
depth is also required. While scattering is the dominant limiting factor of light penetration into a sample, 
noise reduction is also expected to provide greater imaging depth as the noise floor is decreased. 
Maximizing OCT system sensitivity could be achieved with more thorough studies on the aforementioned 
known issues. 
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