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Abstract
Classification is a central problem for dynamical systems, in particular
for families that arise in a wide range of topics, like substitution subshifts.
It is important to be able to distinguish whether two such subshifts are
isomorphic, but the existing invariants are not sufficient for this purpose.
We first show that given two minimal substitution subshifts, there exists
a computable constant R such that any factor map between these sub-
shifts (if any) is the composition of a factor map with a radius smaller
than R and some power of the shift map. Then we prove that it is decid-
able to check whether a given sliding block code is a factor map between
two prescribed minimal substitution subshifts. As a consequence of these
two results, we provide an algorithm that, given two minimal substitution
subshifts, decides whether one is a factor of the other and, as a straight-
forward corollary, whether they are isomorphic.
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1 Introduction
Classification is a central problem in the study of dynamical systems, in par-
ticular for families of systems that arise in a wide range of topics. Let us
mention subshifts of finite type that appear, for example, in information theory,
hyperbolic dynamics, C∗-algebra, statistical mechanics and thermodynamic for-
malism [LM95, Bow75]. The most important and longstanding open problem
for this family originates in [Wil73] and is stated in [Boy08] as follows : Classify
subshifts of finite type up to topological isomorphism. In particular, give a pro-
cedure which decides when two non-negative integer matrices define topologically
conjugate subshifts of finite type.
The existence of an isomorphism between two given subshifts of finite type
is known to be equivalent to the Strong Shift Equivalence for matrices over
Z+ [Wil73], which is not known to be decidable [KR99]. In contrast, the Shift
Equivalence for matrices over Z+ is decidable and provides an invariant of iso-
morphism for subshifts of finite type.
An other well-known family of subshifts, that is also defined through matri-
ces, with a wide range of interests is the family of substitution subshifts. These
subshifts are concerned, for example, with automata theory, first order logic,
combinatorics on words, quasicrystallography, fractal geometry, group theory
and number theory [AB07, AS03, Fog02, Nek18, Rig14]. In this paper we show
that not only the existence of isomorphism between such subshifts is decidable
but also the factorization. This answers a question asked in [Dur13b].
Theorem 1.1. Let (X,S) and (Y, S) be two subshifts generated by uniformly
recurrent morphic sequences. It is decidable whether or not there is a factor
map f : (X,S)→ (Y, S).
Using the fact that minimal substitution subshifts are coalescent [Dur00] one
deduces the decidability of the isomorphism problem.
Corollary 1.2. It is decidable whether or not two subshifts generated by uni-
formly recurrent morphic sequences are isomorphic.
Our approach gives a precise and detailed description of the isomorphisms
and factor maps. It is thus also concerned with the study of automorphism
groups of topological dynamical systems and its recent developments. This was
a classical topic in the 70’s and 80’s [Hed69, Cov72, BLR88] and it recently
got a renewal of interest subshifts with low complexity. Cyr and Kra [CK16]
obtained that for minimal subshifts (X,S) of sub-quadratic complexity, the quo-
tient Aut(X,S)/〈S〉 is periodic, where Aut(X,S)/〈S〉 stands for the automor-
phism group of (X,S) and 〈S〉 the group generated by the shift map. Whereas
in [?] and [DDMP16] it was shown that automorphism groups of subshifts with
sub-affine complexity along a subsequence (which includes minimal substitution
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subshifs) are virtually Z. In other words, there exists a finite set of automor-
phisms F such that any automorphism is the composition of an element of F
with a power of the shift.
When studying factor maps instead of automorphisms we loose the group
structure. The main feature used in the articles cited above is that automor-
phisms can be iterated, which is not the case for factor maps, and that automor-
phisms preserved some keys features of the dynamics. In [DDMP16], the authors
used the concept of asymptotic pairs. Unfortunately images and preimages of
asymptotic pairs via factor maps is neither well controlled nor understood.
Nevertheless for specific families and with different approaches similar re-
sults can be obtained: Theorem 1.3 for minimal substitution subshifts and The-
orem 1.5 for linearly recurrent subshifts.
Durand [Dur00] proved that for linearly recurrent subshifts there are finitely
many subshift factors up to isomorphism. Salo and Törmä [ST15] gave a more
precise result for factor maps between two minimal substitution subshifts of
constant length: there exists a bound R such that any factor map is the compo-
sition of a sliding block code of radius R with a power of the shift map. A similar
result has also been obtained in [CDKL14] (see also [CKL08]). Salo and Törmä
use a renormalization process allowing, given a factor map with some radius, to
obtain another one with a smaller radius. It has also been used in [CQY16] to
study the automorphism groups of constant length substitution subshifts.
We extend the result of Salo and Törmä to the whole class of aperiodic
minimal morphic subshifts.
Theorem 1.3. Let (X,S) and (Y, S) be two subshifts generated by uniformly
recurrent morphic sequences. Suppose (Y, S) is aperiodic. Then, there exists a
computable constant R such that any factor map from (X,S) to (Y, S) is the
composition of a power of the shift map S with a factor map of radius less than
R.
This drastically extends the results obtained in the papers mentioned above
that were considering the restrictive case of constant length substitutions. The-
orem 1.3 is one of the two main ingredients of the proof of Theorem 1.1. The
other one is the following.
Theorem 1.4. Let (X,S) and (Y, S) be two minimal morphic subshifts and φ
be a sliding block code. It is decidable to know whether φ defines a factor map
from (X,S) and (Y, S).
Its proof relies on a different method. We consider constructions based on
return words to clopen sets and use the fact that minimal substitution subshifts
have finitely many induced systems on cylinder sets up to conjugacy [Dur98a,
HZ99]. In the context of constant length substitutions (or more generally, for
subshifts generated by automatic sequences), this theorem has been obtained 20
years ago by I. Fagnot [Fag97b] using first order logic framework of Presburger
arithmetic, without assuming minimality.
Let us mention an interesting problem tackled in [CDK17] for minimal con-
stant length substitution subshifts that naturally follows the discussion above.
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From [Dur00, Dur13b], minimal morphic subshifts have finitely many aperiodic
subshift factors. Thus, it is natural to try to produce (to compute) the finite list
of all such factors of a given minimal substitutive subshift (X,S) (up to isomor-
phism). A strategy would be to consider one by one factor maps of increasing
radius. For each new factor map, a factor (Y, S) is obtained. One can compare
it to the previously obtained subshifts using Corollary 1.2. It is tempting to
say in view of Theorem 1.3 that there are finitely many factor maps to test,
those of radius less than R. Unfortunately in our proof this constant strongly
depends on the factor (Y, S), in fact on the constant of recognizability of the
substitution defining it. We leave it as an open problem. Nevertheless, if we ask
both (X,S) and (Y, S) to be constant length substitution subshifts then this
strategy is successful and the list of factors can be given (Section 8.4) as shown
in [CDK17].
Organization of the paper
In Section 2 are defined the different classical notions and constructions, and
some of their properties, that will be used throughout this paper.
In Section 3 we prove (Theorem 3.1) that minimal morphic subshifts are iso-
morphic to primitive substitution subshifts. In fact this was already known as it
is a straightforward consequence of a combination of results from [DHS99] and
[Dur13b]. We provide a proof as we need to precise the radius of the isomor-
phisms involved. This is used in many proofs of this paper as it substantially
simplifies the assumptions.
Dealing with decision problems we need along this paper computable bounds
of key features of the substitution subshifts. This is done in Section 4 for
the recognizability, the linear recurrence, the return words, the growth of the
substitutions, the complexity functions and the ergodic measures. We also recall
the classical construction of substitutions on the blocks of length n [Que10].
Section 5 is devoted to the proof of Theorem 1.3. We introduce a crucial
concept for this paper. This is what Salo and Törmä [ST15] called dill maps.
These dill maps are defined by a renormalization process on factor maps. Salo
and Törmä showed that, starting with a factor map between two constant length
substitution subshifts, this renormalization process yields to another factor map
between the same subshifts and with a smaller radius. This is no longer true
for non-constant length substitutions. Nevertheless this produces dill maps for
which the notion of radius can also be defined. Furthermore, the renormalization
of a dill map provides another dill map and the iteration of the process lead
to dill maps with radius smaller than some computable constant R. Using the
pigeon hole principle, we obtain twice the same dill map in this iteration process
and it happens that these two dill maps are in fact factor maps, thus with a
small computable radius. It finally turns out that that these factor maps are
equal to the original factor map up to a power of the shift map.
When the factors are periodic the decision problems are easier to deal with.
This is done in Section 6.
Theorem 1.1, Corollary 1.2 and Theorem 1.4 are shown in Section 7. We
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first prove these results for minimal substitution subshifts and then for minimal
morphic subshifts using Theorem 3.1. We use Theorem 1.3 and constructions
based on return words to sets of words.
In Section 8 we consider as a particular example the family of constant length
substitution subshifts. For this context, we precise Theorem 1.3 showing we have
a much better control on the radius of the factor maps. This improves one of
the main results in [CDK17]. We also give a different proof of Theorem 1.4
using first order logic of the Presburger arithmetic. This provides a new proof
of Theorem 1.1 and more efficient algorithms for this framework.
In Section 9 we consider the wider family of linearly recurrent subshifts. We
obtain the following analogue of theorem 1.3 but without any control on the
radius of the factor maps.
Theorem 1.5. Let (X,S) and (Y, S) be aperiodic subshifts. Suppose (X,S) is
linearly recurrent for the constant K. Then, there exist N ≤ (2(K+1)4)6(K+1)6
and some factor maps fi : (X,S)→ (Y, S), 1 ≤ i ≤ N such that if f : (X,S)→
(Y, S) is a factor map then there exist k ∈ Z and i ∈ {1, . . . , N} such that
f = Sk ◦ fi.
In Section 10 we discuss some open questions.
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2 Basic materials
2.1 Words and sequences
An alphabet A is a set of elements called letters. Unless explicitly stated, we
consider that the alphabets are finite. A word over A is an element of the free
monoid generated by A, denoted by A∗. Let u = u0u1 · · ·un−1 (with ui ∈ A,
0 ≤ i ≤ n − 1) be a word, its length is n and is denoted by |u|. The empty
word is denoted by , || = 0. The set of non-empty words over A is denoted by
A+. A subword of u is a finite word y such that there exist two words v and w
satisfying u = vyw. When v (resp. w) is the empty word, we say that y is a
prefix (resp. suffix) of u. If k, l and integers such that 0 ≤ k ≤ l < |u|, we let
u[k,l] = u[k,l+1[ denote the subword ukuk+1 · · ·ul of u. If l < k, then u[k,l] is the
empty word. If y is a subword of u, the occurrences of y in u are the integers i
such that u[i,i+|y|−1] = y. If y has an occurrence in u, we also say that y occurs
in u.
1Ref. ANR-13-BS02-0003
2Ref. SCO/AD/FR/SOR/2015/2019880
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In this article K will stand for N or Z. The elements of AK are called
sequences. Sometimes, when we want to emphasize the type of sequences we
are dealing with we say one-sided sequences for elements of AN and two-sided
sequences for elements of AZ. For x = (xn)n∈Z ∈ AZ, we let x+ and x−
respectively denote the sequences (xn)n≥0 and (xn)n<0. The notion of subword
is naturally extended to sequences, as well as the notion of prefixes when K = N.
The set of subwords of length n of x is written Ln(x) and the set of subwords
of x, or the language of x, is denoted by L(x). We let px : N→ N, n 7→ #Ln(x),
denote the word complexity (function) of x.
The sequence x ∈ AN is ultimately periodic if there exist a word u and a
non-empty word v such that x = uvω, where vω = vvv · · · . It is periodic if u is
the empty word. A sequence that is not ultimately periodic is called aperiodic.
A word u is recurrent in x if it occurs in x infinitely many times. A sequence x
is recurrent if every subword u of x is recurrent in x+ and in x− (whenever x
is two-sided). It is uniformly recurrent if it is recurrent and for any subword u
of x, the greatest difference of two successive occurrences of u in x is bounded.
It is linearly recurrent for the constant K if it is recurrent and if this greatest
difference is bounded by K|u|.
2.2 Subshifts, minimality, factors, local and induced maps
A (topological) dynamical system is a couple (X,S) where S is a continuous map
from X to X and X is a S-invariant compact metric space, that is S−1X = X.
It is aperiodic if there does not exist S-periodic points, that is points x such that
Snx = x for some n 6= 0.
It is a subshift when X is a closed S-invariant subset of AZ (for the usual
topology on AZ) and S is the shift map (S : AZ → AZ, (xn)n∈Z 7→ (xn+1)n∈Z).
In the sequel even if the alphabet changes, S will always denote the shift map
and we usually say that X itself is a subshift. The language L(X) of a subshift
(X,S) is the union of the languages of x for x ∈ X. The word complexity
function naturally extends to subshifts. We denote it pX .
We say that a dynamical system (X,S) is minimal whenever the only closed
S-invariant subsets of X are X and ∅.
Let x be a sequence belonging to AZ or AN. Consider the set Ω(x) = {y ∈
AZ | L(y) ⊂ L(x)}. Then, (Ω(x), S) is a subshift. We call it the subshift
generated (or defined) by x.
If x is two-sided or recurrent, the subshift (Ω(x), S) is minimal if and only
if x is uniformly recurrent. In this case all sequences y in Ω(x) are uniformly
recurrent and fulfill Ω(y) = Ω(x), L(x) = L(y) and Ω(x) = {Sny | n ∈ Z}.
A subshift (X,S) is linearly recurrent if it is a subshift generated by a linearly
recurrent sequence x. If K is a constant of linear recurrence of x, then all
sequences y ∈ X are linearly recurrent for the constant K.
Let (X,S) be a subshift on the alphabet A, D be some set endowed with the
discrete topology and g : X → D be a continuous map. Then g being locally
constant, there exists a map gˆ : At+s+1 → D, called a local map defining g, such
that g(x) = gˆ(x[−t,s]) for all x ∈ X. We say that gˆ defines g, and, t is called
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the memory and s the anticipation of gˆ (and g). When s = t we call r = s
the radius of gˆ and a radius of g (there exist other local maps defining f). The
radius of g is the smallest one among the set of radius of local maps defining g.
Let (X,T ) and (Y,R) be two dynamical systems. We say that (Y,R) is a
factor of (X,T ) if there is a continuous and onto map f : X → Y such that
f ◦ T = R ◦ f . We call f a factor map. If, moreover, f is one-to-one we say f is
an isomorphism.
Suppose f : (X,S) → (Y, S) is a factor map between subshifts, where X ⊂
AZ and Y ⊂ BZ. Then, considering the map g : X → B given by g(x) =
f(x)0 there is a local map gˆ : At+s+1 → B defining g and satisfying f(x)n =
gˆ(xn−t . . . xn . . . xn+s) for any n ∈ Z and x ∈ X. This is the Curtis-Hedlund-
Lyndon Theorem (see [LM95]). The map gˆ is called a sliding block code defining
f and we extend the notions of memory, anticipation and radius of the map g
to the map f . The sliding block code gˆ naturally extends to the set of words of
length at least t+ s+ 1, and we denote this map also by gˆ.
2.3 Morphic and substitutive sequences
Let A and B be finite or infinite alphabets. By a morphism from A∗ to B∗
we mean a homomorphism of free monoids. Let σ be a morphism from A∗ to
B∗. When σ(A) = B, we say σ is a coding. Thus, codings are onto. We set
|σ| = maxa∈A |σ(a)| and 〈σ〉 = mina∈A |σ(a)|. The morphism σ is of constant
length if 〈σ〉 = |σ|. We say σ is erasing if there exists b ∈ A such that σ(b) is
the empty word. If σ is non-erasing, it induces by concatenation a map from
AN to BN and a map from AZ to BZ. These maps are also denoted by σ. The
language of the endomorphism σ : A∗ → A∗ is the set L(σ) of words occurring
in some σn(a), a ∈ A, n ∈ N. When L(σ) is infinite, we let Xσ denote the set
{y ∈ AZ | L(y) ⊂ L(σ)}. It is closed and S-invariant. We say (Xσ, S) is the
subshift generated by σ.
In the sequel we use the definition of substitution that is in [Que10] and
the notion of substitutive sequence defined in [Dur98a]. Both are restrictive in
general but not in the uniformly recurrent case as shown in [Dur13a]. For non
restrictive context we will speak of (prolongable) endomorphisms and (purely)
morphic sequences.
Let σ : A∗ → A∗ be an endomorphism. If there exist a letter a ∈ A and a non
empty word u such that σ(a) = au and moreover, if limn→+∞ |σn(a)| = +∞,
then σ is said to be right-prolongable on a. It is a substitution whenever it is
right-prolongable on some letter a ∈ A and growing (that is, limn〈σn〉 = +∞).
Then, (Xσ, S) is called the substitution subshift generated by σ. Suppose that σ
is right-prolongable on a ∈ A. Since for all n ∈ N, σn(a) is a prefix of σn+1(a)
and because |σn(a)| tends to infinity with n, the sequence (σn(aaa · · · ))n≥0
converges (for the usual product topology on AN) to a sequence denoted by
σω(a) which is a fixed point of σ: σ(σω(a)) = σω(a). A sequence obtained in
this way by iterating a prolongable endomorphism is said to be purely morphic
(w.r.t. σ) or purely substitutive when σ is a substitution. If x ∈ AN is purely
morphic and φ : A∗ → B∗ is a morphism such that φ(x) is a sequence, then
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y = φ(x) is said to be a morphic sequence (w.r.t. (σ,φ)) and the subshift it
generates is called a morphic subshift. When φ is a coding and σ a substitution,
we say y is substitutive (w.r.t. (σ, φ)) and the subshift it generates is called
substitutive subshift.
Two-sided fixed points of σ can be similarly defined: When σ is right-
prolongable on a ∈ A and left-prolongable on b ∈ A (that is σ(b) = vb for
some non-empty word v and limn→+∞ |σn(b)| = +∞), the sequence σn(· · · bbb ·
aaa · · · ) converges to σω(b · a) which is a fixed point of σ. It can happen that
σω(b ·a) does not belong to Xσ. In fact, σω(b ·a) belongs to Xσ if and only if ba
belongs to L(σ). In that case, we say that σω(b · a) is an admissible fixed point
of σ.
With a morphism σ : A∗ → B∗ is naturally associated the incidence matrix
Mσ = (mi,j)i∈B,j∈A where mi,j is the number of occurrences of i in the word
σ(j). Whenever A = B and the matrix associated with σ is primitive (i.e., when
it has a power with strictly positive coefficients) we say that σ is a primitive
endomorphism. In this situation we easily check that L(σ) = L(σω(a)) for any
letter a ∈ A on which σ is right-prolongable. In particular, we also have that
for all x ∈ Xσ, Ω(x) = Ω(σω(a)) = Xσ. If σ is primitive we say (Xσ, S) is a
primitive substitution subshift. Such a subshift is minimal [Que10]. A sequence
x is primitive substitutive if it is substitutive w.r.t. a primitive substitution.
The subshift (Ω(x), S) it generates is called primitive substitutive subshift. It is
clearly minimal. We say σ is aperiodic whenever (Xσ, S) is aperiodic.
It is well known that if a matrix M is primitive, its spectral radius ρ(M) =
max{|λ| | λ ∈ Spec(M)} is an eigenvalue of M which is algebraically simple.
Furthermore, any eigenvalue of M different from ρ(M) has modulus less than
ρ(M). We call ρ(M) the dominant eigenvalue of M . By abuse of language,
when M is the incidence matrix of a primitive endomorphism σ, we call ρ(M)
the dominant eigenvalue of σ.
2.4 Examples
Throughout the paper, we will try to illustrate our results on examples. To keep
computations reasonable, we stick to well-known examples. In particular, we
will mainly focus on:
1. The Fibonacci sequence is the fixed point ϕω(a), where ϕ is the Fibonacci
substitution defined by
ϕ :
{
a 7→ ab
b 7→ a .
We have
ϕω(a) = abaababaabaababaababaabaababaabaababaababaabaababaa · · ·
The Fibonacci substitution is primitive, hence the Fibonacci sequence is
uniformly recurrent. The Fibonacci subshift is Ω(ϕω(a)).
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2. The Thue-Morse sequence is the fixed point νω(a), where ν is the Thue-
Morse substitution defined by
ν :
{
a 7→ ab
b 7→ ba .
We have
νω(a) = abbabaabbaababbabaababbaabbabaabbaababbaabbabaababb · · ·
The Thue-Morse substitution is primitive, hence the Thue-Morse sequence
is uniformly recurrent. The Thue-Morse subshift is Ω(νω(a)).
3. The Chacon sequence is the fixed point γω(a), where γ is the Chacon
morphism defined by
γ :
{
a 7→ aaba
b 7→ b .
We have
γω(a) = aabaaababaabaaabaaababaababaabaaababaabaaabaaababaa · · ·
The Chacon sequence is uniformly recurrent, but γ is clearly not primitive.
The Chacon subshift is Ω(γω(a)).
3 From uniformly recurrent morphic sequences
to purely substitutive sequences w.r.t. proper
primitive substitutions
In this section we show that we can restrict our study to subshifts generated
by purely substitutive sequences where the underlying substitution is primitive
and proper. A substitution σ : A∗ → A∗ is left proper if there exists a ∈ A such
that σ(A) is included in aA∗. It is right proper if there exists b ∈ A such that
σ(A) is included in A∗b. It is proper whenever it is both left and right proper.
We show in Theorem 3.1 below that any subshift generated by an aperiodic
uniformly recurrent morphic sequence is isomorphic to a subshift generated by
a purely substitutive sequence whose underlying substitution is primitive and
proper. We also give computable bounds for the radii of the isomorphism and
of its inverse.
Theorem 3.1. Let y ∈ AK be an aperiodic uniformly recurrent morphic se-
quence and (Y, S) the minimal subshift it generates. There exist a computable
constant K, a computable primitive proper substitution σ and an isomorphism
φ from (Xσ, S) onto (Y, S) whose radius is 0 and whose radius of φ−1 is less
than K.
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Remark 3.2. Theorem 3.1 is the first step to prove Theorem 1.3 and The-
orem 1.4 (hence Theorem 1.1) for aperiodic subshifts. Indeed, suppose that
we are given two aperiodic subshifts (X,S) and (Y, S) generated by uniformly
recurrent morphic sequences. Using Theorem 3.1, we can compute primitive
and proper substitutions σ and τ such that (X,S) is isomorphic to (Xσ, S) and
(Y, S) is isomorphic to (Xτ , S), with isomorphisms of computable radii. In the
next sections, we show that for factor map f : (Xσ, S)→ (Xτ , S), with σ and τ
primitive and (Xτ , S) non periodic, the radius of some f ◦ Sn is bounded by a
computable constant only depending on σ and τ , Theorem 5.10. We also show
that it is decidable whether a given sliding block code defines a factor map from
(Xσ, S) onto (Xτ , S) (Theorem 7.27). This will complete the proofs of Theo-
rem 1.3 and Theorem 1.4 by composing the factor maps with the isomorphisms.
Remark 3.3. As the sequence y in Theorem 3.1 is uniformly recurrent, we
have Y = Ω(y+). Therefore, except for the definitions, we essentially consider
one-sided sequences in this section.
3.1 Return words and derived sequences
Let x ∈ AK be a sequence and u be a word in L(x). We call return word to u
any word w ∈ A∗ such that wu is a word in L(x) that admits u as a prefix and
u occurs exactly twice in wu. The set of return words to u in x is denoted by
Rx,u. It is easily seen that a sequence x is uniformly recurrent if and only if for
all u ∈ L(x), the set Rx,u is finite.
Remark 3.4. If w is a return word to u in x ∈ AK, then the word w1+b|u|/|w|c
occurs in x. Furthermore, if |w| ≤ |u|, then the word w1+|u|/|w| occurs in x,
where the fractional power wp/|w|, p ∈ N, of a word w is the word wnw[0,r[ such
that p/|w| = n+ r/|w| with n, r ∈ N and r < |w|.
When dealing with return words, it is convenient to enumerate the elements
of Rx,u in the order of their first occurrence in x+. Formally, we consider the
set Rx,u = {1, 2, . . . } with #Rx,u = #Rx,u and we define
Θx,u : R
∗
x,u → R∗x,u
as the unique morphism that maps Rx,u bijectively onto Rx,u and such that
for all i ∈ Rx,u, Θx,u(i)u is the ith word of Rx,uu occurring in x+. When x is
uniformly recurrent, for all y ∈ X = Ω(x) we have Ry,u = Rx,u so we let RX,u
denote this set.
Example 3.5. For the Fibonacci sequence x, we have the return words Rx,a =
{a, ab} and Rx,aa = {aab, aabab} and the morphisms Θx,a, Θx,aa are given by
Θx,a :
{
1 7→ a
2 7→ ab and Θx,aa :
{
1 7→ aabab
2 7→ aaba .
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For the Thue-Morse sequence y, we have the following sets of return words
Ry,b = {b, ba, baa}, Ry,bb = {bbaa, bbaaba, bbabaa, bbabaaba} and the morphisms
Θy,b, Θy,bb are given by
Θy,b :

1 7→ b
2 7→ ba
3 7→ baa
and Θy,bb :

1 7→ bbabaa
2 7→ bbaaba
3 7→ bbaa
4 7→ bbabaaba
.
For the Chacon sequence z, we have the following sets of return wordsRz,a =
{a, ab}, Rz,aab = {aaba, aabab} and the morphisms Θz,a, Θz,aab are given by
Θz,a :
{
1 7→ a
2 7→ ab and Θz,aab :
{
1 7→ aaba
2 7→ aabab .
The next results are classical when dealing with return words. The first
three are proved in [Dur98a] for one-sided sequences and when u is a prefix of
x, but the proofs are exactly the same in the two-sided case and when u is a
factor but not a prefix. The proof of Proposition 3.7 that is in [Dur98a] only
concerns x itself (and not y ∈ Ω(x)) but again, the proof is the same.
Proposition 3.6 ([Dur98a]). Let x ∈ AK be a uniformly recurrent sequence and
u be a word in L(x). The set Rx,u is a code, i.e., the map Θx,u : R∗x,u → R∗x,u
is one-to-one.
Proposition 3.7 ([Dur98a]). Let x be a uniformly recurrent sequence in AK
and let u be a word in L(x). Let y ∈ Ω(x) and i ∈ N be the first occurrence of u
in y+. Then, there exists a unique sequence z ∈ RKx,u satisfying Θx,u(z) = Si(y);
we call the sequence z a derived sequence of y (w.r.t. u) and we denote it by
Du(y). Furthermore, for all y ∈ Ω(x), we have Ω(Du(y)) = Ω(Du(x)).
Proposition 3.8 ([Dur98a]). Let x be a uniformly recurrent sequence in AK.
Let u and u′ be two prefixes of x+ where u is a prefix of u′.
1. There is a unique non-erasing morphism λx,u,u′ : R∗x,u′ → R∗x,u such that
Θx,u′ = Θx,u ◦ λx,u,u′ ;
2. If Du(x+) = Du′(x+) and if for all (w,w′) ∈ Rx,u × Rx,u′ , wu occurs
in w′u′, then λx,u,u′ is primitive, left proper (λx,u,u′(Rx,u′) ⊂ 1R+x,u) and
such that Du(x+) = λωx,u,u′(1).
Example 3.9. For the Fibonacci sequence x, the Thue-Morse sequence y and
the Chacon sequence z, the morphisms λx,a,aa : R∗x,aa → R∗x,a, λy,b,bb : R∗y,bb →
R∗y,b and λz,a,aab : R
∗
z,aab → R∗z,a given by the previous proposition are respec-
tively
λx,a,aa :
{
1 7→ 122
2 7→ 121 , λy,b,bb :

1 7→ 123
2 7→ 132
3 7→ 13
4 7→ 1232
and λz,a,aab :
{
1 7→ 121
2 7→ 122 .
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It could furthermore be checked that Da(z) = Daab(z) (see Theorem 3.10 below),
so that
Da(z) = λωz,a,aab(1) = 1211221211211221221211221211211221211211 · · ·
z = Θz,a(Da(z)) = aabaaababaabaaabaaababaababaabaaababaaba · · ·
The next result is a direct consequence of results in [Dur13b]. Since it is not
exactly stated as follows, we give a short proof.
Theorem 3.10 ([Dur13b]). Let x be a uniformly recurrent morphic sequence
in AN.
1. For all prefixes u of x, the morphism Θx,u is computable and there exist
some computable morphisms σu : B∗ → B∗ and ψu : B∗ → R∗x,u such that
Du(x) = ψu(σωu (b)).
2. There is computable constant C such that the set {(σu, ψu) | u prefix of x}
has cardinality at most C. In particular, the number of derived sequences
of x (on its prefixes) is at most C.
Proof. The existence of σu and ψu is [Dur13b, Proposition 28] and the fact that
Θx,u, σu and ψu are computable is explained in [Dur13b, Section 4]. The bound
on the number of possible pairs (σu, ψu) is [Dur13b, Theorem 29].
Theorem 3.11 ([DHS99]). Let x be an aperiodic linearly recurrent sequence
for the constant K. For all words u of L(x),
1. For all n, every word of Ln(x) occurs in every word of L(K+1)n(x);
2. For all words v belonging to Rx,u, 1K |u| ≤ |v| ≤ K|u|;
3. #(Rx,u) ≤ (K + 1)3;
4. px(n) ≤ Kn for all n.
The bound K of Theorem 3.1 is associated with the constant of linear re-
currence of (Y, S) and (Xσ, S). The next result states that it is computable for
primitive substitutive sequences.
Proposition 3.12 ([Dur98a, DL17]). If x is an aperiodic primitive substitutive
sequence (w.r.t. σ : A∗ → A∗), then it is linearly recurrent for some constant
Kσ ≤ |σ|4(#A)2 . In particular, the bound |σ|4(#A)2 is computable.
Remark 3.13. The bound of linear recurrence given by the previous propo-
sition is far from being optimal. A much better bound could be given by
QσRσ|σ| [DHS99], where Qσ is a constant such that |σn| ≤ Qσ〈σn〉 for all
n and Rσ is the maximal length of a return word to a word of length 2 in x. It
is also computable.
13
Example 3.14. Using the formula given in the previous remark, the Fibonacci
sequence is linearly recurrent for the constant 10 1+
√
5
2 . Numerical experiments
suggest that the optimal constant is around 2, 65. Similarly, the Thue-Morse se-
quence is linearly recurrent for the constant 16. Numerical experiments suggest
that the optimal constant is 9. For the Chacon sequence, we would first need
to consider it as a primitive substitutive sequence (the Chacon morphism not
being primitive) to obtain an upper bound on its constant of linear recurrence.
Observe that in the next sections, we do not always suppose that the sub-
stitutions are proper, several results being true without that hypothesis.
3.2 Proof of Theorem 3.1
Proof. We make use of Proposition 3.7, Proposition 3.8, Theorem 3.10, Theo-
rem 3.11 and Proposition 3.12.
Assume that y is a one-sided sequence, otherwise, take y = y+. As y is
uniformly recurrent, we have limn→+∞min{|w| | u ∈ Ln(y), w ∈ Ry,u} = +∞.
Using Theorem 3.10, we can algorithmically find two prefixes u and u′ of y such
that
• Du′(y) = Du(y);
• Θy,u(1)u is a prefix of u′;
• for all (w,w′) ∈ Ry,u ×Ry,u′ , wu occurs in w′u′.
SetR = Ry,u = Ry,u′ . By Proposition 3.8, there is a primitive and left proper
substitution τ = λy,u,u′ (τ(1) ⊂ 1R+) such that Du(y) = τω(1). Since Θy,u and
Θy,u′ are computable by Theorem 3.10, the substitution τ is computable as well.
In particular, we have Xτ = Ω(Du(y)), Θy,u(Xτ ) ⊂ Y and, by Proposition 3.7,
for all y′ ∈ Y , there exists a unique pair (x, n) ∈ Xτ × N such that
• u is prefix of S−n(y′) and is not prefix of S−m(y′) for all integers 0 ≤ m < n
(in particular, we have 0 ≤ n < |Θy,u|);
• y′ = SnΘy,u(x).
Set Θ = Θy,u and consider the alphabet D = {(r, k) | r ∈ R, 0 ≤ k < |Θ(r)|}
and the morphism ψ : R∗ → D∗ defined by:
ψ(r) = (r, 0) . . . (r, |Θ(r)| − 1).
Since 〈τ〉 ≥ 2, there is an integer n ≤ |Θ| such that 〈τn〉| ≥ |Θ|. Let σ be
the endomorphism from D∗ to D∗ defined by:
σ((r, k)) = ψ(τn(r)[k,k]), if 0 ≤ k < |Θ(r)| − 1;
σ((r, |Θ(r)| − 1)) = ψ(τn(r)[|Θ(r)|−1,|τn(r)|−1]), otherwise.
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Observe that τ being primitive, so is σ. Furthermore, since τ is left proper,
it is easily seen that σ2 is left proper. For all r in R, we have
σ(ψ(r)) = σ((r, 0) · · · (r, |Θ(r)| − 1))
= ψ(τn(r)[0,0]) · · ·ψ(τn(r)[|Θ(r)|−1,|τn(r)|−1])
= ψ(τn(r)),
hence σ ◦ψ = ψ ◦τn. Since τ is left proper, it has a fixed point z ∈ RN (which is
unique) and it satisfies σ(ψ(z)) = ψ(τn(z)) = ψ(z). Hence ψ(z) is a fixed point
of the substitution σ and Xσ = Ω(ψ(z)). In particular, ψ(Xτ ) ⊂ Xσ and for all
x ∈ Xσ, there exists a unique pair (z′, n) ∈ Xτ × N such that
• (S−n(x))0 = (r, 0) for some r ∈ R and (S−m(x))0 /∈ R×{0} for all integers
0 ≤ m < n (in particular we have 0 ≤ n < |ψ| = |Θ|);
• x = Snψ(z′).
Let φ be the coding from D∗ to A∗ defined by φ((r, k)) = Θ(r)[k,k] for all
(r, k) in D. For all r in R we obtain
φ(ψ(r)) = φ((r, 0) · · · (r, |Θ(r)| − 1)) = Θ(r),
and then φ ◦ ψ = Θ. Let us show that φ defines a factor map of radius 0 from
(Xσ, S) onto (Y, S). We have φ(Xσ) = Y : if x ∈ Xσ, then x = Snψ(z′) for some
integer n and some z′ ∈ Xτ . Therefore, φ(x) = Sn(φ ◦ ψ(z′)) = Sn(Θ(z′)) ∈ Y .
Reciprocally, if y′ ∈ Y , there exists a unique pair (x, n) ∈ Xτ × N such that
y′ = SnΘy,u(x) where u is not prefix of S−m(y′) for all integers 0 ≤ m < n. As
φ ◦ ψ = Θ, we then have y′ = φ(Sn(ψ(x))), with ψ(x) ∈ Xσ.
To show that φ is an isomorphism, we build a factor map f from (Y, S)
onto (Xσ, S) and we show that f ◦ φ is the identity. Let L be the constant
of linear recurrence of Du(y). It is computable by Proposition 3.12 (since τ
is computable). Since y = θ(Du(y)), y is also linearly recurrent and for the
constant L′ = |Θ|L. Set K = (L + 1)|u| + 1. Let w = w−K · · ·wK , wi ∈ A
for all i, be a word of length 2K + 1 of L(Y ). By Theorem 3.11, there is a
smallest non-negative integer i < (L + 1)|u| such that w[−i,−i+|u|[ = u. With
the same argument, there is a smallest positive integer j ≤ L|u| + 1 such that
w[j,j+|u|[ = u. This defines a letter rw ∈ R such that Θ(rw) = w[−i,j[. We define
fˆ : A2K+1 → R by fˆ(w) = ψ(rw)i = (rw, i) and we call f : AZ → RZ the map
defined by fˆ , i.e., (f(x))n = fˆ(x[n−K,n+K]) for all x, n. Let us show f ◦φ is the
identity.
Indeed, let x ∈ Xσ and y = φ(x). To show that f(y) = x, it is enough to
show that fˆ(y[−K,K]) = x0. Let i ≥ 0 and j > 0, be the smallest integers such
that x−i = (r, 0) and xj = (r′, 0) for some r, r′ ∈ R. Then, x[−i,j−1] = ψ(r)
and y[i,j+|u|[ = φ(x[i,j+|u|[) = φ(ψ(r))u = Θ(r)u. Setting w = y[−K,K], we have
r = rw and fˆ(y[−K,K]) = ψ(rw)i = x0. This shows that φ is a isomorphism of
radius 0 from (Xσ, S) onto (Y, S) and that its inverse f = φ−1 has radius K.
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To conclude the proof, it suffices to show that (Xσ, S) can be obtained as
a primitive substitution subshift with a proper substitution. Indeed, up to
now, we only know that σ2 is left proper. Let a ∈ D be the letter such that
σ2(D) ⊂ aD+. We consider the substitutions σ′ and ξ respectively defined by
aσ′(d) = σ2(d)a for all d ∈ D and ξ = σ′ ◦ σ2. The substitution ξ is proper,
primitive and such that Xξ = Xσ, which ends the proof.
3.3 Examples
Let us apply Theorem 3.1 on two examples. Our aim is to follow the construction
given in the proof of the theorem.
The first one is the Chacon subshift generated by the Chacon sequence z.
Let us recall what we know from Example 3.5 and Example 3.9:
Θz,a :
{
1 7→ a
2 7→ ab ; Θz,aab :
{
1 7→ aaba
2 7→ aabab ; τz :
{
1 7→ 121
2 7→ 122 .
We consider the notation of the theorem and successively obtain:
• τ = τz;
• D = {(1, 0), (2, 0), (2, 1)} and n = 1;
• ψ :
{
1 7→ (1, 0)
2 7→ (2, 0)(2, 1) and σ :

(1, 0) 7→ (1, 0)(2, 0)(2, 1)(1, 0)
(2, 0) 7→ (1, 0)
(2, 1) 7→ (2, 0)(2, 1)(2, 0)(2, 1)
;
• φ :

(1, 0) 7→ a
(2, 0) 7→ a
(2, 1) 7→ b
.
The theorem states that φ is an isomorphism from the Chacon subshift onto
the subshift (Xξ, S), where ξ is the primitive and proper substitution defined
by ξ = σ′ ◦ σ2 and σ′ is defined by (1, 0)σ′(d) = σ2(d)(1, 0) for all d ∈ D.
Let us consider a second example with a sequence y which is not purely
morphic like the Chacon sequence. We consider the morphisms
σ :

0 7→ 0123
1 7→ 02
2 7→ 13
3 7→ 3
and ψ :

0 7→ abb
1 7→ ab
2 7→ a
3 7→ 
.
Let x = σω(0). It is clearly non uniformly recurrent and non periodic as the
words 3n, n ∈ N, appears infinitely many times separated by some words over
the alphabet {0, 1, 2}. Nonetheless, y = ψ(x) is uniformly recurrent, as could
be checked by the algorithm given in [Dur13b].
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The algorithm of Theorem 3.10 gives Du(y) = Du′(y), with u = abba and
u′ = abbabaabb. Then, we obtain z = Du(y) = τω(1), with τ defined by
Θy,u′ = Θy,u ◦ τ and
Θy,u :

1 7→ abbaba
2 7→ abbaab
3 7→ abbabaab
4 7→ abba
, Θy,u′ :

1 7→ abbabaabbaab
2 7→ abbabaababba
3 7→ abbabaabbaababba
4 7→ abbabaab
, τ :

1 7→ 12
2 7→ 34
3 7→ 124
4 7→ 3
.
We finally obtain a primitive and proper substitution ξ : A∗ → A∗ on the 24
letter alphabet D = {(i, j) | i ∈ {1, 2, 3, 4}, 0 ≤ j < |Θy,u(i)|} and a coding
φ : D∗ → {a, b}∗ that induces an isomorphism from (Xξ, S) onto (Ω(y), S). We
could moreover show that (Ω(y), S) is the Thue-Morse subshift, as it could be
check by using the algorithm that we provide later in this paper.
4 Bounds for primitive substitutive sequences
In the previous section, we have shown that to prove Theorem 1.1, Corollary 1.2,
Theorem 1.3 and Theorem 1.4, we can restrict ourselves to the case of sub-
shifts generated by primitive and proper substitutions (see Remark 3.2). In
this section, we consider primitive substitution subshifts (Xσ, S) and (Xτ , S)
and develop some tools that will help us to bound the radius of factor maps
from (Xσ, S) onto (Xτ , S) (whenever such maps exist). In particular, we give
some computable constants about the substitutions σ and τ (sometimes assum-
ing that there is a factor map from (Xσ, S) onto (Xτ , S)) and we consider a
variation of the notion of substitution on the words of length n [Que10].
Observe that in this section, we do not assume that σ and τ are proper, the
results being true without this hypothesis.
4.1 Recognizability
Let σ : A∗ → A∗ be a primitive substitution. Taking a power of σ if needed, we
can suppose σ has an admissible fixed point x in AZ. Let E(x, σ) = {en | n ∈ Z}
be the subset of integers defined by:
en =
 −|σ(x[n,−1])|, if n < 0;0, if n = 0;|σ(x[0, n− 1])|, if n > 0.
The integers en are usually called the cutting bars of the substitution. The
following result is fundamental for substitutive subshifts.
Theorem 4.1. Let σ : A∗ → A∗ be an aperiodic primitive substitution and
x ∈ AZ be an admissible fixed point of σ.
1. [Mos96] There exists M > 0 such that
(n ∈ E(x, σ),m ∈ Z, x[n−M,n+M ] = x[m−M,m+M ]) =⇒ m ∈ E(x, σ).
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2. [Mos92] There exists L ≥M such that
(i, j ∈ Z, x[ei − L, ei + L] = x[ej − L, ej + L]) =⇒ xi = xj .
In particular, the constantsM and L do not depend on the admissible fixed point
x.
The smallest L satisfying (2) in the previous theorem is called the recogniz-
ability constant for the substitution σ and is denoted Lσ.
Observe that if u ∈ L(σ) has length at least 2L+ 1 and if i, j ∈ Z, i < j, are
two occurrences of u in x, then the first part of Mossé’s Theorem ensures that
[i+ L, i+ |u| − L) ∩ E(x, σ) = ([j + L, j + |u| − L) ∩ E(x, σ))− (j − i)
and the second part states that the central part of u has the same preimage
under σ at positions i and j. We call the set ([i+L, i+ |u| −L) ∩ E(x, σ))− i
the set of relative cutting bars of u.
Example 4.2. For the Fibonacci substitution ϕ, we have E(x, ϕ) = {i ∈ Z |
xi = a} and so M = 1. Then, the words of length 3 with a letter a as central
position are aab, baa, bab. It is immediate that if x[ei,ei+1] = ab, then xi = a and
if x[ei,ei+1] = aa, then xi = b. As a consequence, the constant of recognizability
for the Fibonacci substitution is Lϕ = 1.
For the Thue-Morse substitution ν, the constant M has to be greater then
1, since the word aba both occurs in the language as aν(b) and ν(a)b. On the
contrary, any word u in L5(ν) contains an occurrence of the word aa or bb and
these two words uniquely determine the relative cutting bars in u. Then for all
i, we have xei = xi, which shows that the constant of recognizability of ν is
Lν = 2.
The two following lemmas are consequences of Mossé’s theorem (Theo-
rem 4.1).
Corollary 4.3 ([Que10, Corollary 5.11]). Let σ be an aperiodic primitive sub-
stitution. For all n ≥ 1,
1. σn is a homeomorphism from Xσ onto the clopen σn(Xσ);
2. for every x ∈ Xσ, there is a unique y ∈ Xσ and a unique k, 0 ≤ k <
|σn(y0)|, such that x = Sk(σn(y)).
Corollary 4.4. Let σ be an aperiodic primitive substitution and x, y be two
elements in Xσ. Then,
1. If there exists n such that σ(x) = Snσ(y) then there exists m such that
x = Sm(y). Moreover, if n ≥ 0 then 0 ≤ m ≤ n/〈σ〉;
2. If σk(x) and σk(y) coincide on the indices [−m,n], with m,n ≥ Lσk , then
x and y coincide on the indices
[⌈−m+L
σk
|σk|
⌉
,
⌊
n−L
σk
|σk|
⌋]
.
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3. If σ has constant length and is one-to-one on the letters, and if σk(x) and
σk(y) coincide on the indices [−m,n], then x and y coincide on the indices[⌈
−m
|σk|
⌉
,
⌊
n
|σk|
⌋]
.
Corollary 4.5 ([Que10, Proposition 5.20]). Let σ : A∗ → A∗ be an aperiodic
primitive substitution with recognizability constant Lσ. Then, {Siσ([a]) | a ∈
A, 0 ≤ i < |σ(a)|} is a clopen partition of Xσ. Moreover, if x, y ∈ Xσ coincide
on the indices [−n, n] with n = Lσ + |σ|, then they belong to the same atom of
this partition.
Later, we will not only need the existence of the recognizability constant but
also a bound on its value depending on the data of the primitive substitution.
Theorem 4.6. [DL17] Let σ : A∗ → A∗ be an aperiodic primitive morphism
that has an admissible fixed point x ∈ AZ. Then
Lσ ≤ 2|σ|6(CardA)2+6(CardA)|σ|28(CardA)
2
+ |σ|CardA.
Moreover, if σ is one-to-one on letters then,
Lσ ≤ 2|σ|6(CardA)2+6|σ|28(CardA)
2
+ |σ|.
In [KM16] better bounds are given for the two letter alphabet but in terms
of “synchronization delay” and “circularity”. As the recognizability constant is
bounded by the synchronization delay (see comments in [DL17]), this gives the
following theorem that greatly improves our bounds.
Theorem 4.7 ([KM16]). If CardA = 2 and σ : A∗ → A∗ is a primitive substi-
tution of constant length k.
1. Lσ ≤ 8, if k = 2;
2. Lσ ≤ k2 + 3k − 4, if k is an odd prime number;
3. Lσ ≤ k2
(
k
d − 1
)
+ 5k − 4, otherwise, where d is the least divisor of k.
Later we will need to control the recognizability constant of σk with respect
to its growth.
Proposition 4.8. [DL17, Proposition 13] If σ : A∗ → A∗ is recognizable on the
admissible fixed point x ∈ AZ. Then, for all k > 0,
Lσk ≤ Lσ
k−1∑
i=0
|σi|.
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4.2 Block representations of subshifts and substitutions
on the blocks of radius n
Let (X,S) be a subshift over the alphabet A. For any positive integer n, we let
A(n) denote the set A(n) = {(w) | w ∈ L2n+1(σ)} considered as an alphabet.
The following result is classical [Que10].
Lemma 4.9. Let φ : A2n+1 → A(n) be the sliding block code defined by
φ(a1 · · · a2n+1) = (a1 · · · a2n+1).
Then φ defines an isomorphism f from (X,S) to (X(n), S), where X(n) = f(X).
We call (X(n), S) the n-block representation of (X,S). When the subshift X
of the previous result is a substitutive subshift associated with a substitution
σ, then X(n) is also substitutive and associated to the substitution on the words
of length 2n+ 1 of σ. The definition we give below of the well-known notion of
substitution on the words of length n (see [Que10] for more details) is slightly
different from the usual one as we need to define it for a “two-sided context”.
Let σ : A∗ → A∗ be a substitution and n ≥ 1. Below any time we take (uv)
in A(n), we suppose that u belongs to An and v belongs to An+1. We define
the map pi(n) : (A(n))∗ → A∗ by, for all (uv) ∈ A(n), pi(n)((uv)) = v0, where
v = v0v1 . . . vn, vi ∈ A for all i. We also define the substitution σ(n) : (A(n))∗ →
(A(n))∗ by, for (uv) ∈ A(n) with σ(u) = a1 · · · ak−1, σ(v) = ak . . . ak+l where
the ai’s belong to A and p = |σ(v0)|,
σ(n)((uv)) = (ak−n · · · ak+n)(ak−n+1 · · · ak+n+1) · · · (ak−n+p−1 · · · ak+p+n−1).
In other words, σ(n)((uv)) consists in the ordered list of the first p factors
of length 2n+ 1 of σ(uv) = a1 · · · akak+1 · · · ak+l starting from the index k− n.
We say that σ(n) the substitution on the blocks of radius n.
Example 4.10. Let us build the substitution γ(5) on the blocks of radius 2
associated with the Chacon morphism γ. The words of length 5 in L(γ) are
L5(γ) = {aabaa, abaaa, baaab, aaaba, aabab, ababa, babaa, abaab, baaba}.
We obtain
γ(5) :

(aabaa), (aabab), (babaa) 7→ (babaa)
(abaaa), (abaab) 7→ (abaab)(baaba)(aabab)(ababa)
(baaba), (aaaba) 7→ (baaab)(aaaba)(aabab)(ababa)
(baaab) 7→ (baaab)(aaaba)(aabaa)(abaaa)
(ababa) 7→ (abaab)(baaba)(aabab)(ababa)
.
Proposition 4.11. Let σ be a primitive substitution, then for all n, σ(n) is
computable, primitive and such that X(n)σ = Xσ(n) . In particular, for all i and
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n, if x is a two-sided admissible fixed point of σ and x(n) = ((x[−n+i,n+i]))i∈Z,
then x(n) is an admissible fixed point of σ(n) and
{j ∈ Z | Sj(x) ∈ σi(Xσ)} = {j ∈ Z | Sj(x(n)) ∈ (σ(n))i(Xσ(n))}. (1)
Moreover, for all n and i, (σ(n))i = (σi)(n) and |σ(n)i((uv))| = |σi(v0)| for all
uv ∈ A(n) where v = v0v1 · · · vn. In particular, the incidence matrices Mσ and
Mσ(n) have the same spectral radius.
Proof. First, let us prove by induction that for every i ≥ 1,
(σ(n))i = (σi)(n). (2)
The base case is trivial so let us assume that the result holds for some i ≥ 1.
For any (uv) ∈ A(n), we have
(σ(n))i+1((uv)) = σ(n)(σ(n))i((uv))
= σ(n)(σi)(n)((uv)),
where we have used the induction hypothesis. Let us write
σi(uv) = a1 · · · ap, aj ∈ A for all j
σi+1(uv) = b1 · · · bq, bj ∈ A for all j.
By definition, we have, with ki = |σi(u)|+1, ki+1 = |σi+1(u)|+1, `i = |σi(v0)|−1
and `i+1 = |σi+1(v0)| − 1,
(σi)(n)((uv)) = (aki−n · · · aki+n) · · · (aki−n+`i · · · aki+n+`i);
(σi+1)(n)((uv)) = (bki+1−n · · · bki+1+n) · · · (bki+1−n+`i+1 · · · bki+1+n+`i+1).
For all m ∈ {0, 1, . . . , `i}, if we set
rm = |σ(a1 · · · aki−n+m−1)|
sm = |σ(aki−n+m · · · aki+n+m)|
tm = |σ(aki−n+m · · · aki+m−1)|+ 1
zm = |σ(aki+m)| − 1,
we get
σ(aki−n+m · · · aki+n+m) = brm+1 · · · brm+sm
and thus
σ(n)((aki−n+m · · · aki+n+m)) = (brm+tm−n · · · brm+tm+n) · · ·
(brm+tm−n+zm · · · brm+tm+n+zm).
To finish the proof of (2), it suffices to notice that we have
r0 + t0 = ki+1;
rm + tm + zm + 1 = rm+1 + tm+1, for all m ∈ {0, . . . , `i − 1};
r`i + t`i + z`i = ki+1 + `i+1.
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Using (2), for the sake of simplicity we let σ(n)i denote the substitution
(σ(n))i. We deduce that for all i
σ(n)i((x[−n,n])) = (x[−n,n]) · · · (x[|σi(x0)|−1−n,|σi(x0)|−1+n])
σ(n)i((x[−n−1,n−1])) = (x[−|σi(x−1)|−n,−|σi(x−1)|+n]) · · · (x[−n−1,n−1])
and that x(n) = ((x[−n+i,n+i]))i∈Z is an admissible two-sided fixed point of σ(n).
In particular, for all (uv) ∈ A(n), we have
|σ(n)i((uv))| = |σi(v0)|,
from which we deduce (1) and the fact thatMσ andMσ(n) have the same spectral
radius.
Let us show that σ(n) is primitive. If i is large enough, every w ∈ L(σ) of
length 2n + 1 is a factor of σi(a) for every a ∈ A. Thus, every (uv) ∈ A(n)
occurs in σ(n)i((u′v′)) for every (u′v′) ∈ A(n).
For the equality X(n)σ = Xσ(n) , as x(n) is uniformly recurrent, we have hence
X
(n)
σ = Ω(x(n)). Furthermore, as x(n) is also an admissible fixed point of the
primitive substitution σ(n), we have Xσ(n) = Ω(x(n)).
4.3 Computable bounds for linear recurrence of substitu-
tive sequences
We now develop some lemmas that allow to relate the quantities |σn| and 〈σn〉
to the spectral radius of Mnσ . First recall that if (X,T ) is a dynamical system,
an invariant measure for (X,T ) is a probability measure µ on the σ-algebra of
Borel sets such that µ(T−1B) = µ(B) for all Borel sets B. Such a measure is
ergodic if every T -invariant Borel set has measure 0 or 1. The system (X,T ) is
said to be uniquely ergodic if there exists a unique invariant measure (which is
then ergodic). Let us recall the ergodic theorem for such systems: Let µ be the
unique T -invariant ergodic measure of (X,T ) and f : X → R be a continuous
function, then ((1/n)
∑n−1
i=0 f ◦ T i)n converges uniformly to
∫
X
fdµ. We refer
the reader to [HK95] for more details on ergodicity.
Proposition 4.12 ([Dur00, Proposition 13]). If (X,S) is an aperiodic linearly
recurrent subshift, then it is uniquely ergodic. Furthermore, if µ denotes the
unique invariant measure of (X,S) and if K is its constant of linear recurrence,
we have for all u ∈ L(X),
1/K ≤ |u|µ([u]) ≤ K.
Lemma 4.13 ([HJ90, Corollary 8.1.33]). Let M = (mi,j) be a d×d-matrix with
non-negative entries. If M has a positive eigenvector x, then for all n = 1, 2, . . .
and all i = 1, . . . , d we have[
min1≤k≤d xk
max1≤k≤d xk
]
ρ(M)n ≤
d∑
j=1
m
(n)
ij ≤
[
max1≤k≤d xk
min1≤k≤d xk
]
ρ(M)n,
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where ρ(M) is the spectral radius of M and Mn = (m(n)ij )i,j.
Any substitution subshift (Xσ, S), where σ is primitive, has a unique ergodic
measure µ [Que10]. We denote by µ(k) the vector whose entries are µ([u]),
u ∈ Lk(σ).
As we already said above, our definition of n-block substitutions is slightly
different from the usual one in [Que10], nevertheless the following result remains
true for our definition.
Lemma 4.14 ([Que10, Corollary 5.4 and Proposition 5.10]). Let σ : A∗ → A∗
be an aperiodic primitive substitution and let µ be the unique invariant measure
of (Xσ, S). The matrix Mσ(k) has the same dominant eigenvalue as Mσ. Fur-
thermore, the vector µ(k) is a positive eigenvector of Mσ(k) associated with this
dominant eigenvalue.
The next result is a direct consequence of Proposition 4.12, Lemma 4.13 and
Lemma 4.14.
Corollary 4.15. Let σ be an aperiodic primitive substitution. We have for all
n,
(1/K2σ)ρ(Mσ)
n ≤ 〈σn〉 ≤ |σn| ≤ K2σρ(Mσ)n; (3)
|σn| ≤ K4σ〈σn〉. (4)
Let us show the same result holds for subshift factors of (Xσ, S) keeping the
same constant Kσ where Kτ should be used. It is inspired from Theorem 3.11.
The following proposition quantitatively expresses how key features of the dy-
namics of an aperiodic factor (Xτ , S) of a primitive substitution subshift (Xσ, S)
are controlled by σ. But not only, observe that Item (1) and (2) claim that the
relative growth of τ is controlled by a constant only depending on σ.
Proposition 4.16. Let (X,S) be an aperiodic linearly recurrent subshift for the
constant K and (Y, S) be one of its aperiodic factors given by a factor map of
radius r. We have the following.
1. For all n, pY (n) ≤ K(n+ 2r).
2. For all n, every word of Ln(Y ) occurs in every word of L(K+1)n+2rK(Y ).
3. For all v ∈ L(Y ) and all w ∈ RY,v,
|v| − 2rK
K
≤ |w| ≤ K(|v|+ 2r).
4. For all v ∈ L(Y ) with |v| ≥ 2rK + 1 one has
#(RY,v) ≤ (K + 1)K
2(|v|+ 2r) + 2rK2
|v| − 2rK .
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5. Let δ be the unique ergodic measure of (Y, S). For all v ∈ L(Y ), with
|v| > 2rK,
1
K(1 + 2r/|v|) ≤ |v|δ([v]) ≤
K
1− 2rK/|v| .
Proof. Let fˆ be a block map with radius r defining a factor map from (X,S) to
(Y, S).
(1) We have Ln(Y ) = fˆ(Ln+2r(X)) so the result follows from Theorem 3.11.
(2) Let u ∈ Ln(Y ) and v ∈ L(K+1)n+2rK(Y ). There exist u′ ∈ Ln+2r(X)
and v′ ∈ L(K+1)(n+2r)(X) such that u = fˆ(u′) and v = fˆ(v′). By Theorem 3.11,
u′ occurs in v′. Thus u occurs in v.
(3) Let v ∈ L(Y ). For any return word w ∈ RY,v, there exist v1, v2 ∈
fˆ−1({v}) and w′ ∈ L(X) such that v1 is a prefix of w′v2, w′v2 contains only
two occurrences of words in fˆ−1({v}) and fˆ(w′v2) = wv. In particular w′
is a subword of a return word in RX,v1 and, using Theorem 3.11, we have
|w| = |w′| ≤ K(|v|+ 2r).
Let us now show by contradiction that |v|−2rKK ≤ |w|. If |v|−2rKK > |w|,
then, by Remark 3.4, the word u = w1+|v|/|w| belongs to L(Y ) and this word has
length |u| = |w|+ |v| > (K+1)|w|+2rK. By Item (2), u contains an occurrence
of all words in L|w|(Y ). As the number of different words of length |w| occurring
in u is at most |w|, this implies by Morse and Hedlund’s theorem [MH40] that
Y is periodic, which contradicts the hypothesis.
(4) Let v ∈ L(Y ) with |v| ≥ 2rK+1. From (3), the length of return words to
v are less than K(|v|+2r). Let w be a word of length (K+1)K(|v|+2r)+2rK.
From (2) all return words to v appear in w. Hence, from (3) the number of
return words to v is bounded by
(K + 1)K(|v|+ 2r) + 2rK
|v|−2rK
K
.
(5) Let v ∈ L(Y ). The ergodic theorem applied to the indicator function
1[v] gives that for all x ∈ Y
1
N
N−1∑
n=0
1[v](S
nx) −→N→+∞ δ([v]).
By definition, we have
N−1∑
n=0
1[v](S
nx) = Card({i ∈ {0, . . . , N − 1} | x[i,i+|v|−1] = v}).
Using item (3), one obtains
N
K(|v|+ 2r) − 1 ≤
N−1∑
n=0
1[v](S
nx) ≤ NK|v| − 2rK + 1,
from which the inequalities follow.
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Proposition 4.17. Let σ and τ be two primitive substitutions such that (Xτ , S)
is an aperiodic factor of (Xσ, S) given by a factor map of radius r. For all n ≥ 1,
we have the following.
1. (1/K2σ)ρ(Mτ )n ≤ 〈τn〉 ≤ |τn| ≤ K2σρ(Mτ )n.
2. If ρ(Mσ) = ρ(Mτ ), then max(|σn|, |τn|) ≤ K4σ min(〈σn〉, 〈τn〉).
Proof. (1) First notice that from Proposition 4.11 for all k and n one has 〈τn〉 =
〈τ (k)n〉 ≤ |τ (k)n| = |τn|. Let µ be the unique ergodic measure of (Y, S). Using
the notation introduced before Lemma 4.14, from lemmas 4.13 and 4.14, one
gets [
mini δ
(k)
i
maxi δ
(k)
i
]
ρ(Mτ )
n ≤ 〈τn〉 ≤ |τn| ≤
[
maxi δ
(k)
i
mini δ
(k)
i
]
ρ(Mτ )
n.
Then, if we fix n whereas k goes to infinity, Item (5) of Proposition 5 allows to
conclude.
(2) It is a direct consequence of Item (1) and Corollary 4.15.
5 Bounding the radius of a factor map between
primitive substitution subshifts
In this section we show that for aperiodic primitive proper substitutions σ and
τ , the radius of a factor map from Xσ to Xτ can be chosen smaller than a bound
that only depends on σ and τ and that one can algorithmically compute.
5.1 Orbit-preserving maps, cocycles and dill maps
Let (X1, T1) and (X2, T2) be two topological dynamical systems. A map f :
X1 → X2 is said to be orbit-preserving if f(OT1(x)) ⊂ OT2(f(x)) holds for all
x ∈ X1, where OT1(x) stands for {Tn1 (x) | n ∈ Z}. Observe that, in this case, f
satisfies
f(T1(x)) = T
c(x)
2 (f(x)), (5)
for all x ∈ X, for some map c : X1 → Z we call a cocycle for f . If f and c are
continuous and if for all x, c(x) ≥ 0 and there exists some y such that c(y) > 0,
then we say f is a dill map. Observe that if f is a dill map, then the associated
cocycle c is bounded. Furthermore, when (X2, T2) has no periodic point, f is a
factor map if and only if c(x) = 1 for all x. Other examples of dill maps are given
by morphisms Θ : A∗ → B∗. Indeed, take a minimal subshift (X,S) generated
by the sequence x ∈ AZ and let (Y, S) be generated by y = Θ(x) ∈ BZ. Then
Θ defined a dill map from X to Y .
In the definition of dill maps, the existence of y such that c(y) > 0 is only
required to avoid degenerated cases such as trivial maps satisfying f(OT1(x)) =
{f(x)} for all x. In the rest of the paper, we will only consider non-trivial dill
maps between minimal subshifts. In that situation, the next lemma shows that
the existence y is just a consequence of the continuity of f .
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Lemma 5.1. Let (X1, T1) and (X2, T2) two topological dynamical systems such
that (X1, T1) is minimal. If f : X1 → X2 is a continuous orbit-preserving map
such that f(X1) is not a singleton and the cocycle c : X1 → Z associated with f
is continuous and non-negative, then f is a dill map.
Proof. Let assume that c(x) = 0 for all x ∈ X1. Then, f(T1(x)) = f(x) for
all x ∈ X1. Hence, f(Tn1 (x)) = f(x) for all n ∈ Z. Since OT1(x) is dense in
X1 and f is continuous, we get that f(X1) is a singleton, which contradicts the
hypothesis.
The notion of dill map has been introduced by Salo and Törmä [ST15] in
a one-sided context and they call a nice cocycle a cocycle associated with a
non-trivial dill map.
Suppose (X,S) and (Y, S) are subshifts and f : (X,S) → (Y, S) is a dill
map. A continuous function φ : X → A∗ satisfying
f(x) = · · ·φ(S−1(x)).φ(x)φ(S(x))φ(S2(x)) · · · (6)
for all x ∈ X is called an implementation of f . Observe that φ(x) could be the
empty word.
Lemma 5.2. [ST15, Lemma 8] Let (X,S) and (Y, S) be subshifts and f :
(X,S) → (Y, S) a dill map with cocycle c. Then, f has an implementation φ
given by
φ(x) = f(x)[0,c(x)−1] for all x ∈ X.
Notice that |φ(x)| = c(x) and that φ(x) is the empty word whenever c(x) = 0.
It is straightforward to check (as observed in [ST15]) that if Y does not
contain S-periodic points then c and φ are unique. As we will deal with infinite
minimal subshifts, there will be no S-periodic points in Y , and, thus, both maps
will be unique.
Let f : (X,S) → (Y, S) be a dill map between subshifts without S-periodic
points and with implementation map φ. We set
r = min{R ∈ N | x[−R,R] = y[−R,R] =⇒ φ(x) = φ(y)} and
m = max{|φ(x)| | x ∈ X}.
The couple (r,m) is a called the radius pair of f . It is clear that r is a radius
for φ and c. If f is a factor map, then its radius pair is (r, 1) and φ is a sliding
block code defining f .
Let f and g be two continuous maps from (X1, T1) to (X2, T2). We say f
and g are orbitally related (and we write f ≡ g) whenever there exist continuous
maps c, d : X1 → Z satisfying, for all x ∈ X1,
T
c(x)
2 ◦ f ◦ T d(x)1 (x) = g(x). (7)
It is clear that the orbit relation is an equivalence relation.
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Lemma 5.3. Let f and g be two orbitally related factor maps from (X1, T1) to
(X2, T2). Suppose (X1, T1) is minimal and (X2, T2) is aperiodic. Then, there
exists e ∈ Z such that f = T e2 ◦ g.
Proof. Let c, d : X1 → Z be continuous maps satisfying, for all x ∈ X1,
T
c(x)
2 ◦ f ◦ T d(x)1 (x) = g(x).
Thus, T c(x)+d(x)2 ◦ f(x) = g(x). Therefore
T
c(T1(x))+d(T1(x))
2 ◦ f(T1(x)) = g(T1(x)) = T2 ◦ g(x) = T c(x)+d(x)2 ◦ f(T1(x)).
As (X2, T2) is aperiodic, one gets c(T1(x)) + d(T1(x)) = c(x) + d(x) for all x.
From the minimality of (X1, T1) and by continuity of c and d, one concludes
that c+ d is a constant function.
5.2 Specific dill maps associated with factor maps
Let σ : A∗ → A∗ and τ : B∗ → B∗ be two aperiodic primitive substitutions. In
this section, starting with a factor map f : (Xσ, S)→ (Xτ , S), we build pairwise
orbitally related dill maps Fn : (Xσ, S) → (Xτ , S), n ∈ N. We show that for
n large enough, these dill maps have bounded radius pairs and that there exist
only finitely many such maps. In Section 5.3, we will use these dill maps to
build a new factor map from (Xσ, S) to (Xτ , S) with a radius only depending
on σ and τ , not on the radius of f .
Let us thus consider f : (Xσ, S) → (Xτ , S) be a factor map with radius r.
Let us recall a Cobham’s type theorem proven in [Dur98b].
Theorem 5.4. If (Xτ , S) is aperiodic then the dominant eigenvalues of σ and
τ share a non trivial common power.
Consequently, we can suppose that σ and τ have the same dominant eigen-
values (taking powers of the substitutions does not change the subshifts). As the
dominant eigenvalue is greater than 1, we also may assume (by taking powers
if needed) that it is at least equal to 2.
For all n ≥ 0 we define the map Fn : Xσ → Xτ by
τn ◦ Fn = Srn◦f◦σn ◦ f ◦ σn, (8)
where rn : Xτ → N is the return map to the clopen set τn(Xτ ) (see Corol-
lary 4.3):
rn(x) = min{i ≥ 0 | Si(x) ∈ τn(Xτ )}.
Thus, we have τn ◦ Fn ≡ f ◦ σn. Observe that, using Mossé’s theorem
(Theorem 4.1), rn is continuous and Fn is well-defined.
Now let us show that Fn is a dill map and that, for n large enough, its radius
pair is bounded by a computable bound only depending on σ and τ .
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Proposition 5.5. For all n, Fn is a dill map. Furthermore, if n is such that
r/|τn| ≤ 1, the radius pair (s1, s2) of Fn satisfies
s1 ≤ K4σ(2K4σ + 2 + Lτ ) and s2 ≤ 2K4σ.
In particular, we have #{Fn | r/|τn| ≤ 1} ≤ (#B)3K9σ(2K4σ+2+Lτ ).
Proof. Let n be a positive integer. By Corollary 4.3, Fn is a continuous map.
We have :
τn ◦ Fn(S(x)) = Srn◦f◦σn(S(x)) ◦ f ◦ σn(S(x))
= Srn◦f◦S
|σn(x0)|◦σn(x) ◦ f ◦ S|σn(x0)| ◦ σn(x)
= Srn◦f◦S
|σn(x0)|◦σn(x)+|σn(x0)| ◦ f ◦ σn(x)
= Srn◦S
|σn(x0)|◦f◦σn(x)+|σn(x0)|−rn◦f◦σn(x) ◦ τn ◦ Fn(x).
(9)
The map
x ∈ Xσ 7→ rn ◦ S|σn(x0)| ◦ f ◦ σn(x) + |σn(x0)| − rn ◦ f ◦ σn(x)
is continuous and Fn(Xσ) is obviously not a singleton as (Xτ , S) is aperiodic.
Therefore, from Corollary 4.4 and Lemma 5.1, to prove that Fn is a dill map it
suffices to show that
rn ◦ S|σn(x0)| ◦ f ◦ σn(x) + |σn(x0)| − rn ◦ f ◦ σn(x)
is non-negative for all x. This is clear if rn ◦ f ◦ σn(x) ≤ |σn(x0)|.
Suppose rn ◦ f ◦ σn(x) > |σn(x0)|. This means that Si ◦ f ◦ σn(x) does not
belong to τn(Xτ ) for all 0 < i ≤ |σn(x0)|. Hence rn ◦ S|σn(x0)| ◦ f ◦ σn(x) +
|σn(x0)| = rn ◦ f ◦ σn(x) and Fn is a dill map.
Now suppose that n ∈ N is such that r/|τn| ≤ 1. We let c : Xσ → N denote
the continuous map such that Fn ◦ S(x) = Sc(x) ◦ Fn(x) for all x and φ be the
implementation of Fn defined in Lemma 5.2. Let us also denote (s1, s2) the
radius pair of Fn. From Equation (9) and Corollary 4.4, we get
c(x) ≤
(
rn ◦ S|σn(x0)| ◦ f ◦ σn(x) + |σn(x0)| − rn ◦ f ◦ σn(x)
)
/〈τn〉
≤ (|τn|+ |σn|)/〈τn〉.
Thus from Corollary 4.15, Proposition 4.17 and the fact that ρ(Mτ ) = ρ(Mσ)
(see the observation below Theorem 5.4) we get s2 = max{c(x) | x ∈ Xσ} ≤
2K4σ.
Let s = K4σ(2K4σ + 2 + Lτ ) and let us show that φ(x) only depends on
x[−s,s]. This will imply that s1 is at most equal to s. Consider x, y ∈ Xσ
such that x[−s,s] = y[−s,s]. Then Srn◦f◦σ
n ◦ f ◦ σn(x) and Srn◦f◦σn ◦ f ◦ σn(y)
coincide on the indices [−s〈σn〉+r−k, s〈σn〉−r−k] for some integer k satisfying
0 ≤ k ≤ |τn|. From Corollary 4.4, Fn(x) and Fn(y) coincide on the indices[−s〈σn〉+ r − k + Lτn
|τn| ,
s〈σn〉 − r − k − Lτn
|τn|
]
28
and, since 0 ≤ k, r ≤ |τn|, on the indices[−s〈σn〉+ Lτn
|τn| + 1,
s〈σn〉 − Lτn
|τn| − 2,
]
,
where Lτn is a recognizability constant of τn. Recalling that ρ(Mτ ) ≥ 2 and
that |τn| ≤ K2σρ(Mτ )n by Proposition 4.17, we get from Proposition 4.8 that
Lτn ≤ K2σLτρ(Mτ )n.
Hence, Fn(x) and Fn(y) coincide on the indices[ −s〈σn〉
K2σρ(Mτ )
n
+ Lτ + 1,
s〈σn〉
K2σρ(Mτ )
n
− Lτ − 2
]
.
Then, it suffices to observe that, using Corollary 4.15 and the fact that ρ(Mσ) =
ρ(Mτ ),
s〈σn〉
K2σρ(Mτ )
n
− Lτ − 2 ≥ s
K4σ
− 2− Lτ ≥ s2.
Similarly, we observe that
−s〈σn〉
K2σρ(Mτ )
n
+ Lτ + 1 ≤ −s
K4σ
+ Lτ + 1 ≤ 0,
which shows that s1 ≤ s.
To conclude the proof, the number of possible dill maps Fn is at most equal
to the number of maps from Ls(σ) to
⋃2K4σ
i=0 Li(τ). We get, using Theorem 3.11,
#{Fn | r/|τn| ≤ 1} ≤
2K4σ∑
i=0
pXτ (i)
Kσs ≤ (#B)3K9σ(2K4σ+2+Lτ ).
Corollary 5.6. The set {Fn | n ∈ N} is finite. In particular, there exists an
increasing sequence (ni)i∈N of integers such Fni = Fn0 for all i.
We finally show that all maps Fn are orbitally related.
Lemma 5.7. If Fn ≡ Fm for some n 6= m, then Fn−1 ≡ Fm−1.
Proof. Suppose Fn ≡ Fm. As τn−1◦Fn−1 ≡ f ◦σn−1, one gets τn−1◦Fn−1◦σ ≡
f ◦ σn ≡ τn ◦ Fn. Thus, from Corollary 4.4, Fn−1 ◦ σ ≡ τ ◦ Fn. We also have
Fm−1 ◦ σ ≡ τ ◦ Fm. Hence, Fn−1 ◦ σ ≡ Fm−1 ◦ σ from which we deduce, using
the definitions of Fn−1 and Fm−1, that Fn−1 ≡ Fm−1.
29
5.3 Factorizations with smaller radius using dill maps
In this section, we show that if σ is proper and if there exists a factor map
f : (Xσ, S) → (Xτ , S), then there exists another factor map g : (Xσ, S) →
(Xτ , S) whose radius is bounded by some computable constant depending on
σ and τ . Observe that if σ : A∗ → A∗ is proper and if a, b ∈ A are such that
σ(A) ⊂ aAb, then x = σω(b · a) is the unique admissible fixed point of σ and we
have {x} = ⋂n∈N σn(Xσ).
Let (X,T ) be a minimal dynamical system. A continuous function c : X → R
is a coboundary of (X,T ) if there is some continuous function d : X → R such
that c = d ◦ T − d.
Let c : X → R be a continuous function. For n ∈ N, we write
c(n) =

0 if n = 0,∑n−1
k=0 c ◦ T k if n > 0,∑−1
k=n c ◦ T k if n < 0,
(10)
We remind the following useful identity : c(n+m)(x) = c(n)(x) + c(m)(Tn(x))
and recall the following well-known result of Gottschalk and Hedlund [GH55].
A proof can be found in [HK95] (Theorem 2.9.4 p. 102).
Theorem 5.8. Let (X,T ) be a minimal dynamical system and c : X → R be a
continuous function. The following are equivalent.
1. c is a coboundary;
2. The sequence of functions (c(n))n∈N is uniformly bounded;
3. The sequence (c(n)(x))n∈N is bounded for some x ∈ X.
Let us show this result in a particular case but obtaining more information.
Let (X,S) be a subshift and c : X → Z be a continuous map of radius r defined
by cˆ: c is constant, and equal to cˆ(uv), on any cylinder [u.v] where |u| = r and
|v| = r + 1. In the sequel we identify cˆ with the vector (cˆ(uv))uv∈L2r+1(σ).
The proof of the following lemma follows the lines of a proof of Theorem 5.8
given by Host [Hos95] for integer functions instead of real functions.
Lemma 5.9. Let σ : A∗ → A∗ be a primitive, aperiodic and proper substitution,
and let x ∈ AZ be its admissible fixed point. Suppose that c : Xσ → Z is a
continuous map with radius r, defined by cˆ, such that (c(n))n is bounded. We
have the following.
1. There exists k > 0 such that
∑e2−1
i=e1
c(Si(x)) = 0 for all e1, e2 ∈ E(σk, x),
where E(σk, x) = {i ∈ Z | Si(x) ∈ σk(Xσ)}.
2. cˆ belongs to Ker
(
(M t
σ(r)
)pσ(2r+1)
)
, where M t denotes the transposed ma-
trix of M and pσ denotes the factor complexity function of Xσ.
3. In (1), k can be chosen equal to pσ(2r + 1).
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4. c = d◦S−d for some continuous map d : X → Z having a radius bounded
by
|σpσ(2r+1)|+ max{Lσpσ(2r+1) , r}
and such that
max
x∈Xσ
|d(x)| ≤ |σpσ(2r+1)| max
x∈Xσ
|c(x)|.
Proof. Let Uk = σk(Xσ). Since the admissible fixed point x of σ satisfies {x} =
∩k∈NUk, for any neighborhood V of x there exists k such that Uk is included in
V . We set
Λk = {c(n)(x) | n ∈ N, Sn(x) ∈ Uk} and Λ = ∩k∈NΛk.
Obviously 0 belongs to Λ. Let us show that Λ = {0}. The map c being
continuous and thus bounded, it is sufficient to prove that 2a belongs to Λ
whenever a belongs to Λ.
Let a ∈ Λ and k ∈ N. There exists n ≥ 0 such that Sn(x) belongs to Uk
and c(n)(x) = a. Because Sn and c(n) are continuous, there exists a clopen set
V included in Uk and containing x such that for all y ∈ V ,
Sn(y) ∈ Uk and c(n)(y) = a.
Observe that there exists l such that Ul is included in V . Thus, one can suppose
V = Ul. As a belongs to Λl, there exists m ≥ 0 with Sm(x) in Ul and c(m)(x) =
a. We get that Sn+m(x) belongs to Uk and c(n+m)(x) = c(n)(Sm(x))+c(m)(x) =
2a. Thus 2a belongs to Λk. As this is true for all k, we get that 2a belongs to
Λ.
Observe that, since c takes integer values and Λl+1 ⊂ Λl for all l, there exists
k such that Λl = {0} for all l ≥ k. Thus (1) is proven.
Consider σ(r) : A(r)∗ → A(r)∗ the substitution on the blocks of radius r
defined in Section 4.2 and the notation used therein. Let e1 and e2 be two
consecutive integers in E(σk, x) and uv ∈ L(σ) with |u| = r and |v| = r + 1.
The number of occurrences of uv in x[e1−r,e2−1+r] is equal to the number of
occurrences of (uv) in
W = (x[e1−r,e1+r])(x[e1−r+1,e1+r+1]) · · · (x[e2−1−r,e2−1+r]).
Then, as c(e1)(x) = c(e2)(x) = 0, one gets
0 =
e2−1∑
i=e1
c(Si(x)) =
e2−1∑
i=e1
cˆ(x[i−r,i+r]) (11)
Observe that we can write
e2−1∑
i=e1
cˆ(x[i−r,i+r]) = 〈cˆ,−→W 〉, (12)
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where
−→
W = (|W |w)w∈L2r+1(σ), cˆ = (cˆ(w))w∈L2r+1(σ) and 〈·, ·〉 stands for the
usual scalar product.
From Proposition 4.11, we have
E(σk, x) = E(σ(r)k, x(r)).
Hence, e1 and e2 also belong to E(σ(r)k, x(r)) and W = σ(r)k(β) for some
β ∈ A(r).
Let 1β be the column vector defined by 1β(β) = 1 and 0 elsewhere. From
the conjunction of (11) and (12) we obtain
0 = 〈cˆ,Mkσ(r)1β〉.
As this is true for all such e1 and e2, it is true for all β ∈ A(r) and one
gets cˆtMk
σ(r)
= 0. The dimension of Mσr is pσ(2r + 1) × pσ(2r + 1), hence
cˆtM
pσ(2r+1)
σ(r)
= 0 and (2) is proven. Tracing back the previous arguments shows
that for all e1, e2 ∈ E(σpσ(2r+1), x) one gets
0 =
e2−1∑
i=e1
c(Si(x))
and that k could be chosen to be pσ(2r + 1). This proves (3) and we set
k = pσ(2r + 1).
Let us find a continuous map d : X → Z such that c = d ◦ S − d.
For all n ∈ N, we set d(Sn(x)) = c(n)(x). On the positive orbit O+(x) =
{Sn(x) | n ∈ N}, we trivially have c = d◦S−d. Let us show that d is uniformly
continuous on O+(x). By density of O+(x) in X, the function will then uniquely
extend to a continuous function d on X still satisfying c = d ◦ S − d.
For all n ∈ N, there exists ` ∈ {0, 1, . . . , |σk|} such that Sn+`(x) ∈ Uk. Ob-
serve that all functions c(`) and S`, ` ∈ {0, 1, . . . , |σk|}, are uniformly continuous
on X. Thus there exists L > 0 such that for all m,n ∈ N such that Sm(x) and
Sn(x) coincide on the indices [−L,L], there exists ` ∈ {0, 1, . . . , |σk|} such that
S`+m(x) and S`+n(x) belong to Uk and c(`)(Sm(x)) = c(`)(Sn(x)). Observe
that, as S`+m(x) and S`+n(x) belong to Uk, we have c(m+`)(x) = c(n+`)(x) = 0.
We thus have
|d(Sm(x))− d(Sn(x))| = |c(m)(x)− c(n)(x)|
= |c(m)(x) + c(`)(Sm(x))− c(n)(x)− c(`)(Sn(x))|
≤ |c(m+`)(x)|+ |c(n+`)(x)|,
which shows that d is uniformly continuous on O+(x).
Let us end showing that the radius of d is at most |σk|+ max{Lσk , r}. We
recall (see Corollary 4.5) that P = {Smσk([a]) | a ∈ A, 0 ≤ m < |σk(a)|} is a
clopen partition of Xσk = Xσ.
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Let n ∈ N with n ≥ maxa∈A |σk(a)|. We have Sn(x) ∈ Sm(Sn(x))σk([a]) for
some a ∈ A and some m(Sn(x)) ∈ {0, . . . , |σk(a)| − 1}. In particular, we have
n −m(Sn(x)) ≥ 0 and, since Sn−m(Sn(x))(x) ∈ Uk, c(n−m(Sn(x)))(x) = 0. We
get
d(Sn(x)) = c(n)(x) = c(m(S
n(x)))(Sn−m(S
n(x))(x)).
By continuity of d, for all y ∈ X, we have
d(y) = c(m(y))(S−m(y)y), (13)
where 0 ≤ m(y) < |σk(a)| for some a ∈ A such that y ∈ Sm(y)σk([a]). By
Corollary 4.5, the function m : X → {0, . . . , |σk|} is continuous and has radius
at most Lσk+|σk|, hence d has radius at most |σk|+max{Lσk , r}. The inequality
max
x∈Xσ
|d(x)| ≤ |σpσ(2r+1)| max
x∈Xσ
|c(x)|
directly follows from (13).
Below we prove a more detailed version of Theorem 1.3 when the subshift
are generated by substitutions and where σ is a proper substitution.
Theorem 5.10. Let σ : A∗ → A∗ and τ : B∗ → B∗ be two aperiodic and prim-
itive substitutions, σ being proper. Suppose σ and τ have the same dominant
eigenvalue. The following are equivalent.
1. There exists a factor map f : (Xσ, S)→ (Xτ , S).
2. There exists a dill map F : (Xσ, S)→ (Xτ , S) such that
• its radius (s1, s2) satisfies
s1 ≤ K4σ(2K4σ + 2 + Lτ ) and s2 ≤ 2K4σ;
• for all x ∈ Xτ , F ◦ S(x) = Sc(x) ◦ F (x) where c : X → Z is a
continuous map satisfying that (
∑n−1
k=0(c ◦ Sk − 1))n is bounded.
3. There exists a factor map g : (Xσ, S)→ (Xτ , S) having a radius bounded
by, with R = K4σ(2K4σ + 2 + Lτ ),
2K4σ(Kσ + 1)(2R+ 1)|σpσ(2R+1)|
Moreover, once given f one can find g (as above) such that f = Sn ◦ g for some
n.
Proof. Of course (3) implies (1). Let us first show that (1) implies (2). Recall
that for all n, Fn : Xσ → Xτ is the dill map defined by
τn ◦ Fn = Srn◦f◦σn ◦ f ◦ σn.
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Let r be a radius of f and Lτ the constant of recognizability of τ . From Propo-
sition 5.5, we have
#{Fn | r/|τn| ≤ 1} ≤ (#B)3K9σ(2K4σ+2+Lτ ).
Thus there exist n and m, n ≥ m, verifying |τn−m| ≥ r and such that Fn = Fm.
From Lemma 5.7 we obtain that f ◦ S = F0 ≡ Fn−m.
We fix N = n−m, F = FN and we let (s1, s2) be the radius pair of F . From
Proposition 5.5 one has
s1 ≤ K4σ(2K4σ + 2 + Lτ ) and s2 ≤ 2K4σ.
Let c, d : Xσ → Z be the unique continuous maps verifying for all x ∈ Xσ,
F (Sx) = Sc(x)F (x) and F (Sx) = Sd(x)f(x).
One has |c(x)| ≤ s2 for all x ∈ Xσ. Furthermore, we have, for all x,
F (Sx) = Sd(x)+1f(S−1x) = Sd(x)+1−d(S
−1(x))F (x),
hence c(x) = d(x)− d(S−1(x)) + 1. This proves (2).
Let us show that (2) implies (3). Observe that the radius R of c is at most
K4σ(2K
4
σ +2+Lτ ). From Lemma 5.9, there exists a continuous map D : X → Z
with radius
H ≤ |σpσ(2R+1)|+ max{Lσpσ(2R+1) , R}
such that c− 1 = D ◦ S −D and for all x ∈ Xσ,
|D(x)| ≤ 2K4σ|σpσ(2R+1)|.
Let G : X → Y be the continuous map defined by G(x) = S−D(x) ◦ F (x).
We have:
G ◦ S(x) = S−D(S(x)) ◦ F (S(x)) = S−D(S(x))+c(x)−1+1 ◦ F (x)
= S−D(x)+1 ◦ F (x) = S ◦G(x).
Thus G is a factor map from (Xσ, S) to (Xτ , S).
Let us give a bound on the radius of G. Let us set M = 2K4σ|σpσ(2R+1)|.
The radius of G is at most equal to N , where N is such that for all x ∈ Xσ,
x[−N,N ] uniquely determine F (x)[−M,M ], i.e., for all x, y ∈ Xσ,
x[−N,N ] = y[−N,N ] =⇒ F (x)[−M,M ] = F (y)[−M,M ].
Let φ be the implementation of F given by Lemma 5.2. For all n, we have
F (x)[0,c(n)(x)−1] = φ(x)φ(Sx) · · ·φ(Sn−1x), if n > 0;
F (x)[c(n)(x),−1] = φ(Snx)φ(Sn+1x) · · ·φ(S−1x), if n < 0.
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Furthermore, there is a local map φˆ : A2s1+1 → B∗ defining φ so that
F (x)[0,c(n)(x)−1] =
∏n−1
i=0 φˆ(x[−s1+i,s1+i]), if n > 0;
F (x)[c(n)(x),−1] =
∏n−1
i=0 φˆ(x[−s1−n+i,s1−n+i]), if n < 0.
As F is a dill map, there is a word u ∈ L(σ) of length 2s1 +1 such that φˆ(u) 6= .
By Theorem 3.11, u occurs in any word v ∈ L(σ) of length (Kσ + 1)(2s1 + 1).
Therefore, u occurs at least M times both in
x[−s1,s1+M(Kσ+1)(2s1+1)] and in x[−s1−1−M(Kσ+1)(2s1+1),s1−1].
The radius of G is thus at most equal to
N ≤ M(Kσ + 1)(2s1 + 1)
≤ 2K4σ(Kσ + 1)(2(K4σ(2K4σ + 2 + Lτ )) + 1)|σpσ(2R+1)|,
which ends the proof.
As a corollary we obtain Theorem 1.3. Observe that the hypothesis on the
dominant eigenvalues is only needed to prove the implication (1) implies (2).
Let us consider an application of Theorem 1.3. When dealing with morphic
sequences it is rather natural to ask whether it is a purely morphic sequence.
Indeed, it is much easier to work directly with the endomorphism without to
take care to some coding identifying letters. A lot, most, of the papers dealing
with morphic sequences only consider the case of purely morphic sequences.
A first answer can be given in the non uniformly recurrent case. A well-
known result of Pansiot [Pan84] asserts that the word complexity of purely
morphic sequences is in Θ(1), Θ(n), Θ(n log log n), Θ(n log n) or Θ(n2), whereas
there are morphic words with word complexity in Θ(n1+1/k) for any k ∈ N \
{0} [Pan85] (see also [Dev15]). Other examples of morphic sequences that are
not purely morphic are given in [ACSZ18].
The argument of complexity cannot be used anymore in the uniformly re-
current case as the complexity of such morphic sequences is in Θ(n). Again
in [ACSZ18], examples are given. Nevertheless they do not consider a dynam-
ical framework and some of their examples (Example 23) presents uniformly
recurrent morphic sequences that are not purely morphic but that clearly be-
longs to a subshift generated by a purely morphic sequence. Thus, one may ask
whether there are minimal morphic subshifts (X,S) that are not purely mor-
phic subshifts, that is X 6= Xσ for any endomorphism σ. Of course, the same
question but up to isomorphism has already been answered in Theorem 3.1.
The following result provides an answer to this question.
Proposition 5.11. Let (X,S) be an aperiodic linearly recurrent subshift for the
constant K. There exist a factor map φ : (X,S) → (Y, S) such that (Y, S) is
not purely morphic.
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Proof. Let A be the alphabet of X. Since (X,S) is minimal, there exists an
integer r ≥ 0 such that for all u ∈ L2r+1(X), there exists a return word w ∈
RX,u of length bigger than 4K. Let us build a sliding block code φ : A2r+1 → B
such that (φ(X), S) is aperiodic and not generated by a primitive substitution.
For all u ∈ L2r+1(X), let φu : A2r+1 → B be defined by
φu(v) =
{
1, if v = u;
0, otherwise.
There exists u ∈ L2r+1(X) such that (φu(X), S) is aperiodic. Indeed, if for all
u ∈ L2r+1(X), (φu(X), S) is periodic of period pu, then (X,S) is periodic of
period at most
∏
u∈L2r+1(X) pu.
Consider Y = φu(X) such that (Y, S) is aperiodic. By the assumption on
r, the word 04K belongs to L(Y ). If Y is generated by a primitive substitu-
tion τ , then (τn(0))4K belongs to L(Y ) for all n ∈ N. As τ is primitive, we
have |τN (0)| ≥ r for some N . Using Proposition 4.16, all words of L|τN (0)|(Y )
occur in (τN (0))4K . As there are at most |τN (0)| words of length |τN (0)| in
(τn(0))4K , Morse and Hedlund’s Theorem implies that (Y, S) is periodic, which
is a contradiction.
Example 5.12. Let (X,S) be the Thue-Morse subshift that is linearly recurrent
for the constant 16 (see Example 3.14). Considering the word u = bν3(a)ba ∈
L(X), we can check that the word bν4(abaa)ν3(b)ν2(a)ν(b)a is a return word to
u in X and has length 80 and that the sliding block code φu : {a, b}19 → {0, 1}
defined by
φu(v) = 1⇔ v = u
is such that (φu(X), S) is aperiodic. Indeed, it could be checked by hand (or
using Walnut [Mou16]) that if x is the Thue-Morse sequence, then for any
n ∈ N, there is no positive integer p such that xn+kp = xn for all k ∈ N,
which implies the aperiodicity of (φu(X), S). Since 079 belongs to L(φu(X)),
(φu(X), S) cannot be generated by a primitive substitution.
6 Decidability of the factorization in the case of
periodic subshifts
In this section we consider Theorem 1.1, Corollary 1.2, Theorem 1.3 and The-
orem 1.4 under the assumptions that (X,S) and, or, (Y, S) are periodic. As
we are dealing with decision problems, it is important to recall that it is decid-
able to know whether a morphic sequence, and thus the subshift it generates, is
periodic or ultimately periodic, or not, and that a period can be computed.
Theorem 6.1 ([Dur13a]). Let x be a uniformly recurrent sequence. It is de-
cidable whether x is periodic. Moreover some u such that x = uuu · · · can be
computed.
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Let us give the following notation that will facilitate the description of the
different situations. Let (X,T ) a minimal topological dynamical system and
consider the set
P (X,T ) = {p ∈ N | (X,T ) admits a factor of cardinality p}.
Proof of Theorem 1.1 and Corollary 1.2 for the periodic case
If both (X,S) and (Y, S) are periodic with respective periods p and q then it
suffices to test whether q divides p to decide whether (Y, S) is a factor of (X,S).
Suppose (Y, S) is periodic and (X,S) is not. Then the following result allows
to conclude for the proofs of 1.1 and Corollary 1.2 in this periodic context.
Theorem 6.2. [DG18] Let (X,S) be a uniformly recurrent morphic subshift
and p be a positive integer. It is decidable to check whether p belongs to P (X,S)
or not.
Theorem 1.3 is not true for factors that are periodic
In [Dur00] it is shown P (X,S) might be infinite. For the Thue-Morse subshift
for example one has P (X,S) = {n/2k | k ≥ 0}. This disproves Theorem 1.3 if
we suppose (Y, S) is periodic.
Proof of Theorem 1.4 for the periodic case
As recalled above one can decide whether (Y, S) is periodic or not. Taking some
block representation of (X,S), one can suppose φ is a coding, see Section 4.2.
This can be done algorithmically.
When (Y, S) is not periodic, we need Theorem 1.3 to prove Theorem 1.4. If
we suppose (Y, S) periodic we cannot use Theorem 1.3 anymore as explained
above.
Nevertheless Theorem 1.4 remains true is this context. Suppose (Y, S) is
periodic. Then one can compute some word v such that Y is generated by the
sequence y = · · · vvv · · · . To decide whether φ is a factor map from (X,S) to
(Y, S) it suffices to check whether φ(x) is equal to Sk(y) for some k ∈ [1, |v|]. It
is clearly decidable using Theorem 6.1.
7 Decidability of the factorization
In this section we prove that the factorization and isomorphism problems be-
tween minimal morphic subshifts are decidable, that is Theorem 1.1 and Corol-
lary 1.2. Let us sketch briefly how we proceed.
From Theorem 3.1, and in particular Remark 3.2, it is enough to consider
primitive substitution subshifts. Let σ and τ be two primitive substitutions.
In Section 5, we have shown there is a computable constant R such that if
there is a factor map f : (Xσ, S) → (Xτ , S), then there is another factor map
F : (Xσ, S) → (Xτ , S) with radius at most R. In this section, we show that
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there is an algorithm that answers whether or not a given sliding block code
f : A2R+1 → B defines a factor map from (Xσ, S) to (Xτ , S). Using Lemma 4.9
and Proposition 4.11, we can assume that f has radius 0, i.e., f : A → B is a
coding. As a subshift is uniquely determined by its language, we want to check
whether or not f(L(σ)) = L(τ). If x is an admissible fixed point of σ, as well
as y for τ , all we have to check is that L(f(x)) = L(y).
To this end, we will deeply use return words. Roughly speaking, we will show
that we have L(f(x)) = L(y) if, and only if, there exists a prefix u of x, whose
length is bounded by a computable constant, such that the return words to
f(u) in y and the return words to f−1({f(u)}) in x (as defined in Section 7.1)
are identically concatenated in y and in x respectively. A key argument is
to find some “canonical morphisms”, i.e., morphisms that only depend on the
combinatorics of x and y and not on the substitutions σ and τ . One of the main
steps for this is to extend the results of Section 3.1 to return words to sets of
words instead of words.
7.1 Return words to a set of words
Definition 7.1. Let x ∈ AN be a sequence and let U ⊂ L(x) be a set of non-
empty words of the same length. We call return word to U any non-empty word
w[i,j−1] = wiwi+1 · · ·wj−1 for which there exist u, v ∈ U such that wv is a word
in L(x) that admits u as a prefix and that contains no other occurrences of a
word in U . The set of return words to U in x is denoted by Rx,U .
With such a definition, we can define a bijection Θx,U as in the case of
return words to a single word. We consider the set Rx,U = {1, 2, . . . } with
#Rx,U = #Rx,U and we define
Θx,U : R
∗
x,U → R∗x,U
as the unique morphism that maps Rx,U bijectively onto Rx,U and such that for
all i ∈ Rx,U , Θx,U (i) is the ith word ofRx,U occurring in x. Then Proposition 3.7
can be generalized as follows.
Example 7.2. Considering the Thue-Morse sequence y and the set of words
U = {aa, bb}, we have Ry,U = {aa, bb, aaba, bbab} and
Θy,U :

1 7→ bbab
2 7→ aa
3 7→ bb
4 7→ aaba
.
Similarly, for the Fibonacci sequence x and the set U = {aa, ab}, we have
Rx,U = {a, ab} and
Θx,U :
{
1 7→ ab
2 7→ a .
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Proposition 7.3. Let x be a sequence in AN and let U be a set of non-empty
words in L(x) with the same length. Suppose that x has infinitely many occur-
rences of elements of U and let i be the first occurrence of a word of U in x.
Then,
1. There exists a unique sequence (wn)n ∈ RNx,U such that for all n, Si(x)
has a prefix in w0w1 · · ·wnU ;
2. There exists a unique sequence z ∈ RNx,U satisfying Θx,U (z) = Si(x);
Proof. We only prove Item (1), Item (2) being a direct consequence of it. The
existence of a sequence (wn)n ∈ RNx,U satisfying the statement is obvious so let
us prove the uniqueness.
Suppose that (wn)n and (w′n)n are two sequences in RNx,U such that Si(x)
has a prefix in w0w1 · · ·wnU for all n. Let n ∈ N be the smallest integer such
that wn 6= w′n and let u, v, u′, v′ ∈ U be words such that Si(x) has for prefixes
w0 · · ·wn−1u, w0 · · ·wnv, w′0 · · ·w′n−1u′ and w′0 · · ·w′nv′. As wi = w′i for all
0 ≤ i ≤ n − 1, wn 6= w′n and w0 · · ·wn−1wn and w0 · · ·wn−1w′n are prefixes of
Si(x), we necessarily have |wn| 6= |w′n|. Assuming that |wn| < |w′n|, we reach a
contradiction with the definition of return words: the word w′nv′ contains three
occurrences of words in U : u′ as a prefix v′ as a suffix and v.
Remark 7.4. The previous proposition shows that Si(x) can be uniquely de-
composed into a sequence (wn)n of return words to U . Furthermore, since all
words in U have the same length, we have that for all n, there is a unique
word un such that w0 · · ·wnun is a prefix of Si(x). However, at a “local scale”
it can happen that for two different integers m and n, we have wm = wn but
um 6= un. Thus in some sense such a return word wm represents several return
words (because it returns to several words of U). On the opposite way, if w is a
return word to U , there may exist u ∈ U such that wu does not have any prefix
in U . This is illustrated on the next example.
Example 7.5. Continuing Example 7.2, we see that, with the Thue-Morse
sequence, not every word wu with w ∈ Ry,U and u ∈ U belongs to L(y). For
instance, we have bbbb /∈ L(y) although bb ∈ Ry,U ∩ U . On the other side with
the Fibonacci sequence, the return word ab returns to different words in U since
abaa and abab both belong to L(x).
Let us recall that our aim is to prove a result similar to Proposition 3.8,
but for return words to sets of words. In the case where U is a singleton {u},
a key argument in the proof of Proposition 3.8 is that Rx,u is a code (see
Proposition 3.6). This is in particular needed for the morphism λx,u,u′ of that
proposition to be properly defined. Unfortunately, this property is not true
anymore when U is not a singleton. Indeed, in [LR13], the authors exhibit an
admissible fixed point x of a primitive substitution for which, if we take Un to be
the set of left special words of length n, we have {a, b, ab} ⊂ Rx,Un for infinitely
many values of n. We thus introduce the following notion (see also [Dur13a]).
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Definition 7.6. Let x ∈ AN be a sequence and let U ⊂ L(x) be a set of non-
empty words with the same length. A return pair to U is a pair (w, u) ∈ Rx,U×U
such that wu belongs to L(x). We let R˜x,U denote the set of return pairs to U
in x.
Using these return pairs, we again enumerate the elements (w, u) in R˜x,U
in the order of the first occurrence of wu in x. Formally, we consider the set
R˜x,U = {1, 2, . . . } with #R˜x,U = #R˜x,U and we define
Θ˜x,U : R˜
∗
x,U → R˜∗x,U
as the unique morphism that maps bijectively R˜x,U onto R˜x,U and for which for
all i ∈ R˜x,U , the element Θ˜x,U (i) = (w, u) is such that wu is the ith such word oc-
curring in x. Observe that we should only consider words (w1, u1) · · · (wn, un) ∈
R˜∗x,U that correspond to real concatenations of return words. More precisely,
we say that (w1, u1) · · · (wn, un) ∈ R˜∗x,U is admissible if
1. w1w2 · · ·wnun is a factor of x;
2. for all i ∈ {1, 2, . . . , n− 1}, ui is a prefix of wi+1wi+2 · · ·wnun.
By extension, a sequence (w1, u1)(w2, u2)(w3, u3) · · · ∈ R˜Nx,U is admissible if so
is each of its prefixes. By symmetry, we also say that a finite or infinite word w
on R˜x,U is admissible if so is Θ˜x,U (w).
Example 7.7. We continue our running examples with the Thue-Morse se-
quence and the Fibonacci sequence. For the Thue-Morse sequence, we have
R˜y,U = {(aa, bb), (bb, aa), (aaba, bb), (bbab, aa)} and
Θ˜y,U :

1 7→ (bbab, aa)
2 7→ (aa, bb)
3 7→ (bb, aa)
4 7→ (aaba, bb)
.
Observe that the word (aa, bb)(bb, aa)(aaba, bb) is admissible (because the word
aabbaababb occurs in y), but (aa, bb)(bb, aa)(aa, bb) is not.
For the Fibonacci sequence, we have R˜x,U = {(ab, aa), (a, ab), (ab, ab)} and
Θ˜x,U :

1 7→ (ab, aa)
2 7→ (a, ab)
3 7→ (ab, ab)
.
This notion of return pairs satisfies a generalization of Proposition 3.6.
Proposition 7.8. Let x be a sequence in AN and let U ⊂ L(x) be a set of
non-empty words with the same length.
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1. If (w1, u1) · · · (wk, uk) ∈ R˜∗x,U is admissible and if (r, v) ∈ R˜x,U is such that
rv occurs in w1w2 · · ·wkuk, then (r, v) = (wi, ui) for some i ∈ {1, . . . , k}.
2. If two admissible words (w1, u1) · · · (wk, uk) and (r1, v1) · · · (r`, v`) in R˜∗x,U
are such that w1w2 · · ·wkuk = r1r2 · · · r`v`, then k = ` and for all i ∈
{1, . . . , k}, (wi, ui) = (ri, vi).
Proof. Let us prove (1). Let i ≤ k be the largest integer such that rv occurs
in wi · · ·wkuk. If (r, v) 6= (wi, ui), there exists a non-empty word p such that
prv is a prefix of wi · · ·wkuk. Furthermore, by choice of i, we have |p| < |wi|.
Let v′ denote the prefix of rv which is in U . If |pr| ≤ |wi|, then wiui contains
at least three occurrences of words of U : ui−1, v′ and ui, where u0 is the
prefix of w1u1 which is in U . This contradicts the fact that (wi, ui) is a return
pair. If |pr| > |wi|, then we get an analogous contradiction with rv containing
occurrences of v′, ui and v. In all cases, we get a contradiction, so we have
(r, v) = (wi, ui).
Let us now prove (2). The proof goes by induction on k and uses the same
reasoning as for (1). Assume that k = 1 and let u′ be the prefix of w1u1 which
is in U . Since w1u1 = r1r2 · · · r`v`, all words u, r1, . . . , r` occur in w1u1. By
definition of a return pair, we must have ` = 1. As |u1| = |v1|, this shows that
(w1, u1) = (r1, v1).
Assume that the result is true for k ≥ 1 and let us prove it for k+1. With the
same reasoning as for the case k = 1, we must have ` > 1. Since |uk+1| = |v`|,
we again have uk+1 = v`. If wk+1 6= r`, then since w1 · · ·wk+1 = r1 · · · r`, we
have |wk+1| 6= r`. Let us consider the case |wk+1| < |r`|, the other one being
symmetric. Then r`v` contains at least three occurrences of words of U : v`−1
has a prefix, v` as a suffix and uk. This contradicts the definition of a return
pair, so we have (wk+1, uk+1) = (r`, v`), hence w1 · · ·wkuk = r1 · · · r`−1v`−1,
which ends the proof.
Let δx,U,1 : R˜∗x,U → R∗x,U and δx,U,2 : R˜∗x,U → U∗ be respectively defined
δx,U,1(w, u) = w and δx,U,2(w, u) = u.
Let also dx,U,1 : R˜∗x,U → R∗x,U and dx,U,2 : R˜∗x,U → R∗x,U be respectively defined
by
dx,U,1(i) = δx,U,1(Θ˜x,U (i)) and dx,U,2(i) = δx,U,2(Θ˜x,U (i)).
We get the following generalization of Proposition 3.7 whose proof is similar to
the proof of Proposition 7.3 and left to the reader.
Proposition 7.9. Let x be a sequence in AN and let U ⊂ L(x) be a set of
non-empty words with the same length. Suppose that x has infinitely many
occurrences of elements of U and let i ∈ N be the first occurrence of a word of
U in x. Then,
1. There exists a unique admissible sequence (wn, un)n ∈ R˜Nx,U such that for
all n, the word w0w1 · · ·wnun is a prefix of Si(x);
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2. There exists a unique admissible sequence z ∈ R˜Nx,U satisfying dx,U,1(z) =
Si(x).
Definition 7.10. The sequence z ∈ R˜Nx,U of the previous proposition is called
a derived sequence of x (w.r.t. U). We denote it by DU (x).
Remark 7.11. Observe that when U is a singleton {u}, we have R˜x,{u} =
Rx,u × {u} and D{u}(x) = Du(x).
The next result directly follows from Proposition 7.8.
Corollary 7.12. Let x ∈ AN be uniformly recurrent and let U ⊂ L(x) be a set
of non-empty words with the same length. Then the derived sequence DU (x) is
uniformly recurrent.
We can now state a result analogous to Proposition 3.8. We first indepen-
dently define the morphism λx,U,V in a more general setting.
Lemma 7.13. Let x be a uniformly recurrent sequence in AN. Let U and V be
subsets of L(x) such that all words of U have the same length `U ≥ 1 and all
words of V have the same length `V > `U . Assume that any word of V has a
prefix in U . There exists a unique morphism λx,U,V : R˜∗x,V → R˜∗x,U such that{
dx,U,1 ◦ λx,U,V = dx,V,1;
dx,U,2(λx,U,V (i)|λx,U,V (i)|−1) = (dx,V,2(i))[0,`U−1], for all i ∈ R˜x,U .
(14)
In particular, we have λx,U,V (DV (x)) = SkDU (x), where k ≥ 0 is the smallest
integer such that dx,U,1(SkDU (x)) has a prefix in V .
Proof. Let us first show that the morphism λx,U,V is well defined. Let i ∈ R˜x,V
and let us call w ∈ Rx,V and v′, v ∈ V the words such that Θ˜x,V (i) = (w, v) and
v′ is a prefix of wv. As any word in V has a prefix in U , there exists an admissible
word (w1, u1) · · · (wk, uk) ∈ R˜∗x,U such that wv[0,`U−1] = w1w2 · · ·wkuk. By
Proposition 7.8, this admissible word is unique. We thus define λx,U,V (i) as the
unique word i1 · · · ik ∈ R˜∗x,U such that Θ˜x,U (ij) = (wj , uj) for all 1 ≤ j ≤ k.
Observe that this definition is equivalent to (14).
Now let us prove that λx,U,V (DV (x)) = SkDU (x). By Proposition 7.8, DU (x)
is the unique sequence z ∈ R˜x,U satisfying dx,U,1(z) = Si(x), where i is the first
occurrence in x of a word of U . Similarly, the sequence DV (x) is such that
dx,V,1(DV (x)) = Sj(x), where j is the first occurrence in x of a word of V . The
result thus directly follows from (14).
Proposition 7.14. Let x be a linearly recurrent sequence for the constant K.
Let U and V be subsets of L(x) such that all words of U have the same length
`U ≥ 1 and all words of V have the same length `V ≥ 1. Assume the following:
1. `V ≥ K(K + 1)`U ;
2. any word of V has a prefix in U ;
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3. any return word to V has length at least `V /K;
4. DU (x) = DV (x).
Then the morphism λx,U,V is a primitive substitution and Xλx,U,V = Ω(DU (x)).
Proof. Let us show that λx,U,V is primitive, that is: for all (i, j) ∈ R˜x,V × R˜x,U ,
j occurs in λx,U,V (i). Let Θ˜x,U (j) = (w, u) ∈ R˜x,U be a return pair to U . We
have |w| ≤ max{|r| | r ∈ Rx,u}. Hence, by Theorem 3.11, we have |wu| ≤
(K + 1)`U and wu occurs in any factor of length (K + 1)2`U of x. Since any
return pair (r, v) ∈ R˜x,V is such that |rv| ≥ `V K+1K ≥ (K + 1)2`U , we deduce
from Theorem 3.11 that j occurs in λx,U,V (i) for all i ∈ R˜x,V .
With Lemma 7.13 one deduces that λx,U,V (DV (x)) = Sk(DV (x)) for some
k, which achieves the proof.
7.2 Some sufficient conditions for f : A→ B to be a factor
map
Let σ and τ be two primitive substitutions. In this section, we give some suf-
ficient conditions for f : A → B to be a factor map from (Xσ, S) to (Xτ , S).
These conditions are defined on pairs of words (u, v) ∈ L(τ) × L(τ). In the
next sections, we will show that they are algorithmically checkable and that if
f : A→ B really defines a factor map, then there must exist such a pair (u, v)
where u, v have length bounded by a computable constant.
Theorem 7.15. Let σ : A∗ → A∗ and τ : B∗ → B∗ be primitive substitutions
and let x ∈ AN and y ∈ BN be fixed points of σ and τ respectively. Let Kσ
and Kτ denote the respective constants of linear recurrence of x and y and let
K = max{Kσ,Kτ}. Let f : A→ B be a coding. If there exist non-empty words
u, v ∈ L(τ) such that
1. u is a prefix of v such that |v| ≥ K(K + 1)|u|,
2. u, v ∈ f(L(σ));
3. Ω(Du(y)) = Ω(Dv(y)),
4. Ω(Df−1({u})(x)) = Ω(Df−1({v})(x)),
then f defines a factor map from (Xσ, S) to (Xτ , S).
Proof. By minimality, it suffices to show that f(L(σ)) ⊂ L(τ). Let us consider
the sets U = f−1({u}) and V = f−1({v}). Since for any return word w to V in
x, f(w) is a return word to v in y and |w| = |f(w)|, we have from Theorem 3.11
that |w| ≥ |v|/K. We are thus in the conditions of Proposition 3.8 and Propo-
sition 7.14 and we can define the primitive morphisms λy,u,v and λx,U,V such
that Xλy,u,v = Ω(Du(y)) and Xλx,U,V = Ω(DU (x)).
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We let ϕu : R˜∗x,U → R∗y,u and ϕv : R˜∗x,V → R∗y,v denote the unique mor-
phisms satisfying
f ◦ dx,U,1 = Θy,u ◦ ϕu,
f ◦ dx,V,1 = Θy,v ◦ ϕv.
By construction, the morphisms ϕu and ϕv are codings. Furthermore, using
Proposition 3.8 and Equation (14) and the two equalities above, we get
Θy,u ◦ λy,u,v ◦ ϕv = Θy,v ◦ ϕv
= f ◦ dx,V,1
= f ◦ dx,U,1 ◦ λx,U,V
= Θy,u ◦ ϕv ◦ λx,U,V .
Using Proposition 3.6, we then obtain
λy,u,v ◦ ϕv = ϕu ◦ λx,U,V .
By definition of return words, we have
L(σ) = L(dx,U,1(DU (x))) = L(dx,U,1(L(λx,U,V )))
L(τ) = L(Θy,u(Du(y))) = L(Θy,u(L(λy,u,v)))
Let w be a word in L(σ). By primitiveness, there is a positive integer n such
that w occurs in dx,U,1(λnx,U,V (1)). Thus f(w) occurs in the word
f(dx,U,1(λ
n
x,U,V (1))) = Θy,u(ϕu(λ
n
x,U,V (1)))
= Θy,u(λ
n
y,u,v(ϕv(1))),
which belongs to the set L(Θy,u(L(λy,u,v))) = L(τ) and this concludes the
proof.
7.3 The sufficient conditions of Theorem 7.15 are neces-
sary and algorithmically checkable
The aim of this section is to show that for f : A → B to be a factor map
from (Xσ, S) to (Xτ , S), there must exist some words u, v of bounded length
(with a computable bound) that satisfy the conditions of Theorem 7.15. We
also show that the conditions (3) and (4) are algorithmically checkable. This
can be achieved through return substitutions.
7.3.1 Return substitutions for a single word
We first recall the classical notion of return substitution that has been intro-
duced in [Dur98a]. Observe that the notion that we develop here are closely
related to the discussion made in Section 3.1. We decide to introduce them
in this section because we want to extend them to the more general notion of
return words to a set of words.
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Proposition 7.16 ([Dur98a]). Let σ be an aperiodic primitive substitution,
x ∈ AN be a fixed point of σ and u be a non-empty prefix of x. The sequence
Du(x) is the admissible fixed point starting with 1 of the primitive substitution
σx,u : R
∗
x,u → R∗x,u defined by
Θx,u ◦ σx,u = σ ◦Θx,u. (15)
Furthermore, if K is the constant of linear recurrence of x, then Du(x) is linearly
recurrent for the constant K3.
Definition 7.17. The morphism σx,u of the previous proposition is called a
return substitution (w.r.t. u).
From Theorem 3.11 and the definition of σx,u we deduce the following corol-
lary.
Corollary 7.18. Let σ be an aperiodic primitive substitution and x ∈ AN be a
fixed point of σ. We have
Card({σx,x[0,n] | n ∈ N}) ≤ Qσ =
(
1 + (Kσ + 1)
3
)|σ|K2σ(1+(Kσ+1)3).
The following lemma is clear from [Dur98a]. We briefly present the algorithm
for the sake of completeness.
Lemma 7.19. Let σ be an aperiodic primitive substitution, x ∈ AN be a fixed
point of σ and u be a non-empty prefix of x. The morphisms σx,u and Θx,u are
algorithmically computable.
Sketch of the algorithm. Since x is a fixed point of σ, the word u is a prefix of
σ(u) and there is an integer n such that u occurs at least twice in σn(u). We
define Θx,u(1) as the shortest non-empty word w such that wu is a prefix of
σn(u). We then compute σ(Θx,u(1)). By construction, the word σ(Θx,u(1))u
is a prefix of x and has u as prefix. By Proposition 3.6, there exist some
unique words w1, w2, . . . , wk ∈ Rx,u such that σ(Θx,u(1)) = Θx,u(1)w1 · · ·wk.
Furthermore the word Θx,u(1)w1 · · ·wku is a prefix of x. We add some letters
2, 3, . . . , ` ≤ k to Rx,u and define Θx,u on {1, . . . , `} by {Θx,u(i) | 1 ≤ i ≤
`} = {Θx,u(1), w1, . . . , wk} and in the order of occurrences of the words wi’s in
σ(Θx,u(1)). This also defines the image σx,u(1). We iterate the process on the
added letters. The algorithm stops when no new return word appears when we
compute the images σ(Θx,u(i)) for i ∈ Rx,u.
Example 7.20. Let ν be the Thue-Morse substitution and y be the Thue-Morse
sequence. Let us follow the algorithm described above to compute the return
substitution νx,a.
1. We have ν2(a) = abba, so we set Θy,a(1) = abb.
2. We compute ν ◦ Θy,a(1) = ν(abb) = abbaba. The return words ab and a
do not belong yet to Ry,a so we add the letters 2 and 3 to Ry,a and set
Θy,a(2) = ab, Θy,a(3) = a and νy,a(1) = 123.
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3. We compute ν ◦ Θy,a(2) = ν(ab) = abba. The return words abb and
a already belong to Ry,a so we do not add any letter to Ry,a. We set
νy,a(2) = 13.
4. We compute ν ◦Θy,a(3) = ν(a) = ab. The return word ab already belongs
to Ry,a so we do not add any letter to Ry,a. We set νy,a(3) = 2.
5. No more letters have to be checked so the algorithm stops and returns
Θy,a :

1 7→ abb
2 7→ ab
3 7→ a
and νx,a :

1 7→ 123
2 7→ 13
3 7→ 2
.
7.3.2 Return substitutions for a set of words U
When x is an admissible fixed point of a primitive substitution σ, Proposi-
tion 7.16 states that the derived sequence w.r.t. any prefix u of x is again an
admissible fixed point of a primitive substitution σx,u. This result can be gen-
eralized to the case where U is not a singleton but we need to be more careful.
Indeed, the existence of σx,u uses the fact that σ(Rx,u)u ⊂ R∗x,uu∩L(σ), which
may be not be the case when U is not a singleton.
Example 7.21. Consider the Thue-Morse substitution ν and the set U =
{aa, bb}. We obtain Ry,U = {aa, bb, aaba, bbab} and, for instance, ν(aa) = abab
is not prefix-comparable to any word in R∗y,UU .
Proposition 7.22. Let σ be a primitive substitution and x be an element of
Xσ. Let U ⊂ L(Xσ) be a set of non-empty words with the same length `U . There
is a computable primitive substitution σx,U : R˜∗x,U → R˜∗x,U such that Xσx,U =
Ω(DU (x)). Furthermore, there is a computable constant C, not depending of U ,
such that
|σx,U | ≤ C
maxw∈Rx,U |w|
minw∈Rx,U |w|
.
Proof. Let us first define the morphism σx,U . Let k be the smallest integer such
that 〈σk〉 ≥ (Kσ + 1)2`U . For any return word w to U in x and all u ∈ U , we
have, by Theorem 3.11,
|w| ≤ max{|r| | r ∈ Rx,u} ≤ Kσ`U ,
where Kσ is the constant of linear recurrence of x. Still by Theorem 3.11, we
thus have
1. for all (w, u), (w′, u′) ∈ R˜x,U , wu occurs in σk(w′);
2. for all u ∈ U , σk(u) contains at least one occurrence of a word of U .
For any w ∈ Rx,U ∪ U we set
σk(w) = p(w)m(w)s(w)
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where m(w) belongs to U and p(w)m(w) has a unique occurrence of a word of
U . Now take (w, u) ∈ R˜x,U . Then
σk(wu) = p(w)m(w)s(w)p(u)m(u)s(u)
and, by Proposition 7.8, there exist a unique admissible word (w1, u1) · · · (w`, u`)
in R˜∗x,U such that
w1 · · ·w`u` = m(w)s(w)p(u)m(u)
We set
σ˜x,U (w, u) = (w1, u1) . . . (w`, u`).
This defines an endomorphism of R˜∗x,U . Then, we define σx,U as the unique
endomorphism of R˜∗x,U satisfying
σ˜x,U ◦ Θ˜x,U = Θ˜x,U ◦ σx,U .
The morphism σx,U is obviously computable. Furthermore, by the choice of k,
σx,U is a primitive morphism. We also have
|σx,U | ≤
max(w,u)∈R˜x,U |σk(wu)|
min(w,u)∈R˜x,U |wu|
≤ |σk| maxw∈Rx,U |w|
minw∈Rx,U |w|
(16)
and the constant C = |σk| is clearly computable and does not depend on U .
Indeed, with the help of Theorem 3.11, it is sufficient to take k such that
〈σk〉/Kσ ≥ (Kσ + 1)2 and 〈σk〉 ≥ (Kσ + 1). Using Corollary 4.15, we can
choose k such that
αk ≥ K3σ(Kσ + 1)2,
where α is the dominating eigenvalue of Mσ.
Now let us show that Xσx,U = Ω(DU (x)). By Corollary 7.12, the subshift
Ω(DU (x)) is minimal. It is thus enough to show that Xσx,U is included in
Ω(DU (x)). Again, one needs to show that any long enough word in L(σx,U )
belongs to L(DU (x)) hence, by primitiveness of σx,U , that σnx,U (a) belongs to
L(DU (x)) for any letter a ∈ R˜x,U and for any n ∈ N.
We proceed by induction on n. By construction of σx,U , the result is true
for n = 1. Let us suppose it is true for n − 1. Let a ∈ R˜x,U and let us write
σn−1x,U (a) = a1a2 · · · a` ∈ L(DU (x)), with a1, . . . , a` ∈ R˜x,U .
For i ∈ {1, . . . , `}, let us write Θ˜x,U (ai) = (wi, ui). As a1a2 · · · a` belong
to L(DU (x)), the word w1w2 · · ·w`u` belongs to L(x) and for all 1 ≤ i ≤ `,
w1w2 · · ·wiui is a prefix of w1w2 · · ·w`u`. We have to show that σx,U (a1a2 · · · a`)
belongs to L(DU (x)). By definition of σx,U , we have for all i ∈ {1, . . . , `},
σx,U (ai) = bi,1 · · · bi,Li , where bi,1, . . . , bi,Li are the unique letters in R˜x,U that
satisfy both conditions
1. σk(wiui) = p(wi)dx,U,1(bi,1 · · · bi,Li)m(ui)s(ui);
2. for all j ∈ {1 . . . , Li}, the word dx,U,1(bi,1 · · · bi,j)dx,U,2(bi,j) is a prefix of
dx,U,1(bi,1 · · · bi,Li)m(ui).
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Observe that for all i ∈ {1, . . . , `− 1}, the word wiui is a prefix of wiwi+1ui+1
and we have
σk(wiui) = p(wi)m(wi)s(wi)p(ui)m(ui)s(ui)
and
σk(wiwi+1ui+1) = p(wi)m(wi)s(wi)
p(wi+1)m(wi+1)s(wi+1)p(ui+1)m(ui+1)s(ui+1).
Consequently, we have p(ui) = p(wi+1) and m(ui) = m(wi+1).
In definitive, we have that σk(w1w2 · · ·w`u`) belongs to L(x) and the letters
b1,1, . . . , b1,L1 , . . . , b`,1, . . . , b`,L` are the unique letters in R˜x,U that satisfy
1. σk(w1w2 · · ·w`u`) = p(w1)dx,U,1(b1,1 · · · b1,L1 · · · b`,1 · · · b`,L`)m(u`)s(u`);
2. for all i ∈ {1, . . . , `}, for all j ∈ {1, Li}, the word
dx,U,1(b1,1 · · · b1,`1 · · · bi,1 · · · bi,j)dx,U,2(bi,j)
is a prefix of
dx,U,1(b1,1 · · · b1,`1 · · · b`,1 · · · b`,L`)m(u`).
Hence, the word σx,U (a1 · · · a`) belongs to L(DU (x)), which ends the proof.
Definition 7.23. The substitution σx,U of the previous proposition is called a
return substitution (w.r.t. U).
Example 7.24. Let us consider our running example with the Fibonacci se-
quence and follow the algorithm given by Proposition 7.22. Recall that we have
U = {aa, ab}, R˜x,U = {(ab, aa), (a, ab), (ab, ab)} and
Θ˜y,U :

1 7→ (ab, aa)
2 7→ (a, ab)
3 7→ (ab, ab)
.
For all (w, u), (w′, u′) ∈ R˜x,U × U , we have
1. wu occurs in ϕ4(w′);
2. ϕ4(u) contains at least one occurrence of a word of U .
Indeed, we have
ϕ4 :

a 7→ abaababa
ab 7→ abaababaabaab
aa 7→ abaababaabaababa
.
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We then get
ϕ˜x,U :

(a, ab) 7→ (ab, aa)(a, ab)(ab, ab)(ab, aa)(a, ab)
(ab, ab) 7→ (ab, aa)(a, ab)(ab, ab)(ab, aa)(a, ab)(ab, aa)(a, ab)(ab, ab)
(ab, aa) 7→ (ab, aa)(a, ab)(ab, ab)(ab, aa)(a, ab)(ab, aa)(a, ab)(ab, ab)
and
ϕx,U :

1 7→ 12312123
2 7→ 12312
3 7→ 12312123
.
Example 7.25. Let us consider our running example with the Thue-Morse
sequence and follow the algorithm given by Proposition 7.22. Recall that we
have U = {aa, bb}, R˜y,U = {(aa, bb), (bb, aa), (aaba, bb), (bbab, aa)} and
Θ˜y,U :

1 7→ (bbab, aa)
2 7→ (aa, bb)
3 7→ (bb, aa)
4 7→ (aaba, bb)
.
For all (w, u), (w′, u′) ∈ R˜y,U × U , we have
1. wu occurs in ν4(w′);
2. ν4(u) contains at least one occurrence of a word of U .
Indeed, we have
ν4 :
{
aa 7→ abbabaabbaababbaabbabaabbaababba
bb 7→ baababbaabbabaabbaababbaabbabaab .
We then get
ν˜y,U :

(aa, bb) 7→ (bbab, aa)(aa, bb) · · · (bbab, aa)
(bb, aa) 7→ (aaba, bb)(bb, aa) · · · (aaba, bb)
(aaba, bb) 7→ (bbab, aa)(aa, bb) · · · · · · (bbab, aa)
(bbab, aa) 7→ (aaba, bb)(bb, aa) · · · · · · (aaba, bb)
and
νy,U :

1 7→ 432123432141234143214
2 7→ 12343212341
3 7→ 43212343211
4 7→ 123432123414321412341
.
The next result gives a generalization of Corollary 7.18.
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Corollary 7.26. Let σ : A∗ → A∗ be an aperiodic primitive substitution, x be
an element of Xσ and f : A → B be a coding. There is a computable constant
Q˜σ such that
Card({σx,f−1({v}) | v ∈ f(L(σ)) \ {}}) ≤ Q˜σ,
where  is the empty word of B∗.
Proof. It suffices to show that there exist computable constants D,E such that
for any non-empty word v ∈ f(L(σ)),
Card(R˜x,f−1({v})) ≤ D and |σx,f−1({v})| ≤ E.
In that case, we can take Q˜σ = D(1+E)D. Let Kσ be the constant of linear
recurrence of x. Of course, f(x) is also linearly recurrent for the constant Kσ.
Let v be a non-empty word in f(L(σ)) and U = f−1({v}). Let us give a
bound on Card(R˜x,U ). For any (w, u) ∈ R˜x,U , we have f(wu) = w′v for some
concatenation w′ of return words to v in f(x). Since |w| = |w′|, we get, by
Theorem 3.11, that |v|/Kσ ≤ |w| ≤ Kσ|v|. Still by Theorem 3.11, any word of
L(σ) of length at most (Kσ + 1)|v| has an occurrence in any word of L(σ) of
length (Kσ + 1)2|v|. Let z be a word of length (Kσ + 1)2|v| in L(σ). With the
previous reasoning, there exist an admissible word (w1, u1) · · · (wn, un) ∈ R˜∗x,U
such that
1. w1 · · ·wnun is a factor of z;
2. {(wi, ui) | 1 ≤ i ≤ n} = R˜x,U .
We thus have
Card(R˜x,U ) ≤ n ≤ (Kσ + 1)
2|v|
|v|/Kσ = Kσ(Kσ + 1)
2.
From Proposition 7.22, we also deduce that
|σx,U | ≤ CK2σ,
where C is a computable constant depending on σ but not on U .
7.3.3 It suffices to compute a finite number of return substitutions
We are now ready to state a necessary and sufficient condition for a coding to
be a factor map between two minimal substitution subshifts.
Theorem 7.27. Let σ : A∗ → A∗ and τ : B∗ → B∗ be aperiodic primitive
substitutions and let x ∈ AN and y ∈ BN be admissible fixed points of σ and τ
respectively. Let f : A→ B be a coding. Let K = max{Kσ,Kτ} and let us con-
sider the computable constants Qτ and Q˜σ of Corollary 7.18 and Corollary 7.26
respectively. Then f defines a factor map from (Xσ, S) to (Xτ , S) if, and only
if, there exist two distinct prefixes u, v of y such that
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1. 1 ≤ |u| ≤ Qτ Q˜σ and K(K + 1)|u| ≤ |v| ≤ K(K + 1)|u|+Qτ Q˜σ,f ;
2. u, v ∈ f(L(Xσ));
3. the return substitutions τy,u and τy,v are equal;
4. for U = f−1({u}) and V = f−1({v}), the return substitutions σx,U and
σx,V are equal.
Proof. Theorem 7.15 shows that the conditions are sufficient. They are also
necessary. Indeed, suppose that we can find prefixes u, v of y satisfying 1 ≤
|u| ≤ Qτ Q˜σ and K(K + 1)|u| ≤ |v| ≤ K(K + 1)|u| + Qτ Q˜σ and u or v does
not belong to f(L(σ)). Then f can not be a factor from (Xσ, S) to (Xτ , S).
The result thus directly follows from the number of possible pairs of return
substitutions of x and y (using Corollary 7.18 and Corollary 7.26).
Since all data in Theorem 7.27 are computable from σ and τ , we obtain
Theorem 1.4 as a corollary.
7.4 Proof of Theorem 1.1 and Corollary 1.2
We deduce Theorem 1.1 from Theorem 3.1, Lemma 4.9, Proposition 4.11 and
Theorem 7.27.
To prove Corollary 1.2, observe that one can decide whether there exist two
factor maps f : (Xσ, S) → (Xτ , S) and f : (Xτ , S) → (Xσ, S). And thus that
f ◦g : (Xσ, S)→ (Xσ, S) is an endomorphism. But it is known from [Dur00] (see
also [Cov72] for binary alphabets) that endomorphisms of minimal substitution
subshifts are isomorphism. This is what is called the coalescence property. This
shows Corollary 1.2.
8 The constant length case
In this section we look in more details to the factor maps between constant
length substitution subshifts and in particular to the maps Fn defined by (8).
The main theorem in [CDK17] shows that when there exists a factor map f :
(Xσ, S) → (Xτ , S) between aperiodic minimal one-to-one constant length sub-
stitution subshifts then there exists an other factor map g : (Xσ, S) → (Xτ , S)
given by a sliding block code of radius 1. In [CQY16] the result is improved
for automorphism f : (Xσ, S)→ (Xσ, S) with some extra assumptions. In this
case g can be chosen with memory 0 and anticipation 1.
In this section we improve these results by removing the assumption of in-
jectiveness and the additional assumptions in [CQY16] and by giving a link
between f and g. This is Theorem 8.1.
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8.1 Factor maps between constant length primitive sub-
stitution subshifts
We say that a substitution σ : A∗ → A∗ is one-to-one on letters when σ(a) 6=
σ(b) whenever a 6= b. When σ has constant length, it is clear that if σ : A∗ → A∗
is one-to-one on letters then σ : A∗ → A∗ is one-to-one and σn is one-to-one for
all n ≥ 1.
Theorem 8.1. Let σ and τ be two primitive substitutions of constant length.
Suppose there exists a factor map f : (Xσ, S)→ (Xτ , S) of radius r with (Xτ , S)
aperiodic. Let Nn = inf{k ≥ 0 | Skf(x) belongs to τn(Xτ ), x ∈ σn(Xσ)}, and,
set L = 0 if τ is one-to-one on letters and L = Lτ otherwise.
Then, there exists a factor map F : (Xσ, S)→ (Xτ , S) such that :
1. If r ≥ Nn for all large enough n, then the anticipation of F is bounded by
L+ 1 and its memory by L+ 1;
2. If r < Nn ≤ |τn| − r for all large enough n, then the anticipation of F is
bounded by L and its memory by L+ 1;
3. If Nn ≥ |τn| − r for all large enough n, then the anticipation of F is
bounded by L and its memory by L+ 2;
4. f = F ◦ Sn for some n ∈ Z.
Our proof follows the strategy used in [ST15] to show that the automorphism
group of subshifts generated by primitive one-to-one constant length substitu-
tions is virtually Z.
We then use Theorem 8.1 to show the decidability of the factorization be-
tween two minimal constant length substitution subshifts.
Observe that when dealing with one-to-one property it is important to dis-
tinguished σ : A∗ → A∗ and σ : AK → AK as there exists substitutions σ such
that σ : A∗ → A∗ is not one-to-one but σ : Xσ → Xσ is. For example not all
primitive aperiodic substitutions σ : A∗ → A∗ are one-to-one but all of them
are such that σ : Xσ → Xσ is one-to-one (Corollary 4.3).
As taking powers of a substitution does not change the associated subshift,
the next result implies that we can restrict ourselves to the case of substitutions
of the same constant length.
Proposition 8.2 ([Fag97b, Théorème 15]). Let σ and τ be two primitive sub-
stitutions of constant length. If (Xτ , S) is aperiodic and if there exists a factor
map f : (Xσ, S)→ (Xτ , S), then there is exist k, l ≥ 1 such that |σk| = |τ l|.
Lemma 8.3. Let σ and τ be two primitive substitutions of constant length p.
Suppose there exists a factor map φ : (Xσ, S)→ (Xτ , S) with (Xτ , S) aperiodic.
Then, there exists a unique i belonging to [0, . . . , p− 1] such that if x belongs to
σ(Xσ) then φ(x) belongs to S−i(τ(Xτ )).
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Proof. Let x ∈ σ(Xσ). From Corollary 4.5, there exists a unique i(x) belonging
to [0, . . . , p − 1] such that φ(x) belongs to S−i(x)(τ(Xτ )). Let us show i(x)
is constant on σ(Xσ). Observe that Sj(x) belongs to σ(Xσ) if and only if
j = k|σ| for some k and, in that case, we have φ(Sk|σ|(x)) = Sk|σ|φ(x) ∈
S−i(x)(τ(Xτ )). Let y ∈ σ(Xσ). Using the minimality of (Xσ, S), there exists a
sequence (Skn|σ|x)n tending to y. As φ(Skn|σ|x) belongs to S−i(x)τ(Xτ ) for all
n, we get that φ(y) also belongs to S−i(x)τ(Xτ ).
Proposition 8.4. Let σ and τ be two primitive substitutions of the same con-
stant length and let l ≥ 0. Suppose there exists a factor map f : (Xσ, S) →
(Xτ , S) with radius r and that (Xτ , S) is aperiodic. Then,
1. There exist n and a factor map F : (Xσ, S)→ (Xτ , S) uniquely defined by
τ l ◦ F = Sn ◦ f ◦ σl, 0 ≤ n < |τ |l. (17)
2. The memory t and the anticipation s of F satisfy
t ≤ max(0, L+ d(r − n)/|τ |le),
s ≤ L+ d(r + n)/|τ |le,
where L = 0 if τ is one-to-one on letters and L = Lτ otherwise.
Proof. (1) By Lemma 8.3, there exists a unique n such that 0 ≤ n < |τ |l and
for all x ∈ Xσ, Sn ◦ f ◦ σl(x) belongs to τ l(Xτ ). Thus, using Corollary 4.3,
Equation (17) uniquely defines a continuous map F . Using again Corollary 4.3
and noticing that
τ l ◦ F ◦ S(x) = Sn+|σ|l ◦ f ◦ σl(x) = S|σ|l ◦ τ l ◦ F (x) = τ l ◦ S ◦ F (x),
one obtains that F is a factor map between (Xσ, S) and (Xτ , S).
(2) We know from the Curtis-Hedlund-Lyndon theorem that F is a factor
map if and only if there exist s, t ≥ 0 such that for all x, F (x)0 only depends
on x[−t,s].
Let s, t ≥ 0 and x ∈ Xσ. Then the word σl(x)[−t|σ|l,s|σ|l] only depends
on x[−t,s]. Thus, it is also the case of the words f ◦ σl(x)[−t|σ|l+r,s|σ|l−r] and
τ l ◦ F (x)[−t|σ|l+r−n,s|σ|l−r−n]. Let Ll = 0 if τ is one-to-one on letters and
Ll = Lτ l otherwise. From Corollary 4.4,
F (x)[
d−t|σ|l+r−n+Ll|τ|l e,b
s|σ|l−r−n−Ll
|τ|l c
],
and thus, from Proposition 4.8,
F (x)[d−t|σ|l+r−n+|τ|lL1|τ|l e,b s|σ|l−r−n−|τ|lL1|τ|l c]
53
only depends on x[−t,s], that is,
F (x)[d−t+L1+(r−n)/|τ |le,bs−L1−(r+n)/|τ |lc]
only depends on x[−t, s]. Hence it is sufficient that s and t satisfy s−L1− (r+
n)/|τ |l ≥ 0 and −t+ L1 + (r − n)/|τ |l ≤ 0, which ends the proof.
Consider ∆(σ, τ) the set of factor maps from (Xσ, S) to (Xτ , S). From
Proposition 8.4 there is a map Φσ,τ from ∆(σ, τ) to itself defined by
τ ◦ Φσ,τ (f) = SNσ,τ (f) ◦ f ◦ σ, ∀f ∈ ∆(σ, τ), (18)
for some uniquely defined integer Nσ,τ (f) verifying 0 ≤ Nσ,τ (f) < |τ |. Observe
Nσ,τ (f) is the unique integer n such that 0 ≤ n < |τ | and Sn◦f◦σ(Xσ) ⊂ τ(Xτ ).
Lemma 8.5. Let σ and τ be two primitive substitutions of the same constant
length. Suppose (Xτ , S) is non-periodic. Let g, h ∈ ∆(σ, τ). We have the
following properties.
1. If h = Sng with Nσ,τ (g)−|τ | < n ≤ Nσ,τ (g) then Nσ,τ (Sng) = Nσ,τ (g)−n
and Φσ,τ (Sng) = Φσ,τ (g).
2. If Φσ,τ (g) = Sk ◦ Φσ,τ (h) for some k then g = Sl ◦ h for some l.
3. For all m,n > 0 one has
Nσm+n,τm+n(g) = |τm|Nσn,τn(Φσm,τm(g)) +Nσm,τm(g)
and Φσn,τn ◦ Φσm,τm(g) = Φσn+m,τn+m(g).
4. For all n > 0, Φnσ,τ = Φσn,τn .
Proof. For the first assertion, we observe that for all n such that Nσ,τ (g)−|τ | <
n ≤ Nσ,τ (g), we have 0 ≤ Nσ,τ (g)− n < |τ | and
SNσ,τ (g) ◦ g ◦ σ = SNσ,τ (g)−n ◦ Sn ◦ g ◦ σ.
We thus have Nσ,τ (Smg) = Nσ,τ (g)−n, which implies, using Corollary 4.3, that
Φσ,τ (S
ng) = Φσ,τ (g).
Let us now prove the second assertion and consider g and h in ∆(σ, τ) such
that Φσ,τ (g) = SkΦσ,τ (h) for some k. Then, one gets
SNσ,τ (g) ◦ g ◦ σ = τ ◦ Φσ,τ (g)
= τ ◦ Sk ◦ Φσ,τ (h)
= Sk|τ | ◦ τ ◦ Φσ,τ (h)
= Sk|τ | ◦ SNσ,τ (h) ◦ h ◦ σ.
By minimality of (Xσ, S) we deduce that g = Sk|τ |+Nσ,τ (h)−Nσ,τ (g) ◦ h.
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We now prove the third assertion. Let m,n be two positive integers. One
has the following equalities:
τm ◦ Φσm,τm(g) = SNσm,τm (g) ◦ g ◦ σm,
τn ◦ Φσn,τn ◦ Φσm,τm(g) = SNσn,τn (Φσm,τm (g)) ◦ Φσm,τm(g) ◦ σn.
Thus, we get
τn+m ◦ Φσn,τn ◦ Φσm,τm(g) = τm ◦ SNσn,τn (Φσm,τm (g)) ◦ Φσm,τm(g) ◦ σn
= S|τ
m|Nσn,τn (Φσm,τm (g)) ◦ τm ◦ Φσm,τm(g) ◦ σn
= S|τ
m|Nσn,τn (Φσm,τm (g))+Nσm,τm (g) ◦ g ◦ σn+m.
As
0 ≤ |τm|Nσn,τn(Φσm,τm(g)) +Nσm,τm(g) ≤ |τm|(|σn| − 1) + |σm| − 1
≤ |σm+n| − 1,
we obtain, by definition, that
Nσm+n,τm+n(g) = |τm|Nσn,τn(Φσm,τm(g)) +Nσm,τm(g),
hence that Φσn,τn ◦ Φσm,τm(g) = Φσn+m,τn+m(g).
For the (4), the equality Φnσ,τ = Φσn,τn is a direct consequence of (3).
Proof of Theorem 8.1. Let r be the radius of f . From Proposition 8.2, one can
assume, taking powers of the substitutions if needed, that |σ| = |τ |. We recall
that from Lemma 8.5, Φσn,τn(f) = Φnσ,τ (f) is a factor map from (Xσ, S) to
(Xτ , S). We will find F among these maps.
Observe that the quantity Nn defined in the statement of Theorem 8.1 is
exactly Nσn,τn(f).
Let us show that for some n > 0 the memory and the anticipation of Φnσ,τ (f)
are as required. Indeed, let n ∈ N. Let t and s be, respectively, the memory
and the anticipation of Φnσ,τ (f). From Proposition 8.4 one can take
t = max(0, L+ d(r −Nσn,τn(f))/|τn|e)
s = L+ d(r +Nσn,τn(f))/|τn|e.
This shows the first three statements in the conclusion.
As there are finitely many such factor maps of radius at most 1, there exist
p, q, with p < q, such that Φpσ,τ (f) = Φqσ,τ (f). From Lemma 8.5, one gets
Φq−p(f) = Sm ◦ f for some m.
An example in [CKL08] studying the subshifts isomorphic to the Thue-Morse
subshift shows that these bounds are sharp. In particular, this implies that,
considering the notations of Theorem 8.1, if τ is a one-to-one primitive constant
length substitution, then (Xτ , S) can be a factor of (Xσ, S) only if τ is defined
55
on an alphabet of size at most #L3(σ). This result is not true anymore for non-
constant length substitutions. Indeed, using a slightly different definition of the
substitution ξ of Theorem 3.1, we would build a primitive and non-constant
length substitution ξ′ that is injective on the letters, defined on a 24-letters
alphabet and such that (Xξ′ , S) is isomorphic to the Thue-Morse subshift (see
also Section 3.3).
8.2 Decidability of the factorization
Assume that we are given two primitive substitutions of constant length σ and
τ . By Theorem 8.1, to decide whether there exists a factor map between (Xσ, S)
and (Xτ , S), it suffices to test all sliding block codes of radius L+ 1. Thus, for
each such sliding block code f , we have to decide whether L(f(Xσ)) is equal to
L(Xτ ). But it can be observed that both languages are languages of automatic
sequences. A result attributed to V. Bruyère in [Fag97b] allows to conclude as
it states that the inclusion of automatic languages is decidable. We give some
details below.
8.2.1 Background on automatic sequences
For more details concerning this section, we refer to [BHMV94] and [Rig14].
A k-automatic sequence is a substitutive sequence w.r.t. some constant sub-
stitution σ such that k = |σ|.
Let k ≥ 2 be an integer and define the function Vk : N → N by Vk(0) = 1
and
Vk(n) = k
p, where p = max{r | kr divides n}, n 6= 0.
Let us consider the first order logical structure 〈N,+, Vk,=〉. A subset E ⊂
N is k-definable if there exists a formula in 〈N,+, Vk,=〉 describing E. For
example, the formula “V2(n) = n” describes the set {2n | n ∈ N} as the power
of 2 are exactly the fixed points of V2. Consider the formula φ(n) defined by
(∃m)(n = m + m), then {n | φ(n)} = 2N. As φ is a formula expressed in
〈N,+,=〉, this means that 2N is k-definable for all k ≥ 2.
A sequence x ∈ AN is k-definable if for all a ∈ A the set {n | xn = a} is
k-definable.
Theorem 8.6 ([Buc60, Cob72]). Let k ≥ 2 and A be a finite alphabet. A
sequence x ∈ AN is k-automatic if and only if it is k-definable.
Theorem 8.7. [Buc60] The theory 〈N,+, Vk,=〉 is decidable, that is, for each
closed formula expressed in the first order logical structure 〈N,+, Vk,=〉, there
is an algorithm deciding whether it is true or not.
We refer to [CRS12, Cha18] for expository texts on this decision procedure.
In particular, it has been implemented in the software Walnut [Mou16] and can
be downloaded from www.cs.uwaterloo.ca/shallit/papers.html.
As a consequence of Theorem 8.7 the following theorem is proven in [Fag97b]
and attributed to V. Bruyère.
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Theorem 8.8. Let x and y be two k-automatic sequences. It is decidable
whether L(x) is included in L(y).
8.2.2 Decidability of the factorization for constant length primitive
substitution subshifts
Let us prove that the factorization is decidable for aperiodic subshifts gener-
ated by primitive constant length substitutions. Let σ and τ be two primitive
substitutions of constant length. Let us describe the algorithm testing whether
there exists a factor map F from (Xσ, S) to (Xτ , S).
Algorithm : Test all sliding block codes of radius L+ 1 using the algorithm
given by Theorem 8.8 where L is defined in Theorem 8.1.
Let us give some explanations.
First we check whether (Xτ , S) is periodic or not as this is decidable [Hon86,
Hon08, ARS09]. If (Xτ , S) is periodic then one can decide whether there exists
a factor map (Section 6). Suppose (Xτ , S) is non periodic. One has first to
test whether σ and τ have some (non trivial) power of their length that are
equal. This is clearly decidable. If they do not, then there is no factor map
(Proposition 8.2). If they do, then Theorem 8.4 ensures that it suffices to
consider sliding block codes of radius L+ 1. There are finitely many such maps.
Thus it suffices to test each of them. Let f be such a sliding block code of
radius L + 1. To test whether it defines a factor map from (Xσ, S) to (Xτ , S)
is equivalent to prove that L(f(x)) = L(y) where x and y are respectively
fixed points of σ and τ . Due to Theorem 8.8 it suffices to prove that f(x) is
an automatic sequence. This is clear using the substitutions on the blocks of
radius L+ 1 (see Section 4.2). Thus we proved the following theorem.
Theorem 8.9. Let (X,S) and (Y, S) be two minimal constant length substitu-
tion subshifts. It is decidable to know whether there exists a factor map between
these two systems.
8.3 How to get rid of the injective substitution assumption
The proof of Theorem 8.9 involves sliding block codes of radius L + 1 where
L = 0 if the substitutions are one-to-one. In this section, we show one can
always suppose the substitutions are one-to-one, up to isomorphism. This will
reduce the number of sliding block codes to test and the size of the involved
alphabets. Hence, this improves the algorithm to decide the factorization.
Let σ : A∗ → A∗ be a primitive substitution such that (Xσ, S) is not periodic.
Let B ⊂ A and φ : A∗ → B∗ be a coding such that:
if φ(a) = φ(b) then σ(a) = σ(b). (19)
Then, there exists a unique endomorphism τ : B∗ → B∗ defined by
τ ◦ φ = φ ◦ σ.
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It is clear that τ is primitive. We say τ is an injectivation of σ.
Proposition 8.10. [BDM04] Let τ be an injectivation of the non periodic prim-
itive endomorphism σ. Then, (Xσ, S) is conjugate to (Xτ , S). Moreover τ can
be chosen injective and such a τ can be algorithmically found.
Proof. The first claim is proven in [BDM04]. The two other claims are straight-
forward but we provide a proof below.
Suppose there exist a and b such that σ(a) = σ(b). Let B = A\{b}. Consider
the map φ : A∗ → B∗ defined by φ(c) = c if c 6= b and φ1(b) = a. It satisfies
(19) and thus defines an injectivation ζ of σ. Observe that the cardinality of the
alphabet decreases. If ζ is not injective, we proceed in the same way to obtain
a new substitution τ that will be an injectivation of ζ and of σ and that will
be defined on a smaller alphabet. As A is finite, iterating the process, we will
obtain an injectivation τ of σ that is injective. This achieves the proof.
8.4 Listing of the factors
Let σ be a primitive constant length substitution. We know from [Dur00] that
the number of aperiodic subshift factors of (Xσ, S) is finite and all such factors
are conjugate to a substitution subshift (Theorem 3.1). We are not able to
establish the list of its subshift factors but what precedes allows to find the ex-
haustive list of its constant length substitution subshift factors. Indeed, periodic
factors can be easily found with the main result in [Dek78], see Section 6. For
the aperiodic constant length substitution subshift factors, Section 8.3 allows
us to suppose the substitutions are one-to-one on letters. Then, Theorem 8.1
indicates it suffices to test finitely many sliding block codes. Theorem 8.8 can
decide whether or not they are conjugate one to the other. This gives the ex-
haustive list of aperiodic constant length substitution subshift factors. However,
some subshift factors might be of non-constant length. More precisely, it is not
known whether a factor of a constant length substitution subshift is isomorphic
to a constant length substitution subshift. As a consequence, it is not clear that
the list obtained above corresponds to the list of all subshift factors.
In [CDK17] an other algorithm is given but with more assumptions on the
subshifts.
We leave open the question to find the list of all aperiodic substitution
subshift factors.
9 Factor maps between linearly recurrent sub-
shifts
In this section we prove Theorem 1.5.
Given a dynamical system (X,T ), Aut(X,T ) will stand for the group of
automorphisms of (X,T ), that is the group of continuous and bijective maps
defined on X and commuting with T . In [DDMP16] (see also [CK16]) has been
proven the following result.
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Theorem 9.1. Let (X,S) be an aperiodic minimal subshift. If
lim inf
n∈N
pX(n)
n
< +∞,
then Aut(X,S) is virtually Z, i.e., the quotient of Aut(X,S) by the group gen-
erated by the shift map is a finite group.
The previous result means that there exist finitely many elements f1, . . . , fn
of Aut(X,S) such that for any f ∈ Aut(X,S) there exist m ∈ Z and i ∈
{1, . . . , n} satisfying f = fi ◦ Sm. In this section we extend this result to factor
maps but in the restrictive context of the linearly recurrent subshifts (which are
known to have linear complexity). Observe that for factor maps we loose the
group structure which is a key argument in both papers [DDMP16] and [CK16].
Theorem 1.5 includes answers to questions stated in [ST15] but in the more
general context of factor maps. The proof is inspired by the one of Theorem 1
in [Dur00].
Proof of Theorem 1.5. Let A and B be the alphabets of X and Y respectively.
Consider the constant N = (2(K + 1)3 + 1)6K
2(2(K+1)3+1) + 1 and suppose that
for all i ∈ {1, . . . , N}, fi : (X,S) → (Y, S) is a factor map. It suffices to show
that there exist i 6= j and k ∈ Z such that fi = Sk ◦ fj .
By the Curtis-Hedlund-Lyndon Theorem there exists a positive integer r
such that for all i ∈ {1, · · · , N} there is a sliding block code φi : A2r+1 → B
satisfying
(fi(x))j = φi(x[j−r,j+r]) ∀x ∈ X, ∀j ∈ Z. (20)
Let us fix some x ∈ X and some y ∈ Y . For all i ∈ {1, . . . , N}, there exists an
integer ki such that (Skifi(x))[0,2r−1] = y[0,2r−1]. By Proposition 4.16, we can
assume that 0 ≤ ki ≤ 4rK. We then define the factor map f˜i : (X,S)→ (Y, S)
by f˜i(x′) = Skifi(x′) for all x′ ∈ X. Thus f˜i has a radius of 4rK + r: there
exists a sliding block code φ˜i : A2r(4K+1)+1 → B such that
(f˜i(x
′))j = φ˜i(x′[j−r(4K+1),j+r(4K+1)]) ∀x′ ∈ X, ∀j ∈ Z.
Furthermore, by choice of ki we have for all i
φ˜i(x[−r(4K+1),r(4K+1)+2r−1]) = y[0,2r−1]. (21)
We will now show that there exist i and j, i 6= j, such that f˜i = f˜j , hence
fi = S
kj−kifj .
We fix r′ = r(4K + 1) and we consider the block representation X(r
′) of X
which is isomorphic to X through the isomorphism h associated with the sliding
block code φ : A2r
′+1 → A(r′), a1 · · · a2r′+1 7→ (a1 · · · a2r′+1) (see Lemma 4.9).
Observe that, from Theorem 3.11, for all u ∈ L(X(r′)) we have:
1. for all words v ∈ RX(r′),u, 1K (|u|+ 2r′) ≤ |v| ≤ K(|u|+ 2r′), and,
2. #(RX(r′),u) ≤ (K + 1)3.
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For all i ∈ {1, · · · , N} let ψi : A(r′)∗ → B∗ be the morphism defined by, for
(u) ∈ A(r′), ψi((u)) = φ˜i(u). It defines a factor map gi : (X(r′), S) → (Y, S).
Since for all i, f˜i = gi ◦h, it suffices to prove that there exist i and j, i 6= j, such
that gi = gj . By minimality, it is then enough to show that gi(x(r
′)) = gj(x
(r′))
for some i 6= j. Indeed, for all z(r′) ∈ X(r′), there is an increasing sequence of
integers (n`)`∈N such that z(r
′) = lim`→+∞ Sn`x(r
′). If gi(x(r
′)) = gj(x
(r′)), we
get by continuity that
gi(z
(r′)) = lim
`→+∞
gi(S
n`x(r
′)) = lim
`→+∞
Sn`gi(x
(r′))
= lim
`→+∞
Sn`gj(x
(r′)) = gj(z
(r′)).
Take u = (x(r
′))[0,r′−1] and v = y[0,r′−1]. From (21) we have ψi(u) = v for all
i. Hence for each return word w ∈ Rx(r′),u, the word ψi(w) is a concatenation
of return words in Ry,v. This induces a non-erasing morphism λi from R∗x(r′),u
to R∗y,v defined by
ψi ◦Θx(r′),u = Θy,v ◦ λi.
This morphism naturally induces a map from RZ
x(r′),u to R
Z
y,v that we also denote
by λi and that satisfies
gi ◦Θx(r′),u = Θy,v ◦ λi.
As ψi is a coding and |v| = r′, for all b ∈ Rx(r′),u we have from (1) above and
(3) of Proposition 4.16
|λi(b)| ≤ K(|u|+ 2r
′)
|v|−2rK
K
=
3K2r′
r′ − 2rK =
3K2(4K + 1)r
(2K + 1)r
≤ 6K2.
Since, from (4) of Proposition 4.16, we also have
#(RY,v) ≤ (K + 1)K
2(r(4K + 1) + 2r) + 2rK2
2rK + 1
≤ (K + 1)K2 4K + 3
2K
+K ≤ 2(K + 1)3,
we get #{λi | 1 ≤ i ≤ N} < N which implies that there exist i, j, i 6= j, such
that λi = λj . We set λ = λi.
Since u is a prefix of x(r
′)+, from Proposition 3.7 there exists a unique
sequence z ∈ RZ
x(r′),u such that Θx(r′),u(z) = x
(r′). We get
gi(x
(r′)) = gi ◦Θx(r′),u(z) = Θy,v ◦ λ(z) = gj ◦Θx(r′),u(z) = gj(x(r
′)),
which ends the proof.
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10 Other decidability problems for morphic sub-
shifts
In this section we mention some open problems of decidability concerning mor-
phic subshifts. The inputs will always be the morphism φ and the endomorphism
σ defining the morphic sequence or pairs of such couples (φ, σ).
10.1 Factor maps for subshifts generated by automatic se-
quences
Fixed points of constant length substitutions are a special kind of automatic
sequences. Even if Theorem 1.3 applies to minimal automatic subshifts, to
have a better radius for factor maps it would be interesting to know whether
Theorem 8.1 remains valid for minimal automatic subshifts. This would make
more efficient the algorithm to find its automatic subshift factors.
10.2 The non minimal case
We recall that primitive substitutions, as well as uniformly recurrent sequences,
generate minimal subshifts. Is it possible to extend the main results stated in
the introduction (Theorem 1.1, Corollary 1.2, Theorem 1.3 and Theorem 1.4)
to (non uniformly recurrent) morphic sequences?
Let us focus on Theorem 1.4. Extension to the non minimal case, in this
case, is equivalent to the decidability problem of the equality problem of morphic
languages.
Equality problem of morphic languages. Given two morphic sequences
x and y, is it decidable whether L(x) = L(y)?
Indeed, suppose (X,S) and (Y, S) are two morphic subshifts generated by,
respectively, the morphic sequences x and y, and let φ : AZ → BZ be a factor
map. It is easy to show that φ is a factor map from (X,S) to (Y, S) if and only
if L(φ(x)) is equal to L(y).
If we do not ask the factor map φ : (X,S) → (Y, S) to be onto, then it is
equivalent to the inclusion problem of morphic languages.
Inclusion problem of morphic languages. Given two morphic sequences
x and y, is it decidable whether L(x) is included in L(y)?
Of course the Inclusion problem implies the Equality problem, both problems
being open.
10.3 Morphic languages
Let us consider the Inclusion and Equality problems.
In [Fag97a] is given positive answers to the Inclusion problem for some fami-
lies of purely morphic sequences, one for those defined on a 2-letter alphabet and
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an other for those generated by primitive substitutions under some mild assump-
tions. Observe that Theorem 1.4 solves this problem for uniformly recurrent
morphic sequences as inclusion of languages of uniformly recurrent sequences
implies the equality.
Theorem 10.1. Inclusion problem for morphic languages is decidable for uni-
formly recurrent morphic sequences.
Proof. It is left as an exercise.
Both problems are open if we do not assume uniform recurrence. Nev-
ertheless, I. Fagnot [Fag97b] solved both decidability problem for automatic
sequences, without the assumption of uniform recurrence. She considered two
cases : the multiplicative dependence and independence of the dominant eigen-
values p and q (which are integers in these settings) of the underlying substitu-
tions, that is whether log p/ log q belongs or not to Q. She managed to treat the
multiplicatively independent case using the extension of Cobham’s theorem for
automatic languages she obtained in the same paper, then testing the ultimate
periodicity of the languages to see whether they are equal. For the dependent
case she used the logical framework of Presburger arithmetic associated with
automatic sequences.
Theorem 10.2. [Fag97b] Inclusion problem for morphic languages is decidable
for automatic sequences.
10.4 Equality problem of morphic sequences
Given two morphic sequences x and y, is it decidable whether x = y?
For purely morphic sequences, the Equality problem of morphic sequences
is called the D0L ω-equivalence problem and was solved in 1984 by K. Culik II
and T. Harju [CH84]. In [Dur12], it was shown to be true for primitive morphic
sequences and that more can be said for the D0L ω-equivalence problem in
the primitive case: the two (underlying) primitive substitutions have some non
trivial powers that should coincide on some cylinders if x = y.
The general case of the Equality problem remains open.
10.5 The listing of the factors
As we mentioned in Section 8.4 for constant length substitution subshifts it
would be of interest to find an algorithm that, given a minimal morphic sub-
shift, provides the list of all its (finitely many) aperiodic subshift factors. More
precisely, to consider the following problem.
Computability of the set of aperiodic factor subshifts of a minimal
morphic subshift. Given a minimal morphic subshift (X,S). Can we compute
a finite set of primitive substitutions {σ1, . . . , σN} such that any aperiodic factor
subshift of (X,S) is isomorphic to some (Xσn , S)?
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From [Dur00] and Theorem 3.1 we know that such a set of substitutions
exists but we do not have an algorithm to find them.
Nevertheless, this has been partly realized in [CDK17] in the case of mini-
mal constant length substitution subshifts to the detail that they only consider
constant length substitution factors. It is not clear that with such a restric-
tion one can obtain all aperiodic subshifts factors. Maybe some factors are not
isomorphic to constant length substitution subshifts. What we know from the
language version of Cobham’s theorem [Dur98b] is that the dominant eigenval-
ues of the underlying substitutions should have a non trivial common power. In
this case, i.e., starting with a primitive substitution of constant length k, the
substitutions σi above should have a dominant eigenvalue kn(i) for some integer
n(i). But this does not ensure that the σi can be chosen of constant length kn
for some n. At least we do not know such a result. Hence we address the fol-
lowing question: Does there exists aperiodic subshift factors of constant length
substitution subshifts that are not isomorphic to constant length substitution
subshifts?
10.6 Orbit equivalence
A factor map φ : (X,S)→ (Y, T ) between minimal dynamical has the property
that orbits are sent to orbits:
φ({Sn(x) | n ∈ Z}) = {Sn(φ(x)) | n ∈ Z}) (22)
for all x ∈ X. When considering isomorphisms, this defines an equivalence
relation. One can relax the conditions and consider φ is just an homeomorphism
satisfying (22). In this case we say (X,S) and (Y, T ) are orbit equivalent. It is
classical to observe that in this situation there exists N : X → Z such that
φ(S(x)) = SN(x)φ(x). (23)
When N has at most one point of discontinuity, we say (X,S) and (Y, T )
are strong orbit equivalent.
A remarkable result in [GPS95] characterizes strong orbit equivalence of min-
imal Cantor systems by means of dimension groups. In [BJKR01] it is shown
that the isomorphism of stationary simple dimension groups is decidable. This
shows, as dimension groups of minimal substitution subshifts are simple and
stationary [For97, DHS99] that the strong orbit equivalence is decidable for
minimal substitution subshifts. However, this result does not provide a new
proof of Corollary 1.2 since for a given minimal substitution subshift (X,S),
there might be other minimal substitution subshifts that are not isomorphic to
(X,S), but that are in the same strong orbit equivalence class of (X,S) [Wer09].
Thus, decidability of the strong orbit equivalence for minimal substitution sub-
shifts is not sufficient to decide the isomorphism between minimal substitution
subshifts.
For the orbit equivalence we address the following question: Is orbit equiv-
alence decidable for minimal substitution subshifts?
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10.7 Beyond substitution and linearly recurrent subshifts
Considering Theorem 9.1 and Theorem 1.5 we wonder whether the conclusion
of the second is true under the assumptions of the first. We leave this as an
open question. We know that assuming zero entropy is too weak to have such a
conclusion [DDMP16]. We have no counter example for finite topological rank
subshifts (see [BDM10] for the definition).
10.8 For tilings
All these questions could also be asked for self-similar tilings or multidimensional
substitutions. The more tractable problems would certainly concern “square
multidimensional substitutions” (see, for example, [ČG86, Sal87a, Sal87b, Sal89]
or, in an interesting logical context, the nice survey [BHMV94]). Moreover, the
striking papers [Moz89] and [GS98] should also be mentioned as they show that
in higher dimension the situation is not as “simple” as it is in dimension 1.
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