Controllo Predittivo della Leucemia Mieloide Cronica by STANO, MAURIZIO
UNIVERSITÀ DI PISA
Facoltà di Ingegneria
Corso di Laurea in Ingegneria dell’Automazione
Tesi di Laurea Specialistica
CONTROLLO PREDITTIVO DELLA
LEUCEMIA MIELOIDE CRONICA
Relatori:
Prof. Ing. Alberto Landi
Ing. Gabriele Pannocchia
Candidato:
Maurizio Stano
15 Luglio 2011
II
Ai miei genitori
a mio fratello Valerio e a te... grazie
...ciao nonna.
III
IV
Abstract
In questo documento è stato sviluppato un controllore predittivo per una terapia
combinata farmaco-vaccino della leucemia mieloide cronica. Il controllore pro-
posto ha come obiettivi la minimizzazione del dosaggio del vaccino e la riduzione
della somministrazione del farmaco, modulata in base alla predizione fornita
dal controllore. Lo scopo di tali obiettivi è quello di limitare gli effetti collaterali
delle terapie utilizzate; il farmaco potrebbe causare resistenza della patologia,
mentre il vaccino presenta aspetti dannosi per l’organismo. Con l’ausilio della
tecnica di controllo ad orizzonte recessivoe l’utilizzo di un modello matematico
descrittivo della patologia, l’algoritmo predittivo risulta in una finestra terapica a
lungo termine, in cui la malattia viene arginata entro regimi considerevolmente
sicuri. Tale obiettivo è stato assicurato per tre diversi tipi di pazienti, differenziati
per caratteristiche immunitarie, per i quali sono stati notevolmente ridotti sia i
dosaggi dei vaccini, che la somministrazione totale del farmaco.
Nell’ambito della modellazione di apparati fisiologici, la leucemia mieloide cronica
rappresenta un campo di sviluppo fortemente attrattivo, in quanto tale patologia
possiede aspetti comuni ad una famiglia di malattie molto diffuse. In questo con-
testo evolutivo, la strategia terapica descritta, vuol rappresentare un riferimento
nell’ambito di sviluppo e perfezionamento di metodi di cura e diagnosi in sede di
simulazione, ponendo le basi per un futuro passaggio alla sperimentazione sul
campo.
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Introduzione
L’importanza del Controllo predittivo nel campo industriale è evidenziata dal
suo largo utilizzo in particolare nel controllo di impianti chimici, termici e idraulici.
Lo sviluppo della modellistica fisiologica, ha rappresentato negli ultimi anni, una
spinta propulsiva per la definizione di nuovi metodi di controllo predittivo atti
alla gestione di questa nuova famiglia di ’sistemi’. Questi due ambiti, apparente-
mente molto distinti tra loro, sono accomunati dalla problematica di controllo di
modelli multi-variabile soggetti a vincoli su ingressi, stati e/o uscite. L’MPC bene
si adatta a questo tipo di problemi, utilizzando la minimizzazione di un indice
prestazionale, basata su una predizione dell’evoluzione del sistema in un interval-
lo di tempo futuro, per calcolare i valori ottimali delle variabili di attuazione da
applicare al processo all’istante presente. La letteratura sull’utilizzo del controllo
predittivo nel campo industriale è molto vasta, un buon riferimento per tali appli-
cazioni è [6]. Un’esempio del controllo predittivo in ambito fisiologico è riportato
in [3], in cui viene pianificata una terapia combinata delle metodologie di cura es-
istenti mediante predizione basata su un modello matematico di rappresentazione
dell’HIV. In questo ambito, la modellazione della patologia leucemica rappresenta
un campo di sviluppo fortemente attrattivo. La leucemia mileoide cronica ha
assunto un ruolo fondamentale, dato che può rappresentare un’intera classe di
patologie, sulle quali applicare le metodologie di controllo per essa sviluppate.
Studi sulla modellistica e sui fenomeni descrittivi della LMC sono riportati in [10],
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[12] e [9]. Lo sviluppo dell’interesse per le potenzialità dello studio di questa
patologia è testimoniato in [16], in cui viene presentata l’organizzazione inter-
nazionale European Leukemia Net, i suoi obiettivi e le sue prospettive di sviluppo.
Per queste motivazioni è stato sviluppato un controllore predittivo per una terapia
combinata farmaco-vaccino, presentata per la prima volta in [21] in cui il modello
presentato in [20] è stato modificato per includere la vaccinazione. Il controllore
proposto si pone gli obiettivi di minimizzare il dosaggio del vaccino, in quanto
comunque dannoso per il paziente. A tal fine è presentata una nuova strategia
consistente nella modulazione del dosaggio del farmaco. Vista la dinamica che
lega la popolazione di cellule leucemiche al farmaco e al vaccino, tale modulazione
consente in primo luogo di abbassare ulteriormente il dosaggio del vaccino, in
secondo luogo, con l’ausilio della tecnica di controllo ad orizzonte recessivo (tipica
dei controllori MPC), consente di interrompere o ridurre la somministrazione del
farmaco stesso. Quest’ultimo aspetto risulta importante per le problematiche che
legano la somministrazione del farmaco ai meccanismi di mutazioni resistenti
degli agenti patogeni. Nel complesso il controllo implementato, consente di rag-
giungere una condizione di quiescenza della malattia, per un periodo che dipende
dalla finestra di osservazione scelta a priori, non vincolata alla durata di 15 mesi
ipotizzata in [21].
Nella prima sezione viene fornita un’introduzione al controllo predittivo, una
definizione dei concetti principali e una descrizione delle metodologie numeriche
di minimizzazione. La seconda parte consiste nella descrizione della patologia
in termini di fattori scatenanti, decorso, strategie terapeutiche ed esami diagnos-
tici. Nella terza sezione viene presentato il modello leucemico utilizzato per la
predizione e la sua versione modificata per includere gli effetti della vaccinazione.
La formulazione del problema, le strategie di controllo e monitoraggio vengono
descritte nella quarta sezione, in cui vengono forniti gli strumenti per l’appi-
cazione dell’MPC alla terapia combinata. Nella quinta sezione sono riportati i
risultati delle simulazioni effettuate a partire da tre pazienti ’standard’ che bene
rappresentassero le diverse caratteristiche immunitarie.
2
Capitolo 1
Controllo predittivo
1.1 Introduzione
Il Model Predictive Control (MPC) ha rappresentato, a partire dalla fine degli
anni ’70, la tecnologia di controllo avanzato, più diffusa nell’industria di processo.
Tale diffusione è dovuta a diverse caratteristiche di questo algoritmo di controllo,
che bene si integrano con i problemi relativi al campo industriale, quali ad esempio
la gestione di processi multi-variabile soggetti a vincoli, o dinamiche complesse
e/o incerte. La formulazione della legge di controllo avviene a partire da un
modello di riferimento, il più delle volte espresso in forma di stato e descritto da
un sistema discreto lineare tempo invariante, al quale viene aggiunto un termine
di disturbo integrale, necessario alla rimozione dell’offset:
 xk+1 = Axk + Bukyk = Cxk + dk (1.1)
Il termine Cxk rappresenta l’uscita predetta dal controllore, frutto della dinamica
del modello nominale, come detto soggetto a incertezza, mentre yk rappresenta
la misura dell’uscita del processo reale, quando disponibile, spesso soggetta a
rumore.
Per tener conto degli effetti dinamici del rumore di misura o delle incertezze del
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modello, il controllore comprende il termine correttivo dk = yk − Cxk.
In figura 1.1 è riportato uno schema della struttura di un controllore MPC generico.
Mentre nei controllori standard si ’attende’ che il sistema reagisca agli ingressi
applicati, agendo con le opportune correzioni sulla legge di controllo, i controllori
di tipo predittivo elaborano l’azione di controllo in base ad una predizione, cioè
una stima del comportamento futuro del sistema.
Tale stima viene effettuata tramite l’applicazione al modello interno al controllore,
di diverse sequenze di ingressi attuabili, con l’obiettivo di selezionare l’azione di
controllo da applicare effettivamente al sistema in base all’ottimizzazione di un
indice di costo e al rispetto di un set di vincoli.
Figura 1.1: Schema generale della struttura di controllo MPC
Un controllore predittivo prevede che sia disponibile un modello matematico
capace di riprodurre la dinamica del processo da controllare, oltre alle uscite future,
in funzione dei valori passati degli ingressi e delle uscite del processo reale. La
previsione delle uscite viene effettuata lungo un determinato intervallo di tempo
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definito orizzonte di predizione Tp.
Altro fattore base nella definizione del controllore, è l’indice di costo. Tale funzione
è tipicamente espressa nella forma seguente:
J
(
xk, U(k)
)
=
Tp−1∑
i=0
l(xk+i, uk+i) +Ψ(xk+Tc) (1.2)
in cui l è il funzionale di ottimizzazione dinamica del processo, Ψ è il costo dello
stato finale al termine dell’orizzonte di predizione (termine non sempre presente).
Il vettore delle variabili di controllo rispetto a cui viene effettuata l’ottimizzazione
dell’indice J è U(k) =
[
uk, uk+1, . . . , uk+Tc−1
]T
, con Tc orizzonte di controllo. La
legge di controllo Ua applicata, dipende direttamente dalla minimizzazione di J
rispetto agli ingressi U. Si avrà quindi:
Ua = [u1,1 , u2,1 , . . . , ue,1︸ ︷︷ ︸
Ua(1)
, . . . , u1,k , u2,k , . . . , ue,k︸ ︷︷ ︸
Ua(k)
]T (1.3)
in cui il primo pedice indica la specifica componente di ogni sequenza di controllo
generata per Tc istanti futuri, il secondo indice indica il passo a cui corrisponde
detta sequenza di ingressi. In particolare, nella 1.3, soltanto le prime e componen-
ti, con e = 1, . . . , Tc, vengono effettivamente applicate al sistema (solitamente si
utilizza e = 1).
La funzione obiettivo è usualmente di tipo lineare o quadratico e viene calcolata
lungo Tp. Viene inoltre definito un set di vincoli su stati x e/o ingressi u, in base a
specifiche riguardanti sicurezza, fisica realizzabilità, stabilità del controllo e altre
specifiche. Tale set definisce un sottospazio denominato feasible-zone, entro cui
deve trovarsi la soluzione ottima, affinché il problema risulti fattibile.
Dato che di solito i vincoli non sono tutti dello stesso tipo, derivando da consid-
erazioni di diversa natura, è possibile che ne sia concesso uno sforamento, per
motivi che possono variare in dipendenza della definizione del particolare vincolo
oppure della funzione obiettivo, o ancora del tipo di variabile vincolata, eccetera.
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Si parla in questi casi di rilassamento dei vincoli, e un’ampia trattazione a riguardo
può essere trovata in [6]. Per tener ’sotto controllo’ tali rilassamenti, vengono
introdotti termini penalizzanti nell’espressione dell’indice prestazionale J.
Come indicato in [2] l’algoritmo, nel caso di sistemi lineari, si basa su due moduli
di calcolo principali che sono schematicamente rappresentati in figura 1.2. In
Figura 1.2: Schema generale di un regolatore MPC
particolare il modulo di stazionario ha il compito di calcolare i valori ottimali
di stati ed ingressi, da cui far partire la minimizzazione di J, mentre il modulo
di ottimizzazione dinamica ha il compito di calcolare una sequenza di azioni di
controllo lungo Tc. Al tempo di campionamento successivo, entrambi i moduli
vengono rieseguiti, aggiornando in avanti l’istante da cui far partire gli orizzonti di
predizione e controllo, secondo una metodologia cosiddetta ad orizzonte recessivo.
Come detto, per ogni passo vengono applicati al processo solo alcuni tra i segnali
di controllo forniti in uscita dall’ottimizzatore, spesso solo la prima componente
del vettore U(k). Tale scelta fa sì che il controllo sia di volta in volta calcolato in
base, oltre che alla simulazione del modello, anche alle nuove misurazioni y(k+),
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disponibili negli istanti k+. Le y(k+) forniscono infatti un’imprescindibile fonte di
informazione da sfruttare per aumentarne l’efficacia del controllo stesso.
1.2 Modulo di ottimizzazione di stazionario
L’obiettivo di questo modulo consiste nel trovare dei valori di stazionario otti-
mali per gli stati e per gli ingressi. Tale problema viene generalmente affrontato
risolvendo un problema di ottimo vincolato lineare o quadratico.
Nel caso in cui il sistema da controllare sia quadrato, (stesso numero di vari-
abili controllate e manipolate), esprimibile nella forma presentata nella 1.1 e
non vi siano vincoli sulle variabili manipolate, fissato il set-point delle variabili
da controllare, si può risalire al valore di stazionario degli ingressi e degli stati,
necessari a soddisfare tale valore desiderato, risolvendo il seguente sistema lineare:
[
I − A −B
C 0
] [
xs
us
]
=
[
0
ysp − dk
]
(1.4)
in cui xs e us rappresentano i valori di stazionario degli stati e degli ingressi calco-
lati all’istante k, utilizzando il termine di correzione dk. Tali valori vanno ricalcolati
ad ogni istante di campionamento e rimangono costanti solo se risulta costante la
stima del disturbo.
Nella pratica, i sistemi da controllare sono spesso rettangolari (le variabili con-
trollate sono in numero superiore a quelle manipolate) e non tutte le variabili da
controllare hanno dei valori desiderati ben definiti, ma i riferimenti si presentano
piuttosto sotto forma di intervalli accettabili. Inoltre sono presenti vincoli sulle
variabili manipolate, come detto, dovuti sia a limitazioni di fisica realizzabilità del
sistema, che a valutazioni inerenti la sicurezza.
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1.2.1 Formulazione del problema di ottimo vincolato
Se per semplicità, viene considerato un sistema stabile in anello aperto, la
relazione di stazionario, tra ingressi ed uscite è la seguente:
ys = Cxs + dk = Gus + dk (1.5)
con l’ausilio della 1.1 si ricava la forma di G = C(I − A)−1 B us. Il set di vincoli
sulle variabili di ingresso e d’uscita è il seguente:
umin ≤ us ≤ umax (1.6)
ymin ≤ ys ≤ ymax (1.7)
Il legame riportato in 1.4 consente di riscrivere i vincoli sulle uscite come vincoli
sugli ingressi: 
I
−I
G
−G
 us =

umax
−umin
ymax − dk
ymin − dk
 (1.8)
Il modulo di ottimizzazione lineare può essere scelto avente la seguente forma:
min
us,xs,e,e
qTe+ qT e+ rT us (1.9)
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soggetta a:
xs = Axs + Bus (1.10a)
umin ≤ us ≤ umax (1.10b)
ymin − e ≤ Cxs + dk ≤ ymax + e (1.10c)
e ≥ 0 (1.10d)
e ≥ 0 (1.10e)
in cui q e q pesano eventuali fuoriuscite delle variabili controllate dai vincoli.
Questi coefficienti sono sempre positivi e vengono definiti attraverso gli equal
concern errors. I coefficienti del vettore r pesano i costi delle variabili manipolate.
Il problema descritto in 1.9, viene risolto ad ogni istante di campionamento (noto
il valore del termine correttivo dk) ottenendo i valori di target per gli ingressi us,
gli stati xs e le uscite
ys = Cxs + dk. (1.11)
La risoluzione del problema 1.9 viene effettuata mediante algoritmi di ottimiz-
zazione lineare vincolata.
1.3 Modulo di ottimizzazione dinamica
Siano indicate con ∗̂ le variabili interne del modello utilizzato dal controllore
per effettuare la predizione. I principi su cui si basa il modulo di ottimizzazione
dinamica sono riassumibili in pochi step da eseguire ciclicamente:
• al tempo di campionamento k è nota la misura yk da cui calcolo il termine
correttivo:
dk = yk − Cx̂k (1.12)
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compensando così l’errore dell’uscita del modello
ŷk = Cx̂k + dk ∼= yk (1.13)
• viene effettuata la predizione delle uscite future ŷk+j con j = 1, . . . , Tp oriz-
zonte di predizione, attraverso una sequenza di ingressi futuri uk+m in un
orizzonte di controllo m = 0, . . . , Tc − 1.
Figura 1.3: Interpretazione grafica del problema di ottimizzazione dinamica
• la sequenza ottimale viene calcolata risolvendo il problema di ottimo vin-
colato (generalmente quadratico) che tiene conto dell’errore delle variabili
controllate (ed eventualmente anche delle manipolate) rispetto al valore
target, dell’azione di controllo necessaria e dei vincoli
• il primo vettore ûk della sequenza ottimale viene inviato all’impianto
10
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• l’ottimizzazione viene ripetuta ogni qual volta sono disponibili nuove mis-
ure.
1.3.1 Ottimizzazione quadratica
Molti regolatori predittivi commerciali utilizzano, nell’ottimizzazione dinami-
ca, un modulo di programmazione quadratica (QP), simile al seguente:
min
{û},{ej},{ej}
N∑
j=0
{(ŷk+j − ys)TQ(ŷk+j − ys) + ∆ûTk+jS∆ûk+j + eTj Qej + eTj Qej}
(1.14)
soggetto a:
x̂k+j+1 = Ax̂k+j + Bûk+j (1.15a)
ŷk+j = Cx̂k+j + dk (1.15b)
ûk+j = us j ≥ Tc (1.15c)
umin ≤ ûk+j ≤ umax (1.15d)
−∆umax ≤ ûk+j − ûk+j−1 ≤ ∆umax (1.15e)
ymin − ek+j ≤ ŷj ≤ ymax + ek+j (1.15f)
ej ≥ 0 (1.15g)
ej ≥ 0 (1.15h)
in cui:
• Q sono i coefficienti calcolati in base ai middle equal concern errors
• Q e Q sono rispettivamente calcolati in base ai upper and lower equal concern
errors
• S sono i coefficienti che pesano le variazioni dell’azione di controllo
Da notare che la scelta degli orizzonti di controllo Tp e Tc condizionerà in maniera
non banale l’algoritmo e l’azione del controllore. Qualora Tp fosse eccessivamente
11
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lungo, si avrebbero possibili problematiche sul calcolo del funzionale di costo , in
termini di tempi di calcolo e azioni di controllo troppo aggressive; di contro una
scelta limitata nel tempo, dell’orizzonte di predizione potrebbe essere nociva ai
fini del raggiungimento del valore target dell’uscita da parte della predizione.
Riguardo la scelta di Tc, qualora fosse troppo ampio, l’azione del controllo risul-
terebbe ’aggressiva’, e complicherebbe la risoluzione numerica del problema di
ottimizzazione. In tal modo è garantito il rispetto dei vincoli sulle variabili ma-
nipolate, nonché sulle variabili di controllo, da parte della sequenza ottimale.
Utilizzando i valori di stazionario, il problema esposto in 1.14 può essere riscritto
in una forma più compatta; avendo posto:
wi = xˆk+1 − xs, vi = uˆk+1 − us (1.16)
ricordando che
xs = Axs + Bus, ys = Cxs + dk (1.17)
si avrà:
min
{vi},{ei},{ei}
N∑
i=0
{
wTi C
TQCwi + ∆vTi S∆vi + e
T
i Qei + e
T
i Qei
}
(1.18)
soggetta a:
wi+1 = Awi + Bvi (1.19a)
vi = 0 i ≥ Tc (1.19b)
umin − us ≤ vi ≤ umax − us (1.19c)
−∆umax ≤ vi − vi−1 ≤ ∆umax (1.19d)
ymin − ys − ei ≤ C wi ≤ ymax − ys + ei (1.19e)
ei ≥ 0 (1.19f)
e ≥ 0 (1.19g)
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In conclusione è possibile sintetizzare l’algoritmo di controllo MPC come segue:
1. Al tempo k è noto lo stato predetto del sistema x̂k e la misura yk. Calcolare il
termine correttivo dk = yk − Cx̂k.
2. Risolvere il problema di ottimizzazione di stazionario 1.9.
3. Posto w0 = x̂k − xs e vk−1 = ûk−1 − us, risolvere il problema di ottimiz-
zazione dinamica 1.18, ottenendo il vettore ottimale degli ingressi v?o .
4. Calcolare l’ingresso da inviare al processo ûk = us + v?0 e calcolare la pre-
visione dello stato al prossimo tempo di campionamento: x̂k+1 = Ax̂k +
Bûk.
5. Aggiornare il tempo k← k + 1 e tornare al punto 1.
1.4 Algoritmi numerici di risoluzione dei problemi
vincolati
Come detto, i problemi di ottimizzazione numerica, richiedono algoritmi di
risoluzione che bene si adattino alle specifiche richieste, in termini di costo com-
putazionale e quindi di velocità di convergenza, nonché di consistenza del risulta-
to.
Con l’obiettivo di fornire una prima idea intuitiva di alcune problematiche inerenti
la scelta dello specifico algoritmo di risoluzione, si potrebbe riassumere breve-
mente la descrizione di uno dei procedimenti più semplici, seguito da tali algoritmi.
Come esposto ad esempio in [5], generalmente la ricerca del minimo assoluto
θopt, di una funzione multi-variabile f (θ), avviene mediante il confronto tra i
valori assunti dalla funzione stessa e/o dalle sue derivate, in determinati pun-
ti θi, (i = 1 , 2 , . . . ) che di volta in volta, forniscono i-esimi risultati intermedi,
nel processo di convergenza della ricerca del minimo. Trattandosi quindi, di
metodi iterativi, la scelta di un determinato algoritmo potrebbe essere influenzata,
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oltre che dai vincoli su tempi di calcolo e velocità di convergenza, anche dalle
condizioni rispettate o meno dalle soluzioni intermedie fornite dal metodo. Con-
dizioni come ad esempio, la permanenza all’interno della zona di fattibilità delle
soluzioni disponibili dopo ogni iterazione, non sono sempre assicurate, e spesso si
traducono in pesantezza computazionale.
Cercare la soluzione ad un problema QP vuol dire cercare la funzione obiettivo
J(θ) così definita:
J(θ) = min
θ
1
2
θTΦ θ + φT θ ; Φ = ΦT ≥ 0 (1.20)
conΦmatrice Hessiana di J. Il set di vincoli di uguaglianza e disuguaglianza sono
esprimibili come segue:
Hθ = h (1.21a)
Ωθ ≤ ω (1.21b)
Due tra gli algoritmi più performanti per risolvere un problema QP sono
l’Active Set Method e i più recenti metodi cosiddetti del punto interno. Una trat-
tazione ampia dei metodi numerici utilizzati, oltre che di tutto ciò che riguarda il
controllo predittivo, è fornita in [6]
Un criterio per l’esistenza di una soluzione per problemi QP convessi, è definito
dalle condizioni Karush-Khun-Tucker (KKT). Affinché esista un θ ottimo globale,
devono esistere vettori λ > 0 (moltiplicatori di Lagrange), ξ e t ≥ 0 tali che siano
soddisfatte le seguenti condizioni:
Φθ + HTξ +ΩTλ = −φ (1.22a)
−Hθ = −h (1.22b)
−Ωθ − t = −ω (1.22c)
tTλ = 0 (1.22d)
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1.4.1 Active Set Method
Si vuole minimizzare la funzione obiettivo indicata nella 1.20. L’ASM assume
che un initial guess sia disponibile (θr), per il quale i vincoli di uguaglianza Hθ = h
siano ovviamente soddisfatti, e si definisca a partire dal set di vincoli di disug-
uaglianza completo, indicato nella 1.21b, il sottoinsieme di vincoli attivi (che
diventano quindi vincoli di uguaglianza). Sia tale sottoinsieme indicato come
segue:
Ωaθ = ωa (1.23)
L’obiettivo dell’ASM è la ricerca ad ogni iterazione di un nuovo candidato (o guess)
θr + δθ, che soddisfi le relazioni dei vincoli attivi ωa. Se θr + δθ risulta feasible, cioè:
Ω(θr + δθ) ≤ ω (1.24)
allora è assumibile come noto il nuovo guess è viene posto θr+1 = θr + δθ.
Qualora θr non risulti feasible, ciò starebbe ad indicare che il set di vincoli attivi
è cambiato. In tal caso l’algoritmo cercherà il nuovo guess, nella direzione di δθ,
in cui si attiva un nuovo vincolo che renda θr unfeasible. La soluzione θr + αr δθ
immediatamente precedente al cambiamento del set di vincoli attivi (con αr ∈ ]0, 1[)
rappresenterà il nuovo guess θr+1.
Per decidere sull’ottimalità di θr basta che siano soddisfatte le condizioni di KKT
indicate in 1.22, utilizzando il metodo di Lagrange e ponendo λ = λ? con λ?
avente componenti non nulle relative ai soli vincoli attivi. Se tutti i λi risulteranno
non negativi, allora sarà stato raggiunto il minimo globale, altrimenti si procederà
con una nuova iterazione.
Infatti, nell’ipotesi ci fosse qualche λq negativo, esso corrisponderebbe al q-esimo
vincolo di disequazione ωq attivo. Il valore negativo del λq indicherebbe che
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la funzione costo J potrebbe essere minimizzata ulteriormente ponendo questo
vincolo come non attivo, raggiungendo cioè un punto θ?, in cui non si ’saturi’ la
disequazione:
Ωqθ? ≤ ωq. (1.25)
L’algoritmo raggiungerebbe quindi θ? per eliminare il q-esimo vincolo dal set di
vincoli attivi e sottrarre alla J globale, il suo contributo in termini di costo. Se più
di un λq risultasse negativo, il procedimento appena descritto, verrebbe applicato
al moltiplicatore negativo di modulo maggiore.
Terminata tale procedura e avendo raggiunto il nuovo guess θ?, si definirà, a
seconda dei λi positivi, il nuovo set di vincoli attivi, e il procedimento verrà
ripetuto ponendo θr+1 = θ?.
Va evidenziato che per l’ipotesi di convessità del problema, l’algoritmo fornirà di
sicuro una soluzione globale in quanto passo dopo passo sarà valida la relazione:
J(θr+1) < J(θr). (1.26)
Il vantaggio principale dell’ASM è che, ad ogni step di iterazione, non si abban-
dona mai la zona di fattibilità del problema vincolato. Tale caratteristica fornisce
consistenza all’algoritmo di ottimizzazione (seppur non globale, ad ogni passo ho
un minimo della funzione obbiettivo). L’ASM è definito per questo un algoritmo
fattibile. Alla r-esima iterazione la funzione obiettivo J sarà:
J(θr + δθ) =
1
2
(θr + δθ)
TΦ (θr + δθ) + φ
T(θr + δθ)
= J(θr) +
1
2
δθTΦ δθ + (φT + θTr Φ)︸ ︷︷ ︸
φTr
δθ
(1.27)
la nuova forma di J sarà:
J(δθ) = min
θ
δθTΦ δθ + φTr δθ (1.28)
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che è un problema QP, con soli vincoli di uguaglianza:
Hδθ = 0 (1.29a)
Ωaδθ = 0 (1.29b)
Separando il vettore ξ in due sottovettori ξ = [δξ , δλ], in base alle componenti
interessate rispettivamente dalle relazioni di vincolo 1.29b e 1.29a le condizioni
di KKT diventano:
Φδθ + HTδξ +ΩTa δλ = −φr (1.30a)
−Hδθ = 0 (1.30b)
−Ωaδθ = 0 (1.30c)
in forma matriciale: 
Φ HT ΩTa
H 0 0
Ωa 0 0


δθ
δξ
δλ
 =

−φr
0
0
 (1.31)
fattorizzando LU il primo termine si ottiene:
Lη =
[
−φr 0 0
]T
(1.32)
e successivamente:
U

δθ
δξ
δλ
 = η (1.33)
risolvendo per
[
δθ δξ δλ
]T
e ponendo θr = θr + δθ per effettuare una nuova
iterazione, sino a raggiungere uno scarto |θr+1− θr| ≤ e, con e tolleranza arbitraria.
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1.4.2 Metodi del punto interno
Negli ultimi 20 anni, hanno iniziato a diffondersi, nel campo della risoluzione
di problemi di ottimo vincolato, i cosiddetti metodi dell’interior point (IP). Tale
diffusione è dovuta soprattutto alla maggiore velocità di convergenza per i proble-
mi multi-variabile. Inoltre va evidenziato come il numero di operazioni richieste,
dipenda polinomialmente dal numero di parametri del problema, mentre la comp-
lessità di algoritmi di altro tipo, può avere dipendenza esponenziale.
Mentre la maggior parte delle iterazioni, in algoritmi come l’ASM, è orientata
verso punti che sono al confine della zona di fattibilità, gli algoritmi del punto
interno, indirizzano la loro ricerca verso punti che sono interni alla stessa. In altre
parole, le iterazioni sono sempre tra punti per cui è certo esista una soluzione del
problema di ottimo.
Il problema ovviamente è ancora rappresentato dalla ottimizzazione (o minimiz-
zazione) di una funzione obiettivo J(θ) avente forma presentata in 1.20, soggetta
ai vincoli di disuguaglianza e uguaglianza indicati rispettivamente in 1.21a e
1.21b. Raggruppando i due set di vincoli, il set misto sarà in forma compatta:[
H
Ω
]
︸ ︷︷ ︸
A
θ ≤
[
h
ω
]
︸︷︷︸
b
(1.34)
Gli algoritmi IP, considerano la seguente funzione obiettivo modificata:
B(θ, µ) = J(θ)− µ
∑
i
(log(bi − aTi θ))︸ ︷︷ ︸
funzione barriera
(1.35)
in cui aTi rappresenta la i-esima riga di A, bi è l’i-esimo elemento del vettore noto b
e µ è uno scalare positivo.
La funzione barriera, previene l’algoritmo dall’uscire dalla zona feasible, in quanto,
man mano che ci si avvicina alla frontiera, il contributo di tale funzione al costo
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B cresce in ragione logaritmica. Sia ora θ? il minimo (incognito) della funzione
iniziale J, e sia θµ il minimo della funzione B (reso disponibile in qualche modo).
Sia definito come ’centro analitico’ dei vincoli il punto θ0; se la regione di fattibilità
è non vuota, allora θ0 giace al suo interno e non dipende dalla funzione obiettivo
J(θ). Vista la struttura di B, per µ → 0, si avrà che B(θ, µ) → J(θ) e quindi anche
θµ → θ?. Si fissi ora un valore iniziale di µ e un initial guess fattibile. Obiettivo
dell’algoritmo numerico è calcolare il punto di minimo della funzione B, θµ e
utilizzare tale risultato come initial guess al passo successivo, andando a ridurre il
parametro µ, per far sì che θµ → θ?. Al variare di µ la traiettoria percorsa da θµ a
partire da θ0 è chiamata percorso centrale.
Uno dei metodi del punto interno è l’algoritmo Primal-Dual.
Algoritmo Primal-dual
Con riferimento al problema QP della funzione indicata in 1.35, in dipendenza
del parametro di barriera µ, si ridefinisca la condizione di KKT indicata nella
1.22d, come segue:
tTλ = µ ; µ ≥ 0 (1.36)
in cui i parametri Lagrangian-based λ, rappresentano le incognite aggiuntive (duali)
del problema QP. Questa condizione definita come ’complementarietà perturbata’,
può essere intesa come la condizione che la soluzione possa giacere ad una distanza
µ dalla frontiera dei vincoli Aθ = b.
Come noto, per ricavare il minimo della funzione B, si cerca la soluzione
[
θµ ,λ
]
che ne annulli il gradiente:
∂B(θ, µ)
∂θ
= 0 (1.37)
che esplicitato porta all’equazione:
∂J(θ)
∂θ
−
(
∂c(θ)
∂θ
)T
µ
c(θ)
= 0 (1.38)
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in cui, rispetto alla 1.35, si è posto c(θ) =
∑
i(bi − aTi θ).
Utilizzando la 1.36, la 1.38 può essere riscritta in forma compatta:
g− ΓTλ = 0 (1.39)
in cui g è il gradiente della funzione obiettivo di partenza J e la matrice Γ e lo
Jacobiano dei vincoli c(θ). Tale condizione è intuitivamente schematizzabile come
la specifica che il gradiente della funzione J appartenga al sottospazio spannato
dal gradiente dei vincoli Γ.
Utilizzando il metodo di Newton, posso ricavare gli aggiornamenti
[
dθµ , dλ
]T
, per
l’initial guess: (
W −ΓT
ΛΓ C
)[
dθµ
dλ
]
=
[
−g + ΓTλ
µ− Cλ
]
(1.40)
con W matrice hessiana di B e Λ matrice diagonale di λ. Ponendo a questo punto:
(θ , λ) → (θ + α dθµ , λ+ α dλ) (1.41)
come guess per il nuovo passo di iterazione, in cui α è scelto con lo stesso cri-
terio dell’algoritmo ASM, in modo cioè da assicurare la condizione di KKT,
λ ≥ 0, riducendo µ, l’algoritmo viene ripetuto, sino a raggiungere uno scarto
|θµ − θ?| ≤ γ, con γ tolleranza arbitraria.
Per valori di µ molto piccoli, corrispondenti alle ultime iterazioni, è evidente
che il valore elevato del contributo fornito dalla funzione barriera logaritmica
alla funzione obiettivo, porti a problemi di malcondizionamento della soluzione
finale. La consistenza degli algoritmi del punto interno, varia da caso a caso. La
ragione principale per cui i buoni algoritmi IP non risultano di semplice utilizzo, è
proprio l’implementazione di routines atte a migliorare il condizionamento della
soluzione in prossimità dei vincoli.
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1.5 Non-linear MPC
Tecniche MPC a orizzonte recessivo, soprattutto per i processi lineari, hanno
avuto notevole sviluppo e hanno rappresentato una tecnica di controllo fortemente
attrattiva in campo industriale.
Tuttavia la quasi totalità dei processi reali è intrinsecamente non lineare, inoltre
con l’incremento di esigenze economiche ed ecologiche in campo industriale e con
i cambiamenti delle specifiche di qualità e di produttività, è richiesto che i sistemi
siano operanti ed efficienti in zone sempre più vicine ai vincoli. In questi casi è
facile immaginare come i modelli lineari si rivelino inadeguati alle descrizioni dei
sistemi. Per questo motivo si utilizzano controllori predittivi non lineari (NMPC).
In generale, come detto il problema dell’MPC è formulato risolvendo on-line un
problema di controllo ottimo a orizzonte finito, soggetto a dinamiche di sistema
e vincoli. Basandosi sulle misure ottenute al tempo t, il controllore predice la
dinamica futura del sistema lungo l’orizzonte di predizione Tp e determina lungo
l’orizzonte di controllo Tc, l’input che ottimizza il predeterminato funzionale di
costo in catena aperta.
Se non ci sono disturbi, se il modello implementa perfettamente il sistema reale, e
se il problema di ottimizzazione può essere risolto per un orizzonte infinito, allora
è possibile applicare la funzione d’ingresso calcolata in t = 0 al sistema per tutti
gli istanti t ≥ 0. Ad ogni modo, in generale questo non è possibile. A causa dei
disturbi e delle differenze tra modello e plant, il sistema reale reagirà in maniera
diversa rispetto all’evoluzione predetta. Per tener conto di tali differenze in un
meccanismo di feedback, l’input calcolato in catena aperta, verrà applicato solo
sino all’istante in cui saranno disponibili nuove misure. La differenza temporale tra
una misurazione e la successiva, può variare, ma spesso viene assunta come fissa,
definendo un intervallo di tempo δ di campionamento sulla misura. Utilizzando le
nuove misure al tempo t δ la procedura (predizione-ottimizzazione) viene ripetuta
per ottenere il nuovo input.
21
1 – Controllo predittivo
1.5.1 Formulazione matematica NMPC
Considerando il problema di stabilizzazione di una classe di sistemi, descritta
dal seguente set di equazioni differenziali non lineari:
x˙(t) = f (x(t), u(t)), x(0) = 0 (1.42)
soggetto ai vincoli su stato e ingresso esprimibili nella forma:
u(t) ∈ U, ∀t ≥ 0 x(t) ∈ X, ∀t ≥ 0 (1.43)
in cui x(t) ∈ X ⊆ Rn e u(t) ∈ U ⊆ Rm sono i vettori rispettivamente di stato e
ingresso. Il set dei valori di input fattibili è indicato da U e il set di stati fattibili è
X.
Si assuma che X e U siano rispettivamente connesso e compatto e che (0, 0) ∈
X×U. Nella sua forma più semplice, U e X sono descritti in maniera seguente:
U := {u ∈ Rm‖umin ≤ u ≤ umax},
X := {x ∈ Rn‖xmin ≤ x ≤ xmax}.
(1.44)
Quì umin, umax, xmin, xmax sono vettori costanti noti.
Di solito il problema descritto nella 1.42, è formulato matematicamente come
segue:
trovare min
uˆ(·)
J
(
xˆ(t), uˆ(·), Tc, Tp
)
(1.45)
con
J
(
xˆ(t), uˆ(·), Tc, Tp
)
,
∫ t+Tp
t
F
(
xˆ(τ), uˆ(τ)
)
dτ (1.46)
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soggetto a:
˙ˆx(τ) = f
(
xˆ(τ), uˆ(τ)
)
, xˆ(t) = x(t) (1.47a)
uˆ(τ) ∈ U, ∀τ ∈ [t, t + Tc] (1.47b)
uˆ(τ) = uˆ(τ + Tc), ∀τ ∈ [t + Tc, t + Tp] (1.47c)
xˆ(τ) ∈ X, ∀τ ∈ [t, t + Tp] (1.47d)
Ancora una volta Tp, e Tc indicano orizzonte di predizione e controllo rispettiva-
mente. La soluzione della 1.47a xˆ, è pilotata dall’input uˆ : [t, t + Tp] → U, con
condizioni iniziali x(t0). La distinzione tra variabili di modello e di processo, è
necessaria visto che anche in assenza di disturbi, i loro valori predetti e quelli at-
tuali in anello chiuso, non saranno coincidenti. Questo perchè gli ingressi ottimali
saranno ricalcolati ad ogni istante di campionamento.
La funzione F indicata nella 1.46, specifica la performance di controllo desider-
ata, definita a valle di considerazione di carattere economico, ecologico o sulla
sicurezza. Nella maggioranza dei casi, essa è espressa nella forma quadratica
standard:
F(x, u) = (xˆ− xs)TQ(xˆ− xs) + (uˆ− us)TR(uˆ− us) (1.48)
dove xs e us sono i setpoint noti, Q e R sono matrici di peso positive definite e
simmetriche. Dato che i riferimenti (xs, us) dovranno essere soluzioni fattibili per
il problema 1.44, us dovrà essere contenuto all’interno di U. Si consideri, senza
perdita di generalità, che (xs, us) = (0, 0) sia lo stato da stabilizzare. Si noti che
nella 1.47a, lo stato del modello interno al controllore viene inizializzato dallo stato
effettivo attuale del modello, richiedendo quindi una misurazione, ove possibile,
o una stima. L’equazione 1.47c, non rappresenta un vincolo, ma schematizza
l’assunzione che oltre l’orizzonte Tc, l’input assuma un valore costante, pari a
quello dell’ultimo step dell’azione di controllo. Nella 1.49 è indicata una soluzione
ottima al problema di ottimizzazione, con il simbolo uˆ?(·, xˆ(t), Tp, Tc) : [t, t +
Tp] → U. La soluzione sarà calcolata ripetutamente, ad ogni istante t = jδ, conj =
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0, 1, . . . , quando saranno disponibili nuove misure. Il controllo in anello chiuso è
definito dalla soluzione al problema 1.44 negli istanti di campionamento:
u?(τ) , uˆ?
(
τ, xˆ(t), Tp, Tc
)
, τ ∈ [t, δ]. (1.49)
La funzione di stato che descrive il valore ottimale del problema di controllo
NMPC in catena aperta, sarà indicata dalla funzione obiettivo:
J
(
xˆ, uˆ?
(·, xˆ(t)), Tp, Tc) = V(xˆ, Tp, Tc). (1.50)
La funzione V appena definita, copre un ruolo fondamentale nella prova di stabil-
ità dei vari schemi NMPC, fungendo da funzione candidata di Lyapunov. Ulteriori
dettagli a riguardo sono esaurientemente esposti in [7].
1.5.2 Proprietà, vantaggi e svantaggi dell’ NMPC
In generale si vorrebbe utilizzare un orizzonte infinito di predizione e di con-
trollo, questo garantirebbe la stabilità del sistema in ciclo chiuso. Per permettere
una soluzione numerica del problema in tempo reale è tuttavia necessario, come
detto, utilizzare un orizzonte di predizione finito. Chiaramente con un orizzonte
più breve, il costo della soluzione sarà inferiore, a parità di funzionale. Quindi
risulta preferibile, da un punto di vista computazionale, un orizzonte di predizione
limitato per l’MPC. D’altro canto utilizzando un orizzonte finito, le traiettorie degli
stati e degli ingressi del sistema in anello chiuso, saranno diverse da quelle del
sistema in anello aperto, anche nell’ipotesi di perfetta modellazione del plant reale
e in assenza di disturbi. E’ questa infatti la differenza chiave tra le strategie di
controllo standard, in cui la legge di controllo è ottenuta a priori, e gli algoritmi
NMPC in cui la legge di controllo è ottenuta in linea. Tale differenza ha due
conseguenze immediate. In primo luogo l’obiettivo di calcolare un feedback che
minimizzi il funzionale di costo su un orizzonte infinito, non è ottenuto. Non è
in generale assicurato infatti che minimizzare lungo un orizzonte di predizione
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finito in maniera ripetuta (tecnica di controllo a orizzonte recessivo), dia gli stessi
risultati ottenuti mediante una minimizzazione su orizzonte infinito; infatti le due
soluzioni possono essere molto diverse tra loro. In secondo luogo, se le traiettorie
attuali e quelle predette non coincidono, non c’è garanzia che il sistema sia stabile
in anello chiuso. Per questi motivi le caratteristiche chiave dell’NLMPC possono
essere riassunte come segue:
• l’NMPC consente l’uso di modelli non lineari per la predizione
• tiene conto di vincoli sugli stati e sugli input espressi in maniera esplicita
• l’evoluzione predetta è in genere diversa dall’evoluzione in anello chiuso
• la soluzione in linea di un problema di controllo ottimo in ciclo aperto è
necessaria per l’implementazione
• per implementare l’NMPC, lo stato del sistema deve essere misurato o
stimato.
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Capitolo 2
Leucemia Mieloide Cronica
2.1 Introduzione
I motivi per cui è stato effettuato uno studio atipico riguardante l’implemen-
tazione del controllo predittivo nella pianificazione di una terapia, vanno ricercati
nella vasta letteratura disponibile sugli studi di monitoraggio, diagnosi e cura
della LMC. Ad esempio, una spiegazione dettagliata sul ruolo centrale ricoperto
dallo studio della LMC, è esposto in [15]; il modello utilizzato per descrivere
questa patologia è infatti rapportabile anche ad altri tipi di tumori, aumentandone
la sfera di interesse. Il solo impatto sulla popolazione, non sarebbe in grado di
giustificare una diffusione così ampia dell’interesse verso questa patologia.
L’organizzazione internazionale European LeukemiaNet, descritta in [16], è alla base
dei progressi effettuati in ambito di cura e/o contenimento della patologia. Studi
di questo tipo sono esposti anche in [19], [14], [18]. Descrizioni approfondite sulla
scelta tra gli esami diagnostici disponibili, sono fornite in [17], [19] e [15]. In [14]
è esposto anche uno studio sugli effetti di una diagnosi efficace sulla qualità della
vita di pazienti affetti dalla LMC oltre che ovviamente sui tempi di ’guarigione’.
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2.2 Descrizione della Leucemia Mieloide Cronica
Di seguito sono esposti concetti base con l’obiettivo di descrivere in breve, le
dinamiche della malattia, gli studi diagnostici e di monitoraggio disponibili e gli
strumenti d’avanguardi per la cura della LMC. Per un approfondimento riguardo
la descrizione della patologia e delle terapie, convenzionali e non, si rimanda a
[21] e [22].
Le neoplasie ematologiche sono malattie caratterizzate dalla proliferazione can-
cerosa delle cellule del sangue. Si pensa che la trasformazione maligna avvenga in
una singola cellula che acquisisce un vantaggio in termini di crescita e di soprav-
vivenza, comportandone una proliferazione incontrollata che va a manifestarsi
anche nella sua progenie, garantendo cosi l’espansione del clone. Se questo pro-
cesso interessa una delle linee cellulari leucocitarie la malattia viene denominata
leucemia. Le forme più comuni della leucemia vengono classificate secondo le
linee cellulari di appartenenza (mieloide o linfoide) e secondo il grado di differen-
ziazione terminale che è strettamente correlato al decorso clinico della malattia
(fase cronica o acuta). Per quanto riguarda la LMC, la proliferazione clonale di
cellule mieloidi progenitrici maligne determina la presenza di un numero eccessi-
vo di cellule mieloidi in tutti gli stadi di maturazione. La LMC è una delle prime
malattie per cui sia stato possibile individuare una specifica anormalità cromo-
somica quale causa della malattia: il cromosoma Filadelfia (Ph). Tale cromosoma
è il risultato di una traslocazione del gene ABL dal cromosoma 9 ad una zona
del cromosoma 22 denominata breakpoint-cluster-region (BCR). Viene così creato
un gene ibrido BCR-ABL che viene tradotto in una proteina di fusione omonima.
Questa fusione fa sì che l’attività tirosino-chinesica di BCR-ABL, e cioè il processo
attraverso cui viene stimolata la produzione cellulare, non sia più regolata, ma
perennemente attiva e sbilanciata, verso la produzione di cellule leucemiche. La
leucemia mieloide cronica colpisce da 2 a 5 persone ogni 100.000 cioè circa lo
0,005% della popolazione e rappresenta il 15% delle leucosi dell’adulto.
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Figura 2.1: La traslocazione che porta al cromosoma Ph
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2.3 Decorso
La LMC progredisce attraverso 3 fasi caratterizzate da un progressivo peggio-
ramento delle condizioni cliniche. Queste fasi sono denominate cronica, accelerata
e blastica.
• Fase cronica
Le cellule ammalate, che possiedono il cromosoma Philadelphia e quindi la
proteina Bcr-Abl, possiedono un grande vantaggio nei confronti delle cellule
normali, che non vengono eliminate ma relegate in un limbo di incapacità
proliferativa. Con il passare del tempo, Bcr-Abl provoca ulteriori danni a
carico del patrimonio genetico della cellula, con ulteriore esaltazione della
sua capacità di alterare sempre più profondamente la proliferazione cellu-
lare all’interno del midollo osseo. Queste anomalie secondarie conducono
a un’ulteriore disregolazione del controllo della crescita e maturazione cel-
lulare, con conseguente marcato scompenso della produzione midollare e
insorgono durante la fase accelerata e la crisi blastica.
• Fase accellerata
È una fase intermedia nella storia della malattia in cui si comincia a eviden-
ziare una certa resistenza alle terapie. I sintomi peggiorano e comprendono:
febbre di origine sconosciuta, dolore osseo, sintomi correlati all’ingrossa-
mento della milza o del fegato, come nausea e dolori addominali. Possono
manifestarsi diminuzione delle piastrine e anemia progressiva. Si osservano
anche nuove e multiple anomalie cromosomiche. La fase accelerata dura in
media da 6 a 9 mesi.
• Crisi blastica
Rappresenta lo stadio terminale della malattia, è caratterizzata dalla presenza
di oltre il 30% di blasti nel sangue periferico o nel midollo osseo e da un
aumento dei sintomi legato al progressivo e grave scompenso della funzione
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midollare. I pazienti in crisi blastica hanno una prognosi pessima. Questa
fase è rapidamente fatale con una media di sopravvivenza di 3-6 mesi.
2.4 Esami diagnostici
La conferma della malattia avviene tramite esame citogenetico oppure ricer-
cando l’RNA del gene ibrido Bcr-Abl su sangue midollare e sangue periferico.
2.4.1 Fish-test
La traslocazione che porta al cromosoma Philadelphia viene spesso persa al-
l’esame citogenetico di routine. Il test FISH avviene mediante l’utilizzo di sonde
marcate, atte all’individuazione di sequenze specifiche negli acidi nucleici. Tali
identificazione avviene attraverso l’irraggiamento delle sonde tramite molecole
fluorescenti chiamate fluorocromi. Tali molecole sono in grado, se irradiate elettro-
magneticamente, di emettere una frazione dell’energia assorbita, ad una frequenza
superiore rispetto a quella d’ingresso, consentendo così il marcamento delle sonde,
necessario a munirle di reattività alle sequenze specifiche degli acidi nucleici. Il
test permette così di identificare le anomalie cromosomiche delle cellule prelevate
al paziente e di accertare la presenza del cromosoma Philadelphia. Il principio che
sta alla base del test è rappresentato in figura 2.2:
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Figura 2.2: Nella parte sinistra si osserva come i colori dei diversi cromosomi siano
nettamente separati, mentre nella parte destra la traslocazione è evidenziata
dalla sovrapposizione dei colori
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2.4.2 PCR
La sigla significa Polimerase Chain Reaction, o reazione polimerasica a catena.
Consente, di riprodurre in laboratorio quello che avviene durante la sintesi del
DNA, con la differenza fondamentale, rispetto al processo naturale, che, partendo
da piccolissime quantità di DNA o RNA si può amplificare praticamente a piacere
il materiale, ottenendo in poche ore dosi enormi di DNA sul quale lavorare per
identificare anomalie genetiche, spesso non visibili altrimenti. Nel caso della
LMC, la PCR consente di identificare il gene che codifica per la proteina BCR-
ABL, mostrando una elevata sensibilità, essendo possibile individuare sino a
una cellula leucemica ogni 100000 cellule normali. Indubbio vantaggio ai fini
del monitoraggio, è la capacità della PCR di adattarsi all’analisi su prelievi di
sangue venoso; si presta quindi ad un monitoraggio frequente, senza fastidi per il
paziente.
Per un approfondimento riguardo la scelta dell’esame diagnostico da utilizzare, si
rimanda a [19] e [17].
2.5 Strategie terapeutiche
Gli obiettivi della terapia nei pazienti affetti da LMC sono:
• Stabilizzare i valori dell’emocromo, esame che prevede la valutazione del nu-
mero di cellule nel sangue, effettuato su un campione prelevato con puntura
di una vena.
• risposta ematologica, che consiste nella normalizzazione della conta dei
leucociti e nell’eliminazione delle cellule mieloidi immature, fattori che
portano ad una scomparsa dei sintomi della malattia.
• risposta citogenetica, che consiste nell’eliminazione del cromosoma Philadel-
phia, e si definisce completa, nel caso avvenga sino alla completa assenza di
33
2 – Leucemia Mieloide Cronica
quest’ultimo, parziale per percentuali di cellule Ph tra l’1 e il 35%, minore
tra il 36 e il 65% e minima tra il 66 e il 99%
2.5.1 Terapie Convenzionali
Il trattamento della LMC è stato inizialmente diretto al controllo della massa
cellulare leucemica. La prima terapia applicata ha sfruttato le radiazioni ion-
izzanti (irradiazione della milza) durante la prima metà del secolo, mentre si
sono affermati nella seconda metà gli agenti citotossici, il busulfano (1950-59) e
l’idrossiurea(1960-69), i quali limitatamente alla fase cronica, hanno migliorato
la qualità della vita, ma non hanno evitato la progressione della malattia verso
le fasi accelerata e blastica. La terapia convenzionale con questi due citotossici
orali é stata dunque riconosciuta come un semplice palliativo. con l’introduzione
dell’idrossiurea la LMC è stata identificata come malattia fatale con una soprav-
vivenza media di 4-5 anni e una sopravvivenza a 10 anni del 5% . Entrambi hanno
mostrato una risposta ematologica del 90%, ma una rara risposta citogenetica
(0.9-5%). Negli anni ’70 ha fatto seguito il rapido sviluppo del trapianto di midollo
osseo allogenico, che rimane l’unica terapia con potenziale curativo nella LMC
con una sopravvivenza a 3-5 anni del 38-80% e a 10 anni del 50-60%. La mortalità
è elevata; i risultati in fase blastica o in caso di secondo trapianto sono scarsi.
A metà degli anni ’80 è stato introdotto l’Interferone (IFN), che ha ridimensionato
il ruolo della chemioterapia convenzionale e ha iniziato a limitare le indicazioni
al trapianto allogenico. L’IFN-α deve essere somministrato per via sub-cutanea e
riesce a contenere il numero delle cellule in circa i due terzi dei pazienti. L’IFN-α
risulta più efficace della chemioterapia convenzionale, soprattutto in fase cronica
precoce e in pazienti a basso rischio evolutivo (4 fattori di rischio: età, entità della
splenomegalia, percentuale di mieloblasti periferici, numero di piastrine). La
risposta ematologica completa con IFN-α è circa dell’80%; la remissione citogeneti-
ca può globalmente essere ottenuta nel 60% dei pazienti; la sopravvivenza media
è di 60-89 mesi. La risposta citogenetica comincia a manifestarsi mediamente
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dopo 3-6 mesi, ma spesso viene raggiunta solo dopo 12-18 mesi. L’IFN-α agisce
con un meccanismo sconosciuto, ma studi in vitro hanno dimostrato un’azione
anti-proliferativa sulle cellule progenitrici.
2.5.2 Terapia mirata: Utilizzo Imatinib
Come evidenziato in [15] e [18], l’Imatinib mesilato ha rappresentato il primo
efficace esempio di terapia molecolare mirata. E’ efficace nell’inibire la prolif-
erazione di cellule BCR-ABL in pochi minuti. Tale inibizione si associa ad una
diminuzione della proliferazione e all’induzione della corretta attività tirosino-
chinesica. Nei pazienti con LMC in fase cronica trattati con Imatinib (alla dose
standard di 400 mg/die) in prima linea si è ottenuta una risposta ematologia
completa del 98% ed una risposta citogenetica completa dell’87%.
Problematica del dosaggio
In [13] è illustrata la problematica sul dosaggio ottimale dell’ IM non ancora
risolta. Nei primi studi per la registrazione del farmaco, la dose massima tollerata
non fu identificata. Una dose di 300 mg/die era sufficiente per ottenere una
remissione citogenetica in quasi tutti i pazienti e ai 400 mg/die la concentrazione
dell’IM nel sangue era consistentemente più alta di quella richiesta a inibire del
50% l’attività tirosino-chinasica della proteina BCR-ABL. Fu anche rilevato che
una dose giornaliera di 600 mg/die era più efficace della 400 mg/die, nei pazienti
in fase accelerata o blastica e che aumentare la dose a 600 o 800 mg/die poteva
portare benefici a quei pazienti che presentavano una risposta inadeguata alla
terapia. Non sono stati effettuati studi su dosi ridotte di Imatinib, anche a causa
del fatto che una dose di 400 mg/die è in media ben tollerata e numerosi report
hanno scoraggiato l’uso indiscriminato di basse dosi di farmaco per problematiche
relative a possibili sviluppi di resistenza alla malattia.
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2.5.3 Vaccinazione
Nella sezione precedente si è evidenziato come l’Imatinib essendo in grado di
colpire selettivamente le cellule leucemiche, ha prodotto negli ultimi anni risultati
straordinari, inducendo in moltissimi pazienti un’ottima riduzione della malattia.
Tuttavia, con il solo impiego di questo farmaco è raro osservare la completa e totale
scomparsa delle cellule tumorali e quindi, in definitiva, la guarigione del paziente.
Ad integrare queste già consolidate cure, si aggiunge un vaccino. Un primo studio
sulla terapia mista vaccino-Imatinib è presentato in [21]. Tale vaccino, basato su
una proteina tumorale che ’insegna’ alle difese del corpo a riconoscere e attaccare
le cellule malate, garantisce la completa remissione dalla malattia o in alcuni casi
permette una significativa riduzione della malattia residua. Si tratta di un vaccino
peptidico, composto cioè da piccole molecole proteiche, i peptidi, che stimolano
i linfociti dei pazienti vaccinati, in modo da riconoscere le cellule leucemiche
ed eliminarle. Alla luce dei promettenti risultati, riconosciuti dalla comunità
scientifica internazionale, la sperimentazione è entrata nei programmi terapeutici
del Gruppo Cooperatore Nazionale per lo studio della leucemia mieloide cronica,
a cui aderiscono tutti i centri ematologici italiani.
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Capitolo 3
Il Modello Leucemico
3.1 Introduzione
Negli ultimi decenni, l’interesse verso la modellazione matematica della patolo-
gia LMC è cresciuto anche in considerazione della possibilità di utilizzarla come
riferimento, per la descrizione di una ’classe’ di patologie tumorali. Qualsiasi
sviluppo di carattere generale, conseguito nell’ambito di modellazione, diagnosi e
quindi di pianificazione delle terapie, potrebbe rappresentare un punto di partenza
per uno studio simile su altre malattie. Già dai primi anni ’90 infatti, si è giunti
alla formulazione di un modello matematico ’pionieristico’ per l’analisi del sis-
tema ematopioetico [8]. Successivamente sono stati definiti e modellati in [9] i
meccanismi della patologia, inerenti la risposta immunitaria, giungendo così alla
descrizione delle fasi del decorso, presentate nel paragrafo 2.3. In [10] è riportato
uno studio di identificazione parametrica effettuato nel 2004, che ha consentito di
definire quali parametri controllano la remissione del cancro. Grazie allo studio
di un modello di equazioni differenziali ordinarie si è individuato nel tasso di
crescita delle cellule tumorali C, un legame con l’effettiva possibilità di debellare
la patologia.
Successivamente alla diffusione del farmaco Imatinib, visti i suoi promettenti risul-
tati, l’interesse si è focalizzato anche sui meccanismi di resistenza ad esso. In [11]
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si individua proprio la resistenza all’Imatinib, come causa principale della ricaduta
della leucemia, proponendo quindi un trattamento che comprenda più farmaci, in
modo da rallentare il processo di mutazione citogenetica causata dall’inefficacia
dell’Imatinib. A tal fine nel 2005 Michor et al. hanno formulato un modello, presen-
tato in [20], che tenesse conto per la prima volta, mediante equazioni differenziali,
di una suddivisione della popolazione cellulare leucemica, in sotto-popolazioni,
differenziate secondo il grado di mutazione. Tali raggruppamenti risultano in
quattro stadi di evoluzione:
• cellule staminali
• cellule progenitrici
• cellule differenziate
• cellule differenziate definitivamente
Attraverso la comparazione con i dati dei pazienti, misurati a partire da 450 giorni
dopo l’inizio del trattamento, i ricercatori sono giunti alla conclusione che l’Ima-
tinib è inefficace sulle cellule staminali leucemiche. Questo risultato ha portato
Dingli e Michor a migliorare lo studio sull’Imatinib. In [12] si evidenzia come una
terapia che prevenga dalla ricaduta della malattia, debba necessariamente avere
come obbiettivo le cellule staminali del cancro.
3.2 Il modello di Michor e la sua evoluzione
Come detto, il modello proposto da Michor et al. descrive i quattro gruppi
della gerarchia di differenziazione del sistema ematopoietico: le cellule stami-
nali danno vita alle progenitrici, che producono le cellule differenziate, le quali
a loro volta producono le cellule differenziate definitivamente. Questa gerarchia
è valida sia per le cellule normali che per quelle leucemiche, ma solo le cellule
staminali leucemiche hanno un potenziale infinito nel rinnovarsi. Una terapia
di successo, come evidenzia il modello, porta ad un declino esponenziale delle
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cellule leucemiche. L’interruzione della terapia, porta però ad un rapido incremen-
to di tali cellule sino a livelli superiori a quelli precedenti al trattamento. Ciò è
dovuto al fatto che le cellule staminali leucemiche non vengono eliminate durante
la terapia. Quando, poi, subentrano le mutazioni che generano la resistenza al
farmaco, vi è un aumento del rapporto BCR-ABL/BCR, sbilanciato a favore delle
cellule staminali leucemiche che hanno sviluppato tale resistenza.
Nel modello, la caratteristica scala temporale dipende dalla velocità con cui queste
cellule si espandono durante la terapia. Infatti, una crescita più veloce della
leucemia rende più prossima la comparsa di mutazioni che offrono resistenza
al farmaco mentre una crescita più lenta garantisce molti anni di successo della
terapia, sebbene le cellule che offrono resistenza siano comunque presenti. La
ragione di questo comportamento sta nel fatto che le cellule staminali leucemiche
continuano a riprodursi durante il trattamento. Inoltre, quelle resistenti si espan-
dono anche più velocemente poiché l’Imatinib agisce riducendo l’abbondanza
di cellule progenitrici, differenziate e differenziate definitivamente, che non pre-
sentano mutazioni resistenti, finendo così per favorire il proliferarsi delle cellule
resistenti secondo un dannoso meccanismo di selezione naturale.
La totalità della popolazione leucemica, nella fase iniziale della terapia diminuisce,
mentre aumenta nuovamente non appena le cellule differenziate che offrono re-
sistenza diventano abbondanti. In questo caso, il trattamento con Imatinib è
destinato a fallire dopo un intervallo di tempo di lunghezza variabile in dipenden-
za del soggetto, ma legata al tasso di espansione delle cellule staminali leucemiche
resistenti. Michor ha concluso, che il trattamento a lungo termine con Imatinib non
distrugge la popolazione cellulare che guida questa malattia, in accordo quindi
con l’ipotesi che le cellule staminali leucemiche sono immuni alla terapia che
prevede unicamente la somministrazione di Imatinib.
Il modello originale di Michor non teneva conto dell’impatto della risposta immu-
nitaria. Ad aggiungere questo fattore rivelatosi fondamentale nell’analisi della
malattia, hanno pensato nel 2007 Kim, Lee e Levy, i quali in [21], riprendendo
il modello di Michor, hanno introdotto l’interazione tra le cellule tumorali C e le
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cellule anti-tumorali T.
Lo scopo del modello è combinare l’Imatinib con l’immunoterapia, in forma di
vaccino, per sfruttare in maniera più efficiente l’effetto del farmaco ed eliminare
del tutto le cellule del cancro.Gli autori, hanno dimostrato che il modello di Michor
et al., esteso nel tempo, predice che la ricaduta avvenga approssimativamente tre
anni dopo l’inizio del trattamento. Ciò è in disaccordo con le osservazioni cliniche
secondo le quali i pazienti sotto Imatinib rimangono in remissione citogenetica
per molti anni. Da recenti esperimenti si è osservato che alcuni pazienti, sotto
remissione indotta da Imatinib, sviluppano una risposta immunitaria robusta,
ma transitoria, che riguarda le cellule T, CD4 e CD8. Sviluppando, dunque, un
modello che combina la dinamica immunitaria con l’Imatinib, gli autori hanno
formulato delle ipotesi alternative su come la remissione possa essere mantenuta
nel tempo, proponendo una nuova strategia di trattamento che migliora l’efficacia
dell’Imatinib. Inoltre, gli stessi esperimenti hanno indicato che, quando la risposta
immunitaria anti-leucemica non è rilevabile, essa può essere nuovamente stimo-
lata mediante cellule leucemiche autologhe irradiate o mediante lisati batterici,
disponibili dal sangue prelevato del paziente prima della terapia con l’Imatinib
e crio-preservato. Nel modello modificato, gli autori hanno ipotizzato che una
stimolazione simile alla risposta immunitaria anti-leucemica potesse essere ot-
tenuta in vivo mediante il vaccino, di cui hanno incluso gli effetti nel modello,
aggiungendone la dinamica.
Attraverso simulazioni matematiche della nuova versione del modello è stato
dimostrato che, se davvero una risposta simile a quanto visto in vitro può essere
ottenuta nei pazienti, si può ricorrere, nei tempi opportuni, al vaccino, per svilup-
pare una risposta anti-leucemica di intensità e durata sufficiente per eliminare le
cellule tumorali residue.
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Descrizione del modello
Il modello matematico era originariamente composto dal seguente sistema di
equazioni differenziali con ritardo:
y˙0 =
(
ry(1− u)− d0
)
y0 − qc ρ(C, T) y0 (3.1a)
y˙1 = ayy0 − d1y1 − qc ρ(C, T) y1 (3.1b)
y˙2 = byy1 − d2y2 − qc ρ(C, T) y2 (3.1c)
y˙3 = cyy2 − d3y3 − qc ρ(C, T) y3 (3.1d)
z˙0 = (rz − d0)z0 + ryy0u− qc ρ(C, T) z0 (3.1e)
z˙1 = azz0 − d1z1 − qc ρ(C, T) z1 (3.1f)
z˙2 = bzz1 − d2z2 − qc ρ(C, T) z2 (3.1g)
z˙3 = czz2 − d3z3 − qc ρ(C, T) z3 (3.1h)
T˙ = st − dTT − ρ(C, T)C + 2n qc ρ(Cnτ, Tnτ) qTCnτ (3.1i)
in cui
ρ(C, T) = p0e(−cnC)kT ; Cnτ = C(n− τ) ; Tnτ = T(n− τ) (3.2)
Si evince immediatamente dalle equazioni riportate in 3.1, che lo stato del sistema
è rappresentato dalle diverse popolazioni cellulari, differenziate nei successivi
stadi di mutazione indicati a pagina 38. Le variabili y0, y1, y2 e y3 descrivono la
concentrazione delle cellule staminali ematopoietiche leucemiche (SC), progeni-
trici (PC), differenziate (DC) e differenziate definitivamente (TC) che non offrono
resistenza all’Imatinib. Le variabili z0, z1, z2 e z3 descrivono le rispettive concen-
trazioni di cellule leucemiche che presentano mutazioni che inducono resistenza
al farmaco. Le costanti a, b, e c, che hanno indice y o z a seconda del tipo di cellule
a cui si riferiscono (resistenti o non resistenti al farmaco), indicano la frazione
della popolazione di cellule che passano allo stadio successivo di differenziazione.
Il tasso di mortalità delle quattro categorie di cellule è dato rispettivamente da
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d0, d1, d2 e d3. I parametri ry e rz che troviamo esclusivamente nelle equazioni
3.1a e 3.1e, riguardano le cellule staminali leucemiche e rappresentano il tasso
con cui esse si riproducono. La costante u rappresenta il tasso di mutazioni che
inducono resistenza al farmaco per ciascuna divisione cellulare, per questo motivo
il termine che viene tolto alla conta delle y0 viene invece addizionato alla concen-
trazione z0, di cellule dello stesso tipo, ma che presentano appunto una mutazione.
La variabile C indica la concentrazione totale di tutte le cellule leucemiche,più
precisamente:
C =
3∑
i=0
(yi + zi) (3.3)
mentre la variabile T, come detto, rappresenta la concentrazione totale delle cellule
anti-leucemiche. Il termine finale in ogni equazione qc ρ(C, T) yi (o qc ρ(C, T) zi)
rappresenta la legge di azione di massa. Essa descrive l’interazione tra due popo-
lazioni cellulari in relazione al prodotto delle loro concentrazioni. La componente
kTyi (o kTzi) è il valore dell’interazione tra le cellule T e la sotto-popolazione yi
(o zi), dove k è la costante cinetica. Il coefficiente p0 indica la probabilità che una
cellula T interagisca con una cellula del cancro e qc è la probabilità che una cellula
C muoia a causa della risposta immunitaria di una cellula T.
Poiché non si conosce il meccanismo preciso con cui le cellule leucemiche soppri-
mono la risposta immunitaria, si considera che la probabilità con cui una cellula T
impegni una cellula tumorale decade esponenzialmente in funzione delle concen-
trazione del cancro; la probabilità, cioè, di un’interazione produttiva delle cellule
T con quelle tumorali è ρ0e(−cnC), ove cn è il tasso esponenziale di decadimento
dell’efficacia delle cellule anti-leucemiche. Nell’equazione 3.1i, st indica la costante
di approvvigionamento di cellule T che arrivano dalle cellule staminali al sistema.
Il secondo termine dell’equazione descrive il tasso di morte naturale delle cellule
anti-tumorali mentre il terzo termine è il tasso con cui queste interagiscono con le
cellule C innescando n cicli di divisione cellulare. L’ultimo termine rappresenta
l’aumento della popolazione dovuto alle n divisioni delle cellule T stimolate, dove
τ è la durata media di una divisione e Tnτ e Cnτ rappresentano rispettivamente
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le cellule T e quelle tumorali all’istante t− τ. Il coefficiente qT è la probabilità
che una cellula T sopravviva all’incontro con una cellula leucemica attiva. Una
volta che la cellula T viene stimolata, esce dalla popolazione anti-leucemica attiva,
rientrandovi nτ unità di tempo più tardi, dopo n divisioni. Questo approccio
assicura che la popolazione di cellule T non raddoppi più velocemente che una
volta ogni nτ giorni.
I parametri del modello possono essere raggruppati in due categorie: i parametri
universali, uguali per tutti i pazienti, ed i parametri dipendenti dal paziente.
Poiché non c’è ragione di non credere che le dinamiche del cancro siano iden-
tiche per tutti i pazienti, si assume che i parametri universali oscillino intorno
ad un intervallo di valori che è simile per tutti i pazienti, mentre i parametri
patient-dependent sono legati alle caratteristiche del sistema immunitario del singo-
lo paziente. I parametri universali comprendono i tassi di crescita, differenziazione
e mutazione delle cellule cancerose: (ry, ay, by, cy, rz, az, bz, cz). I loro valori sono
stati definiti mediante un processo di identificazione, utilizzando il modello di
Michor esposto in 3.1.
I parametri che variano in dipendenza del paziente sono:
• il tasso di approvvigionamento sT delle cellule T (vaccinazione esclusa
ovviamente)
• il loro tasso di mortalità dT
• il livello di sotto-regolazione immunitaria da parte delle cellule C indicato
con cn nella 3.2
• il numero medio n di riproduzioni delle cellule T nella fase di stimolazione
• la concentrazione iniziale di cellule staminali leucemiche y0(0)
Va evidenziato che nella versione più recente del modello, utilizzata in [21], si
distingue la morte naturale delle cellule cancerose, da quella causata dalle cellule
T, per cui i coefficienti che definiscono la mortalità delle sotto-popolazioni cellulari
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di, per i = 0, . . . , 3, rappresentano in realtà una frazione λ, della mortalità totale
stimata da Michor. Kim et al., assunsero che λ fosse pari a 0.75, evidenziando un
contributo della risposta immunitaria al declino della LMC, mediante trattamento
del solo Imatinib, pari all’incirca ad un quarto del totale. Per quanto riguarda
l’interazione tra le cellule T e C si assume che nel 20% dei casi l’interazione non
porta a nessun risultato nel senso che entrambi i tipi di cellule sopravvivono, nel
20% dei casi T diventa inattiva senza però avere effetti immunitari su C che quindi
sopravvive, nel 40% dei casi succede l’inverso cioè T riesce a avere effetto su C,
restando comunque attiva e nel rimanente 20% dei casi l’interazione porta alla
morte di entrambi i tipi di cellule.
Uscite accessibili
Mediante il metodo di monitoraggio PCR descritto nel paragrafo 2.4.2, si è in
grado, in poche ore, a partire da un campione di sangue del paziente, accelerando
il processo di riproduzione, di risalire alla popolazione cellulare al momento del
prelievo. Si considerano quindi, come uscite del sistema, le popolazioni T e C. Per
comodità, di seguito ne sono riportate le rispettive equazioni del modello:
Tl = T0 +
∫ tl
t0
T˙ dτ (3.4a)
Cl =
3∑
i=0
(
yi(l) + zi(l)
)
(3.4b)
in cui con l istante in cui viene effettuato il prelievo e T0 valore iniziale delle cellule
anti-leucemiche.
Come descritto in [21], si definisce optimal load zone (OLZ) l’intervallo di concen-
trazione delle cellule leucemiche in cui la stimolazione delle cellule T è più veloce
del loro tasso di mortalità. La risposta immunitaria anti-leucemica comincia ad
espandersi quando la concentrazione delle cellule C cade all’interno di questa zona
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e tende invece a ridursi quando la concentrazione leucemica esce dall’intervallo di
riferimento.
Figura 3.1: Zona di carico ottimale
Il livello di sotto-regolazione immunitaria, cn, è un parametro che determina
l’effettivo successo della risposta immunitaria nella prevenzione delle ricadute
dopo l’interruzione dell’Imatinib. Se ad esempio cn fosse alto, in regime di terapia
mediante Imatinib, a parità di dosaggio, la leucemia fornirebbe meno stimolo
per le cellule T in quanto passerebbe ’rapidamente’ attraverso la zona di carico
ottimale, ’alimentando’ in maniera insufficiente la risposta immunitaria, rendendo
più probabile una ricaduta della patologia. In altre parole, una permanenza troppo
breve nella zona di carico ottimale, limiterebbe nel tempo lo stimolo alla ripro-
duzione delle cellule T, riducendo le possibilità di raggiungere concentrazioni
anti-leucemiche sufficienti per impedire l’aggravarsi della patologia. Un coeffi-
ciente cn adeguatamente basso, renderebbe possibile la proliferazione delle cellule
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T, ad un livello tale da bloccare la crescita delle cellule C, già durante la prima
risposta indotta dall’Imatinib.
3.3 La Vaccinazione: modellazione ed effetti
Come accennato in precedenza, in [21], gli autori hanno implementato una
terapia combinata farmaco-vaccino, per sopperire all’impossibilita da parte dell’I-
matinib, di eliminare le cellule staminali leucemiche. Per far ciò è stato necessario
ampliare il modello.
All’inizio del trattamento, la somministrazione dell’Imatinib, porta la popolazione
leucemica a cadere nella zona di carico ottimale, stimolando la risposta immuni-
taria. Tale effetto è modellato agendo sui coefficienti di mutazione ay e by nelle
equazioni 3.1b e 3.1c. Continuando nel trattamento, la concentrazione di cellule
C scende al di sotto della OLZ causando la contrazione della crescita della popo-
lazione di cellule T a causa dell’assenza di stimolo.
Risulta immediato collegare il successo di terapie curative, a stimolazioni esterne
per la risposta immunitaria che possano aiutare ad eliminare la malattia. Kim et al.
hanno perseguito l’obiettivo di stimolare mediante vaccinazione, tale risposta allo
scopo di favorire la completa remissione citogenetica.
Nel processo di vaccinazione, cellule leucemiche autologhe vengono estratte da
un paziente, inattivate e strategicamente reintrodotte per migliorare la rispos-
ta delle cellule anti-leucemiche. Idealmente questi vaccini stimolano il sistema
immunitario tanto da annullare la popolazione leucemica. Per studiare la fattibil-
ità di questo approccio, gli autori dell’articolo hanno ipotizzato che il farmaco
venisse somministrato a dosaggio costante, per tutta la durata della terapia e
hanno introdotto nel modello la dinamica delle cellule leucemiche inattivate ( la
cui concentrazione è indicata con V).
V˙ = −dvV − qcρ(C, T)V + sv(T). (3.5)
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Le cellule V vengono fornite al sistema in un certo intervallo ∆t secondo un certo
dosaggio σ, risultante nel ’flusso’ di vaccinazione sv = σ∆t . Il coefficiente dv ancora
una volta indica il tasso di mortalità della popolazione cellulare. Per tener conto
della nuova equazione da aggiungere al modello descritto in 3.1, l’equazione 3.1i
è stata modificata come segue:
T˙ = sT − dT − ρ(C, T)(C +V ) + 2n ρ(Cnτ, Tnτ) (qtCnτ +Vnτ ) (3.6)
in cui sono evidenziati i termini additivi inerenti la concentrazione cellulare del
vaccino V.
Risultati del modello
Il punto di partenza nella pianificazione di una terapia per il trattamento della
LMC, è lo studio dell’evoluzione libera della patologia. In figura 3.2 è rappresen-
tato l’andamento delle popolazioni di cellule C e T in assenza di terapie, per un
paziente con un sistema immunitario nella media. Si può notare come la prolifer-
Figura 3.2: Andamento delle concentrazioni cellulari della popolazione leucemica
e anti-leucemica
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azione incontrollata delle cellule tumorali, inibisca la riproduzione delle cellule T,
risultando in un veloce decorso della malattia.
L’andamento cambia con l’utilizzo dell’Imatinib, mettendo in evidenza l’impor-
tanza del farmaco, il quale riducendo i tassi di mutazione delle cellule, limita la
popolazione C alle sole sotto-popolazioni relative al primo stadio. La popolazione
anti-lucemica, la cui riproduzione risulta stimolata dal passaggio nella zona di
carico ottimale della popolazione C all’incirca nel terzo mese, è in grado di debel-
lare le cellule tumorali appartenenti alle sotto-popolazioni ’attive’, figura 3.3.
In caso di terapia combinata, gli effetti sono apprezzabili in figura 3.4 in cui
Figura 3.3: Andamento delle concentrazioni cellulari della popolazione leucemica
e anti-leucemica con l’utilizzo dell’Imatinib
gli istanti di vaccinazione risultano in gradini, nella crescita della popolazione
cellulare T.
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Figura 3.4: Andamento delle concentrazioni cellulari della popolazione leucemica
e anti-leucemica con terapia combinata
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Capitolo 4
Controllo predittivo della LMC
Il punto di partenza nella pianificazione di una terapia per la cura della LMC,
è stato fornito dallo studio esposto in [21]. Gli autori hanno utilizzato il modello
di Michor esposto nel capitolo precedente, per studiare gli effetti di una terapia
combinata farmaco-vaccino, che consentisse il conseguimento della completa
remissione citogenetica.
A tal proposito, nel capitolo precedente sono stati riportati gli andamenti delle
concentrazioni cellulari T e C, che rappresentano le variabili accessibili del sistema,
in caso di:
• evoluzione libera
• utilizzo del farmaco Imatinib
• terapia combinata farmaco-vaccino.
4.1 Formulazione del problema
La necessità di una schedulazione ’ottima’ della terapia combinata nasce dal-
l’analisi dei risultati riportati in [21] in cui viene proposto un confronto tra i risultati
ottenuti in pazienti aventi caratteristiche immunitarie differenti, al variare degli
istanti di somministrazione e del dosaggio del vaccino. Dalle simulazioni risalta
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l’importanza fondamentale della zona di carico ottimale definita in precedenza.
Come detto la OLZ è definita dal valore della concentrazione delle cellule tumorali
C pari a 1/cn in cui il parametro cn, caratteristico del soggetto, indica il fattore di
sotto-regolazione immunitaria. Una concentrazione di cellule cancerose entro i
valori che definiscono la OLZ indicata in figura 3.1, risulta in una sovra-eccitazione
della risposta immunitaria dell’organismo, aumentando la crescita delle cellule T.
L’efficacia della terapia è fortemente dipendente dalla tempistica con cui vengono
somministrati i vaccini; analisi sulla sensibilità del modello ai periodi di vacci-
nazione è stata proposta in [21] e ampliata in [22]. I risultati conseguiti sono stati
utilizzati come punto di partenza per la formulazione del problema di ottimiz-
zazione.
In questa sezione verrà descritto un algoritmo di controllo predittivo che si pone
come obiettivi principali:
• il conseguimento della completa remissione citogenetica, indicatore primario
di successo della terapia
• la minimizzazione del dosaggio del vaccino
• la riduzione mirata del dosaggio complessivo dell’Imatinib
La minimizzazione della quantità totale di vaccino somministrato è utile se si pensa
che esso consiste in immissione di cellule cancerose autologhe, le quali, seppur
preventivamente inattivate, rappresentano comunque un fattore dannoso per
l’organismo. Successivamente verrà presentata una strategia terapica, che tenga
conto anche della possibilità di variare in maniera mirata, la somministrazione del
farmaco Imatinib. La modulazione della somministrazione del farmaco (ipotizzata
continuativa e costante da Kim et al.) da una lato risulterà in un aumento del
potenziale curativo della vaccinazione, dall’altro rappresenterà un metodo per
ridurre l’insorgere dei meccanismi di resistenza al farmaco. Tali meccanismi sono
infatti causa delle dannose mutazioni citogenetiche delle cellule cancerose, che
diventando immuni al farmaco, provocano una ricaduta della patologia, in ’regime
accelerato’, come descritto nella sezione 3.3.
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4.2 Schedulazione e dosaggio dei vaccini
Con l’biettivo di ottenere un algoritmo di controllo che minimizzi il dosaggio
totale del vaccino, viene definito un funzionale di costo. Tale funzione obiettivo,
avente forma indicata nella 1.2, è dipendente dall’ingresso (dosaggio totale delle
vaccinazioni), nonché da due indici prestazionali. Il primo è rappresentato dalla
concentrazione delle cellule tumorali C alla fine della terapia pianificata. Il sec-
ondo indice deriva dalla definizione di un valore di ’sicurezza’, riguardante la
concentrazione minima di linfociti T nel sangue. Tale valore è stato estratto dalle
simulazioni riportate in [22] e posto come specifica necessaria nel conseguimento
di una risposta immunitaria adeguata. L’indice prestazionale consiste nel confron-
to, lungo tutta l’intervallo di predizione, tra la concentrazione corrente di cellule T
e il valore minimo di soglia appena definito. Vista la natura di questo vincolo, la
possibilità che ci sia una concentrazione di cellule ant-ileucemiche inferiore alla
soglia minima, è concessa per brevi intervalli, a patto di mantenere sotto controllo
un parametro definito come precauzionale. Per questo motivo viene definita una
variabile di rilassamento del vincolo rappresentato dalla concentrazione cellulare
minima. Il contributo al costo è di tipo integral-error.
A valle della definizione degli indici prestazionali, il vettore θ che definisce lo
spazio di ottimizzazione è il seguente:
θ =
[
tstart tstop νtot
]T
(4.1)
in cui tstart e tstop sono rispettivamente gli istanti di inizio e fine della terapia di
vaccinazione, νtot rappresenta la quantità totale di vaccino somministrato durante
la terapia. La funzione obiettivo J(θ) risultante dalle considerazioni fatte e in
ragione del vettore θ appena definito, è le seguente:
J = min
θ
[
νtot + α1Log(C(t?)) + α2η(t0, t?)
]
(4.2)
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in cui t0 e t? sono rispettivamente l’istante iniziale e finale dell’orizzonte di predi-
zione, C(t?) è la popolazione di cellule tumorali alla fine della terapia αi sono
fattori di peso e η è così definito:
η =
∫ t?
t0
Log
(
Tmin
)− Log(T(τ))dτ. (4.3)
in cui Tmin indica il valore relativo alla soglia minima di concentrazione prevista
per le cellule T. Viste le variazioni delle grandezze in esame, tali quantità sono
state considerate in ragione logaritmica. Il parametro η rappresenta la variabile
di rilassamento del vincolo per i valori di concentrazione di cellule T. Rendendo
la specifica meno stringente, in un certo senso si semplifica il procedimento di
ottimizzazione, rispetto alla condizioni di soli vincoli ’rigidi’. Approfondimenti
riguardo i motivi e le condizioni in cui convenga utilizzare le cosiddette variabili
slack, si possono trovare in [6] e alcune applicazioni sono riportate in [6], [24] e
[23]. I vincoli a cui è soggetto il funzionale di costo espresso nella 4.2 sono:
tstart ≥ tmin (4.4a)
tstop ≤ tmax (4.4b)
tstart < tstop (4.4c)
νmin ≤ ν ≤ νmax (4.4d)
Log(T) ≤ Log(Tmin)− η(t) (4.4e)
η(t) ≥ 0 (4.4f)
in cui tmin e tmax rappresentano i limiti temporali rispettivamente della prima e
dell’ultima vaccinazione. I loro valori sono stati scelti in base ai risultati delle
simulazioni effettuate in [22] e [21], al variare dei parametri di modello e del
sistema immunitario dei pazienti. Affinché la prima vaccinazione risulti efficace,
bisogna che la concentrazione di cellule cancerose C sia in procinto di entrare
nella OLZ, in modo da far sì che la ’spinta’ alla crescita della popolazione T,
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rappresentata dal vaccino, sia sincronizzata con lo stimolo dovuto ad una concen-
trazione cancerosa entro la OLZ. Una vaccinazione troppo precoce, non sarebbe
apprezzabile in termini di effetti sulla proliferazione delle cellule T, in quanto le
cellule tumorali sarebbero ancora troppo numerose. Di contro, una stimolazione
tardiva, provocherebbe lo stesso risultato, dato che le cellule tumorali sarebbero
già inferiori a quelle necessaria per la permanenza nella OLZ.
4.3 Algoritmo di ricerca dell’Initial-Guess
Come descritto in 1.4.1, gli algoritmi di minimizzazione del modulo dinamico,
non possono prescindere da una scelta oculata dell’initial guess (IG-candidato in-
iziale). A tal proposito è stata implementata un’analisi che, per ispezione, fornisse
informazioni sulla sensibilità del modello al variare di parametri fondamentali
quali numero e frequenza di vaccinazioni, sul dosaggio della singola vaccinazione
e istante di inizio della terapia, con lo scopo di fornire un IG e un set di vincoli,
che fosse il ’migliore’ possibile.
L’algoritmo proposto ricorda i metodi di tipo monte-carlo esposti in [5], per la ricer-
ca di IG nei problemi di ottimizzazione non lineari. Il procedimento dell’algoritmo
proposto consiste nel calcolare il valore del funzionale di costo, senza procedere
nella minimizzazione, eseguendo il modello lungo l’intervallo di predizione Tp e
andando a variare il parametro a cui si riferisce la ricerca. La configurazione di
parametri risultante nel valore inferiore del funzionale di costo definito dalla 4.2,
viene scelta come set ’ottimo’ e utilizzata per il livello successivo di ricerca. Tale
ricerca procede attraverso tre livelli:
• componenti vettore θ
• numero e frequenza di vaccinazioni: Nvacc e f
• vincoli indicati nelle 4.4a, 4.4b, 4.4d, riguardanti dosaggio complessivo e
istante di inizio e fine terapia: tmin, tmax, νmin , νmax
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Sono stati quindi analizzati i vantaggi in termini di costo computazionale e costo
funzionale di ogni livello. Per quantificare i vantaggi ottenuti ad ogni livello di
ricerca, è stato definito un indicatore di efficienza χ.
4.3.1 Livello 1: Componenti IG
I valori per il θ iniziale sono stati scelti tenendo conto dei risultati riportati in
[21] estraendone 2 set, in modo da raccogliere informazioni anche sull’efficienza
legata alla ’risoluzione’ della ricerca:
tstart tend νtot
[d] [d] [k/µ l]
150 151 0.5
217 300 1
284 450 1.5
350 600 2
Tabella 4.1: Set di n4 valori per le componenti di θ, con n = dim(θ)
tstart tend νtot
[d] [d] [k/µ l]
150 151 0.5
200 260 1
250 370 1.5
300 480 2
350 600 2.5
Tabella 4.2: Set di n5 valori per le componenti di θ, con n = dim(θ)
A valle di queste simulazioni è stato definito l’initial guess ’ottimale’ ponen-
dolo come punto di partenza degli step di ricerca successivi. Va evidenziato che
variando il set di valori delle grandezze di ispezione, il risultato di questa prima
56
4.3 – Algoritmo di ricerca dell’Initial-Guess
fase di ricerca può essere diverso. A seconda dell’IG ricavato, i risultati dei pas-
si successivi sono differenziati. Alla descrizione dei livelli successivi di ricerca,
seguirà un’analisi dei risultati ottenuti, tenendo conto di questo aspetto.
4.3.2 Livello 2: Nvacc e f
La seconda ricerca è stata effettuata variando il numero di vaccini Nvacc e
la frequenza f degli stessi. Seguendo i risultati presentati in [22] la procedura
richiede anche stavolta la definizione di un set di valori per le grandezze di
ispezione:
Nvacc [adim] 3 5 10 −
f [d] 7 14 21 28
Tabella 4.3: Set di origine delle 12 configurazioni di numero di vaccinazioni e
frequenza
Mentre nella parte precedente dell’analisi, le simulazioni si limitavano ad una
esecuzione del modello per la singola configurazione, a questo livello, agendo
su parametri che non riguardano le componenti del vettore di decisione θ, ogni
configurazione richiede, in termini di costo computazionale, una minimizzazione,
che prevede un numero di esecuzioni del modello, non prevedibile a priori.
Al termine delle simulazioni, il punto di partenza per l’ispezione successiva è
fornito dal set di variabili:
[N˜ , f˜ , θopt]T (4.5)
in cui N˜ e f˜ sono la configurazione che genera il relativo θopt a valle della
minimizzazione.
4.3.3 Livello 3: Vincoli
Il nuovo set di variabili di ispezione è rappresentato dai vincoli del problema di
ottimizzazione. In particolare, a partire dal set i9ndicato nella 4.5, è stata eseguita
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la minimizzazione per le configurazioni su una rosa di valori del vincolo minimo
di tstart, denominato tmin, e della dose totale di vaccino minima νmin:
tmin [d] 100 150 200 300 350 400 450
νmin [k/µl] 0.1 0.5 1 2 − − −
Tabella 4.4: Set di configurazioni di numero di vaccinazioni e frequenza
4.3.4 Formulazione finale algoritmo di ricerca dell’IG
Per valutare i risultati ottenuti da questa analisi, è stato associato al valore
specifico del funzionale di costo J della singola configurazione, un costo com-
putazionale κ, misurato in secondi di simulazione, che ha consentito di definire i
parametri costo pesato σ ed efficienza χ:
σi = Ji · κi (4.6)
χi =
σi−1
σi
(4.7)
in cui l’indice i sta ad indicare che i valori sono relativi all’i-esimo livello di
ricerca. Dalle equazioni 1.16 si può facilmente osservare come χ sia una misura
del rapporto tra il costo pesato precedente ed il successivo e vista la definizione di
σ, che risulterà ovviamente una funzione monotona strettamente crescente, tale
parametro può essere definito come un’efficienza, dato che χ ∈]0 , 1[ e indicando
con ∆σ la differenza (σi − σi−1) risulta χ ∝ ∆σ.
Quindi χ rappresenta un indice fondamentale nella scelta dei livelli di ricerca
da implementare per l’ottimizzazione di stazionario, dato che risulta essere un
’misuratore’ dei miglioramenti ottenibili nell’ottimizzazione, in base al carico
computazionale previsto dalla singola ricerca.
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4.3.5 Considerazioni
Dividendo la ricerca in parti distinte e assumendo come punto di partenza,
la configurazione di parametri ottenuta allo step precedente, non è certo che si
converga al minimo assoluto della funzione J. Ciò che avviene è l’individuazione
di un percorso all’interno di un grafo, in cui tra uno step ed il successivo, la config-
urazione di parametri ricavata viene assunta come ottima, come schematizzato in
figura 5.2.
Figura 4.1: Grafo dell’algoritmo di scelta dell’IG - Ad ogni livello di ricerca il
nuovo set di stati raggiungibili dipende dallo stato attuale, la configurazione
indicata con A3, B1 , C3 non è certo corrisponda al minimo assoluto tra le
combinazioni dei set ai diversi livelli
Si tratta quindi di ottimizzazioni condizionate, non è detto infatti che partendo
da un altro stato A[i], lo stato a costo minimo sia ancora B2 e via dicendo. Tale
algoritmo potrebbe essere migliorato mediante l’utilizzo di tabelle di ricerca a
risoluzione più elevate per ogni livello o con la riduzione dei diversi passi di
ricerca ad un’unico set, pagando in termini di tempi di calcolo, una ricerca del IG
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ottimale che sia meno ’polarizzata’ da approssimazioni successive. Inoltre la mod-
ifica di parametri che non sono direttamente presenti nelle equazioni del modello
utilizzato, come ad esempio il numero di vaccini o la frequenza, si traduce in una
modifica della struttura del modello stesso, il procedimento proposto è pertanto un
compromesso tra le necessità analitiche e la complessità risultante dell’algoritmo.
Tuttavia eventuali modifiche, riduzioni o ampliamenti del procedimento descritto,
sono facilmente implementabili a livello software, svincolando la realizzazione da
qualsiasi tipo di standardizzazione forzata dei parametri decisionali.
Una procedura di questo tipo, bene si adatterebbe anche ad algoritmi di identifi-
cazione parametrica, ma tali scopi vanno oltre lo studio effettuato e si rimandano
a eventuali sviluppi futuri.
4.4 Ottimizzazione Imatinib
Come descritto nel paragrafo 3.3, la terapia combinata: farmaco-vaccino, è
stata utilizzata in [21], per far sì che la risposta immunitaria cooperasse al rag-
giungimento della remissione citogenetica. Nei paragrafi precedenti si è descritto
un indice di costo che minimizzasse il dosaggio del vaccino e che ne ottimizzasse
i tempi di somministrazione. Tale ottimizzazione è legata alla definizione data
nel paragrafo 3.2 della zona di carico ottimale, all’interno della quale le cellule
cancerose sono in numero tale da rappresentare uno stimolo alla proliferazione
delle cellule T.
Nei paragrafi precedenti si è considerato, come ingresso di controllo del sistema,
la sola vaccinazione. Considerando la somministrazione dell’Imatinib costante
in tutto l’orizzonte di predizione Tp, l’importanza della OLZ viene evidenziata
anche dai risultati ottenuti dall’algoritmo esposto nel paragrafo precedente, dato
che somministrazioni di vaccino lontane dal periodo in cui la spinta proliferativa
alle cellule T è massima, devono essere compensate da un impatto maggiore degli
stimoli esterni e quindi da dosaggi più alti delle vaccinazioni.
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4.4.1 Obiettivo
Con lo scopo di massimizzare i benefici degli effetti conseguenti al passaggio
entro la OLZ dei livelli di concentrazione cellulare leucemica, è stata ipotizzata
una pianificazione del dosaggio dell’Imatinib lungo il periodo di predizione. Le
ragioni di questa scelta vanno ricercate negli effetti del farmaco accennati nel
paragrafo 3.3.
L’azione dell’Imatinib consiste nel ridurre i coefficienti che modellano i flussi di
evoluzione delle cellule tumorali, dalle sotto-popolazioni inattive a quelle dannose.
Come evidenziato dai risultati del modello, riportati in figura 3.3, il farmaco risulta
fondamentale per la cura della patologia, per evitare la crescita incontrollata della
popolazione cancerosa. Di contro, non agendo sulle cellule staminali, esso rischia
di favorire processi di mutazione risultanti in cellule cancerose immunizzate.
La modellazione del farmaco consiste in una modifica dei parametri ay e by indicati
in 3.1, nel caso particolare, un dosaggio ’completo’, comporta le seguenti posizioni:
aIy =
ay
100
bIy =
by
750
.
(4.8)
4.4.2 Funzionale di costo modificato
Visto il forte impatto del farmaco sulla dinamica della patologia, una riduzione
del dosaggio non correlata alla tempistica delle vaccinazioni, risulterebbe dannosa,
oltre che inutile. Per questi motivi, come specifica di sicurezza, a valle di consid-
erazioni sui risultati ottenuti applicando riduzioni di tipo flat lungo il periodo di
predizione Tp, la modulazione è stata collegata agli istanti di vaccinazione. La
zona di carico ottimale è stata individuata da una tolleranza attorno al valore 1/cn.
L’azione di controllo è stata rappresentata quindi come un vettore di pilotaggio ζ,
avente per componenti le percentuali di depotenziamento dell’azione dell’Imatinib:
ζ =
[
ζ1 ζ2 · · · ζn
]
(4.9)
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in cui ζi rappresenta il depotenziamento i-esimo tra le vaccinazioni i e i + 1, e n
indica il numero di vaccini. Il nuovo vettore di decisione del funzionale di costo è
ridefinito a partire dalla 4.1, con l’ausilio della 4.9:
ϑ =
[
tstart tstop ν ζ
]
=
[
θ ζ
]
. (4.10)
In aggiunta al vettore di modulazione ζ, seguendo lo stesso procedimento uti-
lizzato per il vincolo indicato nella 4.4e si definiscono due variabili slack per
penalizzare lo sforamento dei vincoli superiore e inferiore della OLZ, da parte
dell’andamento della popolazione C, conseguente alla variazione di dosaggio del
farmaco. Indicando con:
Cmax =
1
cn
+ ξ
Cmin =
1
cn
− ξ
(4.11)
i limiti della OZL di ampiezza 2|ξ|, le variabili di rilassamento sono definite come
segue:
ϕ(θ, t) =
∫ tstop+∆t
tstart
C(τ)− Cmax dτ (4.12a)
ϕ(θ, t) =
∫ tstop+∆t
tstart
Cmin − C(τ) dτ (4.12b)
per le quali l’integrazione viene effettuata solo nel periodo in cui è ’attiva’ la
modulazione dell’Imatinib e cioè tra la prima vaccinazione e l’istante tstop +∆t con
∆t pari al periodo che intercorre tra due diverse somministrazioni (se l’estremo
superiore di integrazione fosse semplicemente tstop, la penalizzazione dovuta allo
sforamento del vincolo, non sarebbe applicata all’ultima somministrazione del
vaccino).
Per includere nell’algoritmo di ottimizzazione la modulazione dell’Imatinib appena
descritta, il funzionale di costo J decritto nella 4.2 è stato modificato come segue:
J = min
ϑ
[
νtot + α1Log
(
C(t?)
)
+ α2η
(
t0, t?
)
+ α3‖1− ζ‖+ α5ϕ+ α6ϕ
]
(4.13)
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in cui il simbolo 1 indica un vettore avente componenti unitarie, di dimensione
pari al vettore ζ, che penalizza un dosaggio completo del farmaco in regime di
vaccinazioni, lo sforamento dei vincoli della OLZ è penalizzato dai termini ϕ e ϕ.
I vincoli a cui è soggetto il funzionale di costo sono quelli elencati nel set 4.4 con
l’aggiunta delle seguenti relazioni valide per t ∈ [tstart , tstop+∆t]:
Log(Cmin)− ϕ(θ, t) ≤ Log
(
C(t)
) ≤ Log(Cmax) + ϕ(θ, t) (4.14a)
ϕ(θ, t) ≥ 0 (4.14b)
ϕ(θ, t) ≥ 0 (4.14c)
0 ≤ ζi ≤ 1 i = 1, . . . , Nvacc (4.14d)
In figura 5.4 è rappresentato un possibile andamento del dosaggio dell’Imatinib in
correlazione con l’andamento della concentrazione cellulare leucemica.
Figura 4.2: Dosaggio del farmaco e concentrazione cellulare della popolazione C
durante un ciclo di vaccinazioni
63
4 – Controllo predittivo della LMC
4.5 Chiusura in feedback
E’ stato descritto l’algoritmo di ottimizzazione, comprensivo della ricerca
dell’initial-guess, che minimizza il dosaggio del vaccino, schedula gli istanti di
somministrazione e riduce le possibilità di mutazioni dei patogeni, utilizzando la
modulazione del farmaco. Schematizzando il processo completo in un diagramma
a blocchi rappresentato in figura 5.5, sono state sin qui fornite le descrizioni dei
blocchi in anello diretto.
Il vettore degli ingressi di controllo consisterà quindi nel risultato dell’ottimiz-
Figura 4.3: Diagramma a blocchi in ciclo chiuso
zazione ϑopt, in aggiunta alle informazioni riguardo il numero di vaccini e la loro
frequenza, scelte secondo i criteri descritti nella sezione 4.3. In dipendenza dei
parametri propri del paziente, schematizzato come processo reale, l’evoluzione
della patologia verrà monitorata attraverso semplici prelievi, i quali, utilizzando
l’esame PCR descritto in precedenza, forniranno le informazioni riguardo il vettore
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delle uscite individuato dalle equazioni 3.4 riportato di seguito per comodità:
yk =
[
C(k) T(k)
]T
(4.15)
4.5.1 Stima del rumore di misura
Il vantaggio principale dell’esame PCR consiste nella bassa invasività, un
aspetto basilare per l’attuazione di un monitoraggio frequente. Dopo ogni ot-
timizzazione, all’istante t? = k, in dipendenza dei valori delle uscite yk, vengono
ricavati gli andamenti delle variabili del modello interessate dagli ingressi ottimali:
ay(t, t?) = ay(t, ϑopt) (4.16a)
by(t, t?) = by(t, ϑopt) (4.16b)
qv(t, t?) = qv(t, ϑopt) (4.16c)
con ϑ definito nella 4.10; tali andamenti vengono aggiornati ad ogni lettura con i
nuovi dati disponibili svolgendo il ruolo di ’storico’ delle variabili di pilotaggio.
In base al vettore di letture:
ky(ϑopt) =
[
y1(ϑopt) y2(ϑopt) · · · yk−1(ϑ)opt yk(ϑ)opt
]T
(4.17)
si ricava il vettore λ degli andamenti delle variabili di storico da utilizzare per le
eventuali ottimizzazioni successive:
λ =

ay(t, t0, t?, ϑopt, ky)
by(t, t0, t?, ϑopt, ky)
qv(t, t0, t?, ϑopt, ky)
 . (4.18)
in cui t0 rappresenta l’istante iniziale.
Alla fine della finestra di monitoraggio, la schedulazione totale della terapia è
descritta dall’elenco delle terapie stesse indicato con Θ, e gli andamenti delle
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variabili di pilotaggio del modello, lungo tutto il periodo di cura Λ(Θ), con
Θ = [ϑ1opt, ϑ
2
opt, . . . , ϑ
p
opt]
T (4.19)
in cui p rappresenta il numero di ottimizzazioni effettuate; gli storici sono:
Λ(Θ) =
[
λ1(ϑ
1
opt) λ2(ϑ
2
opt) · · · λp(ϑpopt)
]T
. (4.20)
Fattori quali incertezza parametrica del modello utilizzato all’interno del con-
trollore o inaccuratezza dei risultati dell’esame diagnostico, sono assimilabili a
disturbi sulle uscite. Ipotizzando assenza di incertezze tra modello e processo
reale, l’unica fonte di disturbo è il rumore di misura relativo all’incertezza della
PCR. Per questo motivo ad ogni istante k di lettura non sono disponibili le mis-
urazioni ideali indicate nella 4.17, dato che le misurazioni effettive kyˆ sono affette
da rumore:
kyˆ(ϑopt) =
[
yˆ1(ϑopt) yˆ2(ϑopt) · · · yˆk−1(ϑ)opt yˆk(ϑ)opt
]T
. (4.21)
Essendo il modello interno al controllore costituito da equazioni differenziali con
ritardo, la stima del disturbo non può essere applicata unicamente in maniera stati-
ca per ricavare le uscite reali del sistema. Per sfruttare le informazioni delle analisi
precedenti all’istante k dell’ultima misurazione, viene utilizzato un procedimento
simile a quello descritto per le variabili di pilotaggio indicate nella 4.16. Lo ’storico’
del disturbo ottenuto viene utilizzato per le ottimizzazioni successive, andando
a modificare la dinamica del modello interno al controllore, dall’istante di inizio
della predizione sino all’istante in cui si rende necessaria la nuova terapia. Il blocco
stimatore del disturbo indicato in figura 5.5, consiste quindi in un’interpolazione
numerica della differenza tra le misurazioni effettuate indicate nella 4.17 e i valori
delle uscite predette y(t) corrispondenti agli istanti di misurazione k, indicati con
il simbolo yk. Ad ogni istante in cui sono disponibili nuove analisi, i dati raccolti
sino a quel momento vengono utilizzati per ricavare l’andamento del termine
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correttivo dk indicato nella ??. Il risultato della stima è una spline interpolante dˆ(t)
che rappresenta il termine correttivo che consente di ridurre gli effetti del rumore.
Il metodo descritto per la stima del disturbo risulta in un errore dipendente sia
dal grado di interpolazione utilizzato (in maniera inversamente proporzionale),
sia dai parametri con cui il rumore viene modellato in sede di simulazione (ad
esempio media e varianza di un rumore gaussiano). Valori di disturbo ’elevati’ si
traducono quindi in una stima imprecisa degli andamenti delle variabili accessibili
lungo l’intervallo [t0, t?] con t0 inizio della predizione e t? istante del’ultima analisi.
Entro tale periodo viene effettuato il matching tra andamenti reali e predizioni, e
l’errore e incide sulla consistenza delle successive ottimizzazioni del controllore.
Formalizzando il problema, la definizione del termine correttivo è la seguente:
kd =
[
d1 d2 · · · dk
]T
(4.22)
in cui di = yi − yi. L’interpolazione dei valori, idealmente risulterebbe in:
d(t) = Ξ
( kd)+Oc+ (4.23)
con Oc+ che indica gli infinitesimi di ordine superiore al grado di interpolazione c.
In realtà le misurazioni ’rumorose’ forniscono il termine:
kdˆ =
[
dˆ1 dˆ2 · · · dˆk
]T
(4.24)
in cui dˆi = yˆi − yi. La funzione interpolata, a parita di metodo di interpolazione,
risulta differente:
dˆ(t) = Ξ
(
kˆd
)
+Oc+ (4.25)
l’errore di predizione innescato nel controllore risulta è pari quindi al classico
errore di interpolazione commesso nel tralasciare il termine Oc+ , più l’errore e
definito con l’ausilio delle 4.23 e 4.25:
e(t) = Ξ
( kdˆ)− Ξ( kdˆ) = d˜(t)− d˘(t)⇒ e(t) ∝ ky− kyˆ (4.26)
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in cui
d˜(t) = d(t)−Oc+ (4.27a)
d˘(t) = dˆ(t)−Oc+ (4.27b)
e con ky e kyˆ definite rispettivamente dalle 4.17 e 4.21. Tale errore ha l’impatto più
evidente, nell’intervallo in cui viene provocata l’eccitazione della risposta immu-
nitaria tramite lo sfruttamento della OLZ, in quanto andamenti di C(t) matchata
che si discostano anche di poco da quello reale, si traducono in una proliferazione
delle cellule T diversa da quella reale, dovuta alla fuoriuscita della popolazione
C dalla zona di carico ottimale, compromettendo la bontà della pianificazione
successiva.
Va però ricordato che l’alta precisione dell’esame diagnostico PCR, limita di molto
l’entità dell’errore e, fonte del degrado della predizione successiva, inoltre, per
ridurre anche l’errore di interpolazione, nei periodi do modulazione del farmaco,
compresi tra tstart e tstop, la frequenza delle analisi viene incrementata per il con-
seguimento di una misurazione (e quindi di una stima) più accurata.
Pianificazioni di più terapie, risultano nella riduzione ulteriore della somminis-
trazione del farmaco. L’obiettivo della pianificazione di successivi cicli terapici è
stato rappresentato dal raggiungimento della remissione citogenetica. A tal fine le
condizioni per effettuare una nuova pianificazione sono state legate all’entità del
disturbo, assunto come indicazione della presenza di un errore di misura ky− kyˆ
non ’tollerabile’, effettuato nella predizione precedente, questo controllo è stato
schematizzato in figura 5.5 dal blocco deadzone. In alternativa si potrebbe rendere
la nuova pianificazione, condizionata secondo altri criteri, quali ad esempio un
dosaggio complessivo dell’Imatinib molto inferiore a quello considerato, nel caso
di quei soggetti che sviluppino più velocemente resistenza al farmaco.
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Capitolo 5
Simulazioni e Risultati
Nella seguente sezione verranno riportati i risultati delle simulazioni effettuate
ripercorrendo i vari passi del procedimento descritto nel paragrafo precedente,
per l’applicazione del controllo predittivo. La formulazione in ciclo chiuso finale è
stata ricavata mediante lo studio delle prestazioni in anello aperto degli algoritmi
descritti nella sezione precedente. Segue quindi la descrizione dei risultati ottenuti,
nello stesso ordine riportato nella sezione precedente. I parametri del modello sono
indicati nella tabella 5.2. Per confrontare i risultati ottenuti con quelli disponibili in
precedenza, si riportano in tabella RIFERIMENTO TABELLA gli indici qualitativi
utilizzati nelle simulazioni che seguiranno, inerenti allo studio clinico della terapia
combinata.
Paziente tstartopt tstopopt Nvacc νopt Log(C(end)) T(end)
[k/µl] [k/µl]
P1 202 257 12 1.2 −10.7 nd
P2 233 273 10 0.5 −10.5 nd
P3 195 235 11 1.1 −10.1 nd
Tabella 5.1: Risultati dell’analisi clinica per la schedulazione della terapia
combinata
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Parametri
λ 0.75 cy 100 k 1
d0 0.003λ aIy ay/100 p0 0.8
d1 0.008λ bIy by/75 qc 0.75
d2 0.05λ rz 0.0023 qt 0.5
d3 λ az ay τ 1
ry 0.008 bz by dv 0.35
ay 1.6 cz cy
by 10 u 4 · 108
Tabella 5.2: Parametri descrittivi del modello di Michor
70
5.1 – Schedulazione e minimizzazione del dosaggio del vaccino con IG sperimentale
Le condizioni iniziali in dipendenza dei parametri del paziente, sono espresse
nella tabella 5.1 da cui ricavare C0 da definizione:
C0 , y00 + y10 + y20 + y30 + z00 + z10 + z20 + z30 . (5.1)
Condizioni iniziali
y10 ayy00/d1 z20 bzz10/d2
y20 byy10/d2 z30 czz20/d3
y30 cyy20/d3 T0 sT/dT
z00 0 u0 u · n
z10 azz00/d1 V0 0
Tabella 5.3: Condizioni iniziali in dipendenza dei parametri specifici del paziente
5.1 Schedulazione e minimizzazione del dosaggio del
vaccino con IG sperimentale
Un primo approccio alla predizione è stato effettuato a partire dalle consid-
erazione fatte in precedenza. Come indicato in [5], la scelta di un initial-guess
(IG), è tutt’altro che banale; se si considerano infatti gli algoritmi numerici per
la soluzione dei problemi QP, presentati nelle sezioni RIFERIMENTO SEZIONI
INERENTI, essi non forniscono informazioni sulla scelta dell’IG, presupponendo
che ’in qualche modo’ un initial-guess sia disponibile. Per quanto riguarda l’NLM-
PC, le difficoltà nella scelta di un initial-guess sono ancora maggiori, a causa della
non linearità intrinseca della dinamica del modello e del processo. Come punto di
partenza, il primo IG utilizzato è stato scelto con l’unica specifica che lo rendesse
appartenente alla zona di fattibilità, utilizzando per la definizione di θ0, valori
71
5 – Simulazioni e Risultati
estratti dalle simulazioni effettuate in [22]
tstart0 = 300 [giorni]
tend0 = 500 [giorni]
νtot = 2 [k/µl]
(5.2)
La vaccinazione della durata di 15 minuti, è assimilabile, lungo un periodo di
predizione Tp = 1500 giorni, ad un intervallo pari a 0.01 secondi di simulazione,
il passo di campionamento del solver è stato quindi scelto pari a tale periodo.
Il tuning dei pesi α1 e α2, indicati nella 4.2, è stato effettuato considerando i tre
contributi al costo inerenti al valore finale delle cellule C, al confronto tra le cellule
T e la soglia di sicurezza e al dosaggio totale di vaccino, facendo sì che fossero
paragonabili tra loro, per evitare la predominanza di un fattore sugli altri. Sono
stati ipotizzati 3 pazienti rappresentativi, con caratteristiche immunitarie nella
media (P1), sopra la media (P2) e sotto la media (P3):
Paziente y0(0) n dT sT cn
[k/µl] adim adim [k/µl]/die [k/µl]−1
P1 7.6 · 10−6 1.2 0.001 1.2 · 10−6 1
P2 2.4 · 10−6 2.2 0.0022 9 · 10−7 7
P3 1.2 · 10−5 1.17 0.007 3.8 · 10−5 0.8
Tabella 5.4: Set dei parametri descrittivi del sistema immunitario
Le vaccinazioni sono state somministrate ad intervalli regolari, a partire dal-
l’istante di inizio della terapia θ1 = tstart, sino a θ2 = tstop. Il numero di vaccini e
la frequenza sono stati fissati a priori a valori anch’essi ricavati dalle simulazioni
svolte in precedenza: Nvacc = 5 f = 5. I vincoli indicati nel set definito in 4.4 sono
stati scelti in base al legame tra l’evoluzione della concentrazione cellulare T e la
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definizione della OLZ data nel paragrafo 4.1:
150 ≤ tstart ≤ 350 (5.3a)
tstop ≤ 600 (5.3b)
0.1 ≤ νtot ≤ 2 (5.3c)
tstop − tstart ≤ − f (Nvacc − 1) (5.3d)
(5.3e)
quindi un dosaggio minimo per singolo vaccino pari a 0.02 k/µl, con dosaggio
massimo fissato a 0.5 k/µl. Come algoritmo numerico di minimizzazione è stato
scelto il metodo IP indicato in RIFERIMENTO IP, dato che il legame polinomiale
tra il numero dei parametri e il numero di iterazioni necessarie affinché l’algoritmo
converga, è probabile risulti in un numero di iterazioni inferiori rispetto all’algorit-
mo ASM, per cui tale legame è esponenziale. Gli andamenti delle concentrazioni
cellulari C e T nelle simulazioni per i 3 pazienti sono riportati nelle figure 5.1, 5.2
e 5.4.
Come si può notare dalla tabella 5.5 in cui sono riportati i valori relativi alle
Paziente tstartopt tstopopt Nvacc νopt Log(C(end)) T(end)
[k/µl] [k/µl]
P1 300 500 5 0.19 −9.35 0.0165
P2 300 500 5 0.38 −18.8 0.0165
P3 300 500 5 2 −16.9 0.0047
Tabella 5.5: Risultati dell’ottimizzazione della terapia combinata a partire da IG
’feasible’
grandezze di interesse delle simulazioni in figura 5.1 5.2 e 5.4, l’effetto della vari-
abile η definita nell’espressione dell’indice J data nella 4.2, è quello di portare la
popolazione delle cellule T ad assestarsi sul valore limite Tmin al termine dell’oriz-
zonte di predizione. Risulta evidente come nel paziente P3, l’azione del sistema
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Figura 5.1: Effetto della terapia combinata paziente P1, sistema immunitario nella
norma
Figura 5.2: Effetto della terapia combinata paziente P2, sistema immunitario sopra
la norma
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Figura 5.3: Effetto della terapia combinata paziente P3, sistema immunitario sotto
la norma
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immunitario, nonostante il dosaggio totale massimo fra i tre casi, di 2k/µl, non sia
in grado di garantire una popolazione anti-leucemica al di sopra della soglia di
sicurezza. I valori di concentrazione cellulare delle cellule C sono in tutti i casi al di
sotto del valore minimo per assumere il conseguimento della completa remissione
citogenetica, valore fissato a 10−6 inerente alla risoluzione dell’esame PCR esposto
nel paragrafo RIFERIMENTO PARAGRAFO PCR.
I valori delle prime due componenti del θ ottimo, in tutti i casi, poco lontani dai val-
ori dell’IG utilizzato, evidenziano la necessità di un algoritmo per l’assegnamento
di un Initial-guess più oculato. Il convergere della minimizzazione a valori così
prossimi a quelli iniziali, indica una forte ’polarizzazione’ della minimizzazione
da parte dell’IG.
5.2 Analisi dell’algoritmo di ricerca IG
L’algoritmo presentato nel paragrafo 4.3 è stato analizzato mediante i parametri
di costo pesato σ e efficienza χ indicati rispettivamente nella 4.6 e 4.7. Indici di
prestazione dell’algoritmo sono stati individuati anche nella percentuale di abbat-
timento del costo J(θIG) dopo ogni livello di ricerca e nella relativa percentuale
di incremento del costo computazionale κ. Nelle figure 5.4 e 5.5, sono riportati
i risultati dell’analisi effettuata nel caso di ricerca tra i valori espressi rispettiva-
mente dalle tabelle 4.1 e 4.2. Sulle ascisse sono stati indicati i livelli di ricerca,
il confronto tra una minimizzazione che partisse da un IG frutto dei dati speri-
mentali riportati in [22], non risulta in un minimo assoluto. L’analisi effettuata
nella ricerca di un IG che fosse scelto secondo criteri che andassero oltre la sola
specifica di appartenenza alla zona feasible, porta notevoli vantaggi in termini di
minimizzazione finale. Ovviamente la crescita dell’accuratezza e della complessità
della ricerca, incrementa il costo computazionale κ complessivo dell’algoritmo. In
quest’ottica la ricerca basata sul valore del funzionale non ottimizzato, al variare
delle componenti del vettore di decisione, non prevedendo ottimizzazioni, risulta
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Figura 5.4: Analisi algoritmo di ricerca IG per configurazioni tabella 4.1
Figura 5.5: Analisi algoritmo di ricerca IG per configurazioni tabella 4.2
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quella a κ inferiore.
Il costo computazionale cresce di molto nel passaggio dal primo al secondo livello
di ricerca, in quanto vengono effettuate le ottimizzazioni per ogni combinazione
di parametri
[
Nvacc f
]
. Tuttavia il guadagno in termini di riduzione del fun-
zionale di costo, mantiene accettabile l’efficienza di questo stadio di ricerca. Al
contrario, lo step successivo, comporta a sua volta un forte incremento del costo
computazionale, per bassi guadagni in termini di valore finale della funzione
obiettivo. Il degrado prestazionale è evidenziato in figura 5.8 dall’abbattimento
del valore dell’efficienza. I risultati, in termini di efficienza dei vari step di ricerca,
sono gli stessi per entrambi i set di valori esaminati, ovviamente va messo in conto
un modesto incremento del costo computazionale κ1, relativo al primo livello,
dovuto al maggior numero di combinazioni contemplate dalla tabella di ispezione
4.2. Valutando i risultati dei primi due passi di ricerca nelle due diverse regioni
Figura 5.6: Andamenti efficienze nei due casi di ricerca del vettore di decisione
dello spazio definito dai valori delle variabili di decisione presi in esame, si nota
che l’efficienza del passo inerente la ricerca sul vettore di parametri [Nvacc, f ], è
più alto nel caso in cui la regione di spazio precedente risulta più ampia (n5 valori).
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Tale risultato evidenzia la dipendenza della velocità di convergenza dell’algoritmo
di minimizzazione nei confronti della qualità del candidato di partenza. Più è
ampia la regione esaminata, più è probabile evitare avvallamenti e i cosiddetti
fenomeni relativi alle banana function, esposti in [5], che comportano un rallenta-
mento della convergenza degli algoritmi di minimizzazione. Inoltre la ’qualità’
delle soluzioni sub-optime ricavate è legata all’ampiezza della zona di ricerca
nello spazio delle variabili di decisione; per aumentare le possibilità di trovare il
minimo assoluto, idealmente si dovrebbe ricercare un IG spaziando tutta la zona
di fattiblità, dominio della funzione J vincolata.
Nelle figure RIFERIMENTI sono riportati gli andamenti rappresentanti il risultato
dell’ottimizzazione che utilizza la configurazione ’migliore’ dei parametri relativi
ai livelli di ricerca più efficienti per la tipologia di pazienti rappresentata da P2.
La configurazione è la seguente:
θIG =
[
300 480 0.5
]
Nvacc = 10
f req = 7
. (5.4)
L’espressione del funzionale di costo è riportata di seguito:
J = min
θ
[
νtot + α1Log(C(t?)) + α2η(t0, t?)
]
(5.5)
in cui α1 = 0.001, α2 = 1, soggetto a:
200 ≤ tstart ≤ 450 (5.6a)
tstop ≤ 600 (5.6b)
0.1 ≤ νtot ≤ 2 (5.6c)
tstop − tstart ≤ − f (Nvacc − 1) (5.6d)
i risultati sono riportati nella tabella 5.6. Allo scopo di evidenziare l’importanza
di questa fase preliminare, sono stati riportati gli andamenti e i risultati delle
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Paziente tstartopt tstopopt Nvacc νopt Log(C(end)) T(end)
[k/µl] [k/µl]
P1 300 480 10 0.35 −8.9 0.0165
P2 300 480 10 0.35 −19.4 0.0165
P3 300 480 10 14.9 < −20 0.0047
Tabella 5.6: Risultati terapia combinata con algoritmo di ricerca IG
ottimizzazioni dei pazienti P1 e P3. L’algoritmo fornisce un candidato che non
è stato scelto in base alle simulazioni del modello con i parametri di questi due
pazienti e l’ottimizzazione risente inevitabilmente di tale discordanza. I valori
evidenziati sono indice di una terapia più ’invadente’ nei pazienti 1 e 3, per i quali
il dosaggio del vaccino necessario è maggiore rispetto al caso precedente. Questi
dati confermano l’utilità della ricerca dell’IG, che si traduce in risultati ’migliori’
per la terapia del paziente P2.
Figura 5.7: Ottimizzazione con IG ricavato tramite algoritmo paziente P1
A valle di queste considerazioni e dai risultati riportati nella tabella 5.6, relativa
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Figura 5.8: Ottimizzazione con IG ricavato tramite algoritmo paziente P2
Figura 5.9: Ottimizzazione con IG ricavato tramite algoritmo paziente P3
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agli andamenti delle figure 5.8, 5.7 e 5.9 l’algoritmo implementato è stato strut-
turato in modo da consentire la ricerca sulle zone a più alta efficienza. Prima di
ogni ottimizzazione, è stato quindi effettuato un controllo inerente il valore di J, su
una serie di combinazioni del vettore parametrico composto da
[
tstart Nvacc f
]
:
tstart [giorni] tstart + i · 60
Nvacc [adim] 3 5 10
f [giorni] 7 14 21 28
Tabella 5.7: Set dei valori utilizzati nell’algoritmo di ricerca dell’IG implementato,
i = 1 . . . 5
5.3 Modulazione Imatinib
L’applicazione del metodo descritto nel paragrafo 4.4, ha dato i seguenti
risultati: La quantità di vaccino necessaria per il paziente P2 risulta molto mi-
Paziente tstartopt tstopopt Nvacc νopt Log(C(end)) T(end)
[k/µl] [k/µl]
P1 350 602 10 0.41 −15.7 0.0165
P2 316 480 10 < 0.01 < −20 0.0165
P3 350 602 10 5 < −20 0.0082
Tabella 5.8: Risultati dell’ottimizzazione combinata Vaccino-Imatinib
nore rispetto ai livelli ottenuti in precedenza. Questo risultato mette in evidenza
il doppio scopo della modulazione dell’Imatinib. Il mantenimento della con-
centrazione cellulare leucemica entro i limiti della OLZ comporta uno stato di
’eccitazione’ prolungato nel tempo, per la proliferazione dei T. Questo aspetto
riduce la quantità di vaccino necessaria per il raggiungimento degli stessi obiettivi
definiti in precedenza ed allo stesso tempo riduce di una buona percentuale la
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somministrazione totale del farmaco.
ζP2 =
[
0.23 0.03 0.09 0.32 0.88 0.96 0.94 0.94 0.94 0.94
]
ζP1 =
[
0.11 0.33 0.19 0.34 0.86 0.90 0.89 0.89 0.89 0.89
]
ζP3 =
[
0.66 0.46 1 1 0.98 0.98 0.98 0.98 0.98 0.98
] (5.7)
I vettori di depotenziamento dei 3 diversi pazienti si traducono in una riduzione
del farmaco pari rispettivamente al 7.6%, 11.74% e 16.8%, con i vantaggi che tali
riduzioni comportano in termini di mutazioni genetiche della patologia. Nelle
figure RIFERIMENTI sono riportati gli andamenti delle simulazioni, nel perio-
do relativo alla modulazione (tstart ≤ t ≤ tstop), in aggiunta è riportato anche
l’andamento normalizzato del dosaggio Imatinib schedulato.
Figura 5.10: Andamenti popolazioni cellulari e azione Imatinib entro i limiti della
terapia di vaccinazioni paziente 1
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Figura 5.11: Andamenti popolazioni cellulari e azione Imatinib entro i limiti della
terapia di vaccinazioni paziente 1
Figura 5.12: Andamenti popolazioni cellulari e azione Imatinib entro i limiti della
terapia di vaccinazioni paziente 1
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5.4 Chiusura in feedback e rumore di misura
Con l’ausilio delle definizioni date nel paragrafo 4.5, è stata implementa-
ta la chiusura dell’anello di controllo, per le tre tipologie di pazienti prese in
esame. Vista l’importanza della prima ottimizzazione nella performance del con-
trollo predittivo, la ricerca dell’IG è stata effettuata sul vettore
[
tstart Nvacc f
]
.
Per le ottimizzazioni successive, con l’obiettivo di porre più attenzione alla mini-
mizzazione della somministrazione del farmaco, il numero di vaccini previsti è
stato fissato a 10, in modo da ampliare i periodi terapici, entro cui viene effettuata
la modulazione del farmaco. Nonostante il farmaco si trovi in forma di pasticche,
i valori risultanti delle somministrazioni dell’Imatinib sono stati immaginati con-
tinui, presupponendo una somministrazione dell’esatta quantità (normalizzata)
desiderata, per mezzo della polverizzazione delle pasticche. L’orizzonte di predi-
zione e di controllo sono stati entrambi fissati a 1500 giorni, tuttavia la tecnica
recedeing horizon consente di estendere il periodo di monitoraggio con la semplice
variazione del parametro Tp.
Sono stati simulati rumori all’1, al 5 e al 10%. Il periodo tra una analisi e l’altra
è stato fissato a 30 giorni in regime non terapico e di 3 e 7 giorni in periodo di
vaccinazione. La stima del disturbo è direttamente dipendente dalla frequenza
delle misurazioni, idealmente risultati migliori si otterrebbero per analisi effet-
tuate a cadenza giornaliera. In figura 5.13 sono riportati gli andamenti della stima
del disturbo sulla lettura delle cellule T, modellato come rumore gaussiano, con
cadenza di 3 e 7 giorni, da cui si evince che maggiore è la frequenza di analisi e
migliore è la qualità della stima.
Nelle figure RIFERIMENTI sono riportati gli andamenti relativi alla combi-
nazione peggiore tra rumore di misura e frequenza di inter-analisi, per i 3 diversi
pazienti, con annessi i relativi risultati qualitativi.
I risultati riportati per le altre combinazioni comprendono le informazioni
sulle terapie schedulate entro (ed oltre) il periodo di predizione Tp, per mezzo del
vettore Θ, oltre alla descrizione degli indici prestazionali
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Figura 5.13: Stima del disturbo con letture ogni 3 e 7 giorni
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Conclusioni e prospettive di sviluppo
E’ stato sviluppato un controllo predittivo basato sul modello leucemico di
Michor, che fosse in grado di minimizzare il dosaggio del vaccino, ottimizzan-
do gli istanti di inizio e fine della vaccinazione. Al concorrere di tale minimiz-
zazione agisce una modulazione del farmaco Imatinib, pilotando entro la OLZ la
popolazione leucemica per sfruttare al meglio lo stimolo alla proliferazione anti-
leucemica legata alla concentrazione ottimale di cellule C. Tale algoritmo legato
alla chiusura in feedback, si traduce in una sostanziale riduzione del dosaggio di
farmaco complessivo lungo il periodo di previsione Tp. I vantaggi di un dosaggio
inferiore del farmaco sono da ricercare nella ridotta possibilità di sviluppo di
mutazioni genetiche della malattie, soprattutto in quei soggetti che mostrano una
tendenza maggiore a sviluppare resistenza al farmaco, oltre che nell’arginamento
degli effetti collaterali di tale mutazione, che sono causa di ricadute incontrollabili
della patologia.
Le caratteristiche del modello utilizzato hanno richiesto attente valutazione di
carattere qualitativo nonché implementativo. I classici metodi di ricerca di IG e
definizione di vincoli e del funzionale di costo, sono stati adattati alle specifiche
dinamiche in gioco. L’analisi di robustezza effettuata mediante le simulazioni di
misure rumorose, non tengono conto delle incertezze del modello che portereb-
bero a variazioni della dinamica del processo reale. L’identificazione parametrica
risulta quindi un passo imprescindibile per il miglioramento e l’implementazione
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in larga scala del controllore proposto.
La centralità del modello leucemico nell’affrontare problematiche comuni a molte
altre patologie, ha permesso lo sviluppo di un interesse per la LMC, che non
sarebbe giustificato pensando esclusivamente al numero di casi nella popolazione
mondiale. Caratteristiche quali l’intrinseca non linearità, la modellazione di
fenomeni di coabitazione cellulare e la loro interazione nell’organismo, sono
aspetti che bene descrivono i sistemi fisiologici, e che quindi li prestano sempre
più a trattazioni di tipo controllistico dei fenomeni patologici. L’algoritmo propos-
to vuole essere un mattoncino in più nella costruzione del ’ponte’ tra il mondo
della medicina e quello dell’ingegneria dei controlli in corso nell’ultimo ventennio,
superando le difficoltà implementative grazie all’utilizzo deii migliori mezzi messi
a disposizione da entrambi gli ambiti. A tal proposito sarebbe auspicabile un
passaggio a livello sperimentale della metodologia terapica descritta in questo
lavoro, sia per il perfezionamento della stessa, che per la definizione di un punto
di partenza per la cura di altre patologie simili a quella leucemica.
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