I. INTRODUCTION
For a linear system, under the assumption of Gaussian probability distributions, the problem of estimating the states of the system has an exact closed form solution given by the Kalman Filter [10] . If the probability distributions are nonGaussian or the system is nonlinear, different assumptions and approximations have to be made for both accuracy and tractability. The systems considered here are in general nonlinear, but the assumption that the uncertainty can be adequately modeled as Gaussian is made.
The estimation of the unknown system states given the underlying dynamics of the system and a set of observations may be stated as a filtering, smoothing or prediction problem. Given a fixed discrete time interval, {t 1 , t 2 , . . . t N }, over which observations are available, the problem of filtering is to find the best state at time t k given all the observations prior to t k and including t k . The smoothing problem is to find the best state at time t k given all the observations up to time t N , where t k ≤ t N . For t k > t N one can define the prediction problem forecasting the state of the system for time t k using all the observations in the given interval.
The nonlinear filtering problem has been extensively studied and various methods are provided in literature. Among the most useful ones are the Extended Kalman Filter (EKF), the Ensemble Kalman Filter (EnKF), the Unscented Kalman Filter (UKF), and the Particle Filter (PF). The EKF is historically the first, and still the most widely adopted approach to solve the nonlinear estimation problem. It is based on the assumption that the nonlinear system dynamics can be accurately modeled by a first-order Taylor series expansion [2] . The EnKF is a reduced rank filter which propagates the states through nonlinearity and updates a relatively small ensemble of samples from which an assumed Gaussian distribution captures the main characteristics in the uncertainty [3] . The PF also uses a sampling approach to estimate the higher order moments of the posterior probability distribution by propagating and updating a number of particles, but without assuming Gaussian statistics [17] .
The UKF, which is a derivative-free alternative to EKF, overcomes the differentiation problem by using a deterministic sampling approach [8] , [21] . The state distribution is represented using a minimal set of carefully chosen sample points, called sigma points. Along with the Central Difference Kalman Filter and the Divided Difference Filter, the Unscented Kalman Filter belongs to a more general class of filters referred to as Sigma-Point Kalman Filters or Linear Regression Kalman Filters, which use the statistical linearization technique [5] , [11] . This technique is used to linearize a nonlinear function of a random variable through a linear regression between n points drawn from the prior distribution of the random variable. Since we are considering the spread of the random variable during linearization, the technique tends to be more accurate than Taylor series linearization used in the EKF, particularly in the presence of strong nonlinearities [18] .
The nonlinear smoothing problem has received less attention than the filtering problem in the literature. In many critical applications, however, its advantages compared to filtering mandates its consideration. A significantly better "situation assessment" can often be made by waiting for several subsequent observations to decrease the uncertainty in state estimates at a given time. In critical applications, the trade-off between state estimation accuracy and decision latency may favor this delay. In CBRN dispersion scenarios, the problem of source determination is of this character. Additionally, CBRN sensor readings with low confidence at time t k may result in misleading assessment of the plume dynamics until corroborated or contradicted by smoothing from later readings. The fixedinterval smoothing problem is the most important of the three basic smoothing forms, the other two being fixed-point and fixed-lag, and can be used to derive the other two [1] . For that reason, we focus here on the fixed-interval smoothing problem.
Concerning the use of deterministic sampling in the smoothing context, Wan and van der Merwe introduced the EMUnscented Smoother [22] which uses a neural network for both the backward and the forward dynamics. Briers and Doucet have developed a two-filter smoother called the Artificial Smoother [1] that uses an artificial prior distribution over the backward information state to ensure integrability. Zoeter and Ypma use dynamical programming to pass messages using sigma-points [23] . Following the work of Mao et al. [12] , Psiaki and Wada have derived two variants of the sigma-point smoother. They provide an RTS form of the smoother and an second form that uses a pseudo-measurement [14] .
The present paper has two principal goals. First, the Backward Information Sigma-Point Filter (BSPF), the Fraser-Potter two-filter form of the UKS [4] and the RTS single-filter form of the UKS [12] , [14] are each re-derived using the approach of Weighted Statistical Linearization (WSL) [5] . WSL is a general modeling framework for optimal estimation which, in this setting, permits a more direct derivation of the general nonlinear estimates and error statistics than previous approaches. Second, a square-root form of the RTS UKS is numerically tested in a simulated chemical plume dispersion scenario using a standard Gaussian puff model and noisy concentration sensors. Results are compared with the variabledimension Bootstrap Particle Filter of Reddy et al. [16] .
The WSL, the UKF and the Sigma-Point Information Filter (SPIF) are introduced in Section II. The BSPIF and the smoother update for the two filter smoothing formulation are derived in Section III. The derivation of the RTS form of the UKS based on two filter formulation is described in Section IV. Numerical results of the RTS SR-UKS on the test scenario are presented in Section V and the conclusions and future work are discussed in Section VI.
II. SIGMA-POINT KALMAN FILTERS

A. Problem Statement
Consider the following nonlinear system, described by the difference equation and the observation model with additive Gaussian noise:
The initial state x 0 is a random vector with known mean
In the following we assume that the random vector w k captures uncertainties in the model and v k denotes the measurement noise. Both are temporally uncorrelated, zero-mean random sequences with known covariances and both of them are uncorrelated with the initial state x 0 . Also the two random vectors w k and v k are uncorrelated.
The following notations are made for the noise covariances:
B. Weighted Statistical Linearization (WSL)
Rather than linearizing a nonlinear function of a random variable about a single point using the truncated Taylor series, as in the EKF, we can select n points from the prior distribution of the state and linearize the function at hand through a linear regression using these points [18] .
Consider a generally nonlinear function y = f (x), where x is a random vector of given meanx and covariance P xx , and a 3-tuple of points
and W i are weights that sum to one. Our goal is to linearize the nonlinear function f (x) ≈ Ax + b + e, where e is a zero mean random variable. The following statistics can be computed:
The point-wise error is given by
. By minimizing the weighted sum-of-squared-errors one can compute the parameters A and b.
Given the above statistics, the solution of the minimization problem is given by:
The WSL provides an alternative linear model to the firstorder Taylor series expansion, being very convenient if the function is not differentiable or hard to differentiate. Also, the method tends to be more accurate than the first-order Taylor expansion in uncertainty propagation since it explicitly accounts for the probabilistic spread of the random variables during linearization [5] , [6] , [18] .
C. Unscented Kalman Filter (UKF)
"The UKF is founded on the intuition that it is easier to approximate a probability distribution that it is to approximate an arbitrary nonlinear function or transformation" [8] . The sigma points are a deterministic sample set, or cloud, of states chosen so that their mean and covariance are exactly x + k and P + k . Each sigma point is propagated through the nonlinear state equations yielding a cloud of transformed points. The estimated mean and covariance of the predicted state are then computed based on the statistics of this set of propagated sigma points. This process is referred to as the unscented transformation. The unscented transformation is a general method for calculating the statistics of a random vector which undergoes a nonlinear transformation [21] .
Let X fk be a set of 2n + 1 sigma points (where n is the dimension of the state space) and their associated weights:
The first set of weights, {W
fk }, is used to compute the first order moment (the mean) and the second set of weights, {W
fk }, is used to compute the second order moment (the covariance). The subscript f indicates that we are in the forward pass.
The sigma-points are selected to capture the first and the second order moments of the prior distribution [7] , [21] . In Table I the point selection scheme to provide a scaled unscented transformation is shown. Where (n + λ)P
is the ith row or column of the matrix, and λ = α 2 (n+κ)−n. The scaling parameter α controls the position of sigma points and usually 10 −4 ≤ α ≤ 1. While any selection of scaling parameters matches the second-order statistics of the state, larger values of α set the sigma points further from the mean. The scaling parameter κ is usually set either to 0 (for state estimation) or to 3 − n (for parameter estimation) [21] . Under no assumptions about the nonlinear function and Gaussian distributions the optimal value for β is set to 2 [8] .
The likelihoods of the predicted states are determined using the generally nonlinear measurement mapping and the sample statistics once again computed. Given the new observation z k , the data assimilation step is derived as in the Kalman Filter where the best state estimate is computed as a linear combination of the forecast estimate and the innovation as shown in Table II. For Gaussian inputs, the unscented transformation gives accuracy to the third order moment and for non-Gaussian uncertainties the approximations are accurate at least to the second order with partially higher order moment matching based on the choice of the scaling parameters [8] , [18] . 
where γ = √ n + λ Propagate through measurement model
Step
D. Sigma-Point Information Filter (SPIF)
The Kalman filter recursively propagates the covariance of the state estimate, while the information filter propagates its inverse. This is a useful substitution when little or no initial information is available to begin filter recursions, as for the backward pass of a smoother.
Given the process model (1), weighted statistical linearization can be used yielding F k . Equation (1) becomes
where
and where P x
is calculated in the forward step as follows: 
Here the statistical linearization is accomplished by using sigma points drawn from N x + fk , P + fk . The forecast error covariance P * − fk+1 is given in Table II and it does not incorporate the effect of process noise, it is only capturing the errors in the state transition linearization.
The same strategy holds for the measurement equation (2), using sigma points drawn from N x
Also the error covariance P
zz * − fk
does not incorporate the effect of measurement noise. Both P
xz− fk
and P zz * − fk are given in Table II. With the above determinants one can derive The Forward Sigma-Point Information Filter as shown in [20] :
In a fixed-interval smoothing problem, the entire batch of observations over the interval are used to estimate the entire batch of states. A two filter formulation, one running forward and one backward, may be employed. The smoothed estimate may be expressed as a linear combination of the forward estimate and the backward estimate [4] . For our problem the forward filter is UKF and the backward filter is selected to be a Backward Sigma-Point Information Filter. This choice is governed by the lack of information with which to initialize the filter at the end of the fixed interval.
A. Backward Sigma-Point Information Filter (BSPIF)
To derive the unscented backward information filter we use weighted statistical linearization as described in Section II-B, with the point selection scheme given by Julier [8] , following the approach of Crassidis [2] .
Given the following backwards Markovian model [9] , which is a sample path equivalent to (15) , one can find the backward forecast, or "hindcast" estimate:
(23) where
We may assume that Π k+1 becomes large very fast due to the large initial uncertainty (specific to the chem-bio dispersion problem) and the assumption that the F k has supraunitary singular values, avoiding this way to properly model the backward model. For the simulation presented in this paper, det (Π k+1 ) → ∞. Thus one may choose to neglect the con-
k and a simplified backward model.
As will be demonstrated, no inverse dynamics will be used to construct the hindcast. The three quantities, F k , f k and P (1) e k e k , are assumed to have been determined and stored in the forward pass.
The hindcast error and error covariance are given by:
Given the forward pass results, sigma points for the linearization of the measurement update may be drawn from N x + fk , P + fk for a better accuracy.
P zz * + fk in (30) does not include the effect of measurement noise and is computed in Table V.   Table V BSPIF AUXILIARY QUANTITIES
As with the process model, the three quantities determined for the measurement model,
, are determined and stored in the forward pass.
The filtered backward estimate after assimilating the current measurement is computed as:
The backward gain is determined by minimizing the trace of the filtered backward error covariance. The error and covariance of the filtered backward estimate are given by:
Minimizing the trace of filtered backward error covariance yields the backward gain
Substituting the backward gain back into (34), the backward error covariance becomes:
In the information form of this filter, the backward estimates and the covariance matrices are replaced by the associated information states and information matrices given by
Substituting these relations into (24), (26), (31), (36), after applying the matrix inversion lemma and some algebra,
The hindcast estimate equation (24) becomes the backcast information estimate equation
Substituting (40) into (43),
The same procedure yields the backward information estimate y + bk from (31): y
Combining (37) and (45),
The following table summarizes the BSPIF. 
B. Smoother Update for the two filter formulation
By seeking an unbiased smoothed estimate that is a linear combination of the forward and backward estimates, one can compute the smoothed error covariance provided that Π
−1 k+1
is negligible:
Using the matrix inversion lemma in (47) and following the derivation as in [2] , the smoother update may be summarized without any modification as follows in Table VII . 
The entire UKS two-filter algorithm is described by the order of the following tables: I, II, III, V, VI, VII.
IV. UNSCENTED KALMAN SMOOTHER -RTS FORM
A more computationally efficient form for fixed interval smoothing in the linear case was introduced by Rauch, Tung and Striebel [15] . The RTS smoother combines the backward filter and the smoother update into a single-step correction to the forward filter estimate which is based on the information gain in the forward pass.
The following assumptions are made about the two linearized versions of the measurement nonlinear function in order to link the forward and the backward information filter:
The errors in these approximations are small as long as the differences in the linearizations which obtain at the forecast state and at the updated state after the observation are small. This assumption can be violated in strongly nonlinear regions of certain process models, such as bifurcation manifolds, but for the present derivation sufficient linearization smoothness is assumed to justify these approximations. Applying the matrix inversion lemma in (47) the smoothed error covariance may be rewritten as:
Using (26), (18) and the expression for P − fk+1 from Table II , the inverse of the sum becomes:
The only backward information reference in the above equation is the backward error covariance, which may be expressed in terms of the smoothed and the forecast error covariance.
Substituting (53) in (52), factoring out Y − fk+1 and applying the the matrix inversion lemma:
Substituting (54) back in (51) and further using (16):
The same steps may be used to eliminate the backward information in the smoothed estimate:
Substituting (43) back in (57):
Incrementing the time step in (57) and writing y − bk+1 in terms of y + bk+1 by using (46): Table IV : y
Using (60), (58) and (47),
Substituting (47) 
Substituting (63) back in (62) and expanding P s k in the first term of the sum, after some algebra
The following table summarizes the RTS correction to Unscented Kalman Filter (Table II) :
The entire UKS RTS algorithm is described by the order of the following tables: I, II, III, VIII.
V. NUMERICAL RESULTS
Note that in order to compute each new set of sigma points we need the square root of the posterior covariance matrix P
T . Since the update is applied to the full posterior covariance the algorithm can be reframed to propagate the square root matrix directly, S + fk . A square root version of the UKF, based on Cholesky factorization, Cholesky rank 1 update and QR decomposition, is provided in [19] . Along the same lines a square root version of the RTS Smoother may be formulated.
Since QR-decomposition and Cholesky factorization tend to control better the round off errors and there are no matrix inversions, the SRUKF has better numerical properties than the UKF and it also guarantees positive semi-definiteness of the error covariance.
The performance of Square Root Unscented Kalman Filter / Smoother is tested on a representative atmospheric dispersion puff-based model, based on RIso Mesoscale PUFF (RIMPUFF) [13] , and compared with a Particle Filter data assimilation technique reported by Reddy et al. [16] .
RIMPUFF is a Lagrangian mesoscale dispersion model that predicts the distribution of airborne material over time and space. The amount of material released is represented as a series of Gaussian-shaped puffs. Due to the simplicity of the model and the lack of knowledge about the initial conditions (release source) the model forecast tends to become less accurate for longer simulations. Thus a data assimilation scheme is required to correct model predictions by use of observed sensor data. The dynamics of the ith puff are given by (65) to (69).
is the position of the center of the puff, σ is the downwind distance from the source; u = (u X i , u Y i ) is the wind vector at the puff center and p y , q y are KarlsruheJülich diffusion coefficients which depend on weather conditions [16] .
To verify the results for SRUKF and SRUKS, a truth model simulation has been carried out using a 2D RIMMPUFF model and a dispersion region of 15 × 15 km 2 with 200 m resolution and sensors located every 1 km. The total simulation time is 3600 sec and the sampling interval is 20 sec. The release occurs every three time steps for the first 900 sec and the wind direction changes after half hour from 15
• to 60
• . The wind speed is 5 m/sec with 20% standard deviation [16] . Given this parametrization the concentration dosage yielded by the truth model after one hour is illustrated in Figure 1 . The measurements are obtained from the generated truth data using a continuous measurement model, where the concentration at a grid point is computed by summing the contributions of all the puffs [13] , [16] . The concentration at each grid point (x g , y g ) is given by (70) .
where, N is the number of puffs. The difficulty of the problem is significantly increased by the five sources of uncertainty used: duration of the chemical release from the source, initial puff parameters, uncertain parameters (wind fluctuations, modeling deficiencies), puff splitting and observation uncertainty. The model evolved with variable dimension, caused by accumulation of source puffs and puff-splitting. The results presented in Figure 2 have been Monte-Carlo averaged over 50 runs. The forecast error covariance was increased to maintain positive-definiteness when puff-splitting occurred, an heuristic used to compute the smoothed gain.
Comparing the SRUK Filter and the Particle Filter, their performance is somewhat similar and the Filter is performing better for few time intervals. Since no systematic effort was made to tune the parameters of either algorithm, no clear conclusion can be drawn from this observed performance difference, except that neither scheme demonstrated a clear advantage in this test environment. Computationally, the Particle Filter has an increasing advantage over time as it does not suffer from the exponential increase in the number of sigma points as the state space multiplies that attends the sigma point schemes.
Comparing the SRUK Filter and Smoother performance in Figure 2 , it is noted that sharp error peaks occasionally experienced by the Filter are significantly reduced by the Smoother. It is characteristic of statistical estimation that sudden excursions into difficult-to-estimate state domains are better tolerated when they can be smoothed by data acquired after a given estimation time as well as before. This suggests that in the CBRN response setting, smoothing may be worth the computational and decision-latency costs where abrupt transitions in state space are both mission-relevant and possible.
Gridwise (Figure 3 ), due to the number of points for which the Smoother performs better, as well as the magnitude of the difference between absolute error of the Filter and the absolute error of the Smoother, suggests that the Smoother is more suited for situation assessment or alarm triggering. The fixed-interval Sigma-Point Kalman Smoother has been studied. Two solutions to this nonlinear smoothing problem are re-derived using weighted statistical linearization: the forwardbackward two-filter formulation and the RTS formulation.
The Backward Sigma-Point Information Filter is derived under the assumption that the propagation of the initial covariance of the state vector becomes large very fast, making its inverse negligible. The derivation of the RTS smoother provides a better understanding of the difference between the two filter formulation and the RTS form in the context of nonlinear estimation. Due to the measurement mapping linearization assumption and by rewriting the backward information, in the two filter formulation, in terms of the smoothed and the forward information we yield the same result as Psiaki [14] for the RTS form of the UKS.
The SRUKS (RTS form) has been tested on a puff-based dispersion model and its performance compared with the PF and SRUK Filter. The Smoother avoids sudden large errors experienced by the SRUK Filter and overall (gridwise) provides better estimates. The PF has an increasing computational advantage over time compared to Sigma Point estimators due to its dimensional invariance as the number of puffs increases. Based on these pilot studies, both the PF and SRUK Smoother merit consideration and further investigation in the important CBRN data assimilation application domain.
