Hallucinating Beyond Observation: Learning to Complete with Partial
  Observation and Unpaired Prior Knowledge by Lu, Chenyang & Dubbelman, Gijs
Hallucinating Beyond Observation: Learning to Complete
with Partial Observation and Unpaired Prior Knowledge
Chenyang Lu and Gijs Dubbelman
Abstract—We propose a novel single-step training strategy
that allows convolutional encoder-decoder networks that use
skip connections, to complete partially observed data by means
of hallucination. This strategy is demonstrated for the task
of completing 2-D road layouts as well as 3-D vehicle shapes.
As input, it takes data from a partially observed domain, for
which no ground truth is available, and data from an unpaired
prior knowledge domain and trains the network in an end-
to-end manner. Our single-step training strategy is compared
against two state-of-the-art baselines, one using a two-step auto-
encoder training strategy and one using an adversarial strategy.
Our novel strategy achieves an improvement up to +12.2%
F-measure on the Cityscapes dataset. The learned network
intrinsically generalizes better than the baselines on unseen
datasets, which is demonstrated by an improvement up to
+23.8% F-measure on the unseen KITTI dataset. Moreover, our
approach outperforms the baselines using the same backbone
network on the 3-D shape completion benchmark by a margin
of 0.006 Hamming distance.
I. INTRODUCTION
The ability to understand the scene beyond what is directly
observed, is a fundamental cognitive ability. Conceptually,
it requires projecting learned knowledge onto current ego-
centric observations, which inherently have a limited field-
of-view (FOV) and contain occlusions, to complete the scene.
Such scene completion is an essential task for applications
of computer vision that are concerned with, for example,
mobile robotics and intelligent self-driving vehicles.
Towards this goal of scene completion beyond the ego-
centric observations, we propose a novel training strategy that
allows convolutional encoder-decoder networks with skip
connections to hallucinate and complete: 1) 2-D road layouts,
and 2) 3-D vehicle shapes [1], from partial observations,
see Figure 1. Our training strategy takes as input data from
a partially observed domain, for which no ground truth is
available, and data from a prior knowledge domain, which
has no direct one-to-one correspondence with the partially
observed domain. We call this unpaired prior knowledge
and we show that our novel end-to-end training strategy
allows the network to outperform the state-of-the-art [2], [1]
in several metrics.
The connection with related tasks, such as image inpaint-
ing, scene hallucinating, and road layout understanding is
addressed in Section II, and the representation of our novel 2-
D road layout hallucinating, including partially observed and
prior knowledge data, is discussed in Section III. One state-
of-the-art [1], which hallucinates from partially observed
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Fig. 1. System overview. The convolutional encoder-decoder network with
skip connections takes the observed incomplete road layout or vehicle shape
as input and hallucinates a completed one.
data using unpaired prior knowledge, is a variational auto-
encoder (VAE) [3] trained in two steps: 1) first the encoder
and decoder are trained on the unpaired prior knowledge, 2)
then the encoder is re-trained on the partially observed data
while keeping the decoder fixed. A fundamental limitation
of this approach, which we use as the first baseline for our
experiments, is its inability to leverage skip connections be-
tween the encoder and decoder, which could greatly improve
the level of detail in the decoded output. As the second
baseline, we use a state-of-the-art method that can utilize skip
connections by applying a generative adversarial network
(GAN) training strategy [2], which has the typical challenges
of GAN training instability [4].
Our proposed single-step training strategy, see Figure 2
and Section 4, does not suffer from the aforementioned
limitations. Therefore, it can unlock the benefits of fully
convolutional networks that employ skip connections, with-
out the need for adversarial supervisions. These benefits,
which are demonstrated by multiple experiments in Section
5, include: 1) a higher level of detail in the decoded output,
and 2) a higher level of generalization to unseen data.
To summarize, we make the following contributions:
• A one-step training strategy for the hallucinating task
that simultaneously utilizes knowledge from a partially
observed domain without ground truth and an unpaired
prior knowledge domain.
• In this setting, we are the first to benchmark using two
independent hallucinating tasks, i.e. 2-D road layout
hallucinating and 3-D vehicle shape completion.
• Using these benchmarks, we demonstrate that our pro-
posed one-step training strategy outperforms current
state-of-the-art [2], [1] in terms of level-of-detail and
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Fig. 2. The proposed approach taking 2-D road layout hallucinating as an example. Left: the generation of the partially observed and the unpaired prior
knowledge road layout datasets. Right: our single-step training approach. The real (un)observation masks are copied onto the unpaired prior knowledge
samples as one of the inputs, and three supervisions are applied simultaneously during training. See Section IV-B for details. Legend: BCE = binary cross
entropy.
generalization for unseen data.
For 2-D road layout hallucinating, we develop a novel
benchmark that is shared with the research community [?].
As this benchmark poses other challenges than the existing 3-
D vehicle shape completion benchmark of [1], we primarily
use this novel benchmark to explain and illustrate our one-
step training strategy in this work.
II. RELATED WORK
Image inpainting: Closely related to our task of hal-
lucinating the road layout is image inpainting. In recent
years, deep convolutional neural networks (CNNs) enable
the possibility of image inpainting with large missing areas,
as CNNs can extract abstract semantic information from the
observable context. The Context Encoder (CE) [5] network
is proposed to inpaint the image with large rectangle areas
missing at the image center by applying reconstruction and
adversarial loss [6] in training. CE-like networks [7], [8], [9]
are proposed with additional discriminative networks applied
on locally missing regions, or on the entire image in a
patch-wise manner, which are able to perform inpainting
with regions missing at arbitrary position. Given a trained
generative network, Yeh et al.[10] do inpainting by finding
the embedding vector that minimizes the reconstruction
loss by applying back-propagation to the input embedding
vector. The main difference between inpainting and the tasks
addressed by us and [2], [1], is that the previously introduced
methods of image inpainting are all in a setting in which the
complete ground truth is available.
Scene hallucinating: If the ground truth is not avail-
able, one has to hallucinate the region to be completed.
Srikantha and Gall [?] propose a system to hallucinate a
depth map and a semantic map, given an RGB image and
a noisy, incomplete depth map, which is able to remove the
foreground objects. Schulter et al.[2] proposes a CNN to
conduct a similar task without depth, by intentionally adding
random foreground masks during training. Recently, a VAE
with two-step training [1] is proposed for shape completion.
In the first step, a canonical VAE is trained on a complete
shape prior dataset which has no direct correspondence to
the incomplete shape dataset. Then the amortized maximum
likelihood (AML) is applied as supervision on the incomplete
shape data with the decoder fixed in the second training step.
This VAE approach is originally used to learn 3-D vehicle
shape completion, but it can be generalized to similar tasks
such as our 2-D road layout hallucinating. Therefore, we
use this approach as a baseline, which is referred to as AML
baseline.
Road layout understanding: Road layout hallucinating
can be seen as a specific approach of road layout under-
standing, which is an important task for robot and intelligent
vehicle navigation. One challenge is that the ego-centric
sensory data usually contains occlusions of the foreground
objects, which makes roads visually incomplete. Many works
tackling occlusions are focusing on using front-view images,
such as road boundary detection [11], and road segmentation
[12]. Less work has been carried out on the top-view ego-
centric sensing. In [2], the proposed system can produce a
top-view road layout, while the occlusion is still addressed
on the front-view image by pre-processing. In the later top-
view refinement, the GPS is heavily relied on for a paired
reconstruction supervision. We use a variant of this method,
which only uses unpaired prior knowledge and thus no GPS
pairing, as the second baseline. It is referred to as GAN
baseline.
III. ROAD LAYOUT DATA REPRESENTATION
As we use 2-D road layout hallucinating as the primary
task to illustrate our novel one-step training strategy in Sec-
tion IV, we first introduce some required data representations
of our novel benchmark. See the left part of Figure 2.
A. Partially observed dataset
Our road layout representation is derived from [13], where
the environment in front of the vehicle is divided into 2-
D semantic grids in Cartesian coordinates. As the map is
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Fig. 3. The network for 2-D road layout data. Each black arrow represents
a network module, and each block represents a tensor. Legend: CP = two
U-net-like [14] convolutional layers (with batch normalization) following
a 2*2 max pooling layer, CU = two U-net-like [14] convolutional layers
(with batch normalization) following an up-sample layer, C = the last
convolutional layer with kernel size 3 that generates the final output with a
sigmoid layer.
generated based on one-shot sensing, some grids are always
out of the camera’s FOV and some are missing due to the
occlusion of the foreground objects and noises. In this work,
the value of each grid indicates the status of the road: 1, 0,
0.5 represent road, non-road, and unobserved, respectively.
Given a front-view image from the camera mounted on
the vehicle, its corresponding semantic map, the camera
calibration data, and the depth/disparity map, a 3-D point
cloud with semantics is generated. The points are mapped to
the 2-D ground plane and the grid cells are filled with their
corresponding status, based on the semantic label statistics
of the points contained in the grid cell (majority vote).
Specifically, the grid is assigned with 1 if the majority label
is road, 0 if the majority label is related to the static world
except road (e.g. construction, sidewalk, etc. ), and 0.5 if the
majority label belongs to movable foreground objects (e.g.
vehicle, human, etc. ) or if the majority label does not exist,
due to the camera’s FOV limitation or occlusion.
B. Unpaired prior knowledge dataset
In contrast to the partially observed dataset, which contains
the real semantic-metric road information, the unpaired prior
knowledge dataset contains no real observation but a binary
prior knowledge of what a road should normally look like
in a top-down view. The underlying assumption is that the
road layout representation follows a certain distribution in a
latent low dimensional space. In the case that the partially
observed road layout can provide enough information, one
can predict the overall road layout, which aligns with the
partial observation and that also follows the distribution of
the prior knowledge. Given a binary road segmentation in
a top-down view of a region, we use a sliding window to
crop the large road map into smaller ones with the same
size as the samples in the partially observed dataset, see the
left part of Figure 2 for an example. There exists no one-to-
one correspondence between samples in the prior knowledge
dataset and the partially observed dataset.
IV. LEARNING TO COMPLETE
Our proposed convolutional encoder-decoder network
learns to complete the incomplete input data by training
jointly on partially observed and unpaired prior knowledge
datasets. We use multiple supervision signals for different
datasets and train our network in a single step. In this section,
we present our approach using the road layout hallucinating
task as the working example.
A. Network structure
A U-net-like [14] fully convolutional encoder-decoder
network with skip connections is utilized for the hallucinating
task, see Figure 3 for the network that processes the road
layout data. Given the incomplete data M as input, the
encoder produces a high-level feature map at the bottleneck,
as well as the intermediate feature maps from the last three
max pooling layers before the bottleneck, which are fed into
the decoder by means of the skip connections. In the decoder,
the feature map is convolved and upsampled with nearest-
neighbor interpolation, which leads to the final completed
sigmoid prediction Mˆ . The intermediate feature maps from
the encoder are concatenated with the decoder’s intermediate
feature maps at the corresponding layers, which enables the
direct transfer of the accurate observed detail information to
the final completed outputs.
Note that the proposed U-net-like structure cannot be
trained in AML baseline’s two-step manner, as the decoder
will only learn a simple copy-paste task on the prior knowl-
edge set due to the skip connections, which is demonstrated
with an experiment in Section 5. Unlike the AML baseline,
the second adversarial training based GAN baseline can work
with the usage of the skip connections, but the performance
improvement is limited, as shown in the experiments. To un-
lock the power of skip connections, we propose the following
novel supervisions for a better hallucinating performance.
B. Training with multiple input-target pairs
We propose to train our U-net-like model in one step, with
three input-target pairs applied for each iteration.
Observation pair: The first input-target pair, called ob-
servation pair, is from the partially observed dataset. The
goal is to encourage the network to reconstruct the observed
regions, and the pixels that are not observed are ignored in
training. Clearly, this pair will not influence the network’s
behavior at the unobserved region, which will be addressed
by the next two input-target pairs.
Pre-selection pair: In the second input-target pair, the
input is retained as in the first one, while the target is
selected from the prior knowledge dataset. The underlying
assumption is that if there exists a prior knowledge dataset
with infinite number of samples, one can find one sample
that aligns with the unknown ground truth. In the real
case, the prior knowledge dataset is limited and in general
does not contain samples that exactly match the unknown
ground truth for the partially observed dataset. Therefore, we
select a certain number of samples from the unpaired prior
knowledge dataset that has the highest mean intersection-
over-union (IoU) evaluated on the observed pixels. The
selected samples are averaged and used as the target of
the second input-target pair, which is named pre-selection
(a)
semantic image
(c)
incomplete input
(d)
ground truth
(f)
VAE + two-step
(AML)
(h)
U-net + one-step
(ours)
(e)
U-net + two-step
(b)
disparity
(g)
GAN
Fig. 4. The inputs and outputs of the 2-D road layout hallucinating task. (a) and (b) are the semantic map and the disparity map used for partially
observed map generation. (c) is the generated partially observed input road layout. (d) is the manually annotated ground truth based on the visual cue of
the front-view image and the corresponding satellite image. (e)-(h) are the outputs of the U-net-like network with two-step training, AML baseline [1],
GAN baseline [2], and the U-net-like network with one-step training (ours), respectively.
TABLE I
QUANTIFIED PERFORMANCE OF THREE METHODS EVALUATED ON BOTH 2-D ROAD LAYOUT HALLUCINATING (USING CITYSCAPES DATASET [15])
AND 3-D VEHICLE SHAPE COMPLETION (USING SN-CLEAN DATASET [1]) TASKS. SEE FIGURE 4 AND 5 FOR THEIR CORRESPONDING QUALITATIVE
RESULTS. THE METHOD OF U-NET-LIKE NETWORK WITH TWO-STEP TRAINING IS NOT EVALUATED AS IT CANNOT PERFORM THE HALLUCINATE TASK:
SEE FIGURE 4(E), THE REGION WHICH IS OUT OF FOV AND TENDS TO COPY-PASTE THE OBSERVED ROAD. *TWO CONDITIONS ARE REPORTED IN [1],
PLEASE SEE [1] FOR THE DETAILS.
method
2-D road layout 3-D vehicle shape
contour (no relaxation) full pixels undetected pixels Hamming distance
precision recall F -measure pixel acc. mean IoU pixel acc. mean IoU (lower is better)
AML 20.4 19.9 20.0 86.7 75.8 82.2 65.8 0.041 (0.043)*
GAN 23.9 31.1 26.6 87.6 76.9 82.7 65.7 0.043
ours 32.5 32.5 32.2 88.4 78.5 83.7 68.6 0.035
oursAMLground truthinput GAN
Fig. 5. The inputs and outputs of the 3-D vehicle shape completion task.
The input, ground truth and AML baseline samples are from [1].
pair. It provides explicit supervision on both observed and
unobserved regions.
Masked prior knowledge pair: In the third pair, the
unobserved masks in the partially observed dataset are copied
and applied onto the prior knowledge samples. In this
case, the input is intentionally masked with the realistic
(un)observation patterns, and the target is the fully observed
prior knowledge sample. This encourages the network to
learn the pattern association between the unobserved mask,
and the underlying ground truth behind the mask by auto-
matically generating partially observed and complete training
pairs from prior knowledge dataset, which is referred as
masked prior knowledge pair.
With these different input-target training pairs, the con-
nection between the two datasets is constructed and the
knowledge is transferred and shared in one-step training.
C. Multiple supervisions
When training our U-net-like network, three losses for the
three input-target pairs are applied in training, which are
based on the binary cross entropy (BCE). For each pixel
prediction mˆ and its corresponding target m¯, the BCE can
be computed. We denote the predicted road layout in three
information flows as Mˆ1, Mˆ2, and Mˆ3, respectively, and the
target layout is denoted as M¯1, M¯2, and M¯3. The losses are
in the same form:
Lossi(Mˆi, M¯i) =
1
Ni
∑
m¯∈valid
BCE(mˆ, m¯) (1)
Fig. 6. On the 2-D road layout hallucinating task, we plot F -measure in
different boundary relaxation settings, where our approach is consistently
having higher F -measures. The x-axis represents the degree of relaxation
(higher indicates more tolerance of the road boundary matching). As
visualized below, the accepted region of the boundary is enlarged when
the relaxation parameter increases.
where i = 1, 2, 3 and Ni is the number of pixels which are
valid: in the observation pair’s loss, the observed pixels are
valid; in the pre-selection pair’s loss, only the pixels that all
pre-selected samples agree on (the average is strict 0 or 1)
are valid; and in the masked prior knowledge pair’s loss, all
pixels are valid. We denote them as partial observation BCE,
partial pre-selection BCE, and prior knowledge BCE in the
figures. The overall loss can be expressed as
Loss = λ1 · Loss1 + λ2 · Loss2 + λ3 · Loss3 (2)
where λ1, λ2, λ3 are the weights for balancing the losses.
V. EXPERIMENTS
We conduct the following three experiments to evaluate
the performance of different approaches:
• Quantitative evaluation: We evaluate the quantitative
performance of the baselines and the proposed approach
on both 2-D road layout hallucinating and 3-D vehicle
shape completion tasks;
• Ablation studies: We compare the performance with
certain input-target pairs ignored to verify the effective-
ness of the proposed training strategy on both tasks.
• Generalizability evaluation: On the 2-D road layout
hallucinating task, we evaluate the performance of the
baseline and our approach on the unseen KITTI [16]
and unseen hold-out masked prior knowledge dataset.
A. Experimental settings
Datasets: For the 2-D road layout hallucinating task,
we use two publicly available datasets for the generation
of partially observed data, namely Cityscapes [15] and
KITTI [16]. Cityscapes dataset comes with 2975 training
samples and 500 validation samples with publicly available
fine semantic annotations, the corresponding disparity maps
and calibration data. We use the validation set for tests in
our experiments. The KITTI semantic dataset contains 200
available annotated training samples. Considering the limited
amount of samples, we only use it for additional experiments
of generalizability. As for prior knowledge dataset genera-
tion, we use the AerialKITTI dataset [17], which contains 20
large annotated top-view road layout binary images. About
154K prior knowledge road layout samples are generated.
Unlike other image inpainting tasks, the ground truth, i.e. the
actual road layout, for the front-view Cityscapes and KITTI
images is not available. However, to be able to evaluate the
performance, 162 samples from Cityscapes and 142 samples
from KITTI are manually annotated as the ground truth by
analyzing the visual cues from front-view images and the
corresponding satellite images given the GPS signals. These
annotations are shared with the community [?].
For the 3-D vehicle shape completion task, the used
dataset [1] contains two parts: the reference shapes (prior
knowledge), and the ground truth shapes, which are utilized
to generate partially observed samples, with (SN-noisy) and
without (SN-clean) noises. Being different from our dataset,
in this case, the prior knowledge and partial observation
samples are from an identical distribution, i.e. ShapeNet
[18], which is not the case for our novel 2-D road layout
hallucinating benchmark. Please see [1] for more details of
this dataset.
Baselines: For both tasks, we consider two baselines in our
experiments, namely AML [1] and GAN [2], as introduced
in Section I and II. For a fair comparison, we keep the
network settings of the baselines and the proposed network as
similar as possible. The necessary differences exist between
the AML baseline and our model, including 1) the fully
connected layer at the baseline’s bottleneck is deleted in
our network, and 2) in the decoder, the input channels of
three convolutional and upsampling modules are increased
for the usage of skip connections, while the output channels
of the first convolutional layer in these modules remain the
same. An identical model is used for the GAN baseline
and our approach, for a valid comparison between different
supervisions. For the discriminator of the GAN baseline and
its training strategy, we follow the settings of CycleGAN
[19], as they are conducting a similar translation task. Please
see our supplementary material for more details.
Training details: We train the networks for two tasks in a
similar manner using Pytorch [20], and here we take the 2-
D road layout hallucinating task as an example. To train the
AML baseline model in our setting, in the first step, the BCE
and Kullback-Leibler (KL) divergence are used for training
on the prior knowledge samples for 20 epochs. Afterwards,
the partial observation BCE and KL divergence are used for
re-training the encoder on the Cityscapes partially observed
dataset for 60 epochs. The size of the embedding vector is
256, and we observe similar results with either larger or
smaller size. The GAN baseline is trained for 60 epochs
in one step, and the prior knowledge samples are used for
discriminator learning. The proposed approach is trained
with 60 epochs by feeding the same prior knowledge and
the same partially observed datasets together. For the sake
of efficiency, we randomly choose a subset of the prior
knowledge training set (50K) for targets pre-selection. The
weights of three losses λ1, λ2, λ3 are set as 0.5, 0.25 and
0.25, and we observe that our model is insensitive to the
small weights’ variance. We use Adam [21] optimizer for
training all the models. As the partially observed dataset
contains noise from imperfect disparity maps, we randomly
inverse the binary pixel values on the observed pixels of the
input maps with 15% probability, as a data augmentation in
both models. More training details of two tasks can be found
in our supplementary material.
B. Quantitative evaluation
We analyze the results of the baselines and our proposed
approach on two different tasks, and show that our approach
consistently outperforms the other baselines.
2-D road layout hallucinating: Two aspects of perfor-
mance are evaluated: segmentation accuracy and contour
accuracy. The segmentation accuracy is evaluated on all
pixels as well as on the unobserved pixels. As the output of
our task is a binary mask indicating the road and non-road,
we use pixel accuracy and mean IoU averaged over samples
for comparison. Furthermore, we use contour accuracy to
evaluate the quality of road boundary prediction. This metric
is derived from the metrics in DAVIS segmentation challenge
[22]. The idea is to focus on the performance of whether
the boundary is successfully predicted in terms of precision
P , recall R, and their corresponding F -measure with F =
2·P ·R
P+R . This metric is more important for our task because the
accuracy of the road boundary is essential for the navigation
in autonomous driving. In our experiments, the boundary
region matching can be relaxed by morphological operations,
and the performances in different relaxation conditions are
reported.
We observe that the U-net-like network with two-step
training cannot conduct the hallucinating task, as explained in
Section 4.1, c.f. Figure 4(f), and is not further quantitatively
evaluated. Table I presents the performance of two baselines
and our approach evaluated on Cityscapes. The GAN base-
line exhibits slightly better results than the AML baseline,
while our approach outperforms both two baselines by more
than 0.8% in pixel accuracy and 2.8% in mean IoU. More im-
portantly, our approach performs better than two baselines in
term of contour accuracy with large margins: nearly 12% and
9% in F -measure, and the performance gap is consistent with
boundary relaxation, see Figure 6. With the relative shallow
features directly fed into the decoder by the skip connections,
it is easier for the network to predict the road layout whose
boundary is better aligned with the corresponding partially
observed inputs. In addition, with the identical network with
skip connections, our proposed training strategy boosts the
contour accuracy more significantly than the GAN based
baseline, which performs even worse than the AML baseline
(without skip connections) under large relaxation conditions,
c.f. Figure 6.
Interestingly, we notice that combining three proposed
supervisions and adversarial supervision leads to perfor-
mance degradation. We also observed that random seeds
play an important role when training the GAN baseline:
some random seeds result in modal collapses and generate
failure samples with many artifacts, which are excluded from
the quantitative evaluation. This is also reported in a recent
comprehensive study of GANs [4].
3-D vehicle shape completion: We evaluate the results
using the same metrics as in [1], i.e. Hamming distance. As
we want to focus the evaluation on the fundamental differ-
ences between the different models and training strategies,
here we mainly use the SN-clean dataset [1] (without noises)
in the experiments of 3-D vehicle shape completion. The
results are presented together in Table I, with some samples
visualized in Figure 5. The quantitative results of the AML
baseline method [1] in two conditions are reported (0.041
and 0.043) as well as the GAN baseline, which achieves
the same performance (0.043). Our method achieves 0.035
Hamming distance and outperforms the baselines by a large
relative margin.
C. Ablation studies
We verify the effectiveness of our proposed training mech-
anism and show that three input-target pairs improve the
performance. On both tasks, six different supervision cases
are tested and the results are listed in Table II.
2-D road layout hallucinating: It can be observed that the
performance degrades with different margins when ignoring
different supervisions. In the case without the pre-selection
pair and masked prior knowledge pair, the network works
but with three metrics decreasing by a small margin. In
the case of training with only the masked prior knowledge
pair or only the pre-selection pair, the network is able
to provide results with satisfactory segmentation accuracy,
while together, the segmentation accuracy becomes optimal
(78.8% and 69.0% mean IoU). This indicates that either pre-
selection or masked prior knowledge pair can provide valid
supervision on the unobserved regions independently, and
together they can compensate for each other and provide
optimal results in terms of segmentation accuracy. The
performance without the observation pair degrades in terms
of the contour accuracy with certain margins (-2.4% and -
2.1% F -measure), due to the fact that the observation pair
provides a clear supervision at boundary regions. With three
supervisions, the network exhibits the best contour accuracy
and an optimal overall performance.
3-D vehicle shape completion: In terms of the 3-D
vehicle shape completion task, similar conclusions can be
drawn: with all the supervisions enabled, our approach
achieves the optimal Hamming distance (0.035). Also, with
only the masked prior knowledge pair or the pre-selection
pair applied, the performance is already as good as the base-
lines (0.043) and even outperforms them (0.040). These two
pairs are already sufficient for providing a valid supervision
TABLE II
QUANTIFIED PERFORMANCE OF THE PROPOSED APPROACH AND THAT WITH CERTAIN SUPERVISION SIGNALS IGNORED. AS SOME PERFORMANCE
DIFFERENCES ARE WITH SMALL MARGINS, FOR THE METRICS OF 2-D ROAD LAYOUT DATA, WE TRAIN THE NETWORK 5 TIMES WITH DIFFERENT
RANDOM SEEDS AND COMPUTE THE AVERAGE FOR EACH METRIC.
method
2-D road layout 3-D vehicle shape
contour full pixels undetected pixels Hamming distance
F -measure mean IoU mean IoU (lower is better)
ours 32.2 78.5 68.6 0.035
ours w/o observation pair 29.8 78.8 69.0 0.042
ours w/o pre-selection pair 31.6 78.0 68.2 0.039
ours w/o masked prior knowledge pair 31.5 78.5 67.6 0.035
only pre-selection pair 24.0 77.9 67.4 0.040
only masked prior knowledge pair 30.1 78.7 69.0 0.043
independently. However, we must clarify that there exists a
major difference between the datasets of two tasks: unlike
the 2-D road layout hallucinating, the prior knowledge and
partial observation samples are from an identical distribution
(ShapeNet dataset [18]) in the 3-D vehicle shape completion
task. This leads to some different observations in this ablation
studies: 1) without the masked prior knowledge pair, the
performance still remains optimal, and 2) adding the masked
prior knowledge pair to the pre-selection pair degrades the
performance. Due to the absence of the domain gap between
the partially observed and prior knowledge dataset, the
pre-selection pair provides a significantly stronger explicit
supervision than the masked prior knowledge pair, which is
not the case with more challenging data that have domain
gaps, such as our 2-D road layout hallucinating benchmark.
D. Generalizability evaluation
For 2-D road layout hallucinating task, we additionally
evaluate the performance of three models on two unseen
datasets, to verify the generalizability of different methods.
Unseen partially observed dataset: The first generaliz-
ability experiment is conducted on the KITTI dataset which
is never used in training. We feed the partially observed
KITTI road layouts into the trained models and evaluate
the quality of the predicted complete road layouts. As the
pixel accuracy and IoU are highly correlated, we show the
F -measure (contour accuracy) and mean IoU (segmentation
accuracy) for simplicity. Figure 7 presents some visualized
examples of the input incomplete maps and their correspond-
ing predictions, and the upper part of Table III shows the
quantified performance for three methods. We can observe
from the KITTI input samples that 1) the camera’s FOV
is significantly larger than that in Cityscapes, and 2) the
road region at large distance is severely missing, due to
the sparsity of the provided depth map. These introduce
domain gaps and causes the AML baseline method to fail
in many examples. The qualitative and quantitative results
show that the approaches with skip connections are more
adaptive to the aforementioned domain gaps: they perform
better compared to the AML baseline, in terms of more
than 4.6% mean IoU in both settings and 17.7% F -measure.
(a) incomplete input (c) AML(b) ground truth (d) ours(c) GAN
Fig. 7. Qualitative results on the unseen KITTI dataset.
The main reason is that with skip connections, the shallow
features are passed directly to the decoder, which makes the
hallucinating robust against to unseen domain gaps. More-
over, with our proposed supervisions, the model exhibits
noticeable performance improvements in all the metrics.
Hold-out masked prior knowledge dataset: To investi-
gate this further, we generate another 1K prior knowledge
dataset images and evaluated the performance of the base-
lines and our approach on these unseen road layouts. We
manually apply masks sampled from the partially observed
test set, and feed these incomplete maps into the learned
models. The lower part of Table III shows the performance
of the baselines and our approach, and Figure 8 visualizes
some hallucinating examples. Our approach exhibits the best
performance, with a large margin compared to the other two
methods (more than 13.8% F -measure and 15% mean IoU in
both settings). The two datasets used in training do not follow
an identical distribution, as they are from different domains:
Cityscapes and AerialKITTI, and our network approach
preserves the generalizability on the masked prior knowledge
samples. Although this experiment has no relevance to the
application of hallucinating road layouts, it does show that
our training approach intrinsically generalizes better than the
baselines.
TABLE III
QUANTIFIED PERFORMANCE OF THREE APPROACHES TESTED ON THE UNSEEN KITTI DATASET AND THE HOLD-OUT PRIOR KNOWLEDGE DATASET.
evaluated dataset method contour full pixels undetected pixels
F -measure mean IoU mean IoU
KITTI (c.f. Fig. 7)
AML 21.5 76.5 71.4
GAN 39.2 83.4 76.0
ours 45.3 85.0 78.5
hold-out prior knowledge (c.f. Fig. 8)
AML 14.2 70.1 64.3
GAN 26.1 68.5 60.5
ours 39.9 85.1 80.8
(a) incomplete input (c) AML(b) ground truth (d) ours(c) GAN
Fig. 8. Qualitative results on the hold-out masked prior knowledge set.
The unobserved mask is from the Cityscapes test set.
VI. CONCLUSION
In this work, we trained fully convolutional encoder-
decoder networks with skip connections to successfully
complete unobserved regions in road layout maps, as well
as unobserved voxels in 3-D vehicle shapes. These two
tasks can be seen as specific instances of hallucinating,
when no ground truth is available for the partially observed
domain, and the prior knowledge domain has no direct one-
to-one correspondence to the partially observed domain. We
demonstrate that our proposed single-step training strategy
is key to unlocking the benefits of skip connections for
this hallucination task. It outperforms two state-of-the-art
baselines in multiple metrics, and it is significantly better
in generalizing for unseen datasets.
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