Abstract In this paper, we are concerned with threshold voter models on tori.
Introduction
In this paper, we are concerned with threshold voter models on tori. The third section of [6] gives a precise introduction of spin systems. Threshold voter models are introduced by Cox and Durrett in [4] , where the threshold is assumed to be one. In [4] , Cox and Durrett gives an important additive dual process of threshold-one voter models and prove that the threshold-one voter model initially with product measure with rate 1/2 converges weakly to a stationary measure ν 1/2 . In [5] , Handjani proves a complete convergence theorem for threshold-one voter models on lattices. She shows that with whatever initial distribution, the process converges weakly to a convex combination of three stationary measures δ 0 , δ 1 and ν 1/2 . For threshold voter models on lattices with threshold K ≥ 1, Liggett and his partners did a lot of important work on judging whether fixation (the process trapped in a state), clustering (all the sites take the same value) or coexistence occurs. The explicit results can be referred in [3] , [7] and [8] . In [9] , Xue study threshold voter models on homogeneous trees and prove that the critical density of the model is approximately to the proportion of the threshold to the degree of the tree.
Lanchier introduces an opinion dynamics model in [2] , where each vertex is with an opinion in [0, 1] and a vertex can mimic a neighbor only if the opinion distance between the vertex pair does not exceed a threshold. The proof of a crucial lemma in this paper is inspired a lot by the approach introduced in [2] .
Main results
In this section, we give our main results. We consider that the initial distribution of the process is product measure. We aim to describe the proportion of the vertices in state 1 at any moment t > 0. Of course the number of vertices in state 1 is random at any moment, but we will show that as the dimension of the torus grows to infinity the proportion of vertices in state 1 converges to a deterministic process, which is called the fluid limit. 
In latter sections we assume that r is a fixed integer and not smaller than 2.
For any t > 0, we denote by η d,p t the configuration at moment t of the threshold voter model on T d (r) with initial distribution µ p . Furthermore, we denote by
the set of vertices in state 1 at moment t. The following theorem is our main result about the fluid limit of the process.
in probability when p ∈ [0, 1/2) and
in probability when p ∈ (1/2, 1].
According to the symmetry of 0 and 1 in the voter model, it is easy to see that (2.2) is a direct corollary of (2.1). In latter sections we will only prove (2.1).
Theorem 2.1 shows that when p < 1/2, the proportion of vertices in state 1 has fluid limit pe −t , which converges to 0 as t grows to infinity. While when p > 1/2, the fluid limit turns into 1 − (1 − p)e −t , which converges to 1 as t grows to infinity. When p = 1/2, according to the symmetry of 0 and 1, it is easy to see that
for any t > 0 and x ∈ T d (r). As a result,
Therefore, the threshold voter model performs a phase transition phenomenon
To prove (2.1), we only need to show that for any ǫ > 0,
We will prove (2.3) and (2.4) in Section 3 and 4.
Proof of (2.3)
To prove (2.3), we introduce a Markov process {ζ t } t≥0 with state space {0, 1}
, then x is frozen in state 0 forever. If ζ 0 (x) = 1, then x waits for an exponential time T x with rate 1 to flip to 0 and be frozen in 0 forever. {T x } x∈T d (r) are independent. In other words, {ζ t } t≥0 is a spin system with flip rates given by
We write ζ t as ζ d,p t when ζ 0 is with distribution µ p on T d (r). We denote by
the set of vertices in state 1 at moment t.
The following theorem shows the connection between ζ t and the threshold voter model η t . 
Proof. For any η, ζ ∈ T d (r), we write η ≫ ζ if and only if η(x) ≥ ζ(x) for any
As a result, Theorem 3.1 holds according to Theorem 1.5 in Chapter 3 of [6] .
Now we construct a martingale about ζ t which is important for the proof of (2.3).
for any t > 0.
According to Markov property, for any t > s > 0,
Therefore,
and the proof completes. Now we give the proof of (2.3).
Proof of (2.3). According to Theorem 3.1,
According to Theorem 3.2,
pe −t is a right-continuous martingale and therefore
is a positive right-continuous submartingale. Then according to Doob inequality,
Notice that,
Hence,
As a result,
4 Proof of (2.4)
In this section, we give the proof of (2.4). First we introduce some notations.
For any t ≥ 0, we define
The following two lemmas are crucial for our proofs.
Lemma 4.1. For any T > 0 and t ≤ T ,
Proof. 
which gives (4.2). 
Now we give the proof of (2.4).
Proof of (2.4). By (4.1), for any t ≤ T ,
and hence
are independent and identically distributed. For any
0 , τ x is with exponential distribution with rate one. Therefore,
as we have shown in section 3. Now we only need to prove Lemma 4.2. For any integer k ∈ {0, 1, 2, . . . , 2d}
and t > 0, we define
We introduce two lemmas to prove Lemma 4.2.
Lemma 4.3. Assume that p < 1/2, then for any q ∈ (p, 1], ǫ > 0,
Proof.
where O is a fixed vertex on T d (r).
Since η By (4.7), (4.8) and Chebyshev's inequality,
Lemma 4.4. There exists ǫ r > 0 such that for any p ∈ (1/2 − ǫ r , 1/2), there
According to Cramér's Theorem (See Chapter two of [1] ),
where
is continuous with p, so we can choose sufficiently small ǫ r such that
For p ∈ (1/2 − ǫ r , 1/2), we let
Now we only need to show that for any M > 0,
Then according to Chebyshev's inequality, for sufficiently large d,
Now we calculate Var(|C
For any x 1 , x 2 ∈ T d (r), we define
According to the structure of a torus, |N (x, y)| ≤ 2 and
for any x, y ∈ T d (r).
If N (x 1 , x 2 ) = ∅, then
Cramér's Theorem,
(4.14)
By (4.12), (4.13) and (4.14),
By (4.11) and (4.15),
Then by (4.10),
In this approach, we never move balls to their left boxes. For any t ≥ 0, we move 2d balls to right boxes at rate C t . These 2d balls are chosen and moved as follows. Let
for l = 2, 3, . . . . increase as fast as possible. We never move balls to left boxes, so when a ball reaches b k with k ≥ d, it will never return to any b j with j < d. As a result, for
We modify the second approach at t = 0 to obtain the third approach. Let
At t = 0, we pick all the balls in boxes {b k :
and put these balls in b d . Then, we still move balls as the way in the second approach. We denote by C t the total number of balls in boxes {b k } d≤k≤2d at t. The third approach accelerate the moving-ball process in the second approach, since the original several steps of moving balls in boxes
Notice that in the third approach, C 0 = |I 
We add 2d balls in the box at t j for each j ≥ 1. For t ∈ {t j } j≥1 , the balls' number stay still. We denote by C d,p t the balls' number at t. Then
Notice that for any ǫ.
By Lemma 4.3,
Therefore, to prove (4.21), we only need to show that
According to Lemma 4.4, for p ∈ (1/2 − ǫ r , 1/2),
To distinguish the dimension d, we write t j and τ j as t .
We choose sufficiently small δ such that δ < 0.1 and log e By (4.28), for sufficiently large d, 
