Fitts' law (1954) characterizes pointing speed-accuracy performance as throughput, whose invariance to target distances (A) and sizes (W) is known. However, it is unknown whether throughput and Fitts' law models in general are invariant to task dimensionality (1-D vs. 2-D), whether univariate (SD x ) or bivariate (SD x,y ) endpoint deviation is used, whether throughput is calculated using the mean-of-means approach or the slope-inverse approach, or whether Guiard's (2009) Form × Scale experiment design is used instead of fully crossed A×W factors. We empirically investigate the confluence of these issues, finding that Fitts' law is largely invariant across 1-D and 2-D, provided that univariate endpoint deviation (SD x ) is used in both, but that for 2-D pointing data, bivariate endpoint deviation (SD x,y ) results in better Fitts' law models. Also, the mean-of-means throughput calculation exhibits lower variance across subjects and dimensionalities than the slope-inverse calculation. In light of these and other findings, we offer recommendations for pointing evaluations, especially in 2-D. We also offer an evaluation tool called FittsStudy to facilitate comparisons.
INTRODUCTION
New pointing techniques regularly emerge, and often, these pointing techniques are evaluated using Fitts' law [7] to measure rapid aimed pointing performance independent of target distance (A) and size (W). Fitts' law's measure, which combines speed and accuracy, is throughput, whose invariance to the specific values of A and W is well-known. However, it is unknown whether throughput is also invariant to task dimensionality (1-D vs. 2-D). Although Fitts' original task used vertical ribbons and focused on 1-D horizontal pointing, the ISO 9241-9 standard [13] , in recognizing the relevance of pointing to 2-D interfaces, has also prescribed a ring-of-circles target arrangement. In addition, researchers often create their own custom pointing evaluations involving 2-D targets [5] , sometimes laid out in a random field [6] .
Researchers have created many predictive movement time models for 2-D pointing [2, 9, 10, 16, 20] -but despite this work, the literature is almost silent on the issue of throughput calculation in 2-D. For example, it is unknown whether or not applying 1-D throughput calculations to 2-D pointing data results in equivalent throughput outcomes. It is also unknown whether univariate (SD x ) or bivariate (SD x,y ) endpoint deviation creates better models of 2-D pointing. Even the calculation of throughput itself requires further investigation, as the mean-of-means approach [26] insists on averaging indexes of difficulty and movement times, while the slope-inverse approach [30] insists on using the reciprocal of Fitts' regression slope. 1 How each calculation fares across dimensionalities and endpoint deviation schemes is unknown. Additionally, the traditional A×W experiment design has recently been exposed by Guiard [11] as introducing possible factor confounds, but the effects of the foregoing issues as they relate to his Form × Scale design are unknown. In short, there are many unanswered and interrelated questions regarding the use of Fitts' law in two-dimensional pointing studies. This paper investigates the confluence of these issues at once.
Endpoint deviation is crucial to the application of Fitts' law. Quantifying endpoint deviation is necessary for employing Crossman's correction [4] for normalizing subjects' personal speed-accuracy biases so that throughputs for a "fast but reckless" performer and a "slow and careful" performer are comparable. The ISO 9241-9 standard [13] and most prior literature [5, 15, 19, 26, 27] define the endpoint deviation, or spread of hits, as a univariate quantity computed as the standard deviation of endpoints' xcoordinates in a horizontal pointing task (SD x ). But this definition is questionable in 2-D, as it ignores any deviation in the second dimension (Δy). The comparative effects on throughput of using a bivariate standard deviation calculation (SD x,y ) are unknown. Given Fitts' law's origins as a 1-D model, both definitions of endpoint variability in 2-D tasks seem defensible (cf. [5, 19] ). What, then, should serve as bases for addressing these issues? In this paper, we consider invariance across dimensionalities, improved model fits, and theoretical soundness as possible answers. This paper contributes a case for, and description of, bivariate endpoint deviation, which easily generalizes to N dimensions. It also presents results from a study of 21 subjects performing the two ISO 9241-9 pointing tasks in 1-D and 2-D layouts. Throughputs are computed using both the mean-of-means approach [26] and the slope-inverse approach [30] . The effects of univariate and bivariate endpoint deviations on throughput are examined, as are the effects of Guiard's [11] Form × Scale experiment design as an alternative to the traditional A×W experiment design.
Our key findings include that Fitts' law is largely invariant across 1-D and 2-D, provided that univariate endpoint deviation (SD x ) is used in both; but for 2-D pointing data, bivariate endpoint deviation (SD x,y ) creates better Fitts' law models than SD x . We also find that the mean-of-means throughput calculation exhibits lower variance across subjects and dimensionalities for the same pointing data than the slope-inverse calculation. And Guiard's Form × Scale experiment design produces equivalent results with just one of three levels of A as the full A×W design, resulting in the possibility of major time savings when conducting experiments. We offer a downloadable pointing evaluation tool called FittsStudy that provides extensive measures and a visualization tool for exploring submovement pointing profiles.
RELATED WORK
In this section, we highlight pieces related to endpoint deviation, dimensionality, and throughput.
Endpoint Deviation
Motor psychologists (e.g., [12] ) have distinguished between two sources of error in rapid aimed movements: variable error (VE) and constant error (CE). Simply put, VE reflects the spread of hits, or endpoint deviation. By contrast, CE is the mean distance of endpoints from the target center. Thus, VE is independent of target location while CE is not. Crossman's correction [4] relies only on VE, not CE.
The ISO 9241-9 standard [13] and many published studies treat pointing in 2-D as having only univariate endpoint deviation (SD x ). However, Douglas et al. [5] provides an exception, defining 2-D endpoint deviation as a planar distance from a centroid. Unfortunately, they do not explore or discuss this choice as we do here. Murata [21] defined 2-D effective target width (W e ) directly using a bivariate joint probability distribution rather than calculating W e using bivariate endpoint deviation (SD x,y ), which is much simpler and which has not been examined until now. Unfortunately, Murata did not compare model fits using his 2-D W e to those using a traditional 1-D W e , leaving the comparative utility of his technique unknown. In general, there is still no consensus as to how endpoint deviation or effective target width should be calculated in 2-D (or 3-D).
Predictive Models of 2-D Pointing
Two-dimensional Fitts' law studies have been conducted for some time (e.g., [14] ). Researchers have attempted to predict movement times (MTs) to 2-D targets for almost as long, relying on target dimensions [2, 16, 20] or probability distributions [9, 10, 24] to inform predictions. Importantly, these efforts were focused on Fitts' law's ability to predict movement times, not its related but distinct measurement of throughput. Therefore, these efforts did not deal with endpoint deviation, speed-accuracy bias correction, or throughput calculation, topics of central importance here.
Throughput Calculation
Throughput has been fundamental to Fitts' law from the beginning. Fitts himself [7] initially defined it using the mean-of-means approach. Twelve years later, as Zhai points out [30] , Fitts and Radford [8] seem to switch gears, referring to the "slope constant" when discussing performance. Card et al. [3] , who brought Fitts' law into HCI, defined throughput using the slope-inverse approach, i.e., 1/b, where b is the slope of a regression line through (ID, MT) points. MacKenzie [15] refers to both the meanof-means and slope-inverse approaches. Twenty-five years after Card et al. [3] , MacKenzie and Soukoreff [18] revised Card's calculations using the mean-of-means approach, finding significantly reduced throughputs. In general, Soukoreff and MacKenzie [26] have advocated for the mean-of-means approach, while Zhai [30] has advocated for the slope-inverse approach. The present study brings additional empirical evidence to this debate, especially for 2-D pointing tasks, which have thus far been mostly ignored. Although each throughput calculation results in a bits per second measure, the calculations consider different things. A reasonable approach, then, is to report both throughputs rather than adhere to one or the other.
Only using one ID, MacKenzie and Isokoski [19] showed that throughput remains constant across cognitive sets [8] , provided that Crossman's correction [4] is used. Zhai et al. [31] , however, has shown that Crossman's correction does not always fully correct divergent speed-accuracy biases. Nonetheless, the correction remains standard for reducing bias and equitably comparing subjects [8, 15, 19, 26, 27] . Finally, Guiard [11] has recently argued that the classic crossing of factors A×W in Fitts' law experiments introduces possible confounds, and that experiments should use Form × Scale designs instead, which amount to crossing ID×[A xor W]. Our experiment is among the first to provide results comparing both A×W and F×S designs.
ENDPOINT DEVIATION IN MULTIPLE DIMENSIONS
Humans point with different speed-accuracy biases [31] despite being issued a guideline to point as fast as achieving a 4% error rate allows [15, 26] . Necessary for correcting these biases is Crossman's correction [4] , which enables Fitts' throughput, or pointing efficiency, to be properly measured. Whether using the mean-of-means throughput calculation [26] or the slope-inverse calculation [30] 
Using ID e allows subjects making different speed-accuracy tradeoffs to be equitably compared. The faster/slower a subject points, the lower/higher his movement time but the wider/narrower his spread of hits. In Eq. 1, A e is the average actual movement distance [26] and W e reflects the standard deviation of endpoints as
The constant term arises from the entropy of the standard normal distribution [15, 27] , but it is the calculation of endpoint deviation (SD x ) that interests us. As described elsewhere [13, 15, 19, 26] , SD x is the standard deviation of endpoint coordinates along the axis of motion-by convention, the "x" indicating horizontal pointing to vertical ribbons. If we record each endpoint's x-coordinate such that negative values are undershoots and positive values are overshoots [26] (footnote 9), we would label endpoints as shown in Figure 1 . Using the data from Figure 1 as an example, the calculation for SD x would be:
The above calculation relies on the mean x , which depends on having signed distances from a target center. However, in 2-D (or 3-D) pointing tasks, signed distances to target centers are untenable unless we are to discard all deviation along axes perpendicular to the task axis, turning a multidimensional task into a unidimensional one. Owing to Fitts' law's origins as a 1-D model of rapid aimed movement, it is reasonable to argue that even in 2-D pointing tasks, endpoint deviation should be regarded as univariate [19] . However, this argument forces us to ignore all deviation in one of two task dimensions, sometimes with rather absurd consequences as in Figure 2 . To date, despite years of Fitts' law research, the ramifications of the endpoint deviation calculation are unknown. Intuitively, it seems that endpoint deviation should be accounted for in all relevant task dimensions; after all, pointing to a circular target in 2-D (or spherical target in 3-D) clearly requires motor control in more than one dimension. But how, then, shall we quantify endpoint deviation in 2-D (or 3-D)? And will it produce comparable throughputs to those we observe in 1-D?
Consider Figure 3a , where using signed distances to a target's center is not feasible as it was in Figure 1 . How can endpoint deviation be generalized to cover Figure 3 ? Clearly, unsigned distances from a target center do not suffice, lest the endpoint deviation of Figure 3b is considered equal to that of Figure 3a . Our answer lies in regarding endpoint deviation not as signed or unsigned distances from a target center, but as deviations around a center of mass. Mathematically, this notion is equally suited to 1, 2, 3, and N dimensions. As before, in Figure 4a and 4b, distances to the target center are the same, but the spread of hits differs. Now, the centroids ( y x, ) are also marked. The center of mass, or centroid, serves as a multidimensional mean in the SD calculation, now given by Eq. 4, where the deviation is the spread of hits around the centroid. In Eq. 4, we simply have substituted a 2-D distance-from-centroid formula for the 1-D distance-frommean formula inside the parentheses of Eq. 3:
A simplified version of Eq. 4 appears in prior work by Douglas et al. [5] We emphasize that a spread of hits around a centroid is not the spread of distances from a centroid, which is a univariate deviation of 2-D distances, not a bivariate deviation of 2-D points. This incorrect definition is given for comparison as SD wrong in Eq. 5.
If Eq. 5b were used for Figure 2a 
Eq. 7 shows how the deviation of 1-D coordinates around their centroid is equivalent to a standard deviation of scalars (Eq. 3). With the centroid approach, signed distances from target centers become unnecessary, and instead, 1-D coordinates can be used directly, like 2-D coordinates in Eq. 4, or 3-D coordinates in Eq. 6.
To illustrate the consistency of the centroid formulation for endpoint deviation across dimensions, consider two "equivalent" endpoint distributions in Figure 5 .
In Figure 5a , univariate deviation (Eq. 7) produces 1.15. In Figure 5b , bivariate deviation (Eq. 4) also produces 1.15.
(By contrast, the deviation-of-distances in Figure 5b using 2 Note that Eq. 5a will work using signed distances from the centroid, i.e.,
, because in 1-D, distance is univariate. However, this calculation does not generalize to 2+ dimensions where a distance is not describable by a 1-D value.
Eq. 5b produces 0.00 because all points are equally 1 unit from their centroid, so there is no deviation present.) Thus, computing endpoint deviation as the spread of points around a center of mass unifies our calculation of deviation regardless of dimensionality. Although empirical endpoint distributions show that deviation tends to be greater along the task axis than orthogonal to it [9, 21] , for our purposes in quantifying amount of deviation, we do not care where the deviation occurs, just that it occurs. Endpoints 2 units up from a target center or 2 units right of a target center are each equally 2 units off the mark. Importantly, all approach angles to circular (or spherical) targets are equivalent, removing concern over target shape and approach angle in the ISO 9241-9 standard tasks [13] .
Although the above formulation of endpoint deviation is consistent across dimensionalities, it remains to be seen how throughputs from 2-D tasks compare to those from 1-D tasks. Also, it is unknown whether SD x or SD x,y results in better model fits for the same 2-D pointing data, how these issues interact with the two approaches to calculating throughput [26, 30] , or with Guiard's contention [11] that A×W factorial designs can be confounded. These questions are addressed in our experiment, described next.
METHOD Subjects
Twenty-one subjects participated in our study. Seven were female. All were right-handed. Their average age was 29.3 years (SD=6.9).
Apparatus
All testing was conducted at a lab containing a 21" Samsung SyncMaster 214T flat panel monitor set to 1600×1200 resolution and a Logitech optical mouse. The computer was a Xeon CPU running Windows 7 at 3 GHz with 2 GB RAM.
We created a full-screen application called FittsStudy in C♯ to administer conditions, log data, parse files, visualize trials, and calculate results. FittsStudy was configured to administer 18 A×W conditions defined by 3 levels of A 256, 384, 512 pixels crossed with 6 levels of W 8, 16, 32, 64, 96, 128 pixels yielding 13 unique IDs ranging from 1.59 -6.02 bits. For the 1-D task, A was measured from one vertical ribbon's center to the other, and W was the width of a ribbon. For the 2-D task, the ISO 9241-9 circular arrangement was used [13, 26] , with 0.5·A being the radius of the target ring, and W the diameter of one circular target. 
and Pearson r correlation coefficient.
A subject's throughput in bits per second (bps) was calculated using both the mean-of-means approach [26] , which we will designate TP avg , and the slope-inverse approach [30] , which we will designate TP inv . , where N = |A| × |W|,
Using either approach, the grand throughput for an entire experiment would be the mean throughput over all subjects.
RESULTS

Adjustment of Data
As is customary, trials flagged as spatial outliers were removed. A spatial outlier was defined from prior work [19, 28] as an error whose movement was less than half the nominal distance A, or whose endpoint landed more than twice the target width W from the target center. In all, 9/7560 and 2/7560 test trials were removed from the 1-D and 2-D tasks, respectively.
Error Rates
Error rates for Fitts' law studies should be around 4% [15] . Appropriately, over all A×W conditions, the error rate for the 1-D task was 4.4% and for the 2-D task was 4.3%.
Comparison of Fitts' Law Models (r, a, b)
Space precludes showing Fitts' law models for all 21 subjects, but average model fits (Pearson r) and parameters (a and b) for both the 1-D vertical ribbon task and the 2-D ring-of-circles task are shown in Table 1 . For the 2-D task, the exact same pointing data was analyzed using univariate (SD x ) and bivariate (SD x,y ) endpoint deviation.
The average fit of the models for the 1-D task was r=.948.
3
The average fit for the 2-D task using univariate endpoint deviation (SD 
Throughput Analyses
As described above, the mean-of-means approach (TP avg , Eq. 9) [26] computes the average bps over A×W conditions, and therefore accounts for the contributions of both a and b. However, averages may be affected by the range of IDs used, and a and b are conflated such that averages may be the same whose slopes (b) differ due to the influence of intercepts (a). By contrast, the slope-inverse approach (TP inv , Eq. 10) [30] defines throughput as 1/b. However, this approach must report a separately, and has been shown to depend upon the range of IDs used [26] .
Univariate vs. Bivariate Throughputs (TP avg )
Using the mean-of-means approach, the average throughput for the 1-D task was TP avg =4.85 bps (SD=0.41). The average throughput for the 2-D task with univariate endpoint deviation was TP avg =4.91 bps (SD=0.43). A paired samples t-test indicates that these throughputs were not significantly different, indicating that 1-D and 2-D univariate throughputs were comparable despite changes in We re-ran our regressions and throughput analyses, this time keeping only trials for which A=384 pixels. Summary outcomes for our new analyses are shown in Table 2 .
Comparison of Fitts' Law Models (r, a, b)
Although the average Pearson r model fits improved slightly in the F×S design over the A×W design, none of these improvements were statistically significant. As for the A×W design, the two univariate fits were not significantly different, and the 2-D bivariate fits were significantly higher than the 2-D univariate fits (t(20)=2.47, p<.05). Unlike in the A×W design, the 2-D bivariate fits were no longer better than the 1-D fits. As before, the standard deviation of model fits among subjects was low, with the 2-D bivariate model being lower than the 2-D univariate model (.021 vs. .025).
Although the average absolute intercept |a| increased in the F×S design from the A×W design for each of the three models, these increases were not statistically significant. The standard deviation among subjects of |a| increased as well, and there were more negative intercepts than previously. The 2-D univariate and bivariate intercepts were not significantly different from each other or from the 1-D intercepts.
Slope parameters b did not change significantly in the F×S design from the A×W design for each of the three models. As in the A×W design, in the F×S design the 1-D and 2-D univariate slopes were not significantly different from each other, but both were significantly different from the 2-D bivariate slopes (p<.01).
Univariate vs. Bivariate Throughputs (TP avg )
Using the mean-of-means approach to throughput calculation (Eq. 9), the F×S design produced almost identical TP avg values to those from the A×W design. Until now, the findings from the F×S design mirror those from the A×W design for both TP avg and TP inv . However, the story changes when we examine ΔTP inv . These differences grew significantly in the F×S design from the A×W design creating, on average, a discrepancy of over 1 bps per subject for both univariate (t(20)=3.22, p<.01) and bivariate (t(20)=3.47, p<.01) endpoint deviation. Thus, TP inv was affected far more by the reduction of A to one level than was TP avg . This is important in light of Zhai's [30] contention that TP avg is affected more than TP inv by the range of IDs used, and Soukoreff and MacKenzie's counter to the contrary [26] . Finally, as in the A×W design, 2-D bivariate throughputs were significantly further from 1-D throughputs than 2-D univariate throughputs (t(20)=2.33, p<.05). Thus, in switching to the F×S design from the A×W design, the significance conclusions are the same for TP inv but the discrepancy between 2-D and 1-D throughputs grew significantly to over 1 bps.
Throughput Calculation Approaches (TP avg vs. TP inv )
In the full A×W design, slope-inverse throughputs (TP inv ) were significantly higher than mean-of-means throughputs (TP avg ) for all three models (p<.05 The resiliency of Fitts' law to changes in experimental settings is often touted as part of the law's strength. Here we have seen that in light of Guiard's [11] concern over confounding the effects on MT of A, W, and ID, switching to a F×S design by holding A constant at 384 pixels and varying only W has largely produced the same significance conclusions with a third of the experimental effort.
DISCUSSION
To facilitate our discussion, we first restate our key findings, each of which had statistically significant support. Findings A-F are from the full A×W design, while finding G specifically addresses Guiard's F×S design [11] Better model fits using the same data and number of parameters are no small concern, for we usually want to prize models with the best possible explanatory power. Theoretically, there is satisfaction knowing that bivariate models do not simply ignore variation in a physically relevant dimension. Although Fitts' law is a model with only one dimension for target size, this does not mean that a.
b. c. d. Figure 6 . The FittsStudy tool offers (a) zoomable path visualizations and path analysis measures [17] , (b) graphical submovement profiles including velocity (shown), acceleration, and jerk over time, and (c) Fitts' law models (shown) and pointing error models [28] using both endpoint deviation schemes and throughput calculation approaches [26, 30] . (d) An example project by students using FittsStudy shows an eye-tracking "heat map" overlaying FittsStudy's ring-of-circles task.
targets or movements must be one-dimensional, just that size (nominal or effective) must be quantified with a dimensionless scalar reflecting quantity of tolerance (W) or deviation (W e ). Both SD x and SD x,y achieve this.
Recommendations
In light of our findings, we recommend the following: 2-D task, compute 2-D throughputs using the mean-ofmeans approach (TP avg ) based on univariate endpoint deviation (SD x ). Doing so will cause throughputs across dimensionalities to agree best. 4. Comparisons should generally not be drawn across throughput calculation approaches, i.e., comparing throughputs from the mean-of-means approach (TP avg ) to those from the slope-inverse approach (TP inv ). 5. Given the prevalence of 2-D pointing in user interfaces, we encourage the use of the ISO 9241-9 ring-of-circles task in lieu of the vertical ribbon task.
The FittsStudy Tool
To facilitate adoption of the foregoing recommendations, we built a downloadable software tool called FittsStudy ( Figure 6 ). FittsStudy logs all pointing trials in a session in XML, from which it builds spreadsheets for statistical analysis. Although Fitts' law evaluation tools have been described in the literature [5, 22, 25] , FittsStudy offers more features than previous tools, providing, among other things, trial browsing and zooming tools, submovement profile graphs, results from both endpoint deviation and throughput calculations, path analysis measures [17] , a metronome for time-matching temporal-precision studies (e.g., [23] ), and models of movement times and error rates [28, 29] . Future work in FittsStudy includes offering not just the vertical ribbon and ring-of-circles tasks, but also random target fields (e.g., [6] ), and crossing and steering tasks [1] . FittsStudy can be downloaded for free from http://depts.washington.edu/aimgroup/proj/fittsstudy/ .
FUTURE WORK
This work has made progress in clarifying the effects of task dimensionality, endpoint deviation, throughput calculation, and experiment design on Fitts' law models and measures. However, it has relied on the two suggested ISO 9241-9 task arrangements [13] , both of which use regularlyshaped targets. How endpoint deviation should be calculated for irregularly-shaped targets is a topic for future work, and will almost certainly involve probabilistic accounts of endpoint distributions [9, 10] . Another item for future work is examining whether the findings comparing outcomes in 1-D and 2-D transfer to 3-D pointing environments. Yet another project could investigate whether different device types other than the mouse change the pattern of results seen here.
CONCLUSION
The strength of our quantitative methods depends on deep understandings of our measures. In this paper, we have addressed Fitts' throughput and its relationship to task dimensionality, endpoint deviation, throughput calculation, and experiment design. Our findings indicate that Fitts' law is largely invariant to dimensionality (1-D vs. 2-D), but that this depends on using univariate endpoint deviation (SD x ), even in 2-D, which ignores deviation in the orthogonal task dimension. Bivariate endpoint deviation (SD x,y ), on the other hand, better models 2-D pointing data. We also offer support for using Guiard's [11] F×S experiment design to save effort and avoid possible confounds. We built FittsStudy to facilitate exploration of these issues and ease the burden of these details on researchers and evaluators.
