Abstract. We build a database of genus 2 curves defined over Q which contains all curves with minimal absolute height h ≤ 5, all curves with moduli height h ≤ 20, and all curves with extra automorphisms in standard form y 2 = f (x 2 ) defined over Q with height h ≤ 101. For each isomorphism class in the database, an equation over its minimal field of definition is provided, the automorphism group of the curve, Clebsch and Igusa invariants. The distribution of rational points in the moduli space M 2 for which the field of moduli is a field of definition is discussed and some open problems are presented.
Introduction
In [22] were introduced concepts of minimum absolute height of a binary form, the moduli height, and discussed relations between the two. Moreover, some computations were performed for binary sextics of minimum absolute height one. A natural problem in that paper was to check whether a large database of binary forms (equivalently genus 2 curves) of relatively small minimum absolute height could be constructed. Comparing the minimum absolute height with the moduli height would be the main point of this database. Moreover, such a database would shed some light to other problems related to the rational points of the moduli space M 2 . For example, not every rational point p ∈ M 2 has a representative genus 2 curve X defined over Q. What is the percentage of points of bounded height for which the field of moduli is not a field of definition? How does this ratio is affected when the height increases?
From another point of view, we can list genus two curves based on their moduli height. For example, traditionally there have been plenty of effort to count the curves with bounded discriminant. That is not an easy problem, but would it make more sense to have an estimate on the number of curves with bounded moduli height? After all, the moduli height is the most natural way of sorting points in M 2 .
And then, there are also the curves with automorphisms. In [2] it was shown that such curves can always be written in an equation such that the corresponding binary sextic is reduced; see [1] for details. Reduced usually means minimal absolute height for the binary form. Is this really supported computationally?
Our goal was to construct a database of genus 2 curves which addresses some of these questions.
c 0000 (copyright holder) 1 In this paper we construct three main databases: i) integral binary sextics of minimum absolute height ≤ 4, ii) integral binary sextics with moduli height h ≤ 20, iii) integral binary sextics f (x 2 , z 2 ) of height h ≤ 101.
All combined we have over 1 million isomorphism classes of genus two curves (equivalently rational points in M 2 ) without counting twists. We compute the minimal absolute height, the moduli height, the discriminant, automorphism group, field of definition, and an equation over the field of definition for all such points. We discuss all the technical details of organizing the data and some open questions on the distribution of the rational points with non-trivial obstruction in the moduli space M 2 . Let k be an algebraically closed field of characteristic zero and M g the moduli space of smooth, projective, genus g ≥ 2 algebraic curves defined over k. The moduli space M 2 of genus 2 curves is the most understood moduli space among all moduli spaces. This is mostly due to two main facts; first all genus two curves are hyperelliptic and therefore studying them it is easier than general curves, secondly even among hyperelliptic curves the curves of genus two have a special place since they correspond to binary sextics which, from the computational point of view, are relatively well understood compared to higher degree binary forms.
Some of the main questions related to M 2 have been to recover a nice equation for any point p ∈ M 2 . Since M 2 is a coarse moduli space, such equation is not always defined over the field of moduli of p. Can we find a universal equation for genus two curves over their minimal field of definition? Can such equation provide a minimal model for the curve? Does the height of this minimal model has any relation to the projective height of the corresponding moduli point p ∈ M 2 ? What is the distribution in M 2 of points p for which the field of moduli is not a field of definition? The answers to these questions are still unknown.
In [3] we provide a computational package for computing with genus 2 curves and a database of genus 2 curves which contains all curves with height h ≤ 5, curves with moduli height h ≤ 20, and curves with automorphism and height ≤ 101. They are organized in three Python directories L i , i = 1, 2, 3 as explained in Section 2.
The database is build with the idea of better understanding M 2 , the distribution of points in M 2 based on the moduli height, the distribution of points for which the field of moduli is not a field of definition.
The goal of this paper is twofold: to provide the mathematical background for most of the algorithms in [3] and to discuss some of the open questions and problems raised there. Most of the material of the first part has already appeared in the vast literature on genus two curves some of which is previous work of these authors. For sake of completeness and straightening out some notational confusion we define all the basic invariants of genus two curves in this paper.
The current database and all the functions are implemented in Sage. It improves and expands a previous Maple genus 2 computational algebra package as in [21] . There is another database of genus 2 curves in [5] which collects all genus 2 curves with discriminants ≤ 1000. Some remarks on how the two databases overlap can be found in the last section.
There is a lot of confusion in the literature about the invariants of genus two curves. We go to great lengths to make sure that all the invariants are defined explicitly and there is no room for misunderstanding. We like to warn the reader that our invariants are different from the ones used by Magma and all the papers which use Magma in their computations.
A database of integral binary sextics
Our main goal is to create an extensive database of integral binary sextics with minimal absolute height and all the twists with minimal height. We will use the definitions of minimal absolute height, moduli height, and the basic properties of heights of polynomials from [22] and will provide details in the next coming sections. The database will be organized in a Sage/Python dictionary, where the key will be the moduli point
see Eq. (15) for definitions of such moduli point. The data is organized in three main dictionaries: i) integral binary sextics with minimum absolute height h ≤ 10, ii) decomposable integral binary sextics f (x 2 , z 2 ) with minimum absolute h ≤ 101 and, iii) integral binary sextics with moduli height h ≤ 20
Each point in the database has the following invariants
= field of definition of the universal curve Twist = List of twists An entry in each dictionary looks as the following:
We illustrate with an example. Example 1. Let X be the curve with equation
If we load the database in Sage and let
then the command p=ModPoint (f ) displays
If we ask if p ∈ L, where L is the second dictionary from above, the answer will be yes and L(p) will display In the Appendix A is given a list of all the functions used for the genus 2 curves package in Sage. In the next few sections we will go over the necessary definitions and procedures to construct such databases. The details will be explained in Section 9.
Heights of genus two curves
In this section we define heights on algebraic curves when such curves are given by some affine equation. Throughout this paper K denotes an algebraic number field and O K its ring of integers.
Let X g be an irreducible algebraic curve with affine equation
We define the height of the curve over K to be
where the curve G(x, y) = 0 is isomorphic to X g over K.
If we consider the equivalence overK then we get another height which we denote it as H K (X g ) and call it the height over the algebraic closure. Namely,
In the case that K = Q we do not write the subscript K and use H(X g ) or H(X g ). Obviously, for any algebraic curve X g we have H K (X g ) ≤ H K (X g ). In [22] is proved that given K a number field such that [K : Q] = d, the height H K (X g ) and H K (X g ) are well defined.
Theorem 1 ([22]
). Let K be a number field such that [K : Q] ≤ d. Given a constant h 0 ≥ 1 there are only finitely many curves such that H K (X g ) ≤ h 0 .
As an immediate corollary we have the following Corollary 1. Let h 0 ≥ 1 be a fixed integer, K a number field, and O K its ring of integers. For any genus g ≥ 2 curve X g defined over O K with height h(X g ) = h 0 there are only finitely many twists of X g with height h 0 .
Given a genus two curve X g the following algorithm computes a curve isomorphic over K to X g of minimum height Algorithm 1. Input: an algebraic curve X g : F (x, y) = 0, where F has degree d and is defined over K Output: an algebraic curve X ′ g : G(x, y) = 0 such that X ′ g ∼ =K X g and X ′ g has minimum height.
Step 1:
Step 2: List all points P ∈ P s (K) such that H K (P ) ≤ c 0 . Note: s is the number of terms of F which is the number of monomials of degree d in n variables, and this is equal to d+n−1 d
. From Thm. 1 there are only finitely many such points assume P 1 , . . . , P r .
Step 3:
Step 4: Return all entries of L of minimum height , L has curves isomorphic over K to X g of minimum height.
Note that this algorithm is not very efficient if we start with an algebraic curve of genus two and very big height. Hence, the question that can be raised at this point is: how can we reduce the height of the curve? This is done using reduction theory, see [1, 25] and others for more details, and some elementary ways of reducing are given next. The following elementary lemma is useful. 
Then, there is a twist X ′ of X such that
Proof. Let p be a prime such that
In other words, v p (a i ) = α i , for i = 1, . . . , d, as in the assumptions of the theorem. Hence, the equation of the curve is
Choose m as the largest nonnegative integer such that
If m = 0, then the curve can no further reduced by this method at the prime p. If m > 0, then we let
which gives the curve
Choosing the largest such m will result to the biggest possible reduction on p. Dividing both sides by the content of the polynomial, which has the maximum power of p as a factor, gives a twist X ′ of X with height which has valuation at p,
This completes the proof. Remark 1. Notice that the curve X σ could be in the same Γ-orbit of X or could be a twist of X , depending on the values of m, where Γ is the modular group.
Corollary 2. Let X be a curve with Aut(X ) ∼ = D 6 and equation
where s ∈ Z such that it has a prime factorization
Then, we can reduce the height by the transformation x → p m · x, where m = ⌊ α 6 ⌋ Example 2. Let us consider the curve from Ex. 4, namely
This curve has height h = 2 33 . Then m has to be the largest nonnegative integer such that it is ≤ to 33 − 0 6 , 33 − 0 5 , which makes m = 5. Consider the transformation x → 2 5 · x. Then the curve becomes
which is with height h = 2 18 .
Next we will define the moduli height of genus g curves.
3.1. Moduli height of curves. Let g be an integer g ≥ 2 and M g denote the coarse moduli space of smooth, irreducible algebraic curves of genus g. It is known that M g is a quasi projective variety of dimension 3g − 3. Hence, M g is embedded in P 3g−2 . Let p ∈ M g . We call the moduli height h(p) the usual height H(P ) in the projective space P 3g−2 . Obviously, h(p) is an invariant of the curve. In [22] is proved the following result.
Theorem 2. For any constant c ≥ 1, degree d ≥ 1, and genus g ≥ 2 there are finitely many superelliptic curves X g defined over the ring of integers O K of an algebraic number field K such that
While the above theorem shows that the number of curves with bounded moduli height is finite, determine this number seems to be a very difficult problem.
Genus 2 curves over C
In this section we give a quick overview of the basic setup for genus two curves. The material is part of the folklore on the literature of genus 2 curves and we don't mention all the possible references. While the main definitions and results on what follows are valid for any g ≥ 2 we only state them for the case g = 2. We mainly follow the approach of [4, 7, [9] [10] [11] 16 ]. 4.1. Periods and invariants. Let X be a genus g = 2 algebraic curve. We choose a symplectic homology basis for X , say {A 1 , A 2 , B 1 , B 2 }, such that the intersection products A i · A j = B i · B j = 0 and A i · B j = δ ij , where δ ij is the Kronecker delta. We choose a basis {w i } for the space of holomorphic 1-forms such that Ai w j = δ ij . The matrix Ω = Bi w j is the period matrix of X . The columns of the matrix [I |Ω] form a lattice Λ in C g and the Jacobian of X is Jac (X ) = C g /Λ. Let H g be the Siegel upper-half space and Sp 4 (Z) is the symplectic group. Then Ω ∈ H g . Proposition 1. Two period matrices Ω, Ω ′ define isomorphic principally polarized abelian varieties if and only if they are in the same orbit under the action of Sp 4 (Z) on H g .
Hence, there is an injection
For any z ∈ C 2 and τ ∈ H 2 Riemann's theta function is defined as
where u and z are 2−dimensional column vectors and the products involved in the formula are matrix products. The fact that the imaginary part of τ is positive makes the series absolutely convergent over any compact sets. Therefore, the function is analytic. The theta function is holomorphic on C 2 × H 2 and satisfies
where u ∈ Z 2 . Any point e ∈ Jac (X ) can be written uniquely as e = (b, a)
where a, b ∈ R 2 are row vectors. We shall use the notation [e] = a b for the characteristic of e. For any a, b ∈ Q 2 , the theta function with rational characteristics is defined as
When the entries of column vectors a t and b t are from the set {0, where m i , m
. We say that γ is an even (resp. odd) characteristic if e * (γ) = 1 (resp. e * (γ) = −1).
For any genus 2 curve we have six odd theta characteristics and ten even theta characteristics. The following are the sixteen theta characteristics, where the first ten are even and the last six are odd. For simplicity, we denote them by θ i = a b
instead of θ i a b (z, τ ) where i = 1, . . . , 10 for the even theta functions.
Furthermore, if α = ±1 then X has an extra involution.
From the above we have that θ 10 then all coefficients of the genus 2 curve are given as rational functions of the 4 fundamental theta functions. Such fundamental theta functions determine the field of moduli of the given curve. Hence, the curve is defined over its field of moduli.
Corollary 3. Let X be a genus 2 curve which has an extra involution. Then X is defined over its field of moduli.
We will revisit the curves defined over their field of moduli again in the coming sections.
Siegel modular forms.
Here we define Siegel modular forms ψ 4 , ψ 6 , χ 10 , χ 12 , of degree 4, 6, 10, and 12, as in [11, pg. 848].
In definition of χ 12 the summation is taken over all Göpel systems as explained in [24] , where all the Göpel systems are displayed. Theta constants provide a complete system of invariants for isomorphism classes of principally polarized varieties of dimension g = 2. But there are two main issues with this approach: First, these invariants are not independent. This can be fixed via the fundamental theta constants as in Prop. 2, however computationally things get difficult when we try to express all the results in terms of θ 1 , θ 2 , θ 3 , θ 4 . Secondly, and more importantly, they are defined analytically. Naturally, we would like to have algebraically defined invariants.
Algebraic invariants
Let f (x, z) be a binary sextic defined over a field k, char k = 0, given by
The order of I is the degree of I as a polynomial in x, z and the degree of I is the degree of I as a polynomial in k[a 0 , . . . , a 2g+2 ]. An invariant is a covariant of order zero. The binary form f (x, z) is a covariant of order 2g + 2 and degree 1. Throughout this paper we will use as basic references [7] , [4] , and [9-11].
Invariants and covariants via transvections.
For any two binary forms f and g the symbol (f, g) r denotes the r-transvection. Notice that the transvections are conveniently computed in terms of the coefficients of the binary forms.
Let f (x, z) be a binary sextic as in Eq. (6) and consider the following covariants
The Clebsch invariants A, B, C, D are defined as follows
see Clebsch [7] or Bolza [4, Eq. (7), (8), pg. 51] for details. We display the invariants A, B, C, D in terms of the coefficients in the Appendix. The following result is elementary but very important in our computations.
Root differences.
Let f (x, z) be a binary sextic as above and set
. Treating a i as variables, we construct the following elements in the ring of invariants R 6
These invariants, sometimes called integral invariants, are defined in [9, pg. 620] where they are denoted by A, B, C, D. Incidentally even Clebsch invariants which are defined next are also denoted by A, B, C, D by many authors.
To quote Igusa "if we restrict to integral invariants, the discussion will break down in characteristic 2 simply because Weierstrass points behave badly under reduction modulo 2"; see [9, pg. 621 ]. Next we define invarints which will work in every characteristic. 
2 − B),
12 D While most of the current literature on genus 2 curves uses invariants A, B, C, D, which are now most commonly labeled as I 2 , I 4 , I 6 , I 10 , Igusa went to great lengths in [9] to define J 2 , J 4 , J 6 , J 10 and to show that they also work in characteristic 2.
Lemma 2. J 2i are homogeneous elements in R 6 of degree 2i, for i = 1,2,3,5.
Lemma 3. A sextic has a root of multiplicity at least four if and only if the basic invariants vanish simultaneously.
So a sextic for which all the basic invariants vanish simultaneously is not semistable.
Throughout this paper, we will use these invariants J 2 , J 4 , J 6 , J 10 . For a binary form f (x, z) = 6 i=0 a i x i z 6−i as in Eq. (6) we display these invariants in terms of the coefficients a 0 , . . . , a 6 in B.
Invariants {J 2i } are homogeneous polynomials of degree 2i in k[a 0 , . . . , a 6 ], for i = 1, 2, 3, 5. These J 2i are invariant under the natural symmetries of the roots, namely the action of S 6 on the set of the roots. They are also natural on the action of SL 2 (k) on the sextic. 
Remark 2. There is a lot of confusion in the literature about the definitions of the generators of R 6 . Many authors have used different names and different notations for generators of R 6 . Moreover, many times the symbols A, B, C, D are defined by scaling with different constants by many authors. Hence, sometimes equations in terms of these invariants might not be the same. To avoid any confusion, we display the expressions of j 2 , J 4 , J 6 , j 10 in terms of the coefficients of the binary sextic in Eq. (B).
Igusa invariants are expressed in terms of the Clebsch invariants as follows:
Conversely, the invariants (A, B, C, D) are polynomial expressions in the Igusa invariants (J 2 , J 4 , J 6 , J 10 ) with rational coefficients are displayed in Eq. B in the Appendix.
Thus, the invariants of a sextic define a point in a weighted projective space [J 2 : J 4 : J 6 : J 10 ] ∈ WP 3 (2, 4, 6, 10) . It was shown in [12] that points in the projective variety Proj C[J 2 , J 4 , J 6 , J 10 ] which are not on J 2 = 0 form the variety U 6 of moduli of sextics. Equivalently, points in the weighted projective space {[J 2 : J 4 : J 6 : J 10 ] ∈ WP 3 (2,4,6,10) : J 10 = 0} are in one-to-one correspondence with isomorphism classes of sextics.
Absolute invariants.
Dividing any SL 2 (k) invariant by another one of the same degree gives an invariant under GL 2 (k) action.
We follow [10, pg. 181] and define the following absolute invariants
Theorem 4. [10, Theorem 3] The three absolute invariants can be expressed by the four modular forms in the form
Hence, the theorem says that every modular form, in the degree 2 case, is expressed in the Eisenstein series of weight four, six, ten, and twelve. It is the main result of [10] .
There is another set of absolute invariants
The popularity of invariants j 1 , j 2 , j 3 is due to P. Van Wamelen who used them in [27] and later implemented them in Magma. They have no advantages over the invariants i 1 , i 2 , i 3 since both sets of invariants are not defined for J 2 = 0 or equivalently A = 0. Indeed, we could not find a direct proof that such invariants generate the field of invariants for R 6 , even though it is probably true. The results of other authors who have worked with j 1 , j 2 , j 3 can be converted into our results and vice-versa using the formulas
Remark 3. It is to be noted that for computational purposes i 1 , i 2 , i 3 are much better than j 1 , j 2 , j 3 since they are of lower degrees. Especially, for our purposes it is very important that the moduli point p = (r, i 1 , i 2 , i 3 ) (cf. next section) it is expressed in as small numbers as possible.
There is another set of invariants defined by Igusa in [9] ,
In the case J 2 = 0 we define
to determine genus two fields with J 2 = 0, J 4 = 0, and J 6 = 0 up to isomorphism. They were used in [8, 16, 19, 23] and others. Moreover, when J 2 = 0, J 4 = 0, J 6 = 0 we have
as an invariant and when J 2 = 0, J 6 = 0, J 4 = 0 we have
as an invariant.
All our computations are made in terms of absolute invariants i 1 , i 2 , i 3 or the Igusa invariants J 2 , J 4 , J 6 , J 10 . In the Appendix, we provide formulas how to convert back and forth among all sets of invariants. When J 2 = 0 we will use invariants t 1 , t 2 , t 3 instead, in this case t 1 = 0, so this locus is determined by t 2 and t 3 .
5.5. Representing a point in the moduli space. In creating a large database of genus two curves we need a way to identify uniquely a point p ∈ M 2 . Such point would ideally be defined everywhere, computationally feasable, and should not involve large integers. Of course, the representation p = (t 1 , t 2 , t 3 ) is unique, but these invariants are very large and extremely difficult to handle in a large database. The set of invariants (i 1 , i 2 , i 3 ) is nicer, but they are not defined for J 2 = 0.
To find a compromise and simplify the implementation in [3] , for a given genus 2 curve X we define the corresponding moduli point p = [X ] to be
This moduli point p together with J 2 will be the key in our dictionary of genus 2 curves. It will be stored as a 4-tuple (r, p) as explained before. For I 2 = 0 we use the variables i 1 , i 2 , i 3 to write Notice that
For a given genus two curve X with equation y 2 = f (x), the relations between invariants A, B, C, D and even Siegel modular forms ψ 4 , ψ 6 , χ 10 , χ 12 , χ 35 of A 2 are given by Igusa in [11, p. 848]:
In the Appendix are given the relations between A, B, C, D and J 2 , J 4 , J 6 , J 10 . Using such relations we get the absolute invariants i 1 , i 2 , i 3 in terms of A, B, C, D are as follows:
Next we see how to construct the equation of a curve starting from a moduli point p ∈ M 2 .
5.7.
Recovering an equation of the curve from the moduli point. Some other invariants are as follows
(1 ≤ i, j ≤ 3) 
An expression of J 30 in terms of J 2 , J 4 , J 6 , J 10 is given in [23, Theorem 3] , where it is also expressed in terms of the roots of the sextic and its coefficients.
Let us now compute the determinant of the minor S = We define the new invariant which is a degree 16 invariant.
Automorphisms
Let X be a genus 2 curve defined over an algebraically closed field k. Let K be the function field of X . Then K has exactly one genus 0 subfield of degree 2, denote it k(x). Since k(x) is the only genus 0 subfield of degree 2 of K, then G = Aut(K/k) (or equivalently Aut(X )) fixes k(x). It is the fixed field of the hyperelliptic involution τ in Aut(K). Thus τ is in the center of Aut(K) and τ ✁ Aut(K). The quotient group Aut(K) = Aut(K)/ τ is called the reduced automorphism group of X (or equivalently of K).
The reduced automorphism group embeds as a finite subgroup of P GL(2, C), therefore it is isomorphic to C n , D n , A 4 , S 4 , A 5 . Hence, the full automorphism group Aut(X ) is a degree 2 central extension of Aut(X ).
The extension K/k(x) is ramified at exactly six distinct points, namely the points P = {ω 1 , · · · , ω 6 } in P
1 . The corresponding places of this points in K are called Weierstrass points of K. The group Aut(K) permutes the 6 Weierstrass points and the group Aut(K) permutes accordingly {ω 1 , · · · , ω 6 } in its action on P 1 as subgroup of P LG(2, C). This yields an embedding Aut(K) ֒→ S 6 , so all elements of Aut(K) have order ≤ 6.
In any characteristic different from 2, the automorphism group Aut(X ) is isomorphic to one of the groups given by the following theorem from [23] .
Theorem 5 ([23]). The automorphism group G of a genus 2 curve
An elliptic involution of K is an involution in G which is different from z 0 (the hyperelliptic involution). Thus the elliptic involutions of G are in 1-1 correspondence with the elliptic subfields of K of degree 2 (by the Riemann-Hurwitz formula). For the number of elliptic involutions of a genus 2 curve see [23] .
6.1. Automorphisms in terms of theta functions. The locus L 2 of genus 2 curves X which have an elliptic involution is a closed subvariety of M 2 .
Lemma 5. Let X be a genus 2 curve. Then Aut(X ) ∼ = V 4 if and only if the theta functions of X satisfy This was done in [24] . We would like to express the conditions of the previous lemma in terms of the fundamental theta constants only. Hence, one can determine very easily the automorphism group of the curve once its thetanulls are known. However, this is not quite easy since thetanulls are defined in terms of the complex integrals. However, since the Siegel modular forms are expressed in terms of the thetanulls as in Eq. (5), we should be able to express such loci in terms of the modular forms.
Instead, it is much easier to determine the automorphism groups in terms of the algebraic invariants which are given in terms of the coefficients of the curve, but are invariant of the equation of the curve. In the next section we will express such loci in terms of the absolute invariants i 1 , i 2 , i 3 . Then, using formulas in Eq. (12) we can always express these equations in terms of the modular forms. Part i) was known to Clebsch and proved independently in [23, Theorem 3] . The proof of 2) can be found in [23, Lemma 3] . In the following proposition we give conditions on the absolute invariants i 1 , i 2 and i 3 for each automorphism to happen. Proof. The proof is computational and straightforward. The reader can check [18] or [23] for details.
If X has extra involutions (i.e. it has automorphisms other then the hyperelliptic involution), then X is isomorphic to a curve given by (24)
for appropriate values of a, b (i.e. the discriminant is nonzero). Such form of genus 2 curves with automorphisms was know to XIX century mathematicians, but it has been used in the last decade quite often mostly due to Shaska and Völklein paper [23] which first appeared in 2000.
In [23] for curves with automorphism were defined the dihedral invariants
which give a birational parametrization of this locus L 2 which is a 2-dimensional subvariety of M 2 . It was the first time that such parametrization was discovered and since it has become the common way of computing with genus 2 curves with automorphisms. We can express u, and v in terms of the absolute invariants i 1 , i 2 , i 3 as in [23] . Moreover, the invariant J 16 is expressed in terms of u, and v as follows
We have the following: The V 4 -locus (i.e., the locus J 30 = 0) is birationally parametrized by dihedral invariants u, v as in [23] .
6.3. The locus J 2 = 0. If a point p ∈ M 2 is in the locus J 2 = 0 then the following result holds true: 
cf. section 8.2. We then have
Hence, s = − In the next section we will focus on genus two curves over Q.
Genus 2 curves defined over Q
Let X be a genus two curve defined over Q. The moduli point in M 2 corresponding to X is given by p = (i 1 , i 2 , i 3 ). Since i 1 , i 2 , i 3 are rational functions in terms of the coeffiecients of X , then i 1 , i 2 , i 3 ∈ Q.
The converse isn't necessarily true. Let p = (i 1 , i 2 , i 3 ) ∈ M 2 (Q). The universal equation of a genus 2 curve corresponding to p is determined in [15] , which is defined over a quadratic number field K. The main questions we want to consider is what percentage of the rational moduli points are defined over Q? How can we determine a minimal equation for such curves?
The quotient space C := X / Aut(X ) is a genus zero curve, i.e. is isomorphic to a conic which is determined as follows. Let x = (x 1 , x 2 , x 3 ) be a coordinate in P There is also a cubic L given by the equation
where the coefficients a jkl are given explicitly in terms of the invariants in [15] .
Lemma 7 ([16]
). The genus 2 curve X is the intersection of the conic C and the cubic L.
Mestre's algorithm has been implemented in Magma, Maple, Sage. For an implementation in Sage see Bouyer/Streng and their paper [6] . However, all these implementations have had issues. For example, the implementation in Sage will not work for curves with J 2 = 0.
Example 3. Let X be the genus 2 curve given by the equation
One can check that for this curve the Igusa-Clebsch invariants are
[ 0, −32000, 5120000/3, 295116800000/81 ] and the algorithm fails in this case.
Theorem 6. [15, Thm. 2] For every point p ∈ M 2 \ {D = 0} such that p ∈ M 2 (k), for some number field K, there is a pair of genus-two curves C ± given by
Proof. The proof is exactly the same as [15, Thm. 4] , other then the fact that the coefficients are expressed in terms of i 1 , i 2 , i 3 . We can take J 2 , . . . , J 10 as in Eq. (5.5). Substituting in formulas Eq. (B) we get, 7.1. Genus 2 curve with Aut(X ) ∼ = V 4 . The above theorem is valid for any point p ∈ M 2 , including the points p ∈ M 2 with V 4 ֒→ Aut(p). On contrary, Mestre's approach which has been implemented in many computer algebra packages is valid only for p ∈ M 2 with Aut(p) ∼ = C 2 .
Let X be a genus 2 curve with Aut(X ) ∼ = V 4 . The V 4 locus has dimension two and is parametrized by the parameters u, and v as explained above. The rational model of a genus 2 curve with automorphism group V 4 given in terms of this parameters u, and v has equation given as follows
where u, and v are expressed in terms of the absolute invariants (i 1 , i 2 , i 3 ) as in [23] . The discriminant of the form is
The case ∆ f = 0 correspond exactly to the cases when | Aut(p)| > 4 which is treated below. Notice that the factors 2 and u have exponents ≥ 30.
Genus 2 curve with
. Let X be a genus 2 curve with Aut(X ) ∼ = D 4 . The D 4 locus is a dimension one locus parametrized by the parameter s, as proved in [19, Lemma 3] ants. The rational model of a genus 2 curve with automorphism group D 4 given in terms of this parameter s is as follows
where s can be expressed in terms of the absolute invariants (i 1 , i 2 , i 3 ) as follows
7.3. Genus 2 curve with Aut(X ) ∼ = D 6 . Now let us consider the case when X is a genus 2 curve with Aut(X ) ∼ = D 6 . The D 6 locus is a dimension one locus parametrized by the parameter w as proved in [19, Lemma 3] . The rational model of a genus 2 curve with automorphism group D 6 given in terms of this parameter w is as follows
where the parameter w given in terms of the absolute invariants (i 1 , i 2 , i 3 ) is
The discriminant of the form is ∆ f = −3 6 · w 2 (4 w − 1) 3 . Hence, for every point p ∈ M 2 we can find an equation of a curve C corresponding to p. Below we give an example to illustrate how this work in our code in Sage. By using the functions above we find that this curve has automorphism group D 6 . Hence, we compute w = 2 33 . The equation of a curve over Q isomorphic (over C) to our curve is
In the next section we will see if we can transform this curve over Q to another curve with smaller coefficients.
In the next section we will see how to minimize the discriminant of a genus two curve when its equation is given in Weierstrass form.
Minimal discriminant for Weierstrass equations
Let K be a field with a discrete valuation v and ring of integers O K and C an irreducible, smooth, algebraic curve of genus g ≥ 1 defined over K and function field K(C). The discriminant D C/K is an important invariant of the function field of the curve and therefore of the curve. Since the discriminant is a polynomial given in terms of the coefficients of the curve, then it is an ideal in the ring of integers O K of K. The valuation of this ideal is a positive integer. A classical question is to find an equation of the curve such that this valuation is minimal, in other words the discriminant is minimal.
When g = 1, so that C is an elliptic curve, there is an extensive theory of the minimal discriminant ideal D C/K . Tate [26] devised an algorithm how to determine the Weierstrass equation of an elliptic curve with minimal discriminant as part of his larger project of determining Neron models for elliptic curves. Such ideas were extended for genus 2 in [13] . Here we mostly follow [17] .
For a binary form f (x, z) and a matrix M = a, b c, d
This property of the discriminant is crucial in our algorithm which is explained later.
8.1. Discriminant of a curve. The concept of a minimal discriminant for elliptic curves was defined by Tate and others in the 1970-s; see [26] . Such definitions and results were generalized by Lockhart in [14] for hyperelliptic curves.
Let us assume now that K is an algebraic number field with field of integers O K . Let M K be the set of all inequivalent absolute values on K and M 0 K the set of all non-archimedean absolute values in M K . We denote by K v the completion of K for each v ∈ M 0 K and by O v the valuation ring in K v . Let p v be the prime ideal in O K and m v the corresponding maximal ideal in K v . Let (X , P ) be a superelliptic curve of genus g ≥ 2 over K.
If v ∈ M 0 K we say that X is integral at v if X is integral when viewed as a curve over K v . We say that X is minimal at v when it is minimal over K v .
An equation of X over K is called integral (resp. minimal) over K if it is integral (resp. minimal) over K v , for each v ∈ M 0 K . Next we will define the minimal discriminant over K to be the product of all the local minimal discriminants. For each v ∈ M 0 K we denote by ∆ v the minimal discriminant for (X , P ) over K v . The minimal discriminant of (X , P ) over K is the ideal
We denote by a X the ideal a X = v∈M 0
. Let X be a genus two curve with equation y 2 = f (x). The discriminant of X is the discriminant of f (x), hence J 10 (f ), a degree 10 polynomial in terms of the coefficients of f (x).
Let
where α > 30, for some prime p and some integer N such that (p, N ) = 1. We perform the coordinate change
Hence, we have the following Lemma 8. A genus 2 curve X g with integral equation
Thus, we factor ∆ as a product of primes, say ∆ = p α1 1 · · · p αr r , and take u to be the product of those powers of primes with exponents α i ≥ 30. Then, the transformation x → 1 p u · x will reduce the discriminant.
8.2.
Twists. Of course we can make the discriminant as small as we want it if we allow twists.
Let X be hyperelliptic curve with an extra automorphism of order n ≥ 2. Then, from [20] we know that the equation of X can be written as
If X is given with such equation over Q and discriminant ∆ = u N, such that (u, N ) = 1 then for any transformation τ : x → u − n 30 · x would lead to X τ defined over Q and isomorphic to X over C. Hence, X τ is a twist of X with discriminant
Hence, in this case we can reduce the discriminant even further.
Lemma 9. Let X be a genus 2 curve with Aut(X ) ∼ = V 4 . Assume that X has equation over Q as
Proof. The proof is an immediate consequence of the above remarks. The following gives a universal curve with minimal discriminant for the V 4 -locus.
Lemma 10. Let X be a genus 2 curve such that Aut(X ) ∼ = V 4 and (u, v) the corresponding dihedral invariants. Then, X has minimal discriminant and is defined over its field of moduli when given by the equation
where
Proof. We know that the equation of the curve in Eq. (30) is defined over its field of moduli. Let
Since all exponents are < 15, this discriminant can not be further reduced over Q. The equation of the curve in this case becomes as in Eq. (31).
Notice that for any curve X with Aut(X ) ∼ = V 4 , we have u = 0, so the curve in Eq. (31) is defined everywhere.
In the next section we will see that smaller discriminant doesn't necessarily mean small coefficients. We illustrate below with an example. Notice that this curve has large coefficients. Especially, when we have that for u = 35 and v = 6 we get corresponding (a, b) = (2, 3) and therefore a curve
As it is shown in [22], it is almost always true that the curve y 2 = x 6 +ax 4 +bx 2 +1 has smaller coefficients when such a, b ∈ Q do exist.
Constructing the databases
Now that we have all the necessary results we are ready to construct all three dictionaries.
9.1. Curves with height ≤ 10: the dictionary L 1 . In order to create the list L 1 we first compile a list of all 7-tuples (a 0 , . . . , a 6 ) and from this list eliminate all the tuples with J 10 = 0. Then, for each tuple we compute the moduli point p = (i 1 , i 2 , i 3 ) and all the other invariants as described in the previous sections. Remark 5. The bound for the number of genus 2 curves of height h is < (2h + 1) 7 . For example, for h = 1 this bound is < 3 7 = 2187. In fact, as shown in Table 1 the number of such curves is 230, all of which are listed in [22, Table 2 , 3].
In the Table 1 we display the number of curves with extra automorphism for a given height h. 
we create the list of tuples (1, 0, b, 0, a, 0, 1) for a, b ≤ h. We go through the lists and delete the ones which have J 10 = 0. This number is displayed in [22, Table 1 ] for 1 ≤ h ≤ 100, including information on how many points from L 2 are already in L 1 , how many of these curves have automorphism group D 4 and how many have automorphism group D 6 . In [22] it is discussed when such curves have minimal height and how a reduction as in [1] is easier to perform in this case. In Table 2 we display only the first ten rows of Table 1 
The are only two curves with automorphism group isomorphic to D 6 , which occur for h = 79 and h = 83. namely the curve y 2 = x 6 + 79x 4 − 17x 2 + 1 and the curve y 2 = x 6 + 83x 6 + 19x 2 + 1.
There are 195 curves with automorphism group isomorphic to D 4 . For the largest height h = 101 there are 405 curves two of which have automorphism group isomorphic to D 4 . In [1] is proved the following theorem:
). Let p ∈ M 2 (Q) be such that Aut(p) ∼ = V 4 . There is a genus 2 curve X corresponding to p with equation y 2 z 4 = f (x 2 , z 2 ), where
If f ∈ Z[x, z], then f (x, z) or f (−z, x) is a reduced binary form.
It is interesting to not that from 20 292 such curves we found only 57 which do not have minimal absolute height. For more details see the discussion in the last section of [1] .
9.3. Curves with small moduli height: the dictionary L 3 . For the last dictionary L 3 we create a list of all points [x 0 : x 1 : x 2 : x 3 ] of projective height ≤ h in P 3 (Q), for some integer h ≥ 1. Each such point correspond to the point [J Table 3 . Not all such points correspond to a genus 2 curve. We delete all the points such that x 3 = 0 since they correspond to the cases when J 10 = 0. What is left on the list is the number of points in the moduli space M 2 with moduli height ≤ h. This number is given in the third column in the Table 3 .
For each given point p = (r, i 1 , i 2 , i 3 ) in this list we find the equation of the curves as described above. As we already know we don't get a curve defined over Q in each case. The number of points which are defined over Q is given in column four. From those points p ∈ M 2 such that the field of definition is Q, the number of points with automorphisms is given in column five. Lemma 11. For large enough moduli height h ∈ M 2 (Q), the majority of genus 2 curves with moduli height h are not defined over Q.
Proof. Let p ∈ M 2 (Q) with moduli height h 0 . Then, p = (i 1 , i 2 , i 3 ) for i 1 , i 2 , i 3 ∈ Q. The equation of a curve X corresponding to p is the intersection of the conic C : ψ(x 1 , x 2 , x 3 ) = 0 and the cubic L : φ(x 1 , x 2 , x 3 ) = 0 which are both defined over Q, since their equations are given in terms of i 1 , i 2 , i 3 . The intersection C ∩ L is obtained as the resultant of the corresponding equations with respect to one of the variables x 1 , x 2 , x 3 . This resultant contains a square root which is given in terms of i 1 , i 2 , i 3 ; see [15] . X is defined over Q if and only if the expression inside the square root is a complete square. Since this is a surface in Q 3 , the set of points of fixed projective height which make it a complete square has measure zero. This completes the proof. Next we will consider a similar question. What percentage of curves defined over Q don't have extra automorphisms when h becomes arbitrary large? In other words, what it the limit lim h→∞ n 3 − n 4 n 3 ?
Thus, we want to determine the ratio of points of height h in M 2 (Q) for which M p = F p over the total number of points of height h in M 2 (Q) as h → ∞.
Lemma 12. For large enough moduli height h, the majority of genus 2 curves with moduli height h don't have extra automorphisms.
Proof. The number of points with height h in the projective space increases as h increases. However, such points p = (i 1 , i 2 , i 3 ) have to satisfy the equation J 30 = 0 when they have automorphisms.
There is another database of genus 2 curves described in [5] which is has all the curves with discriminant < 1000. We checked our database to see how many of our curves would be with small discriminant. We have to warn the reader that our definition of the discriminant is just J 10 and slightly different from what is used in [5] . The majority of curves in the third dictionary have small discriminant, but this is not a surprise since small moduli height forces J 10 to be small. Only one curve in the second dictionary has |J 10 | < 1000. Six curves in the first dictionary have |J 10 | < 10000. It would be interesting to see exactly how the database in [3] and [5] intersect.
