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Abstract
The neutron sensitivity of the C6D6 detector setup used at n TOF for capture measurements has been studied by means of detailed
GEANT4 simulations. A realistic software replica of the entire n TOF experimental hall, including the neutron beam line, sample,
detector supports and the walls of the experimental area has been implemented in the simulations. The simulations have been
analyzed in the same manner as experimental data, in particular by applying the Pulse Height Weighting Technique. The simula-
tions have been validated against a measurement of the neutron background performed with a natC sample, showing an excellent
agreement above 1 keV. At lower energies, an additional component in the measured natC yield has been discovered, which prevents
the use of natC data for neutron background estimates at neutron energies below a few hundred eV. The origin and time structure of
the neutron background have been derived from the simulations. Examples of the neutron background for two different samples are
demonstrating the important role of accurate simulations of the neutron background in capture cross section measurements.
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1. Introduction
Time-of-flight (TOF) measurements of neutron capture cross
section rely on the detection of the prompt γ-rays emitted fol-
lowing the capture reaction. High-accuracy results require the
minimization and precise determination of all possible sources
of background. One of such components, the sample-related
neutron background, originates from neutrons scattered by the
sample, which are later captured or undergo inelastic reactions
in the detectors or surrounding materials. The γ-rays produced
in the process, if detected, give rise to a background event that
can hardly be distinguished from a true capture reaction. There-
fore, it is mandatory to minimize this background component
by using detectors as insensitive to neutrons as possible. To this
end, hydrogen-free detectors have been used for more than 40
years. C6F6 scintillators were originally employed by Macklin
and Gibbons [1] in measurements of neutron capture cross sec-
tions. However, this scintillator was later shown to still exhibit a
non-negligible neutron sensitivity, resulting in rather large sys-
tematic uncertainties [2]. The challenge was finally met by re-
placing C6F6 with C6D6 (deuterated benzene) liquid scintillator,
which is still widely used in neutron facilities around the world.
At the neutron time of flight facility n TOF at CERN, a pair
of specifically designed C6D6 detectors [3] are being employed
since a decade in measurements of radiative neutron capture
cross sections of interest for both Nuclear Astrophysics and ap-
plications to emerging nuclear technologies [4, 5] (further de-
tails on the n TOF facility may be found in Ref. [6]). To match
the very low intrinsic neutron sensitivity of the scintillator liq-
uid, care has been taken at n TOF in optimizing the materials
and geometry of the various detector components. In particular,
a large improvement has been achieved by using a carbon-fiber
container, and Boron free window (quartz instead of the usual
borosilicate). This has allowed to significantly reduce the neu-
tron sensitivity of the detector, defined as the ratio εn/εmaxγ of
the neutron detection efficiency εn and the maximal efficiency
εmaxγ for detecting a capture event, as indicated by Monte Carlo
simulations and confirmed in dedicated measurements [3]. A
low value of the neutron sensitivity is fundamental for measur-
ing isotopes characterized by very large scattering-to-capture
cross section ratios, such as the stable magnesium isotopes [7].
In a typical neutron capture cross section measurement the
sample-related neutron background is generated not only by
neutrons directly scattered towards the C6D6 detectors and cap-
tured therein, but also by neutrons scattered at the sample and
then captured in other materials inside the experimental hall,
such as the various components of the neutron beam line, the
sample holder and detector supports, the floor, ceiling and lat-
eral walls of the experimental area, etc., with the largest fraction
of the background presumably generated by the material in the
immediate vicinity of the irradiated sample.
The background related to the neutron sensitivity of the
whole experimental setup, including the hall itself, is in prin-
ciple easily accessible experimentally, by measuring the yield
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of a carbon sample. In fact, since natC is characterized by a
negligible capture cross section, its measured yield is expected
to purely represent the background related to the neutron sensi-
tivity of the capture setup. For this reason, a natC sample is reg-
ularly measured in every capture experiment at n TOF, where
its yield, suitably scaled, is used to determine and subtract the
residual sample-related neutron background. However, while
this procedure allows one to determine the average level of the
neutron background, it does not provide information on its time
structure. This is a problem in particular when measuring nar-
row resonances in the capture cross section. Furthermore, there
are doubts on the reliability of the measured natC yield around
thermal energy, due to other components, which are not related
to the neutron sensitivity of the setup.
A complementary approach to the determination of the neu-
tron background relies on the use of Monte Carlo simulations.
Apart from implementing a realistic software replica of the
complex experimental apparatus – all detector components, the
neutron beam line, the walls of the experimental hall, etc. –
the main difficulty is related to the availability and the selec-
tion of appropriate physical models, in particular those for han-
dling the hadronic interactions. Another problem is related to
the very long computing time required for neutron transport, es-
pecially if one wants to determine the background as a function
of neutron energy. At n TOF this is particularly cumbersome,
considering that the neutron energy spans over twelve orders of
magnitude, from thermal to the GeV neutron energy region. For
all these reasons, only partial attempts have been performed in
the past on simulating the neutron sensitivity of the whole cap-
ture setup. Recently, advances in the neutron physics part of
GEANT4 simulation toolkit [8, 9], combined with the capabil-
ity of modern high-power computers, have offered the oppor-
tunity to perform an accurate and complete simulation of the
neutron background in the whole neutron energy range.
We present in this paper the results of the simulations of the
neutron background and its time dependence, performed for
the first time for the complete experimental capture setup of
n TOF. The results of the simulations have been validated in a
specific energy range by comparison against experimental data
obtained with a natC sample. A careful analysis of the simu-
lations has revealed an unexpected component, that questions
the use of this sample for estimating the neutron background of
other measurements at low energy. On the contrary, this compo-
nent can actually provide important information on the integral
cross section of the (n, p) reaction on 12C.
The paper is organized as follows. The simulations are de-
scribed in Section 2, Section 3 deals with the analysis of the
output data, and Section 4 presents the simulated neutron sen-
sitivity of the whole experimental setup based on C6D6 detec-
tors commonly used for neutron capture cross section measure-
ments at n TOF. The energy dependence of the neutron sensitiv-
ity is analyzed, together with the origin of various components
of the sensitivity. In Section 5, the Monte Carlo results are val-
idated by comparing the results of the simulations with experi-
mental data for a natC sample. Finally, examples of the effect of
the simulated neutron background for two different samples are
discussed.
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Table 1: Overview of the physics list used for neutron transport with GEANT4 in this work.
Process Model Cross section dataName Range
Elastic
scattering
G4NeutronHPThermalScattering
G4NeutronHPElastic
G4HadronElastic
<4 eV
4 eV – 20 MeV
>20 MeV
G4NeutronHPThermalScatteringDatad
G4NeutronHPElasticDatae
G4NeutronHPJENDLHEElasticDataf
G4BGGNucleonElasticXSgh
Inelastic
scattering
G4BinaryCascadea
G4CascadeInterfacea
G4TheoFSGeneratorb
<30 MeV
30 MeV – 10 GeV
>10 GeV
G4NeutronHPThermalScatteringDatad
G4NeutronHPInelasticDatae
G4NeutronHPJENDLHEInelasticDataf
G4BGGNucleonInelasticXSgi
Capture G4NeutronHPCaptureG4NeutronRadCapture
<20 MeV
>20 MeV
G4NeutronHPCaptureDatae
G4HadronCaptureDataSetg
Fission G4ParaFissionModel
c
G4LFission
<60 MeV
>60 MeV
G4NeutronHPFissionDatae
G4HadronFissionDataSetg
a Substitute: G4NeutronHPInelastic (<20 MeV) and G4NeutronHPThermalScattering (<4 eV)
b Using: G4StringChipsParticleLevelInterface, G4QGSMFragmentation and G4QGSModel
Substitute: G4GeneratorPrecompoundInterface, G4LundStringFragmentation and G4FTFModel
c Substitute: G4NeutronHPFission (<20 MeV)
d Declared range: < 4 eV
e Declared range: < 20 MeV
f Declared range: .3 GeV
g Declared range: < 100 TeV
h Substitute: G4HadronElasticDataSet
i Closest substitute: G4NeutronInelasticCrossSection
Additional substitute: G4HadronInelasticDataSet
2. GEANT4 simulations
The simulations are based on GEANT4 version 9.6.p01. To
set up the physics framework for the simulation, the necessary
particles and physical processes had to be constructed. The list
of general physical processes, like particle and radioactive de-
cay, hadron interactions, etc., for all particles other than neu-
trons was set up from prearranged, standard packages. Spe-
cial attention was paid to the neutron physics. As a first step,
all processes assigned to neutron transport by any of the pre-
vious constructors were decoupled from the list. All required
packages for handling the neutron physics were then specif-
ically selected one by one, according to accuracy and avail-
ability within a given energy range. The selected neutron pro-
cesses include elastic and inelastic scattering, neutron capture
and neutron-induced fission. The physical models selected for
a given process are listed in Table 1, together with the selected
cross section datasets. The energy range for all models was
set in accordance with the declared or the recommended range.
The determination of the energy range of cross sections in a
database was left to internal GEANT4 procedures, since not all
of them contain data for all known nuclides.
GEANT4 offers a multitude of models for handling a phys-
ical process within a given energy range. Therefore, the
choices made for this work are listed in Table 1 explicitly. For
all processes the G4NeutronHP package offers separate high-
precision models, based on a direct sampling of the detailed
cross section data. In general, for neutron-induced reactions
up to 20 MeV, cross sections from the evaluated ENDF/B-VII
library are used [10, 11].
In this context, inelastic and (n,charged particle) reac-
tions represent special cases. Based on the comparison with
the experimental data, in particular for the carbon sample,
a combination of G4BinaryCascade and G4CascadeInterface
(the so-called Bertini cascade) was selected within the en-
tire energy range below 10 GeV. For fission processes,
G4ParaFissionModel was preferred over G4HeutronHPFission
because the latter does not produce fission fragments. How-
ever, it should be kept in mind that – according to the online
documentation [12] – G4ParaFissionModel does not produce as
much of the delayed neutrons as G4NeutronHPFission model,
which is not of a concern in the present work.
In Table 1 the cross section datasets used in different en-
ergy ranges are also listed. The Barashenkov-Glauber-Gribov
parameterization of inelastic cross sections has been preferred
over that of Laidlaw-Wellisch, as suggested in Ref. [13].
The geometry of the n TOF experimental hall, as imple-
mented within the simulation code, is displayed in Fig. 1. The
configuration exactly reproduces the experimental setup used in
a recent measurement of the 58Ni neutron capture cross section
[14]. Two different detectors were used in that case (as com-
monly done in similar measurements): one specifically built
at Forschungszentrum Karlsruhe (see [3]), with a carbon-fiber
cell for optimized neutron sensitivity, while the other one is a
modified version of the detector available from Bicron. The de-
tectors were mounted face-to-face, perpendicular to the beam
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direction, and slightly backwards relative to the sample. A car-
bon fiber sample exchanger was used for mounting the samples.
Care has been taken in accurately reproducing the layout
of the hall, which is slightly tilted relative to the horizontal
plane. The concrete walls of the experimental area have been
included for a thickness of 1.5 meters. For the experiments in-
volving intense neutron beams, it is important to consider the
concrete walls because their hydrogen content is responsible
for neutron moderation and subsequent capture with the emis-
sion of 2.2 MeV γ-rays. A false floor, made of thin aluminum
plates mounted on a support grid, has also been implemented
in the simulation, together with the Al neutron beam line, the
carbon fiber sample holder and detector supports. Finally, as
shown in Fig. 1, the geometry includes a 4pi calorimeter made
of BaF2 crystals and the corresponding support structure made
of aluminum, which is permanently installed in the experimen-
tal area. Furthermore, a detailed software replica of the de-
tectors has been implemented in the simulations. The geome-
try was adopted from the simulations [15] used for the weight-
ing function, since this ensures that the Pulse Height Weighting
Technique (PHWT) is consistently applied when analysing the
Figure 1: Visualization of the geometric configuration used in the GEANT4
simulation. The upper segment shows the whole setup, surrounded by the con-
crete walls of the experimental area. The lower segment is a zoom of the detec-
tors.
simulations here discussed.
In the simulations, the neutron energy is sampled from the
spectrum of the n TOF neutron beam (see Refs. [6, 16] for de-
tails on the neutron flux). For samples with a diameter smaller
than the neutron beam, the energy dependence of the beam in-
terception factor (BIF) must be taken into account, in order to
correctly determine the neutron flux incident on the sample.
Figure 2 shows the flux incident on the samples of 2 cm di-
ameter, as used in the simulations. Since the measurements
are available up to a neutron energy of 1 GeV, the results from
the dedicated FLUKA simulations [6] were used to extend the
neutron flux up to 10 GeV. For an optimal management of the
processing time, the neutron energy spectrum was divided in
three regions. Separate simulation runs were performed in par-
allel for primary neutron energies from 25 meV to 200 keV,
200 keV to 10 MeV, and 10 MeV to 10 GeV, as indicated in
Fig. 2. The relative portions of the total flux within these in-
tervals , when the correction for the BIF dependence is applied,
are 29.9%, 45.0% and 25.1%, respectively. The neutron beam
profile was assumed to be Gaussian, with experimentally deter-
mined horizontal and vertical widths of σx = σy = 7.5 mm.
Since the used version 9.6.p01 of GEANT4 is not parallel-
processing oriented by default, simulations were run in parallel
on several PCs, even for the same part of the neutron spectrum,
in order to accumulate as much statistics as possible. In this
case, since the default random number generators in GEANT4
produce the same sequence of numbers, the starting seed in ev-
ery run was randomized on the basis of a local starting time, so
as to obtain a unique stream of output data for each run.
The aim of the simulation is to estimate the background
caused by neutrons scattered off the sample. For this reason,
only neutrons that undergo a non-negligible interaction with the
sample are followed in the simulations (the background gen-
erated by the interaction of the neutron beam before or after
the sample does not need to be simulated, since it is normally
measured in runs without the samples). In the case of elastic
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Figure 2: (Color online) Energy dependent neutron flux from 2011, adopted
for sampling the neutron energy in the present GEANT4 simulation. The dif-
ferently colored energy intervals were handled by separate simulation runs, in
order to optimize the CPU processing time.
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scattering the condition for considering the interaction as non-
negligible had to be set manually, requesting that the cumulative
scattering angle of the neutron at the exit surface of the sample
be greater than 0.2◦. Once a neutron is scattered by the sample,
it is followed until it either decays, undergoes another inter-
action or reaches the boundary of the volume (called ”mother
volume”) containing all other volumes. In case of an interaction
or decay, all secondary particles generated are transported, until
they are stopped or exit the world-volume. A default range cut
of 1 mm was used for the production of secondary particles.
The output of the simulations consist of a large amount of
detailed information on the mechanism and position of each
particle interaction, as well as on the kinematics of the inter-
action. Considering the goal of the simulations, the main infor-
mation regards the energy deposited in the C6D6 detectors, the
type and energy of the particle that deposited it, and the time
interval between the neutron generation and the earliest energy
deposition inside the given C6D6 volume. Together with the
original neutron energy, these quantities are sufficient to recon-
struct the neutron background and its time structure, by apply-
ing the analysis procedure described later on. Other important
information obtained from the simulations include the source
of the background and the volume where it was generated.
3. Analysis of the simulations
For consistency, the output data of the GEANT4 simulations
are analyzed in the same way as the data collected during the
measurements at n TOF. The first step is to assign to a given
energy deposition in the C6D6 detector the corresponding time-
of-flight. To this end, since neutrons in the simulations are gen-
erated at the entrance of the experimental area rather than at
the spallation target, the time information provided by the sim-
ulation is added to the time-of-flight calculated from the origi-
nal neutron energy, assuming the known distance between the
spallation target and the experimental area (182 m). This total
time-of-flight allows one to later assign the background event
to a reconstructed neutron energy, in the same way as in the
real measurement. In the analysis of the simulations the time-
of-flight was limited to 96 ms, consistent with the actual width
of the acquisition window used for the flash-ADC system at
n TOF. However, for a realistic estimate of events with long
delay (mostly associated with radioactive decays of activation
products), the pulsed time-structure of the n TOF neutron beam
was also reproduced in the code. To this end, the occurrence of
a neutron pulse at a later time was simulated by using a Pois-
son distribution of bunches with a maximum repetition rate of
0.8 Hz (related to the characteristics of the Proton Syncrotron
accelerator) and an average repetition rate of 0.4 Hz (due to a
limitation in the maximum power deliverable on the spallation
target). The maximal time-of-flight in the analysis of the sim-
ulations was set to 2 minutes, due to finite precision considera-
tions. If, within this time, an event falls in a late neutron pulse,
the time-of-flight is recalculated relative to the start of this new
pulse, simulating a ”wrap-around” process.
The second step regards the weighting of the deposited en-
ergy by means of the Pulse Height Weighting Technique com-
monly used in the analysis of capture data with C6D6 detectors.
This technique, based on the original idea by Maier-Leibnitz
[1], is applied in the analysis of the capture data in order to
make the detection efficiency of these detectors independent of
the de-excitation cascade path, i.e. of the energy and multiplic-
ity of γ-rays emitted in the reaction. An in-depth description
of the weighting function procedure adopted at n TOF may be
found in Ref. [15].
As previously mentioned, the weighting functions were de-
termined for the same detector geometry as used in the present
GEANT4 simulations. Adopting exactly the same geometrical
setup is fundamental for a perfectly consistent comparison be-
tween simulated and experimental data. Thus the same weight-
ing functions used for the experimental data have been applied
to the simulated energy deposited in the C6D6 detectors, af-
ter convolution with the energy resolution experimentally de-
termined with calibration γ-ray sources for each of the two de-
tectors.
As a preliminary check of the reliability of the Physics list
chosen for neutron transport in the present GEANT4 simula-
tions, a control case was investigated, described in Ref. [17],
showing excellent agreement with MCNP-4B and GEANT3 re-
sults.
3.1. The γ-ray cascades
The reliability of the γ-ray cascades generated within
GEANT4 in a neutron capture reaction is an important issue
that needs to be addressed. The main question is whether the
generated cascades are realistic, i.e. if they are generated ac-
cording to tabulated data (instead of being sampled from an ar-
tificial continuous distribution) and if the correlations between
γ-rays are correctly taken into account. A detailed investiga-
tion was performed in order to address this issue. Dedicated
GEANT4 simulations were performed for the neutron irradia-
tion of a given isotope. Several isotopes, e.g. 23Na, 28Si, 56Fe,
58Ni, were selected for the present neutron sensitivity study.
The energies of the γ-rays generated in the simulations of a cap-
ture reaction were recorded immediately upon their production,
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Figure 3: (Color online) Simulated γ-ray spectrum from the cascade following
thermal neutron capture on 28Si, compared to the tabulated γ-ray energies and
intensities from Ref. [18].
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before they could interact with the surrounding material. Their
spectra were then compared with the tabulated thermal neutron
capture data from Ref. [18]. 28Si has been selected as the clear-
est example due to the relatively low number of known cap-
ture γ-rays, which makes it easy to visually compare the spectra
shown in Fig. 3. A close look at the narrow peaks in the sim-
ulated spectrum clearly reveals that γ-ray cascades are indeed
generated according to the available tabulated data (if the tabu-
lated data are not available for a given isotope, the continuum
distribution is used [19]). However, the fact that γ-ray intensi-
ties are not accurately reproduced, together with the existence
of the continuous spectrum outside the sharp peaks, is the un-
mistakable signature of the absence of correlations. It is implied
that some γ-rays are generated independently of the actual cas-
cade path allowed by the nuclear structure. In fact, the energy
of the final γ-ray emitted in a cascade is constrained by energy
conservation, so that the sum of all γ-ray energies reproduces
the excitation energy of the compound nucleus. Though this
energy conservation requirement may be deactivated by user, it
is essential for the Pulse Height Weighting Technique, in which
the detection efficiency of a capture reaction is modified so to
be independent on the cascade path and always equal to the ex-
citation energy of the compound nucleus.
The lack of correlations, and correspondingly the difference
in the γ-ray cascade between simulations and tabulated data,
could affect the reconstructed reaction yield. This, however,
is not the case, thanks to the features of the PHWT. This is
demonstrated by the analysis of the 197Au(n,γ) reaction. A thin
197Au sample is regularly irradiated during the experimental
campaigns at n TOF, in order to provide the absolute normal-
ization of the capture yield by means of the saturated resonance
technique [20]. Furthermore, 197Au is especially well suited
due to its radiative capture cross section by far superseding the
elastic scattering one in the energy range of the very large res-
onance at 4.9 eV. Therefore, it may be assumed with high con-
fidence that the spectra, both experimental and simulated, are
dominated by the detection of the γ-rays from the cascades fol-
lowing neutron capture. The comparison between the experi-
mental and simulated γ-ray spectra for the two different C6D6
detectors used at n TOF, the Bicron and the FZK one, is shown
in the top panel (a) of Fig. 4. A clear difference can be observed
between the simulated and measured spectra of energy deposi-
tion in both detectors, obviously related to the difference in the
γ-ray cascade discussed above. The middle panel (b) shows
the number of capture events as a function of neutron energy
reconstructed from the time-of-flight. It can be noted that the
simulated spectra differ considerably from their experimental
counterparts, as expected from an energy dependent detection
efficiency typical of the detectors. However, after the weighting
functions have been applied to both the experimental and simu-
lated data, as shown in the bottom panel (c) of Fig. 4, all spectra
perfectly coincide. This is the exact purpose of the weighting
function, i.e. to ensure that the detection efficiency of the em-
ployed detectors is independent of the cascade path. Although
the γ-ray spectrum in the simulation shows differences relative
to the tabulated one, as expected from the lack of correlation,
these differences are practically eliminated in the final results
by the PHWT. For this reason, the neutron transport capabili-
ties of GEANT4 can be considered highly reliable, accurately
reproducing the experimental data, provided that the weighting
function is taken into account in the analysis of the simulations,
in a manner consistent with the analysis of the measurement.
All results shown in Section 5 have been obtained under these
conditions.
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Figure 4: (Color online) Radiative neutron capture of 197Au: comparison be-
tween the simulated and experimental results for the two C6D6 detectors, de-
noted as Bicron and FZK. Top panel (a): detector response to the γ-rays from
the cascade following neutron capture. Middle panel (b): spectra of the neu-
tron capture counts as a function of the neutron energy reconstructed from the
neutron time-of-flight. Bottom panel (c): same as before after applying the
weighting function technique.
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4. Neutron sensitivity
The conventional approach to the neutron sensitivity of an
experimental setup consists in evaluating the ratio εn/εmaxγ be-
tween the efficiency εn for detecting a neutron, through the de-
tection of secondary particles from the neutron-induced reac-
tions, and the maximal γ-ray detection efficiency εmaxγ of the
setup. This procedure was adopted at n TOF for evaluating the
neutron sensitivity of the optimized C6D6 detector, as reported
in Ref. [3]. The same definition is applied in this work to ex-
tract the neutron sensitivity of the whole setup. It should be
noted, however, that the neutron energy range here considered
extends from thermal to 1 MeV, i.e. five orders of magnitude
more than in [3]. Most importantly, while in the past only an
isolated detector was studied, the present geometric configura-
tion consists of the whole experimental setup, i.e. it includes
the experimental hall with concrete walls as well as all other
material present inside. In this respect, the simulations provide
an overall neutron sensitivity of the setup.
In order to determine εmaxγ for the two C6D6 detectors used at
n TOF, a simulation was performed in which each detector was
irradiated by monoenergetic γ-rays emitted isotropically from a
point source at the sample position. A threshold of 200 keV was
set on the energy deposited in a detector, replicating the exper-
imental conditions at n TOF. The resulting detection efficiency
εγ is shown between 300 keV and 10 MeV in Fig. 5 for both
detectors. Contrary to Ref. [3], no solid angle corrections were
applied, making εγ the total detection efficiency, consisting of
both the intrinsic and geometric component. The maximum ef-
ficiency is achieved for γ-rays of approximately 900 keV, being
1.8% for Bicron, and approximately 3% in case of FZK detec-
tor.
The neutron detection efficiency εn was determined in the
simulations in a similar way, i.e. irradiating the detectors with
neutrons emitted isotropically from a point source at the sample
position. In this case as well, a threshold of 200 keV was set
on the deposited energy. The primary neutron energy En was
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Figure 5: (Color online) Total efficiency (intrinsic × geometric) of two C6D6
detectors for detecting γ-rays of given energy, isotropically emitted from a point
source at the sample position. The maximal value for a given detector is used
to define the neutron sensitivity of that detector.
sampled from an isolethargic distribution, that is uniform over
the logarithm of energies (equivalently to a 1/En distribution).
Two cases were considered in the simulations: in the first con-
figuration, providing an intrinsic neutron sensitivity of the de-
tectors, only an isolated detector was considered, consistently
with the configuration adopted in Ref. [3]. The second config-
uration, resulting in the overall neutron sensitivity, includes the
whole setup, i.e. both detectors, the experimental hall and all
other elements inside it. Since no solid angle corrections were
considered in evaluating εn, as for εmaxγ , the neutron sensitivity
determined from the ratio of the two efficiencies is implicitly
corrected for the geometric contribution. The results for both
detectors in the two different configurations are shown in Fig.
6. As expected, when considered separately, the FZK detector
presents a reduced intrinsic neutron sensitivity relative to the
Bicron one, mostly thanks to the carbon fiber housing of the
C6D6 liquid, contrary to the aluminum container used for the
Bicron detector, which is also the cause of the prominent res-
onant structure above 1 keV. Another reason for the reduced
intrinsic neutron sensitivity of the FZK detector is the higher
value of εmaxγ , consequence of its larger active volume (1027
ml, as opposed to the 618 ml of the Bicron detector).
When considering the whole setup, the overall neutron sen-
sitivity increases considerably for both detectors, exhibiting ba-
sically the same flat behavior above 10 eV, as shown in Fig. 6.
The average value, over the range between 10 eV and 1 MeV is
approximately 2×10−3 for both detectors. It must be considered
that, from the conventional definition, the neutron sensitivity
represents the detector response to neutrons of a given energy,
and not at the energy reconstructed from the neutron time-of-
flight. As shown in the following Section, the only way to ob-
tain a realistic estimate of the background related to the neutron
sensitivity of the experimental setup and its time dependence, is
to perform complete simulations including the specific sample
being measured and the exact energy distribution of the neutron
beam. Nevertheless, the neutron sensitivity defined in the con-
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Figure 6: (Color online) Neutron sensitivity of two C6D6 detectors in two con-
figurations: detectors surrounded by the entire experimental hall (overall neu-
tron sensitivity) and isolated detectors (intrinsic neutron sensitivity). The neu-
trons were emitted isotropically from a point source at the sample position,
according to the 1/En energy distribution.
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ventional way provides important information on the expected
magnitude of the background in a capture cross section mea-
surement. More detailed information, however, in particular on
the origin of this background, can be obtained by simulating the
real case.
5. Neutron background
The GEANT4 simulations described above can be used to
estimate the neutron background in a real measurement, related
to neutrons elastically or inelastically scattered from the sample
of a given isotope. Assuming that the scattering cross section
for the isotope being measured is well known, the simulations
are able to provide detailed information on the time structure
of the background, or equivalently, its dependence on the neu-
tron energy reconstructed from the time-of-flight. However, a
validation of the GEANT4 results against experimental data is
fundamental in order to ensure the reliability of the simulations
and to estimate the associated uncertainty. To this end, ideally
one would like to compare experimental data and simulations
for a pure scatterer, i.e. an isotope with a capture cross section
several orders of magnitude lower than for elastic scattering. A
sample of natC is one of the most appropriate choices in this
respect, and for this reason it is routinely measured at n TOF
as well as in other neutron facilities. In the following subsec-
tion, simulations performed for the neutron beam impinging on
a thick natC sample are compared with experimental data re-
cently collected at n TOF, with the aim of validating the simu-
lations. At the end of this Section, examples of neutron back-
ground affecting some other isotopes will be shown.
5.1. Validation of the simulations with natC
A high purity (99.95%) natC sample 1 cm in thickness and
2 cm in diameter was used to estimate the neutron background
during a recent measurement of the capture cross section of 58Ni
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Figure 7: (Color online) Comparison between the experimental and simulated
yield for the natC sample 1 cm in thickness and 2 cm in diameter. The contri-
bution of the true neutron background – caused by the scattering of the primary
neutrons – is shown separately from the detection of β-rays emitted by the ra-
dioactive residuals produced by neutron inelastic reactions in the sample.
Table 2: List of reactions observed in the GEANT4 output data, producing β-
radioactive residuals and contributing to the total natC yield through the direct
or indirect detection of β-rays. The isotopes from the upper part of the table are
β−-radioactive. The three carbon isotopes from the lower part of the table are
β+-radioactive. The 12B decay is by far the most important component in the
measured yield.
Reaction Isotope 〈Eβ〉 t1/2
12C(n, p)12B 12B 6.35 MeV 20.2 ms
13C(n, p)13B 13B 6.35 MeV 17.3 ms
12C(n, p + α)8Li 8Li 6.20 MeV 840.3 ms
12C(n, n + 3p)9Li 9Li 5.70 MeV 178.3 ms
12C(n, p + d + α)6He 6He 1.57 MeV 806.7 ms
12C(n, 2n)11C 11C 0.38 MeV 20.3 min
12C(n, 3n)10C 10C 0.81 MeV 19.3 s
12C(n, 4n)9C 9C 6.43 MeV 126.5 ms
[14]. The purity of the natC sample was checked by chemical
analysis performed at Paul Scherrer Institute, and contamina-
tion by isotopes with high cross sections at thermal neutron en-
ergy was found to be below detection limit of few µg/g. Data
collected on the natC sample were taken as a benchmark for
evaluating the accuracy of the GEANT4 simulation of the neu-
tron background. In the simulations, a neutron beam with the
same spectral and spatial characteristics of the n TOF beam im-
pinged on a software replica of the natC sample used in the mea-
surement. The output data of the simulations were analyzed in
exactly the same manner as the real data.
Figure 7 shows the comparison between the experimental
yield (black histogram) and the simulated one (red histogram).
Perfect agreement between measured and simulated yield can
be observed throughout the entire energy range from thermal
up to 400 keV. However, a closer look at the simulations reveals
an interesting effect. The simulation of the neutron background
according to the usual definition, i.e. neutrons elastically scat-
tered by the sample and captured anywhere in the experimental
setup, is shown in Fig. 7 by the green histogram. In this case,
a reasonable agreement between the simulated neutron back-
ground and measured yield is only observed for reconstructed
neutron energies above a few hundred eV, while a huge discrep-
ancy, up to a factor of six, exists at low energy. The analysis of
the simulations reveals that the excess yield in the measured
histogram is in fact related to reactions induced by the high-
energy part of the neutron beam on the natC sample. In partic-
ular, neutrons of energy above a few MeV undergo (n,charged
particle) reactions that produce short-lived β-emitters. Table
2 lists examples of the observed reactions contributing to this
effect, with the produced isotopes and their half-lives. By far
the biggest contribution comes from the 12C(n, p)12B reaction.
This reaction opens up at an incident neutron energy of approx-
imately 15 MeV. The residual nucleus 12B is a β−-emitter, with
the mean electron energy of 〈Eβ〉 = 6.35 MeV and a half-life of
20.2 ms. Being highly energetic, the electrons are able to reach
the active volume of the C6D6 detectors, where they deposit a
large fraction of their initial energy. In addition, due to the rela-
tively short half-life of the decay, a significant portion of the ex-
ponential decay distribution falls within a 96 ms time-window
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used in the data acquisition (we remind here that the time-of-
flight of a thermal neutron to the 187 m experimental area at
n TOF is around 85 ms). In fact, the electron from the β-decay
of 12B produces a signal at a ”large” time-of-flight, correspond-
ing to low reconstructed neutron energies. In other words, the
β-decay being random in nature, the time-energy correlation for
the primary neutron is completely lost, so that neutrons of en-
ergy above 15 MeV produce a signal in the thermal and epither-
mal region of the reconstructed neutron energy.
The contribution to the natC yield from the (n,charged parti-
cle) reactions is shown in Fig. 7 by the blue histogram. It should
be mentioned that the exact magnitude of the effect depends on
the cross section of the reactions, in particular the dominant
12C(n, p)12B reaction. Therefore, the combination of measured
and simulated yield for natC at n TOF can provide important in-
dications on this rather uncertain (n, p) cross section, integrated
over a large neutron energy range (the uncertainty may be in-
  [eV]0E
-210 -110 1 10 210 310 410 510 610 710 810 910 1010
 
 
[eV
]
To
F
E
-210
-110
1
10
210
310
410
510
610
1
10
210
310
(a)
Time-energy correlation
  [eV]nE
-210 -110 1 10 210 310 410 510 610 710 810 910 1010
Co
un
ts
 p
er
 p
ul
se
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
0.018
0.020
0.022 Bicron (n-background)
(ToF)nE
n
Original E (b)
Neutrons
Figure 8: (Color online) Time structure of the neutron background simulated
for a natC sample in the Bicron detector. Top panel (a): correlations between
the primary neutron energies and those reconstructed from the time of flight.
Bottom panel (b): projections of the top plot on both axes. Only the spectrum
of reconstructed energies is experimentally accessible.
ferred from the discrepancies between the data available from
various evaluated libraries [21]).
Consequently, the contribution of high-energy (n,charged
particle) reactions, which dominate the measured yield of natC,
questions the use of this sample for determining the true neu-
tron background at low energies. Therefore, in capture studies
at n TOF (and at similar facilities) neutron background from
thermal to a few hundred eV can not be estimated from mea-
surements with the natC sample.
A further advantage of Monte Carlo simulations is that they
allow one to study in detail the time structure of the neutron
background, a quantity not easily accessible experimentally. A
specific analysis of the simulations for the natC sample has been
performed to study this aspect and to localize the origin of the
background. Such properties are expected to hold in general,
i.e. for other samples as well, although the precise determina-
tion of the background, which depends on the scattering cross
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Figure 9: (Color online) Time structure of the detected β-rays from the decay of
radioactive isotopes produced by the neutron inelastic reactions in natC sample.
The plots are analogous to those from Fig. 8. The spectrum of primary neutron
energies from bottom panel (b) bears the signature of the cross section for the
dominant 12C(n, p)12B reaction.
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sections of the particular isotopes, can only be obtained by
means of dedicated simulations covering the full energy range
of the neutron flux.
An important issue that can be addressed with simulations re-
gards the time structure of the neutron background. This prob-
lem is clearly summarized in Fig. 8 (for simplicity, the figure
refers only to the Bicron detector). The top panel (a) shows
the correlations between the primary neutron energy E0 and
the energy EToF reconstructed from the total time-of-flight of
the background event. The line EToF = E0 is the true prompt
component, while all other counts show some degree of delay
relative to the primary neutron. The bottom panel (b) of Fig.
8 shows the projections of the results on the two axes. The
data are shown only for the counts with the reconstructed en-
ergy EToF below 1 MeV. The significant loss of the correlations
due to multiple neutron scattering inside the experimental hall
is clearly evident from the shift in energy between the two spec-
tra.
A final comment regards the presence in Fig. 8 (a) (top panel)
of some counts in the region above the 45 degree line (i.e. for
a reconstructed energy higher than the original energy). These
counts are related to the pulsed nature of the n TOF beam, re-
produced in the analysis of the simulations. For some back-
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Figure 10: (Color online) Stacked contributions to the neutron background
yield of natC for both C6D6 detectors – Bicron (a) and FZK (b) – coming from
the different sets of experimental components. Note that absolute scales for two
detectors differ by a factor of 2.
ground events the time delay is so large that they show up in
the next neutron pulse, where they are reconstructed with a
much shorter time-of-flight. In particular, these counts in Fig. 8
have been attributed to the decay of 28Al (with a half-life of 2.2
min), produced by activation of aluminum (27Al) components
surrounding the C6D6 detectors.
Figure 9 shows the time structure of events related to the β-
decay of 12B produced in the 12C(n, p) reaction. The effect of
the large delay associated with the β-decay is causing a huge
shift from the primary neutron spectrum (15 MeV and higher)
to the reconstructed energy in the thermal and epithermal re-
gion.
Some considerations can be made on the origin of the back-
ground on the basis of Fig. 10, which shows the contribution
of the various components of the experimental setup to the total
neutron background. The biggest contributions are related to
the walls of the experimental hall, the beamline tubes, the vari-
ous parts of both detectors, while all remaining components ac-
count for a small fraction of the background. In particular, the
walls of the experimental area are the most significant source of
neutron background above 1 keV, since the walls are very effec-
tive in moderating higher energy neutrons. Secondly, beamline
tubes are the prominent source of background at lower energies
due to the aluminum composition. Some part of the beamline is
also very close to the detectors, which enhances their contribu-
tion. The use of carbon fiber instead of aluminum would, there-
fore, be preferable. Finally, the figure clearly shows the large
contribution coming from the aluminum housing of the Bicron
detector, in particular on the neutron background affecting the
Bicron detector itself, although some contribution is observed
also for the FZK facing it in the simulated experimental setup.
5.2. Examples of neutron background: 197Au and 58Ni
The correct estimate of the neutron background is important
for an accurate determination of the capture cross section, in
particular for isotopes characterized by a large scattering-to-
capture cross section ratio. To show the influence on the neutron
background in capture cross section measurements, it is instruc-
tive to consider two examples. 197Au is routinely measured in
capture experiments for the purpose of absolute normalization
of the cross section. This isotope is characterized by a large
capture cross section, in particular at low energy, so the neutron
background should not play a big role. This is in fact the case
as shown in Fig. 11. The measured total yield (in black) is here
compared with the simulated one (in red) (for these examples,
capture reactions are also included in GEANT4 simulations).
The simulated neutron background is also shown in the figure.
As expected, the neutron background is small, of the order of
a few percent, except in the resonance valleys. In particular, in
the 4.9 eV resonance used for normalization with the saturated
resonance method, the neutron background is at the level of less
than a percent, and can safely be neglected in the analysis.
As illustrated in Fig. 12, the situation for 58Ni, which was
recently measured at n TOF [14], appears to be completely dif-
ferent. Below approximately 1 keV the total experimental yield
is dominated by the simulated neutron background and the ef-
fect in the keV region is also much larger than for 197Au. It is,
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Figure 11: (Color online) Comparison between the experimental and simulated
neutron capture yield of 197Au. The neutron background is also shown.
therefore, mandatory in this case to take it into account, in order
to derive the true capture yield. For the first time, the present
simulations allowed us to determine the neutron background
in the whole energy range and with the correct time-structure,
thus leading to more accurate capture cross sections compared
to previous measurements, where the neutron background was
either neglected or roughly estimated.
6. Conclusions
C6D6 detectors are routinely employed in measurements of
radiative neutron capture cross sections at the neutron time-
of-flight facility n TOF at CERN, as well as at other neutron
facilities around the world, because of their very low intrin-
sic neutron sensitivity. This characteristic is fundamental in
minimizing the background related to neutrons scattered by
the sample under investigation. However, the knowledge of
the neutron sensitivity of the detectors alone is not sufficient
for a precise estimate of the neutron background, since part of
it could be produced by the interaction of scattered neutrons
with the whole experimental set-up, including the experimental
hall. A realistic estimate of the overall neutron background in a
wide energy range can be obtained by measuring a natC sample,
which acts as a pure neutron scatterer. However, such a mea-
surement does not provide information on the time structure of
the background and could be affected by other effects at low
neutron energies.
In this paper, the neutron sensitivity of the whole capture
setup used at n TOF has been studied by means of Monte Carlo
simulations performed with the GEANT4 tool. A complete and
detailed software replica of experimental hall and apparatus has
been implemented in the simulations, and the results have been
analyzed with the same procedure applied to the experimental
data. All relevant physical processes were taken into account
in the simulations, for neutrons generated in the full energy
range of the n TOF facility, i.e. from thermal up to 10 GeV.
The lack of correlations between γ-rays in a cascade, typical
of most Monte Carlo simulations, has been proven to bear no
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Figure 12: (Color online) Comparison between the experimental and simulated
neutron capture yield of 58Ni. The neutron background is also shown.
effect on the results, provided that the weighting function tech-
nique is correctly applied to the simulations.
The simulations have been validated by comparing the back-
ground simulated for the neutron beam impinging on a natC
sample against experimental data. Remarkable agreement is
found for neutron energies in the range between 1 keV and 1
MeV, demonstrating that highly reliable results for the neutron
background can be obtained by means of complete GEANT4
simulations. A close investigation of the Monte Carlo results
below 1 keV neutron energy has led to the discovery of an ad-
ditional component related to the β-decay of 12B produced in
the 12C(n, p) reaction. Although this reaction occurs for neu-
tron energies above 15 MeV, it constitutes by far the dominat-
ing contribution to the measured yield of natC at low energy, as
a consequence of the 20.2 ms decay time of 12B, and of the high
energy of the electrons. It is important to remark that this com-
ponent could be present in the natC measurement at any other
time-of-flight facility in which the energy range of the neutron
beam extends beyond 15 MeV.
The wealth of data extracted from the simulations has pro-
vided information, experimentally unaccessible, on the origin
and time-dependence of the background. In particular, the anal-
ysis of the GEANT4 simulations on the neutron sensitivity has
led to the following conclusions:
• The neutron sensitivity of the whole capture setup is sen-
sibly larger than for the detectors alone.
• At neutron energies below a few keV the main contribution
to the overall neutron background comes from the detec-
tors and the beam-line components, whereas the contribu-
tion from the walls of the experimental area is dominating
at higher energies.
• An important loss of correlation in time is observed be-
tween incident neutron energy and detected background,
in particular above a few eV. The time structure of the
background needs to be taken into account in particu-
lar when estimating the neutron background below reso-
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nances, in particular in the keV region. Monte Carlo sim-
ulations are at present the only means for estimating the
time dependence of the background.
Finally, examples of the neutron background for two cases,
197Au and 58Ni, have been presented, demonstrating the
importance of the simulations in correctly estimating and
subtracting the neutron background in measurements on iso-
topes exhibiting a large scattering-to-capture cross section ratio.
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