1. Introduction 1.1. Summary. One of the special features of 4-dimensional di erential geometry is the existence of objects with self-dual (SD) or anti-self-dual (ASD) curvature. The objects in question can be connections in an auxiliary bundle over a 4-manifold, leading to the study of instantons in Yang{Mills theory DK91], or as in this paper, Riemannian metrics or conformal structures. Although such ASD conformal structures give absolute minima of the functional c 7 ! kW(c)k 2 2 , where W(c) denotes the Weyl tensor of the conformal structure c, variational methods are not well suited to the study of this problem, essentially because of its conformal invariance. For this reason, gluing theorems provide a very important source of information about ASD conformal structures. Our purpose in this paper is to give some new and rather general gluing theorems for ASD and Hermitian{ASD conformal structures, following the method suggested by Floer in Flo91] . The prototypical gluing theorem takes a pair (X j ; c j ) (j = 1; 2) of compact conformally ASD 4-manifolds and analyzes the problem of nding an ASD conformal structure c on X = X 1 ]X 2 that is`close to' c j in suitable subsets X j nB j X 1 ]X 2 . In this situation there exist nite-dimensional vector spaces (the obstruction spaces) H 2 c j (X j ) whose vanishing is su cient to guarantee the existence of c with the desired properties. (If H 2 c j (X j ) 6 = 0, then the gluing theorem yields a map from another nite-dimensional vector space into H 2 c 1 (X 1 ) H 2 c 2 (X 2 ), the zeroes of which yield ASD conformal structures on X 1 ]X 2 .)
The result just stated (gluing for compact conformally ASD spaces) was proved by Donaldson and Friedman DF89] and in a very special case by Floer Flo91] . The approach of DF89] was to exploit the twistor description Pen76, AHS78] of conformally ASD spaces, to translate the gluing problem into one of deformation theory of complex singular spaces. Floer, on the other hand, worked directly with the 4-manifolds and used some tools from the theory of elliptic operators on non-compact manifolds with cylindrical ends.
One of the motivations for the present work was the desire to extend the basic gluing theorem to handle the case where the (X j ; c j ) are conformally ASD orbifolds with isolated singular points. Such an extension opens up the possibility of obtaining new examples of conformally ASD spaces by desingularizing conformally ASD orbifolds within the ASD category. Indeed, the process of resolution of orbifold singularities amounts to taking a (generalized) connected sum with a suitable standard orbifold with precisely one singular point, and examples of such standard orbifolds are now known for many of the nite subgroups of SO 4 Kr89, LeB88, GL88] . The simplest possible case of Z 2 -singularities was studied in LS94], where the methods of DF89] were extended to give gluing theorems for these orbifolds. The method was further extended to cover cyclic singularities, by Jian Zhou Zh], but becomes increasingly complicated owing to the singularities developed by the corresponding twistor spaces.
On general grounds, however, one should expect that Floer's analytical approach might provide a simpler framework for such generalized gluing theorems. Indeed, in that approach the rst step is to blow up X j at the marked point 0 j at which the gluing takes place. This blow-up results in a manifold with an in nite cylindrical end, or more-or-less equivalently, a compact manifold with boundary, equipped with a b-metric Mel93] . The cross-section of the cylinder is di eomorphic to the added boundary component, both being the link in X j of 0 j , and the singularity has disappeared completely. Having reached this point, it is quite reasonable to take 4-manifolds with boundary, equipped with conformally ASD b-metrics as the basic entities to glue, regarding compact manifolds and orbifolds as special cases. Our main result here is indeed a gluing theorem for pairs of conformally ASD b-manifolds (X j ; c j ), the connected sum being replaced by the`join' X = X 1 Y X 2 of X 1 and X 2 across Y @X j , where Y is a common piece (union of connected components) of the boundaries of the X j . The precise statement involves a considerable notational overhead in the de nition of the obstruction spaces and is deferred to x6; su ce it to say that once the obstruction spaces have been correctly de ned, the result is precisely analogous to the prototype mentioned before. It should perhaps be emphasised that this theorem genuinely operates in the b-category, in that @X can be non-empty, in which case the gluing theorem produces a conformally ASD b-metric on X or, in more traditional language, a complete conformally ASD metric on Xn@X with cylindrical asymptotics.
Such a gluing theorem immediately poses questions about the existence of conformally ASD b-metrics. The rst observation is that near each component Y of the boundary, the metric must be asymptotic to a conformally ASD product metric on Y R. Thus Besse] Y must have constant sectional curvature, so the new possibilities (not arising from orbifolds) are Y = the 3-torus T 3 or Y = a hyperbolic 3-manifold. It seems that not much is known about the existence of conformally ASD b-metrics on manifolds with such boundary components, so we argue in x7 that Taubes's method Tau92, Tau96] can be adapted to yield conformally ASD b-metrics on X]NC P 2 for large enough N, if (X; g) is any Riemannian b-manifold such that g is conformally at near @X. In a companion
paper KS00], we also give a simple example of a conformally ASD (in fact hyperK ahler) b-metric on a manifold with boundary equal to T 3 .
In this paper we also study hermitian-ASD conformal structures on complex surfaces. These are particularly interesting because of their relation to scalar-at K ahler geometry LeB91, LS93, KLP97, LeB94] . Such K ahler metrics with zero scalar curvature are of interest from the point of view of Calabi's extremal metric programme Besse], and even for complex surfaces there is no systematic existence theory. It is fortunate, then, that for surfaces, scalar-at K ahler metrics can be approached through hermitian-ASD conformal structures, and hence through gluing theorems. As for the full ASD equations, we consider the general gluing problem for conformally ASD hermitian b-metrics on compact complex surfaces with boundary, and obtain similar results. We also illustrate our general results with a simple application, showing that the blow-up of C 2 at an arbitrary set of points p j admits scalar-at K ahler metrics that are asymptotic to the Euclidean metric at 1. This generalizes LeBrun's explicit construction LeB91 , Theorem 1] of S 1 -invariant scalar-at K ahler metrics on this blow-up when the p j lie on a complex line in C 2 .
It should perhaps be remarked that the ASD condition requires that an orientation be chosen on the underlying 4-manifold, and accordingly some care has to be taken with the construction of X 1 Y X 2 to ensure that this has an orientation that is compatible with the given orientations on the X j . This is particularly true for gluing complex surfaces: a moment's re ection will convince the reader that the connected sum of 2 complex surfaces never has a complex structure compatible with the given complex structures on the summands. One will, however, be able to glue the asymptotic region of a suitable non-compact surface to the complement of a neighbourhood of a point in a compact surface. In this way one gets gluing theorems that give su cient conditions for the blow-up of a compact scalar-at K ahler metric to admit a scalar-at K ahler metric or more generally results about resolution of orbifold singularities of scalar-at K ahler metrics within the scalar-at K ahler category.
1.2. Strategy. Gluing theorems have been pursued vigorously in many di erent contexts over the last 10 or so years, and there are many approaches to the problem. For nonlinear problems like the ones studied in this paper, involving the construction of connections or metrics with prescribed curvature, the strategy is always the same: construct a family of approximate solutions' on the join of the two spaces, and then use some variant of the implicit function theorem to obtain a nearby genuine solution. In the notation of the rest of this paper, this family of solutions will depend on a large parameter , essentially the length of the neck joining the two spaces. As ! 1, the approximate solution gets better and better. In particular, the implicit function theorem needs to be applied when is very large, and for this some good control of the linearization of the problem is needed in this limit. For this reason a good deal of the work concerns the behaviour of linear operators on manifolds with long necks. These linear problems are of interest in their own right in the context of gluing formulae in index theory and for -invariants: recent work in this direction, from a point of view that is close to that of this paper, can be found for example in MM95, HMM95] For a more leisurely description of gluing theorems of this type, the reader is referred to DK91, Chapter 7], Flo91] or to Tau96] for a recent survey of gluing problems for instantons and ASD conformal structures. Some other geometric (nonlinear) gluing problems are surveyed in MP98].
Having given these pointers to the literature, we shall concentrate in the rest of this paper on the technical details of our particular problems, without too much further motivation.
1.3. Contents. In more detail, the remaining sections of the paper are as follows:
x2: The b-category is introduced, Fredholm properties of b-di erential operators are described, and gluing of b-metrics is explained in detail.
x3: Conformal geometry is recalled, with special reference to the ASD equations in 4 dimensions. The relevant PDE aspects of these equations are described.
x4: Linear aspects of our problem are discussed here, including a rather general account of the behaviour of the kernel and cokernel of elliptic operators on manifolds with long necks. The application of these general results to the ASD problem is also treated along with`comparison theorems' which allow us to compare the linearization of the ASD equations on a compact orbifold with the linearization on the corresponding`blown-up' b-manifold.
x5: Nonlinear aspects of the analysis appear here, centring around the application of the implicit function theorem to obtain a weak solution of the ASD equations, and elliptic regularity arguments to show that this solution is C 1 (and has optimal behaviour at the boundary, if there is one).
x6: The main gluing theorems are summarized here, both for conformally ASD and conformally hermitian-ASD metrics. The construction of scalar-at K ahler metrics on an arbitrary blow-up of C 2 also appears here.
x7: The b-version of Taubes's existence theorem is given here. x8: A number of vanishing theorems for the obstruction space H 2 c (X) are collected here.
1.4. Acknowledgements. We acknowledge useful conversations and encouragement from David Calderbank, Dominic Joyce, Claude LeBrun, Rafe Mazzeo, Richard Melrose and Mario Micallef. Both authors were supported by EPSRC while most of this work was carried out.
Finally our approach owes much to the work of Andreas Floer Flo91] . We hope to honour this exceptional mathematician with the present work, by bringing his insights about gluing ASD conformal structures to a wider audience.
Gluing b-manifolds
In this section we recall Richard Melrose's approach to spaces with cylindrical ends, and explain the relevance of these ideas in conformal geometry. This centres around the notion of conformal blow-up by means of which a compact Riemannian manifold (or orbifold) with a marked point is changed into a manifold with a conformally related b-metric. There is an analogous notion of conformal blow-down for weakly asymptotically locally euclidean (WALE) spaces (x2.1.3).
We also give the elements of the Fredholm theory of b-elliptic operators. The latter involves us in a short account of the notion of`polyhomogeneous' functions: such functions arise naturally and inevitably in the study of b-di erential operators and should be thought of as an extension of the idea of a function that is smooth up to the boundary.
Finally in this section, we give a careful description of the process of gluing a pair of Riemannian b-manifolds, and the construction of a suitable b-metric on their join. Thus all the material in this section is well known to the right people; it is necessary to summarize it here in the interests of making the present paper self-contained and xing notation that will be used throughout.
2.1. The b-category. We begin with the basic de nitions, and then provide some motivation. The reader can nd a detailed account in Mel93].
Let X be a compact n-manifold with smooth boundary @X; neither X nor @X are assumed connected. When working near @X it is convenient to x a function x 2 C 1 (X) with values in 0; 2], such that x(p) = 0 if and only if p 2 @X and dx(p) 6 = 0 for all p with x(p) 2 0; 1]. Such a function is often called a boundary de ning function. Here and subsequently, f 2 C 1 (X) means that f is smooth up to the boundary of X.
Near a boundary point p, one can introduce adapted coordinate systems (x; y 1 ; ; y n?1 ), where the y j are local coordinates near p in @X. Using such coordinates we can de ne the b-tangent and cotangent bundles b TX and b T X. These are smooth bundles of rank n over X; over the interior X o = Xn@X they are equal to TX o , T X o respectively, but at the boundary, near p, b TX is spanned by the elements x @ @x ; @ @y 1 ; : : : ; @ @y n?1 (2.1) and dually b T X is spanned by the elements dx x ; dy 1 ; : : : ; dy n?1 :
It is easy to see that b TX and b T X are smooth up to the boundary of X; the basic idea of the b-category is to use these bundles in place of TX and T X in the development of di erential analysis and geometry for manifolds with boundary.
A basic example is the de nition of a Riemannian b-metric. By de nition, this is just a positive-de nite inner product on b TX, smooth up to the boundary. We shall not need the most general such metric, but only`exact' b-metrics, which take the form b g = dx 2 x 2 + h(x; y);
where h(x; y) is a symmetric tensor such that b g is everywhere positive-de nite. To begin with we assume that h(x; y) is C 1 up to @X, but we shall soon need to allow h to be merely polyhomogeneous (see x2.2.5). We now give some examples to explain how b-metrics arise naturally in conformal geometry.
2.1.1. Example: conformal blow-up. Let (X; g) be a compact n-dimensional Riemannian manifold without boundary, let 0 2 X be any point. In geodesic polar coordinates centred at 0, we have g = dr 2 + r 2 (d! 2 + r 2 (r; !)) where r is geodesic distance from 0, d! 2 is the standard round metric on S n?1 and (r; !) is a family of symmetric tensors on S n?1 , uniformly bounded as r ! 0. By multiplying g by a constant, we can assume that these coordinates are de ned for 0 < r < 2, say. The (oriented) blow-up X of X at 0 is a smooth manifold with boundary X canonically identi ed with the unit sphere-bundle of 0 in X. The pull-back x of r is then a boundary de ning function and the pull-back of g = r ?2 g is the b-metric g = dx 2 x 2 + d! 2 + x 2 where is smooth up to @X. We call (X; g) the conformal blow-up of X at 0. 2.1.2. Generalization: conformal blow-up of orbifolds. Recall Ba56] that an n-dimensional orbifold X is de ned analogously to a manifold, but a neighbourhood U p of p 2 X is homeomorphic to R n =a p , where a p : ? p R n ! R n is an e ective action of the nite group ? p (the`local isotropy group') on R n . The covering map R n ! U p is called a local uniformizing chart centred at p. If ? p = f1g then p is a smooth point of X, otherwise p is a singular point. The set of all singular points of X is denoted X sing .
In this paper we shall use the term`orbifold' to mean`orbifold with isolated singular points'. Then for each point p, a p ( ) only xes 0 for each 6 = 1 in ? p .
A Riemannian metric g on XnX sing is called a smooth orbifold metric, and (X; g) is called a Riemannian orbifold, if the pull-back of g to a local uniformizing chart extends smoothly to 0 2 R n and a p acts by isometries. In particular a p gives a representation of ? p in O n , the orthogonal group of T 0 R n .
By working in a local uniformizing chart one sees that the conformal blow-up (X; g) of a singular point p of X can be de ned as in x2. where jr j 0 j = O(r ?j?k ) for j = 0; 1; 2; : : : and is again a family of symmetric 2-tensors on S n?1 =a 1 . Set x = r ?1 and we obtain x 2 g = dx 2 x 2 + d! 2 + x k ; a b-metric on the radial compacti cation of M. We refer to this process as conformal blow-down of a WALE space. 2.1.4. Remark. Observe that from this`b' point of view, the conformal blow-up of a point and the conformal blow-down of the in nity of a WALE space both look exactly the same; a manifold with boundary a spherical space-form, equipped with an exact b-metric which is the standard metric of constant curvature at the boundary.
2.1.5. Remark. By the change of variables t = log x , dt = dx=x, the interior of a b-manifold with b-metric becomes a manifold with a cylindrical end di eomorphic to @X (t 0 ; 1) or @X (?1; t 0 ) (t 0 some constant), depending on the sign chosen. In these coordinates, a b-metric becomes a metric which approaches a Riemannian product metric on @X R at an exponential rate in t, with similar estimates on all derivatives of the metric. We shall use this change of variables to describe the process of gluing arbitrary b-manifolds in x2.3. We shall also often confuse a manifold with cylindrical ends with a b-manifold (even though this runs counter to the idea of the b category, which is to replace non-compactness by degeneracy at the boundary!).
In this section we have tried to show that there is a precise sense in which the b-category uni es orbifolds and WALE spaces. Equally important is that there is a good Fredholm theory for partial di erential operators naturally associated to b-metrics. This will now be outlined.
2.2. On b-di erential operators. Throughout this section, X is a C 1 manifold with boundary @X, x 0 is a boundary de ning function, t = ? log x, and X o = Xn@X. 2.2.1. De nition. A C 1 b-di erential operator P : C 1 (X; E) ! C 1 (X; F), where E and F are two vector bundles over X, is a di erential operator which can be written locally in the form P = p(x; y; x@ x ; @ y ) where p is smooth in (x; y) and polynomial in x@ x and @ y (cf. (2.1)).
Any operator`naturally associated to' a b-metric|for example the Laplacian or Dirac operator|will automatically be a b-di erential operator. Fredholm theory for such operators has been developed by Lockhart and McOwen LM85] , and in much more detail by Melrose and Mendoza Mel93] and is the main technical tool needed to prove our gluing theorems.
Given a b-di erential operator P, there is a canonically associated indicial operator I(P) which is given locally by I(P) = p(0; y; @ t ; @ y ), regarded as a t-invariant di erential operator on the cylinder @X R. In terms of the cylindrical model of X o , all coe cients of P ? I(P) decay exponentially as t ! 1. 2.2.2. De nition. Let P : C 1 (X; E) ! C 1 (X; F) be a b-di erential operator of order m.
Then spec b (P ) = f 2 C : there exists u(y) 6 = 0 such that I(P)(e i t u(y)) = 0g:
In other words spec b (P ) is the set of complex numbers for for which I(P) has a nontrivial exponential solution with exponent i . Notice that here E and F have implicitly been trivialized in the t direction along the in nite cylinder @X R: to be precise, E and F have been identi ed with bundles pulled back from @X by the projection @X R ! @X. 2.2.5. Polyhomogeneity. If X is the conformal blow-up at a point of X, then the pull-back u to X of a C 1 function on X is smooth and in particular has an asymptotic expansion u P 1 j=0 u j (y)x j near the boundary, where u j 2 C 1 (@X) for each j.
A polyhomogenous (phg) function is C 1 in X o and has a similar asymptotic expansion near @X, but more general powers of x can appear, as well as polynomials in log x. The set of powers that can occur is called an index set I and must be a discrete subset of C having the additional property that if z j 2 I and jz j j ! 1, then Re (z j ) ! +1. Given an index set I, .10]; there, however, a more re ned notion of index set is used, designed to keep track of the degrees of the polynomials u z (y; ). We have chosen to ignore this re nement here.
We are now ready to summarize the essential properties of fully elliptic operators on X. (ii) If u 2 ker(P ) then u is C 1 in X o and is phg relative to the index set I = ispec b (P )\ fRe z > 0g.
(iii) The cokernel of P can be identi ed with the L p kernel of P , where P is the L 2 -adjoint of P with respect to a b-metric on X. In particular PL p k (X; E) can be complemented by phg sections of F. 2.2.6. Conjugation and weights. Let be a real number and let P ( ) = x Px ? = e ? t Pe t .
Then spec b (P ( ) ) = spec b (P ) ? i and so if P is elliptic, then P ( ) will be fully elliptic for all 6 2 Im spec b (P ). By the remark at the beginning of x2.2.3, P ( ) is fully elliptic for all but a discrete set of real values . The index of P ( ) is locally constant in and jumps as passes through a point in Im spec b (P ).
An equivalent formulation of this observation is that an elliptic b-operator P de nes a We shall not develop a systematic notation for this situation.
2.2.8. Polyhomogeneous b-di erential operators. Since polyhomogeneous functions are at least as natural on a manifold with boundary as functions that are C 1 up to the boundary, it is natural to widen the class of operators we consider by allowing their coe cients to be polyhomogeneous relative to some index set J and continuous up to the boundary.
Such operators arise naturally as operators canonically associated to a phg b-metric i.e. a metric b g of the form (2.2) where h(x; y) is phg and continuous up to the boundary.
The results of this section, in particular Theorem 2.5, go through in this case, the only di erence being in part (ii) where u will now have a phg expansion relative to the index set I J , I being as before. 2.3. On gluing b-manifolds. We shall now explain how to glue b-manifolds across (a part of) their boundaries. The construction is complicated slightly by the need to keep track of orientations. The main points of the discussion are contained in x2.3.2, x2.3.5 and x2.3.6. After the remarks of the previous paragraph, it is clear that X is oriented, this orientation agreeing with the given orientations on the X j . Furthermore X contains a neck of length 2 given by f0 < t 1 g f? t 2 0g. 2.3.3. Notation. On X the function t is de ned so that t = t 1 ? for 0 t 1 and t = t 2 + for ? t 2 0, and extended smoothly to ? on the rest of X 1 and to equal We construct a Riemannian metric g on X by picking once and for all a standard nonincreasing cut-o function : R ! 0; 1], such that (t) = 1 for t ?1=2 but (t) = 0 for t 1=2 and using it to de ne new metrics e g 1; = (t 1 ? + 1)g 1 + (1 ? (t 1 ? + 1))g 0 on X 1 and e g 2; = ( ? 1 ? t 2 )g 2 + (1 ? ( ? 1 ? t 2 ))g 0 on X 2 . These formulae cut o the exponentially decreasing terms in the asymptotic expansions of the g j leaving the standard t-independent metric g 0 for jt j j . In particular the identi cation used in the construction of X is now an isometry and we de ne g on X to be equal to e g 1; for t 0 and to be equal to e g 2; for t 0. where K = f?1=2 jt ? 1j 1=2g and the pointwise norm is that induced by g 0 . In fact, (2.6) holds for K = fjtj Tg, for any xed T > 0, and similar estimates hold for all derivatives of g?g 0 ; such estimates follow from the assumed polyhomogeneous expansions of the g j near Y . In particular if P j and P are di erential operators canonically associated to the metrics g j and g then P is exponentially close to the P j and hence also to P 0 on fjtj < Tg for any xed T, as ! 1.
The anti-self-duality equations
In this section we rst review Riemannian and conformal geometry, passing in x3.2 to the special case of 4 dimensions where we stay for most of the rest of the paper. In particular, the relevant analytical aspects of the ASD equations are given here, the main facts being summarized in Proposition 3.14. In x3.3 we study the Hermitian version of the ASD equations from the same point of view, listing the main points in Proposition 3.19. Thus experts in 4-dimensional geometry may well be able to move straight to these Propositions, referring back if necessary to the earlier parts of this section.
3.1. Preliminaries on metrics and conformal structures. where R 0 0 is a linear di erential operator and each " j is real-analytic in the rst variable and linear in the second variable, with coe cients depending only upon g and its derivatives. 3.1.2. Convention. From now on we shall use "(u; v), " 1 (u; v), " 2 (u; v), etc. generically for`error terms' with the properties just mentioned. That is, they are real-analytic in the 0-jet of u near u = 1 and linear in the 0-jet of v. For example, the " j in (3.13) below are not identical to those in (3.4). The point is that in order to estimate these non-linear terms later on, all we shall need to know is their qualitative dependence upon h and its derivatives.
3.1.3. Conformal structures. We adopt a`modern' approach to conformal structures for which we claim no originality. For more details of this approach, the reader could consult, for example, CP99].
Let X be a C 1 manifold and let = j n T Xj be the bundle of densities on X ( H or90, p. 148]). Since is an R + -bundle, w has a canonical meaning for any real w. By a Riemannian conformal structure on X we shall mean a suitably normalized positivede nite C 1 section of the bundle S 2 T X ?2=n . Since the top exterior power of 1=n TX is canonically trivial a possible normalization is the condition det c = 1, but we shall make a di erent choice in x3.1.5. (Here we have written 1=n TX for 1=n TX. We continue to omit such tensor product signs below.) Note that c can also be viewed as a normalized metric on the weightless tangent bundle 1=n TX. where 0 = is a positive C 1 function, so that any two compatible metrics are related by conformal rescaling. In particular, the present approach is equivalent to the more traditional one in which a conformal structure is taken as a conformal equivalence class of Riemannian metrics. We shall occasionally write g 2 c to mean that g is compatible with c, i.e. that g arises from c by a choice of scale or say that g belongs to the conformal class of c. If E is a weightless bundle then a conformal structure c de nes a genuine metric on E. It is clear that any bundle associated to the tangent bundle of X can be written uniquely in the form ?a=n E, where E is weightless. We shall frequently write bundles in this way in situations where it is necessary to keep track of conformal weights.
3.1.5. Parameterization of conformal structures. Let (X; c) be a conformal n-manifold with det c = 1. If h is a c-symmetric endomorphism of TX, we de ne c h ( ; ) := c( ; ) + c(h ; ) ( ; 2 C 1 (X; TX)):
For suitable h (in particular if jhj < 1 at each point) then c h will be positive-de nite. We choose to normalize c h by the requirement that h be trace-free, rather than det c h = 1. To rst order in h, these conditions agree.
Denote by E 1 the bundle of c-symmetric trace-free endomorphisms of TX; then E 1 is weightless and using c can be identi ed with ?2=n S 2 0 T X, where S 2
In terms of E 1 , we can summarize this paragraph as follows: there is an open neighbourhood B of the zero-section in C 1 (X; E 1 ), containing all h with sup X jhj < 1, such that h 7 ! c h is a di eomorphism of B with the set of all conformal structures on X. 
which is conformally invariant if P is conformally invariant.
3.2. Background to 4-dimensional geometry. 4-dimensional Riemannian geometry is enriched by the existence of the special isomorphism so(4) = so(3) so(3). The geometric counterpart of this algebraic fact is the decomposition 2 = + ? (3.9) for 2-forms on a 4-dimensional vector space equipped with a metric and orientation. As far as the present work is concerned, the main consequence of this is the presence of the anti-self-duality equations for curvatures on an oriented 4-manifold. We start, however, with some basic algebra. 3.2.1. Algebraic preliminaries. Consider euclidean space R 4 with its standard metric and orientation dx 0^d x 1^d x 2^d x 3 . The purpose of this paragraph is to explain the invariant isomorphism S 2 0 R 4 = + ? , which will often be used below. Consider the standard bases e 1 = dx 0^d x 1 + dx 2^d x 3 ; e 2 = dx 0^d x 2 + dx 3^d x 1 ; e 3 = dx 0^d x 3 + dx 1^d x 2 ; of + and e 1 = dx 0^d x 1 ? dx 2^d x 3 ; e 2 = dx 0^d x 2 ? dx 3^d x 1 ; e 3 = dx 0^d x 3 ? dx 1^d x 2 ; of ? . Using the metric, e r and e r operate on R 4 as orthogonal complex structures I r and I r , respectively, corresponding to the left and right action of the quaternions i, j and k.
In particular I 2 1 = I 2 2 = I 2 3 = I 1 I 2 I 3 = ?1 but I r I s = I s I r for all r and s: Now let A be an endomorphism of R 4 . The irreducible components of A consist of tr (A) 2 R, P tr (I r A)e r 2 + , P tr (I r A)e r 2 ? , P tr (I r I s A)e r e s 2 + ? , and the maps implied by these formulae are equivariant. It is easy to see, using standard properties of the trace, that the last of these is indeed an isomorphism of the space of symmetric trace-free endomorphisms of R 4 with + ? .
For the rest of this section, (X; c) will be an oriented conformal 4-manifold, and g will be a Riemannian metric in the conformal class c. 3 It is convenient to remove the dependence of the target space upon h by projecting orthogonally from E 2 h onto E 2 (recall that both E 2 and E 2 h are subbundles of ?1 S 2 2 ).
In this way we obtain a nonlinear map F(h) : B ! C 1 (X; 1=2 E 2 ), such that F(h) we refer to such g as scalar-at K ahler. For any K ahler metric g, we have rJ = 0; the complex structure is parallel for the metric connection. An alternative characterization is that the associated K ahler form ! should satisfy the twistor equation T! = 0; T! = (r!) 0 (3.16) where the subscript 0 denotes trace-free part, that is, the image by the projection 1 + ! ( 1 + ) 0 (whose kernel is 1 ). Indeed, a short calculation shows that if T! = 0 and j!j = 1, then r! = 0.
On the other hand, T is a conformally invariant operator T : C 1 ( ?1=4 E 2 so that we can regard a pair (c; !) where c is a conformal structure and ! is a nowhere- 
(c; !) is conformal to scalar-at K ahler, then D c;J can be replaced by the operator S of (3.17). This completes our study of the PDE aspects of the two problems of interest in this paper. We have seen that when regarded as`perturbation problems', both have elliptic linearizations (in the case of the full ASD equations it is necessary to divide by the action of the di eomorphism group). We are going to apply Propositions 3.14 and 3.19 on the manifold X to expand the ASD equations about the approximate solution g constructed in x2.3. In the next section the behaviour of the linearizations D c and D c;J will be studied, leading to an application of the implicit function theorem to solve the equations in x5.
Linear theory on X
This section is devoted to a discussion of the linear aspects of our gluing problems. The rst part includes the`main estimate' (Proposition 4.2) which is one of the key technical results needed for all our gluing theorems. This proposition states, roughly speaking, that whenever a fully elliptic operator P on X is obtained by gluing fully elliptic operators P j on X j then ker P and coker P are well approximated by ker P 1 ker P 2 and coker P 1 coker P 2 , and that P induces a uniformly bounded isomorphism between suitable complementary subspaces.
In x4.2 we discuss the linearized operator that arises in the deformation complex and note that it is never fully elliptic on a b-manifold. This entails a discussion of the linearization over cylinders which is taken further than is strictly needed for most of the gluing theorems.
In x4.3 we consider b-manifolds that are conformal blow-ups and blow-downs of compact or WALE spaces and compare the`Hodge' version of the deformation complex for a bmanifold with the analogous de nitions in terms of the compact or WALE models. Here conformal invariance is an essential tool.
Finally in x4.4 we give comparison results for the operator S that arises in the hermitian-ASD problem.
4.1. Stretching the neck. In this section we consider the behaviour of linear elliptic operators on X as ! 1, under the assumption that the corresponding operators over X 0 , X 1 and X 2 are fully elliptic. The main points of the argument are based closely on Floer's paper, but with several simpli cations and generalizations. Because the analysis presented here is also needed in other geometric applications Kov00, KS00], we work here in some generality.
4.1.1. Notation. The geometric set-up and notation used will be as in x2.3. In particular X 1 and X 2 will be b-manifolds and Y a piece of @X j at which the gluing is taking place. Now suppose that for j = 1; 2, P j : C 1 (X j ; E j ) ! C 1 (X j ; F j )
are fully elliptic phg b-di erential operators of order m. Suppose that over the cylindrical subset U j of x2.3.1 we have identi cations E j = E 0 , F j = F 0 , where : U j ! Y is the obvious projection. Suppose further that with these identi cations we have P j = p j (x j ; y; x j @ x j ; @ y ) and the indicial operators agree in the sense P 0 := p 1 (0; y; @ t ; @ y ) = p 2 (0; y; ?@ t ; @ y ):
(The sign in p 2 is to take care of the sign convention in the de nition of the t j .) Then we can glue the P j across t j = to obtain bundles E , F and a fully elliptic b-operator P : C 1 (X ; E ) ! C 1 (X ; F ) in exactly the same way that the metric g was constructed from the g j in x2.3.5. We for any xed T, where > 0 is some constant. Here we have written jP j ?P 0 j for the sum of the moduli of the coe cients of P j ? P 0 . Note that in our application, the P j arise as operators canonically associated to some geometric data (a metric or conformal structure).
Then by cutting o and gluing these data and then constructing the corresponding Poperator one will get a slightly di erent operator from P , constructed by gluing the P j directly. Since in either case we shall have estimates like those of (4.1), this di erence is not important, and will be ignored in the sequel. 4.1.2. De nition of asymptotic kernels and cokernels. According to Proposition 2.3,
is an isomorphism and by Theorem 2.5, the P j are Fredholm in L p for every p, with index independent of p. Let the L p null-space of P j be denoted by N j and the L p null-space of the L 2 adjoint P j be denoted by M j . By part (ii) of Theorem 2.5, N j and M j consist of phg sections. In particular, these sections are exponentially decreasing as t 1 ! 1 or t 2 ! ?1, and the same is true of all derivatives of these sections. Because of this, Proposition 4.2. There exists > 0 such that for all > , the induced map P 00 : U 00 ! V 00 is an isomorphism and the operator norm of G = P 00 ] ?1 is bounded independent of .
Proof. We shall prove that there exists and a constant " such that if > , then kP 00 uk "kuk for all u 2 U 00 :
Such an estimate shows that P is injective, with a uniform estimate for a left-inverse V 00 ! U 00 . Our set-up is symmetric under adjoints, however, so by the analogous estimate with P replaced by P , we see that P 00 is surjective, and the left-inverse is a true inverse, with norm bounded independent of . The proof of (4.3) goes by contradiction. If it fails, there exists a sequence n ! 1 and u n 2 U 00 n such that ku n k = 1 as n ! 1. The main step in the proof is contained in the following: Lemma 4.7. There exists a subsequence of u n (which by abuse of notation we continue to denote by u n ), such that ku n k L p m (jtj 2) ! 0 as n ! 1:
(We shall see from the proof that 2 could be replaced by any larger positive real number.)
Proof of Lemma 4.7 Multiply u n by a bump-function so that it is cut o to zero at t = n =2 ? 1 Denote by u (0) n the resulting section over X 0 . Clearly the L p m -norm of u (0) n is uniformly bounded as n ! 1, so by passing to a subsequence we may assume that u (0) n ! u (0) weakly in L p m :
Over any xed compact K X 0 , we have by (4.6) 
Proof of Proposition 4.2. Replace u n by the subsequence in Lemma 4.7 and construct sequences u (j) n over X j by cutting o u n in the intervals n ? 2 < t 1 < n ? 1 and 1 ? n < t 2 < 2 ? n . More precisely, we have u (j) n = (j) n u n , say, where (j) n is a suitable translation of a standard cut-o function. We have P j u (j) n = (j) n P n u n + P j ; (j) n ]u n since P n = P j where (j) n 6 = 0. Therefore kP j u (j) n ? v (j) n k kP n u n ? v (1) n ? v (2) n k + k P j ; (j) n ]u n k and the rst term here tends to zero by (4.6), the second by Lemma 4.7, for P j ; (j) n ] is a di erential operator of order m which vanishes outside of fjtj 2g. Since P j u (j) n and v (j) n lie in complementary subspaces, it follows that kP j u (j) n k ! 0 and kv (j) n k ! 0: On the other hand u (j) n lies in a subspace on which P j is injective, so u (j) n ! 0 in L p m as n ! 1.
Finally we combine these estimates with (4.4) to obtain 1 = ku n k k (1) n u n k + k (2) n u n k + k(1 ? (1) n ? (2) n )u n k ! 0:
This contradiction completes the proof of Proposition 4.2. We are now in a situation in which Proposition 4.2 can be applied. We take this up in -down (cf. x2.1.1, x2.1.3) . The (4.14) where t = e ?r = e ?x ; t = e R ; R = r ?1 : (4.15) Here we are assuming that 0 is a smooth point, or if not, we pass to a uniformizing chart centred at 0. It will be clear that ?-equivariance is preserved throughout, so we can a ord to ignore singularities from now on. Denoting the pointwise norms that correspond to the di erent choices of conformal gauge in (4.14) by j j b , j j 0 and j j 1 respectively, we have by (3.5) and (3.6), 4.4. Linear theory for the Hermitian-ASD problem. In x3.3, we saw that the operator Proposition 4.22. Let X 0 = S 3 R, g 0 = h(y) + dt 2 , where h is the round metric on S 3 , S 0 the S-operator associated to g 0 . Then if for some u(y), we have S 0 (u(y)e i t ) = 0, it follows that i 2 Zn0. Proof. Use the conformal isometry S 3 R ! R 4 n0 given by r = e t and the conformal invariance of S. Because of the conformal weights, we have if u is a section of 1=4 E 1 J juj cylinder = rjuj Euclidean so that a solution Su = 0 in R 4 n0, homogeneous of degree , translates into an exponential solution with factor e ( +1)t on the cylinder. In particular the constant solution in R 4 gives rise to a solution that goes like e t along the cylinder.
We use a`removable singularities' argument like the one in the proof of Theorem 4.12.
If Su = 0 in R 4 n0 and u has homogeneity in r, then Su is a distribution supported at f0g and homogeneous of degree Proof. If Su = 0, u 2 L p k (X; E 1 J ), then from Proposition 4.22, u has a phg expansion where the index set is just the positive integers. Translating to X and remembering the conformal weight, we get u which satis es Su = 0 and juj g = O(1) near 0. Hence by elliptic regularity, the L p -null space of S on X agrees with the standard null-space of S on X. The argument for H 2 is the same, for H 2 c;J can be identi ed with the L p null-space of S and this is conformally invariant as an operator between bundles with the same conformal weights as for S (cf. x3.1.6).
The argument for comparison with b X is also closely analogous.
Nonlinear theory
We come now to the problem of nding an exactly conformally ASD b-metric on X as a perturbation of the metric g constructed in x2.3.5. More precisely, assume that (X j ; g j ) in x2.3 are conformally ASD b-manifolds so that g is conformally ASD except in the damage zone f?1=2 jt ? 1j 1=2g near the middle of the neck. Using the conformal class c of g as the reference point c in Proposition 3.14 we need to nd a small (sup X jhj < where w := w is a suitable weight-function on X . 5.1.2. De nition of w . For j = 1; 2, let w j be equal to a generically chosen positive power of a boundary de ning function for @X j nY . We assume 0 w j 1 on X j , with x j = 0 only at @X j nY and w j = 1 near Y . Extend the neck parameter t smoothly to X (and denote the extension also by t) so that the range of t is ? ?1; + 1] and t = ? ?1 near @X 1 nY and t = + 1 near @X 2 nY . Now for satisfying the conditions of (4.10), we put w = w 1 w 2 e ? (t+ +1) : If is xed, we have 0 w 1, with w = 0 only at @X ; w is a power of a boundary de ning function near @X and decreases exponentially along the neck.
The linearization of (5.4) is P := w ?1 D w which is obtained by gluing the fully elliptic operators P 1 = (w 1 x 1 ) ?1 D 1 (w 1 x 1 ) and P 2 = (w 2 x ? 2 ) ?1 D 1 (w 2 x ? 2 ) as in x4.1.1. According to the main estimate we can now invert P in a controlled way in Sobolev spaces over X . The next task is to choose Sobolev spaces such that (5.4) extends to a smooth map between them. and we can assume C is independent of . This uniformity of C (and also (5.6)) follows from standard Sobolev embedding theorems for the complete Riemannian manifolds X 0 , X 1 and X 2 , by a partition of unity argument Au82, x2.23]. We chose w < 1 so that (5.5) implies that if the L p 2 -norm of u is su ciently small, then the pointwise norm of h = wu is everywhere < 1 and c (1 + h) de nes a genuine (C 0 ) conformal structure.
So L p 2 , for any p > 2, will take care of the linear term in (5.1). The nonlinearities in F w are much easier to control, however, if we take p > 4 so that (5.5) can be strengthened to sup X (juj + jruj) Ckuk L p 2 (X ) (5.6) for some other constant C that is independent of . Therefore we x p > 4 and show next that u 7 ! F w (u) extends to a smooth map from a neighbourhood of 0 in L p 2 (X ; E 1 ) to L p (X ; E 2 ). (ii) There exist decompositions U = U 0 U 00 , V = V 0 V 00 , where U 0 and V 0 are nitedimensional, U 00 and V 00 are closed and the map P 00 : U 00 ! V 00 induced by P has a uniformly bounded inverse G : V 00 ! U 00 .
(iii) The nonlinearity Q(u) satis es kQ(u) ? Q(v)k C(kuk + kvk)ku ? vk (Here C is a generic constant bounded independent of but possibly varying from line to line.) This is not quite enough because the " j also have a real-analytic dependence on the 0-jet of u. However, this is convergent for all u with sup juj < 1 and by multiplication properties of elements of L p 2 with p > 4, these extend to de ne smooth maps from a xed ball B U into V . Combining these observations with the previous estimates for the terms in the derivatives of u, we obtain part (i).
(ii) This follows from the main estimate (Proposition 4.2) and the fact that P is obtained by gluing fully elliptic operators.
(iii) This is deduced by a simple modi cation of the arguments used to prove f smooth.
The details are omitted. 5.1.5. Implicit function theorem. Relative to the decompositions of Proposition 5.8, write u = (u 1 ; u 2 ), f(0) = (f 1 (0); f 2 (0)), P = (P ij ) and Q = (Q 1 ; Q 2 ). The equation to be solved becomes the pair f 1 (0) + P 11 u 1 + P 12 u 2 + Q 1 (u 1 ; u 2 ) = 0; (5.10) f 2 (0) + P 21 u 1 + P 22 u 2 + Q 2 (u 1 ; u 2 ) = 0:
By the Proposition, P 22 is invertible, while from construction of the asymptotic kernels and cokernels in x4.1, the operator norms of the other P ij tend to zero as ! 1. Thus for each xed u 1 , (5.11) can be reformulated as a xed-point problem u 2 = T u 1 (u 2 ) := ?P ?1 22 f 2 (0) ? P ?1 22 P 21 u 1 ? P ?1 22 Q 2 (u 1 ; u 2 ):
From Proposition 5.8 it is easy to show that if is su ciently large and ku 1 k is su ciently small, then T u 1 is a contraction mapping on a su ciently small neighbourhood of 0 in U 00 . To be more precise there exist r 1 > 0, r 2 > 0 independent of assumed large, and a function ' : fu 1 2 U 0 : ku 1 k r 1 g ! fu 2 2 U 00 : ku 2 k r 2 g such that every solution (u 1 ; u 2 ) of (5.11) with ku j k r j is of the form (u 1 ; ' (u 1 )).
Thus we have solved an`in nite-dimensional component' of the conformal ASD equations (5.11); these are reduced to nding zeros of the nonlinear map between nite dimensional spaces got by substituting u 2 = '(u 1 ) into (5.10): put (u 1 ) = f 1 (0) + P 11 u 1 + P 12 ' (u 1 ) + Q 1 (u 1 ; '(u 1 )) and let (u 1 ) be the component of this in V 0 \ L p (E 2 ). To summarize: Proposition 5.12. For su ciently large , there exists a nonlinear map from a ball in U 0 to V 0 whose zeros correspond to L p 2 conformally ASD metrics near c . In particular if V 0 = 0 such conformally ASD metrics on X always exist.
5.2. Considerations of regularity. Our nal task is to establish that the weak (L p 2 ) solution found in the previous section is actually smooth. In fact we prove both interior regularity and that the resulting metric has optimal boundary regularity|in other words that it is polyhomogeneous (relative to an index set that we do not specify). In this section is large but xed and we drop it from the notation. (ii) Boundary regularity. The method we use is closely analogous to that used by Mazzeo in Maz91]; we are indebted to him for useful discussions on this point.
Near the boundary, w = x , where > 0 and = x 0 , say, where 0 has a phg asymptotic expansion. Then (5.15) takes the form P u u = Pu ? x " 1 (1 + x u; rru) = x Q(u; ru) + x 0 (5.16) and we already know that sup(juj + jruj) is uniformly bounded as x ! 0. Now if we had the indicial operator I(P) in place of P u on the LHS of (5.16), we could use the fact that I(P) has an inverse which behaves well on the b-Sobolev spaces to conclude that u 2 x L p k for every k and some xed p. It would follow that j(x@ x ) j @ y uj is continuous at @X for all j and all multi-indices . Continuing with the argument under the simplifying assumption that I(P) not P u is on the LHS of (5.16), we can now use the fact that I(P) and its inverse also preserve spaces of polyhomogeneous functions. To do so, assume by induction that u has a phg expansion up to some order N, say. Then because of the factor x on the RHS of (5.16), I(P)u has an expansion to order N + , and so u also has such an expansion. Hence u has a complete phg expansion at the boundary. The result with P u replacing I(P) comes from a suitable approximation argument. The details of this are straightforward but lengthy, and are omitted. 6. Main theorems 6.1. Gluing ASD b-manifolds. We now summarize our work so far by giving statements of the main theorems. For the reader's convenience we gather rst the relevant notation.
6.1.1. Notation. For j = 1; 2, X j is a 4-manifold with boundary and g j is a conformally ASD polyhomogeneous b-metric. A piece (union of compact connected components) Y of @X j is given, such that the g j approach isometric cylindrical metrics near Y . Weights w j are chosen as in x5. 6.1.2. Remark. The term`parameterizes' is used in a loose sense here. The family of conformally ASD metrics given by ?1 (0) is complete in the sense that every di eomorphism class of conformally ASD metrics su ciently close to g appears in the family. However the gauge action of the di eomorphism group has only been xed up to a nite dimensional residual gauge freedom and correspondingly the true moduli-space will in general be got by dividing ?1 (0) by a suitable compact Lie group. Further details of this are omitted. Theorem C. For j = 1; 2, let (M j ; g j ) be a compact conformally ASD orbifold, and let 0 j 2 M j be a point with a neighbourhood modelled on the origin in R 4 =a j . Suppose further that a 1 and a 2 de ne complementary singularities in the sense that there is an orientationreversing linear isometry of R 4 which intertwines a 1 and a 2 . Then there is a smooth map from a neighbourhood of 0 in H 6.2. Gluing hermitian-ASD b-manifolds. The results are very similar to those for ASD conformal structures, and will follow in the same way (from the methods of x5) once it has been explained how to glue hermitian-ASD manifolds. This will be done in the next few paragraphs. For simplicity we deal only with the case that the metrics being glued are scalar-at K ahler.
6.2.1. Notation and assumptions. For j = 1; 2, let (X j ; J j ) be complex b-manifolds of (real) dimension 4, and let Y @X j be a piece of the boundary. We make the assumption that the cylindrical neighbourhoods U j of Y in X j (cf. x2.3.1) are biholomorphic. This will be the case, for example, if X 1 is the conformal blow-up of a point in a compact surface and X 2 is obtained by conformal blow-down of 1 in an asymptotically Euclidean space. Now introduce b-metrics g j on X j and assume as in x2.3 that in U j , g j approaches a standard cylindrical metric g 0 . Assume that the isometry also preserves the complex structures, so that g 0 , g 1 , g 2 are all Hermitian with respect to the given complex structure. Then we can construct (X ; g ; J ) by gluing just as before. Note that J is a genuine integrable complex structure on X and that g is J -hermitian.
The Riemannian product metric on the cylinder is not necessarily K ahler, but if we assume that (X j ; c j ; ! j ) is conformally K ahler as in x3.3.3, so that ! j is a solution of the twistor equation (3.16), then when we glue, we get g as before and ! which still de nes an integrable complex structure when rescaled to unit length. However ! is only an approximate solution of the twistor equation de ned by the conformal class of g .
We can now introduce weights and repeat the work of x5 for the nonlinear map F J of The strategy of the proof of this result for manifolds without boundary is summarized in Tau96, Ch. 7]. The proof can be divided into three steps, each of which is substantial:
Step 1 Show that for N > 0 there is a way to construct a Riemannian metric g N on M N with the property that kW + (g N )k ! 0 as N ! 1.
Step 2 Apply the implicit function theorem (IFT) to nd a small perturbation g 0 = g N 1 + h(g N ) that is conformally ASD modulo the vanishing of a set of constraint functions (essentially the map of Proposition 5.12). Interpret the constraint functions as a nite number of nonlinear conditions upon g N .
Step 3 Show that by replacing M N by M N+n , a metric g N+n can be constructed with small kW + (g N+n )k and vanishing constraint functions. Apply the IFT in Step 2 to obtain a perturbation of g N+n that is conformally ASD.
Another way of interpreting
Step 3 is to say that one can reduce to an unobstructed deformation problem by forming the connected sum with su ciently many copies of C P 2 , this number depending only upon the original data (M; g M ). An important technical point is that the norm used in Step 1 is not a standard Sobolev norm; it is scale-invariant (like L 2 ) but a little stronger. This means that the IFT used in Step 2 is to be applied in non-standard Banach spaces; this in turn requires the development of other non-standard estimates for linear elliptic operators. 7.1. Sketch Proof I. Now let us turn to the b-manifold (X; g 0 ) of Theorem G. We start by applying Taubes's theorem to the double (M; g M ) of X. That is, regarding X as a non-compact manifold with a cylindrical end, we cut o the cylinder and glue the resulting manifold to another copy of itself (with opposite orientation). The closed manifold M then contains a neck Y ? ; ] t on which the metric is a conformally at Riemannian product metric. Here the double is used for de niteness only. Any closed, oriented 4-manifold containing the subset ft g of X would do just as well.
An examination of Step 1 above reveals that kW + k can be decreased by gluing copies of C P 2 onto Supp(W + (g M )). In particular for our double M, we can construct (M N ; g N ) such that kW + (g N )k ! 0 as N ! 1, but leaving the cylindrical neck in M untouched. Now we take Steps 2 and 3 to obtain a conformally ASD metric g 0 , say, on M N+n . We claim that near the middle (t = 0) of the neck, g 0 will be a very small perturbation of the product metric. Now return to a b-manifold X 0 by cutting the middle of the neck and gluing on a semi-in nite cylinder Y 0; 1) to produce a manifold with an end Y (? ; 1). Glue g 0 to the product metric by means of a cut-o function to obtain a metric g 00 on X 0 with the property that W + (g 00 ) 6 = 0 only in a small neighbourhood of t = 0. We can moreover assume that a suitable weighted Sobolev norm of W + (g 00 ) is as small as we please.
Thus we are now in the same framework as for the deformation theory in the rest of this paper. So we invoke once more the IFT to nd a conformally ASD b-metric g 000 as a small perturbation of g 00 . We claim that arguments analogous to those of Step 3 allow us to overcome the obstructions that could arise here. The inelegant double use of the IFT in this argument is intended to avoid the need to adapt to b-manifolds the non-standard norms mentioned above. This completes our sketch of a proof of Theorem G.
7.2. Sketch Proof II. It is also possible to argue slightly di erently: apply Step 1 as outlined above, and then pass back to a b-manifold X 0 by cutting at t = 0 and gluing in Y 0; 1). Now adapt Steps 2 and 3 to apply to b-manifolds with small kW + k. This direct approach is attractive conceptually and several of the main steps go through without major changes. However, it is technically subtle as we have already indicated because of the non-standard norms used throughout Taubes's argument. In particular, Taubes's analysis makes heavy use of the spectral theory of (bundle-valued) Laplacians r r: for some estimates it is necessary to expand sections as a linear combination of eigensections of r r, and spectral projection is used to de ne nite-dimensional subspaces corresponding tò small eigenvalues'. Because r r has continuous spectrum on a b-manifold, it is not simple to extend such arguments to b-manifolds. However we claim that one can satisfactorily glue Taubes Again there are coupled versions of these, @ = E : C 1 (V E) ! C 1 (V E), for any vector bundle E equipped with a unitary connection. In particular, there is a second-order operator C 1 (S 2 V ? ) ! S 2 (V + ) given by composing the Dirac operators C 1 (V ? This is a folklore theorem, but we reproduce the short proof. Suppose now that s = 0. With and as before, we deduce rst that is a parallel section. In particular, D 2 = 0. But also lies in the image of D 2 (by de nition), so must be zero, by the Fredholm alternative. Thus D 2 = 0 and, applying the Weitzenbock formula, is parallel. Thus we have identi ed the kernel of D g with the space of parallel sections of S 4 V + in the Ricci-at case.
Of course compact ASD-Einstein manifolds with s 0 are rather rare. A well-known result of Hitchin states that the only examples with s > 0 are the complex projective plane (with the opposite orientation) and the 4-sphere. And when s = 0, one has only (quotients of) the K3-surface or the at 4-torus. Since the former is simply connected and the latter has trivial holonomy, we have dim H 2 c = 5 in each of these cases.
When the class of spaces is widened to compact, ASD{Einstein orbifolds with s > 0, many more examples appear. These include the weighted projective spaces of Galicki{ Lawson GL88] .
The next class of examples consists of the compact scalar-at K ahler surfaces. Here there is a fundamental dichotomy according as the Ricci tensor does or does not vanish. Since the Ricci-at case was already analyzed, we may as well suppose that the surface is not Ricci-at. Then we have the vanishing theorem of KLP97] to the e ect that H 2 c (X) = 0 whenever the scalar-at K ahler surface is non-minimal; that is to say, whenever it contains at least one rational curve of self-intersection ?1. We shall not repeat the argument (though the reader will see many of the details in our discussion below of the case of non-compact but ALE scalar-at K ahler surfaces). Remark. Although we do not give a formal statement, it also often possible to compute H 2 c when c is conformally at. Indeed, in this case the ASD deformation theory is essentially the same as the conformally at deformation theory; in particular if the latter is unobstructed, then so is the former. On the other hand, the conformally at deformation theory is given by a at complex (de Rham complex with twisted coe cients). The cohomology groups can sometimes be computed by topological methods. and letting R 0 ! 1 we conclude as before that is parallel. Since j j ! 0 at 1, moreover, = 0. Hence D 2 = 0. We make the same argument as above using the Weitzenbock formula. This time the boundary term is O(R ?2 0 ) but we still conclude that is parallel and hence 0, since 0 at 1. Now let us take up the K ahler story. By de nition a non-compact K ahler surface (X; g; J) is said to be ALE if g is ALE and K ahler with respect to J and if the chart at in nity can be chosen to be a biholomorphic map X ? K ! (C 2 ? B)=?. We shall now show that in this case H 2 g (X) = 0. Our method is to analyze D g in terms of holomorphic data on X, decaying at 1. This is helpful because of the following lemma:
Lemma 8.3. Suppose that X is an ALE K ahler surface and suppose that T is a holomorphic tensor eld on X, jTj ! 0 at 1. Then T = 0. Proof. Transfer T to (C 2 ?B)=? and pull back to C 2 ?B. Then T becomes a holomorphic section of a trivial vector bundle and so each component of T is a holomorphic function that decays at 1. But by the removable singularity theorem of Hartogs, each component extends uniquely to a holomorphic function on C 2 and by the maximum principle must therefore be identically zero. This argument shows that T is identically zero on X ? K.
But then by uniqueness of analytic continuation, T is identically zero on X. In other words, relative to S 2 0 + = K ?2 K ?1 1 K K 2 , we eliminate rst the component in the trivial bundle, next the components in K 1 , nally those in K 2 . Remark that complex conjugation carries K r into K ?r so it is enough to deal with the components in 1, K and K 2 .
Proof of (i) As in LS93], the real function 0 satis es Lichnerowicz's di erential equation; on a compact manifold it follows that r 1;0 0 is a holomorphic vector eld. The argument requires integration by parts but in our situation we have su cient decay at 1 so that the conclusion holds. In fact, r 1;0 0 is holomorphic and decays at 1, so by Lemma 8.3
Proof of (ii). Referring to (8.7), 1 satis es the equation d ? 1 = 0. As in the compact case, this implies d 1 = 0 (cf. the proof of the existence of the conformal factor). In particular 1 is harmonic. Because the Hodge and @-Laplacians agree (up to a factor of 2) we infer that @ @ = 0 where 1 = + is the decomposition of according to components in K and K ?1 . Integration-by-parts is applicable now to show that is holomorphic. The proof is completed by applying Lemma 8.3 to . : 2;1 ! 1;0 is an isomorphism, it follows that is a decaying, holomorphic section of K 2 . This completes the proof of (iii) and hence the vanishing theorem.
