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We study the potential of all-electrical inductive techniques for the spectroscopy of propagating forward vol-
ume spin waves. We develop a one-dimensional model to account for the electrical signature of spin-wave
reflection and transmission between inductive antennas and validate it with experiments on a perpendicularly
magnetized Co/Ni multilayer. We describe the influence of the antenna geometry and antenna-to-antenna sepa-
ration, as well as that of the material parameters on the lineshape of the inductive signals. For a finite damping,
the broadband character of the antenna emission in the wave vector space imposes to take into account the
growing decoherence of the magnetization waves upon their spatial propagation. The transmission signal can
be viewed as resulting from two contributions: a first one from propagating spin-waves leading to an oscilla-
tory phase of the broadband transmission coefficient, and another one originating from the distant induction of
ferromagnetic resonance because of the long-range stray fields of realistic antennas. Depending on the relative
importance of these two contributions, the decay of the transmitted signal with the propagation distance may
not be exponential and the oscillatory character of the spin-wave phase upon propagation may be hidden. Our
model and its experimental validation allow to define geometrical and material specifications to be met to enable
the use of forward volume spin waves as efficient information carriers.
I. INTRODUCTION
The eigenexcitations of magnetic materials – the spin waves
(SWs) [1] – are attractive for future wave-based-computing
applications [1–6] because they combine small wavelengths,
GHz frequencies, and tunability [7]. Information can be
stored in the amplitude and phase of the SWs [8] and trans-
ported through a conduit made from a thin magnetic material.
In in-plane magnetized thin films, the SWs are categorized
depending on the orientation of their wave vector k with re-
spect to the magnetization M . The most popular configura-
tion is the Damon-Eshbach (DE) one, where M ⊥ k; these
waves can be efficiently generated by standard inductive or
rf-spin-orbit-torque (SOT) techniques [9, 10]. Beside, they
possess large group velocities and can therefore propagate
over long distances before being attenuated. Unfortunately,
the DE configuration is somewhat inadequate for transmitting
spin waves in a curved conduit, because the conduit would
need to be magnetized transversely by a non-uniform applied
field [11]. The slower backward volume (BV) spin waves,
whereM ‖ k, are far less often used [12] because their weak
coupling with inductive antennas and SOT antennas renders
them difficult to excite and detect.
To enable spin-wave based transmission of information in
any arbitrary direction, one can rather harness isotropic spin
waves like the forward volume spin waves [13] (FVSW),
whose wave vector lies in the plane of a film magnetized in
the out-of-plane direction. Such waves with isotropic prop-
agation recently enabled logic operations [6]. Unfortunately,
most past studies of FVSW [2] relied on materials with easy-
plane anisotropy and therefore required the application of an
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unpractical strong perpendicular magnetic field, substantially
diminishing the benefits of the FV configuration. In addition,
most of the studies on FVSW [6, 14, 15] used ferrites, i.e. ma-
terials which are hardly portable to the silicon platform and
suffer from a low saturation magnetization Ms, synonymous
of a modest spin-wave group velocity, limiting the ability to
transport information in a fast manner. A priori, materials with
both a perpendicular magnetic anisotropy (PMA) and a large
magnetization-thickness product would be much preferred for
FVSW applications [16]. This qualitative speculation needs
however to be backed up by predictive models.
In this paper, we study whether transition-metal-based ma-
terials with perpendicular magnetic anisotropy (PMA) are ad-
equate for forward volume spin-wave based information trans-
port. We first develop a one-dimensional analytical model
to account for the electrical signature of spin-wave reflection
and transmission between inductive antennas. This analytical
model sheds light on two particular limiting cases of interest
when manipulating spin waves in inductive transceivers con-
figuration: i) when the spin-wave attenuation length is much
longer than the characteristic size of the antennas and ii) when
it is much shorter. We then discuss the exact influence of the
geometry (dimensions and separation between the antennas)
and of the material damping parameter on the spin-wave sig-
nals expected in the general case. We finally report on experi-
mental investigations of Co/Ni multilayers, which validate the
model. Our findings promise to be insightful for the edition of
the geometrical and material specifications to be met to enable
the use of FVSW as efficient information carriers.
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2II. ANALYTICAL STUDY OF THE SPIN-WAVE SIGNALS
IN INDUCTIVE TRANSCEIVERS CONFIGURATIONS
In this section, we develop a simple analytical model to
describe the electrical signals encountered when exciting and
detecting FVSW with inductive antennas of canonical geome-
tries. This model can be viewed as a simplified version of the
formalism developed by Vlaminck and Bailleul [2, 17]. Here,
our objective is to maintain the formalism at a sufficiently di-
dactic level so as to ease the interpretation of the lineshapes
of the spin-wave inductive signals. We have systematically
checked that the present model yields the same results as the
more complicated model established in Refs. 2 and 17.
In the present study, we assume that the width of the spin-
wave conduit is much larger that any other dimension of the
system and that the inductive antennas are infinitely long in
the transverse direction y. Consequently, we consider that all
relevant magnetic fields, including the applied rf field and the
demagnetizing field, are sufficiently uniform in the transverse
direction so that we can restrict our analysis to the sole spin
waves with a wave vector purely oriented in the longitudi-
nal direction x. We shall omit the x subscript and systemat-
ically write k instead of kx. We examine the response to a
continuous-wave excitation at the working frequency ω0 and
we aim to describe the lineshapes of the transmission signal
between two inductive antennas, T˜ (ω0), and that of the re-
flection signal of each individual antenna, R˜(ω0).
A. Susceptibility for each wave vector
In spin-wave spectroscopy experiments, we work in the
forced oscillation regime and impose a harmonic stimulus at
the working frequency ω0. In response to this stimulus, the
magnetic system is excited within a broad range of wave vec-
tors: It naturally responds at the wave vector ±k0 (with k0
conventionally chosen positive) determined by the spin-wave
dispersion relation but it is also susceptible to respond at wave
vectors k different from ±k0. For the sake of clarity, we shall
refer to a forced oscillation response at |k| 6= k0 as a mag-
netization wave, in opposition to the (resonant) spin-wave at
k0. The amplitude and phase of each magnetization wave
{ω0, k} created in response to the inductive excitation torque
are governed by a complex tensorial susceptibility χ(ω0, k).
For FVSW with weak damping and negligible exchange, the
in-plane susceptibility to an in-plane harmonic field hx reads
(see appendix I)
χxx(ω0, k) ≈ γ
2
0MsH
eff
z
(ω2k − ω20) + ıω0∆ωk
. (1)
Here, γ0 is the gyromagnetic ratio, Heffz is the equilibrium ef-
fective field, and ωk is the spin-wave dispersion relation de-
scribing the frequency of the free oscillations of magnetization
at a given wave vector
ω2k = γ
2
0H
eff
z (H
eff
z + n(k)Ms), (2)
with n(k) = 1− 1−e−|k|t|k|t . Finally, ∆ωk is the mode linewidth,
which can be expressed as
∆ωk = αγ0(2H + n(k)Ms). (3)
The longitudinal susceptibility χxx(ω0, k) is essentially
a Lorentzian distribution with a finite width determined by
damping. At fixed wave vector, its full width at half maxi-
mum in the frequency space is, by definition, ∆ωk. At fixed
frequency, its pendant in the wave vector space is ∆kGilbert =
2/Latt, where Latt = 2|vg(k)|/∆ωk is the attenuation length
and vg ≡ ∂ωk∂k is the group velocity. For FVSW, in the small
wave vector limit (n(k) ≈ |k|t2 ), the latter writes
|vg(k)| ≈ γ0 H
eff
z Mst
4
√
Heffz
(
Heffz +
Mst|k|
2
) ≈ γ0Mst4 , (4)
from which it comes [18]
Latt(k) ≈ 1
α
γ0Ms
4ωFMR
t. (5)
Equation 4 recalls that, at reasonably small wave vectors, the
FVSW are essentially non-dispersive and that materials with
large saturation magnetization are desirable to achieve large
group velocities.
B. Efficiency of inductive antennas in reciprocal space
Since each magnetization wave {ω0, k} has a finite suscep-
tibility to the in-plane harmonic field components, it will only
be excited if a stimulus with the appropriate spatial periodicity
2pi/k is present; this depends solely on the antenna geome-
try. We consider below the three simplest antenna geometries
(Fig. 1), namely single wire antenna (labelled S), U-shaped
antenna (labelled GS) and coplanar waveguide antenna (la-
belled GSG). We assume that all antennas are infinitely thin
and that each conductor carries a uniform current density. Fur-
thermore, we assume that no Eddy current is induced in any
other part of the sample. Under these conditions, the x com-
ponent of the Oersted field for a single-wire antenna of width
L, separated from the magnetic medium by a vertical spacing
s, takes the form of a damped Sinc function in the wave vector
space [19]:
hSx(k) ∝
sin(kL/2)
kL/2
e−|k|s. (6)
This means that, in real space, hx is essentially constant under
the antenna and almost vanishes everywhere else, decaying in
a power-law manner.
The Oersted field created by composite antennas (GS and
GSG) may be deduced from Eq. 6 using trivial summations.
3FIG. 1. Square modulus of the antenna efficiencies (Eqs. 6-8) for
three different types of antennas: single wire (blue), U-shaped (red)
and CPW (black), where L = g = 200 nm and the antenna to spin
wave conduit spacing is s = 0. The single wire curve is plotted after
multiplication by a factor of 4.
For a U-shaped antenna of gap g (Fig. 1), it is
hGSx (k) = 2ı sin
(
k(g + L)
2
)
hSx(k), (7)
and for the coplanar waveguide antenna with the same gap, it
becomes
hGSGx (k) = 2 sin
2
(
k(g + L)
2
)
hSx(k). (8)
Fig. 1 gathers the antenna efficiency functions (Eqs. 6-8)
for representative experimental parameters. Three points are
worth noticing. First, the efficiency of all antennas vanishes at
k = 2pi/L. Second, single-wire antennas can excite at FMR
(k = 0) whereas composite antennas cannot. Third, the spec-
trum of the CPW antennas is comparable but sharper than that
of U-shaped antennas. At this stage, it is useful to define a
characteristic dimension Lant illustrating the spectral spread
of the antenna. We define it as the inverse of the full width
at half maximum of the main peak in the antenna efficiency
function (Fig. 1).
C. Spin wave reflection and transmission signals
The magnetic sample responds to the field produced by the
emitter at all wave vectors present in the excitation spectrum
hx(k) and, assuming that the two antennas are identical, the
magnetic flux leaking from the spin-wave conduit is detected
inductively by the receiver with the same transduction effi-
ciency hx(k). As a result, the spin-wave contribution to the
self-inductance of an antenna, which governs its microwave
reflection coefficient [19], writes
R˜(ω0) = Rnorm
∫ +∞
−∞
hx(k)
2 χxx(ω0, k) dk, (9)
where R−1norm =
∫ +∞
−∞ hx(k)
2 dk is a normalization factor.
Let r be the center-to-center algebraic distance between
the emitting and receiving antennas. Upon propagation, each
magnetization wave undergoes a phase rotation e−ikr. The
spin-wave contribution to the mutual inductance of a pair of
antennas, which governs the microwave transmission coeffi-
cient, can therefore be written as the inverse Fourier transform
of hx(k)2χxx(ω0, k), i.e. as
T˜ (ω0) = Rnorm
∫ +∞
−∞
hx(k)
2 χxx(ω0, k) e
−ıkr dk. (10)
We emphasize that the magnetic flux detected by the receiv-
ing antenna is the sum of contributions from all excitations,
not only from the resonant k0 spin wave but also from all other
excited magnetization waves, among which some have wave
vectors with sign opposite to that of r. We note also that the
Gilbert losses are fully accounted for in the complex suscepti-
bility (Eq. 1). Therefore, there is no need to introduce an ex-
plicit loss term of the form e−
|r|
Latt in Eq. 10. As we shall see
below, the latter appears naturally upon integration of Eq. 10
in cases where the inductive signal is dominated by the con-
tribution from the resonant spin wave {ω0, k0}. This justifies
the common practice [10, 20, 21] of introducing such a term
in an ad-hoc manner when the choice is made of considering
the sole resonant spin wave and neglecting off-resonant mag-
netization waves.
TABLE I. Material parameters and SW characteristics
Parameter Value
Effective field µ0Heffz 0.25 T
Gyromagnetic ratio γ0/(2pi) 30 GHz/T
Magnetization µ0Ms 0.89 T
Magnetic thickness t 20 nm
Group velocity vg(k) 105 m/s
Damping constant α 0.01 - 0.1
SW linewidth ∆ωk/(2pi) 230 MHz - 2.3 GHz
Attenuation length Latt(k) 1.2 µm - 0.12 µm
D. Lineshape of the reflection signal versus size of the antenna
Let us now examine how the antenna geometry affects
the shape of the collected spin wave signals. Fig. 2 plots
the frequency dependence of the reflection signal R˜ (Eq. 9)
for an hypothetical single wire antenna. For large L (L ≥
100 µm), our calculation describes a typical vector-network-
analyzer(VNA)-FMR experiment using a waveguide with
very wide central conductor [22]. In this case, the antenna
4efficiency function is essentially restricted to a Dirac distri-
bution around k = 0 so that the spin-wave signal almost
reduces to χ(ω0, k = 0). Upon decreasing L, the antenna
starts to emit in a wider band, from k = 0 to typically
δkantenna = pi/L, which yields a substantial response above
FMR frequency. This wave-vector spectral spread related to
the finite width of the antenna corresponds to a linewidth en-
hancement δωantenna = δkantenna × ∂ωk∂k , which reads
δωantenna =
piγ0Mst
4L
. (11)
Thus, the reflection signal R˜(ω0) resembles the FMR suscep-
tibility χ(ω0, k = 0) only when the spectral spread has much
less impact than the Gilbert linewidth, i.e. when δωantenna 
∆ωFMR. Equivalently, the lineshape of the reflected signal is
given by the sole Gilbert damping only when α  αantenna,
where
αantenna =
pi
32
t
L
γ0Ms
ωFMR
. (12)
Note that this condition of Gilbert-dominated linewidth is
not always satisfied in standard VNA-FMR characterization.
For instance, if performing VNA-FMR on a 50 nm thick film
at 6 GHz with antennas of width L = 50 µm, the lineshape of
the response will be almost independent from the film damp-
ing if the latter is less than αantenna = 10−4. This indicates
that Gilbert damping parameters smaller than a few 10−4, like
those of some YIG films, cannot be properly quantified with
such a setup. Conversely, for materials with larger damping,
such as standard PMA transition metals (Table I), substantial
distortions of the reflection signal R˜(ω) (or of the VNA-FMR
signal) are not expected unless sub-micron antennas are used.
We benefit from this in the experimental study of Co/Ni mul-
tilayered films, reported in section IV.
FIG. 2. Modelled reflection signal R˜(ω) of single wire antennas of
different widths. Real (a) and imaginary (b) parts of Eq. 9. The
material parameters are that of table I with a damping chosen to be
0.01.
E. Lineshape of the transmission signal
According to Eq. 10, the transmission signal is built from
the interferences of various magnetization waves with wave
vectors spread over an interval of width ∆k, defined by the
overlap of the susceptibility and antenna efficiency functions,
χxx(ω0, k) and hx(k), respectively. Upon propagation of
these waves over a distance r, the spread in their phases
increases by an amount ∆k r. Consequently, the interfer-
ences become more and more destructive as the propaga-
tion distance increases and the amplitude of the transmis-
sion signal decreases to eventually approach zero when the
phase spread becomes much greater than 2pi. Mathemati-
cally, this phase decoherence occurs because the propagation
operator e−ıkr oscillates faster and faster and the integrand
hx(k)
2χ(ω0, k)e
−ıkr in Eq. 10 averages out to a smaller and
smaller value.
A priori, the transmission signal T˜ involves three differ-
ent lengths: the propagation distance r, the characteristic
size of the antenna Lant, and the spin-wave attenuation length
Latt. If the conditions r  Latt and r  Lant are both
fulfilled, complete decoherence of the excited magnetization
waves is achieved and the transmission signal completely van-
ishes. Besides the very peculiar case of zero damping, which
yields a trivial oscillatory transmission extending to infinite
distances (see Appendix II), one can identify two limiting
cases in which the decoherence-induced decay of magnetiza-
tion waves, hence the transmission signal, take very distinct
forms: Latt  Lant and Latt  Lant.
1. Transmission signal in the limit of long attenuation length
Let us first consider the situation where the damping is
small enough so that Latt  Lant and the spin waves can prop-
agate far away from the emitting antenna. This corresponds to
α < αantenna if single wire antennas are used. In this case,
the integrand in Eq. 10 is dominated by the values of k very
close to the poles of the susceptibility, ±k0. Linearizing the
spin-wave dispersion and assuming a slow variation of vg and
hx with k around these poles, the transmission signal may be
approximated as
T˜ (ω0) ≈ Rnorm γ
2
0MsH
eff
z
2ω0 vg(k0)
hx(k0)
2
∫ +∞
−∞
e−ıkr
|k| − k0 + ıLatt
dk.
(13)
Applying the residue theorem and neglecting a fast decaying
near-field contribution, the integral in Eq. 13 can be shown to
amount to 2ıpie−ık0|r|e−
|r|
Latt (See Appendix B in Ref. 23). It
follows that, in the ”resonant-spin-wave-dominated” regime,
the transmission signal writes
T˜ (ω0, Latt  Lant) ∝ ı e−ık0|r| e−
|r|
Latt hx(k0)
2. (14)
This expression recalls the empirical one used to model
various experiments conducted in the Damon-Eshbach con-
figuration [10, 20, 21, 24, 25]. The factors e−
|r|
Latt and
5e−ık0|r|, which appear naturally upon Fourier transforming
the Lorentzian susceptibility function (Eq. 13), illustrate, re-
spectively, the exponential attenuation [26] and the gradual
phase rotation of the spin wave upon propagation. The factor
ı arises from the fact that the response at the poles is solely
related to the imaginary part of the susceptibility since the
real part vanishes there. Finally the antenna efficiency hx(k0)
matters, as expected. As demonstrated in Appendix II, Eq. 14
naturally holds for α = 0.
2. Transmission signal in the limit of short attenuation length
Let us now consider the opposite situation where damping
is large and the antenna is much wider than the attenuation
length (Latt  Lant). If single wire antenna are used, this cor-
responds to α  αantenna, a situation where the reflection sig-
nal looks like the FMR susceptibility (see Sec. II D). In this
limit, the susceptibility χxx(ω0, k) is almost constant in the
region where the antenna efficiency function hx(k)2 is con-
tributing most to the integrand of Eq. 10. Then, one can ap-
proximate the transmission signal by
T˜ (ω0) ≈ Rnorm χxx(ω0, k=0)
∫ +∞
−∞
e−ıkrhx(k)2dk. (15)
Applying Parseval-Plancherel identity, the integral in the
above equation can be rewritten as
∫ +∞
−∞ hx(x)hx(x+ r) dx,
which measures how the inductive fields generated by two an-
tennas separated by r overlap in the volume of the magnetic
medium. It thus expresses a form of inductive coupling, which
does not involve the propagation of spin waves. As already
noted in Ref. 27, near FMR, part of the magnetization waves
existing far from the emitter can indeed be viewed as being
directly excited by the long range rf field produced by the an-
tenna. We will refer to this signal as the distant induction of
FMR. The transmission signal in the wide antenna limit finally
reads
T˜ (ω0, Latt  Lant) ∝ χxx(ω0, k=0)
∫ +∞
−∞
hx(x) hx(x+r) dx.
(16)
This expression indicates that whenever the spin waves do not
travel much, either because Latt is too short or because the
antennas are comparatively too wide, the transmission signal
is mainly due to the distant induction of FMR. Therefore, in
the Latt  Lant limit, the reflection and transmission spectra
shall look alike and resemble both the FMR susceptibility.
III. NUMERICAL STUDY OF THE SPIN-WAVE
TRANSMISSION SIGNALS
In the general case, the three different characteristic lengths
controlling the transmission spectra, i.e. r, Lant, and Latt, must
all be taken into account and considered on an equal footing.
Eq. 10 must then be integrated numerically. Below, we present
results of such numerical integrations for material parameters
typical of transition metal PMA films (Table I).
FIG. 3. Damping dependence of the real part of the expected trans-
mitted signal at the receiving antenna (Eq. 10) for single wire (a-d)
and composite antennas (e-h). Parameters are L = 200 nm, g = 250
nm, s = 30 nm and r = 2 µm.
A. Evolution of the transmission spectra with damping
Let us first study how the transmission signal changes with
the magnetic damping parameter, for a given propagation dis-
tance of 2 µm. Figure 3 shows the numerically determined
transmission spectra T˜ (ω0) for four values of α and the three
types of antennas introduced previously. At low damping
[Fig. 3(a,e)], a broadband transmission is observed, in which
the phase of T˜ rotates within an envelope defined by the an-
tenna efficiency function (Fig. 1), consisting of one (single
wire antenna) or two lobes (composite antennas). These trans-
mission spectra are dominated by the contribution of prop-
agating spin-waves and they resemble the expectations from
Eq. 14. As the damping increases [Fig. 3(b,c,f,g)], the trans-
mission amplitude decreases rapidly (see the scaling factors)
and its frequency span shrinks and progressively concentrate
into the vicinity of FMR. Concomitantly, the oscillatory na-
6ture of the transmission signal above FMR is suppressed. The
oscillations are lost at smaller damping values for single wire
antennas than for composite antennas, which will be explained
later in the paper. At large damping [Fig. 3(d,h)], the transmis-
sion spectra eventually become fully dominated by the contri-
bution from the distant induction of the FMR and they resem-
ble the expectations from Eq. 16.
B. Evolution of the transmission spectra with distance
Let us now examine how the transmission signal depends
on the propagation distance, for a finite damping of 0.01. Fig-
ure 4 illustrates the case of single wire antennas, as well as
CPW antennas separated by 2 to 14 µm.
1. Transmission signal below FMR
Below FMR frequency, the transmission signal does not
contain oscillations related to phase rotation upon propaga-
tion. At these frequencies, indeed, there is no spin wave mode
available to transport energy. The finite transmission is exclu-
sively due to the lateral spread of non-resonant forced oscil-
lations (magnetization waves) and the signal originates essen-
tially from low k values, where the susceptibility is maximum.
A direct consequence of this is that the transmission below
FMR is extremely weak for composite antennas the efficiency
of which is nil at k = 0 (Fig. 1).
2. Transmission signal above FMR
As the frequency increases above FMR, propagating spin-
wave modes become accessible. Their wave vector increases
with increasing frequency, following the dispersion relation
(Eq. 2), which results in a frequency-growing accumulated
phase rotation −k0r after propagation over a distance r. The
phase rotation translates into a cosine-like (resp. sine-like)
variation of the real (resp. imaginary) part of T˜ with fre-
quency. The frequency spacing between two successive max-
ima, corresponding to a phase increase of 2pi, may be identi-
fied with the ratio vgr [18]. Here, again, the amplitude of the
oscillations follows an envelope, which, at low damping, is set
by the antenna efficiency function hx[k0(ω0)].
3. Crossover between resonant-spin-wave-dominated transmission
and distant FMR induction
Fig. 4(d) shows how the maximum amplitude of the trans-
mission signal decays with increasing distance r. For CPW
antennas, the decay is initially exponential. Beyond some dis-
tance [≈ 10 µm with our material parameters], however, it de-
viates from the commonly anticipated e−
|r|
Latt law [24, 25, 28]
and becomes significantly slower. For single-wire antennas,
the decay is never truly exponential-like, even at the smallest
distances. All of these deviations from a pure exponential be-
haviour occur because, as evoked before, the transmitted sig-
nal is generally made of two contributions, that of propagating
spin waves and that of the distant induction of FMR. Since
the rf field produced by the antennas decreases in a power-
law manner with distance, while propagating spin waves de-
cay exponentially, there will necessarily be a distance beyond
which the contribution of the distant FMR induction (approx-
imated by Eq. 16) will dominate over that of propagating spin
waves (approximated by Eq. 14) and the maximum amplitude
of the transmission signal will progressively tend to follow a
power-law asymptote. This distance depends on the exponent
of the power-law decay of the spreading rf field hx(r), hence
on the type of antenna. This explains why the transition occurs
at much longer propagation distance for the CPW antennas
(hGSGx (r) ∝ r−4) than for single wire antenna (hSx(r) ∝ r−2)
and why a much clearer crossover is observed for the former,
see Fig. 4(d).
IV. EXPERIMENTAL SPIN WAVE SIGNALS
Let us now compare the results of our model with those
of travelling SW spectroscopy experiments carried out in
the FVSW geometry on an archetypal metallic PMA stack,
namely a Co/Ni multilayer.
A. Sample
The studied device was fabricated from a multilayer
of composition Pt(5)/Cu(2.5)/{Ni(0.6)/Co(0.2)}×21/Ni(0.6)/
Cu(2.5)/Ta(2.5), where the numbers are the thicknesses of the
layers in nanometers. Several such stacks were deposited on
natively oxidized intrinsic high resistance Si(100) substrates
by DC magnetron sputtering. Damping parameters and effec-
tive anisotropy fields were determined by conventional Vec-
tor Network Analyser-FMR in perpendicularly applied mag-
netic fields (Fig. 5). The obtained values span from 0.013 to
0.02, and 3 mT to 280 mT, respectively. Then the multilayer
with lowest damping (0.013) and anisotropy field (3 mT) was
selected for microfabrication: it was patterned into a stripe-
shaped spin wave conduit by a combination of optical lithog-
raphy and ion-beam etching.
The width of the patterned spin wave conduit (20 µm) was
chosen much greater than any other dimension in the experi-
ment so as to ensure quasi-translational invariance of the mag-
netic equilibrium configuration in the transverse direction and
thereby promote the generation of spin waves with wave vec-
tors directed primarily along the conduit length. The spin-
wave conduit was covered with 30 nm of SiO2 for electric
insulation. Finally, the above lying 90 nm thick coplanar
waveguide antennas, made of aluminum, were patterned using
electron-beam lithography. The CPWs consist of conductors
of widths L = 200 nm and edge-to-edge gaps g = 250 nm
[Fig. 6(a)]. The antenna center to antenna center distance was
set to r = 2µm.
7FIG. 4. Influence of the propagation distance on the imaginary part
of the transmission signal (Eq. 10) with frequency for (a, b) CPW
antennas (L = 200 nm, g = 250 nm and s = 80 nm) and (c) single
wire antennas (L = 500 nm, s = 80 nm). The damping parameter
is 0.01. Propagation distances are indicated in the legend. (d) Maxi-
mum of the modulus of the transmission coefficient versus antenna-
to-antenna distance for the two antenna geometries. The blue line
corresponds to an exponential decay with an attenuation length of
1.1 µm, as calculated from Eq.5.
B. Spin wave transmission signal
The spin wave transmission signal was measured using a 2-
port Vector Network Analyser (VNA). A standard phase and
amplitude transmission calibration procedure of the VNA was
applied in the reference planes of the device pads. Around the
FMR frequency, the cross-talk between the input and output
antennas was typically -70 dB. This field independent para-
sitic signal was larger than the spin-wave signal and we re-
moved its contribution by subtracting an appropriate reference
measured in zero field, while the sample was in a magnetic
multidomain configuration and no clear spin-wave related sig-
nal could be detected.
A representative spin-wave transmission spectrum is plot-
ted in Fig. 6(b,c). Its main qualitative features, namely its os-
FIG. 5. Magnetic properties of the [Co(2A˚)/Ni(6A˚)×21] selected
multilayer. (a) Out-of-plane field dependence of FMR frequency.
The inset shows the Mz vs Hz loop. (b) Variation of the half width
at half maximum (HWHM) of the FMR line with frequency. The
slope may be identified with Gilbert damping parameter. The linear
fit yields α = 0.013± 0.002.
FIG. 6. (a) Colorised scanning electron micrograph of the device
with CPW antennas on a Co/Ni multilayer. The scale bar is 1 µm.
The nominal width of the conductor L is 200 nm and the gaps be-
tween the conductors are 250 nm. (b) Real and (c) imaginary parts
of the experimental transmission parameter and fits thereof with a
damping of 0.03, an antenna size of L = 180 nm, a gap of g = 200
nm, spacing of s = 80 nm and a propagation length of 1.8 µm.
8cillatory nature, the quadrature relation between its real and
imaginary parts, the presence of a faint second lobe enve-
lope at high frequency, and the quasi-absence of signal be-
low FMR, are all in line with expectations. From a qualitative
point of view, the agreement between experimental and theo-
retical spectra can be regarded as satisfactory, hence confirm-
ing the validity of the model. However, achieving a quanti-
tative agreement between experiment and modeling required
one to adapt the damping parameter α and/or the vertical spac-
ing s between the antennas and the magnetic material. These
two parameters have a similar influence on the lineshape of
the transmission parameters (see appendix III) so that they
cannot be evaluated independently from each other in a re-
liable manner from the fitting procedure. To adjust α, we
have chosen to set s as the distance separating the middle
of the magnetic film and the middle of the antenna. Under
this assumption, the device damping needed to be increased
to 0.03 to get a satisfactory fit. This is to be compared to the
value of α = 0.013 extracted from the FMR data taken on the
multilayer from which the device was fabricated [Fig. 5(b)].
We believe that the observed higher damping at device level
could indicate that the fabrication process may have degraded
the material damping parameter, which likely correlates to the
formerly observed strong variability of the damping measured
on multilayers from different batches. Alternatively, it is also
possible that the inhomogeneous broadening of ferromagnetic
resonance, which appears in VNA-FMR as an extrapolated
non-zero linewidth at zero frequency, also contributes to the
effective spin-wave damping. This could be the case if the
magnetic inhomogeneities at play occurred on a length scale
much smaller than the dimensions of our device.
V. CONCLUSION
In summary, we have investigated to what extent inductive
techniques can be used for the spectroscopy of forward vol-
ume spin waves in metallic films with perpendicular magnetic
anisotropy. We have developed and validated a simple model
that describes the emission (Eq. 9) and the distant detection
(Eq. 10) of plane waves in a one-dimensional magnetic con-
duit with out-of-plane magnetization. The excitation and col-
lection efficiencies in wave vector space depend on the an-
tenna geometry: a broadband emission starting from ferro-
magnetic resonance (k = 0) can be obtained with a single
wire antenna, while U-shaped and coplanar waveguide anten-
nas emit in a narrower band that excludes the vicinity of FMR.
As a result of this wave vector spectral spread, the reflec-
tion signal of an antenna can have a complicated frequency-
lineshape. The lineshape mimics the classical Lorentzian-like
macrospin susceptibility only when the damping contribution
to the linewidth dominates the contribution related to the an-
tenna spectral spread (Eq. 12). This criterion is generally not
satisfied for YIG-based conduits with micron-sized antennas
but it can be met easily for PMA transition metal magnets that
possess a substantially larger Gilbert damping.
The antenna-to-antenna transmission signal (Eq. 10) can
be understood as a combination of the wave-vector-resolved
magnetic film susceptibility, the antenna spectral efficiency,
as well as the magnetization-wave phase rotation upon prop-
agation. For sufficiently low damping, the combination of
the finite group velocity and the spin-wave phase rotation re-
sults in an oscillatory character of the transmission parameter
versus the frequency. The damping decreases the susceptibil-
ity and mixes the contributions of the different wave vectors,
which leads to the progressive decoherence of the propagat-
ing spin-wave packets and has dramatic qualitative and quan-
titative impacts on the transmission signal. In the limit of a
moderate damping / moderate distance, this reduces to an ex-
ponential decay of the transmission signal, with a decay rate
identified as the inverse of the spin-wave attenuation length.
In other situations, however, the decay may be slower than ex-
ponential. Indeed, part of the transmission can be viewed as
a distant induction of FMR, arising from the long-range stray
fields produced by the antennas. Our findings offer physical
insight that can help to engineer the geometrical and material
specifications to be met to enable the use of forward volume
spin waves as efficient information carriers.
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APPENDIX I: SUSCEPTIBILITY VERSUS WAVEVECTOR
AND FREQUENCY
In this first appendix, our aim is to determine the transverse
susceptibility versus angular frequency ω ∈ R and wave vec-
tor k ∈ R of a PMA film in response to a transverse rf mag-
netic field. The calculated susceptibility is used to deduce the
shape of the line expected in the forward volume wave spec-
troscopy models and experiments presented in this paper.
We calculate the dynamic response of the magnetization
M in the presence of a magnetic field H starting from the
Landau-Lifshitz-Gilbert (LLG) equation:
∂M
∂t
= −γ0 (M ×H) + α
MS
(
M × ∂M
∂t
)
. (17)
Here, γ0 = γ µ0, where γ is the gyromagnetic factor, µ0 is the
permeability of vacuum, Ms is the saturation magnetization,
and α is the dimensionless damping parameter.
In order to linearize the above equation around the equilib-
rium M//z, we may decompose the magnetization vector as
the sum of static and dynamic components
M(t) = Ms(ez + δm(t)), (18)
9where the dynamic magnetization δm(t) is as-
sumed to have the form of a plane wave δm(t) =
<
((
˜δmx ex + ˜δmy ey
)
eı(ωt−kx)
)
. The tilde recalls
that the transverse terms ˜δmx and ˜δmy , which obey
| ˜δmi|  1 (i = x, y), are complex numbers.
Likewise, the total effective magnetic field Heff acting on
M can be written as
Heff(t) = Heffz ez + h
eff(t), (19)
Heffz is the static component of the total magnetic field. In
our case, it is the sum of the out-of-plane applied field Hz ,
the static demagnetizing field −Ms, and the anisotropy field
Hani. The dynamic magnetic field heff has two contributions:
the demagnetizing field produced by the periodic magnetiza-
tion pattern −n(k)m˜xex, with n(k) = 1 − 1−e−|k|t|k|t ≈ |k|t2
and the rf applied field h = <((hx ex + hy ey) eı(ωt−kx)),
with hx and hy ∈ R.
Keeping only the terms up to first order in the dynamic
components δm and h, the linearized LLG equation in the
reciprocal space reads
ıωδm = −γ0Ms(ez×heff +δm×Heffz ) + ıωα(ez×δm).
(20)
Introducing the specific plane-wave forms chosen for ~m and ~h in Eq. 20 and rearranging the terms adequately, we readily
obtain a matrix expression for the rf applied field as a function of the dynamic magnetization
γ0Ms
(
hx
hy
)
=
[
γ0(H
eff
z + n(k)Ms) + ı α ω −ı ω
ı ω γ0H
eff
z + ı α ω
](
˜δmx
δ˜my
)
(21)
A simple matrix inversion finally yields the susceptibility tensor χ. Keeping only terms that are first order in α, we obtain(
˜δmx
˜δmy
)
= χ
(
hx
hy
)
≈ γ0Ms
(ω2k − ω2) + ıω∆ωk
[
γ0H
eff
z + ı α ω ı ω
−ı ω γ0(Heffz + n(k)Ms) + ı α ω
](
hx
hy
)
, (22)
where
ω2k = γ
2
0H
eff
z (H
eff
z + n(k)Ms) (23)
is the dispersion relation of the forward volume spin waves
(Eq. 2) and ∆ωk = αγ0(2Heffz + n(k)Ms) is the mode
linewidth.
From Eq. 22, the transverse susceptibility of interest reads
χxx(ω, k) ≈ γ0Ms(γ0H
eff
z + ı α ω)
(ω2k − ω2) + ıω∆ωk
. (24)
Considering that α is much smaller than ω
γ0Heffz
∼ 1, we
can neglect the damping term in the numerator of the above
expression, but not in the denominator since it dominates near
the resonance.
For the discussion in the main text of this work it is useful to
rewrite the denominator as linear function of the wave vector
k for a given angular frequency ω0. At k ∼ k0, where ω0 =
ω(k0), the dispersion relation can be written as ω2k = ω
2 +
2 vg(k0)(k − k0). Here, vg(k0) is the group velocity at k0,
as defined in Eq. 4. Thus, knowing that ∆ωk2 vg = L
−1
att the
susceptibility at ω0 reads
χxx(ω0, k) ≈ γ0Msγ0H
eff
z
2ω0 vg(k0)
(
|k| − k0 + ıLatt
) . (25)
APPENDIX II: HYPOTHETICAL ZERO DAMPING CASE
Let’s test the case with no propagation loss, i.e. assuming
α = 0 and an infinite attenuation length. We assume that
we possess an hypothetical narrow band antenna that carries
a sinc current partition with spatial periodicity 2pi/k0. The
antenna thus emits uniformly in the [k0−, k0 +] and [−k0−
,−k0 + ] intervals and does not emit for other wavevectors.
We still consider a working frequency ω0 > ωFMR with the
corresponding spin wave wavevector k0, defined as positive.
The limit of the susceptibility for zero damping can be written
as:
χ(ω0, k)|α→0 =
2
t
1
|k| − k0 − ı
2pi
t
δk0 − ı
2pi
t
δ−k0 (26)
where δ is the Dirac distribution. The integration of the trans-
mission parameter requires to split the integral in two parts:
T˜ (ω0) ∝
[∫ −k0+
−k0−
+
∫ k0+
k0−
]
χ(k) e−ıkrdk (27)
After some algebra, the real part can be written as:
<(T˜ (ω0))
∣∣∣
α→0
= −4
t
sin(k0r)
[
pi + 2
∫ +r
0
sinc(q)dq
]
(28)
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and the imaginary part is:
=(T˜ (ω0))
∣∣∣
α→0
= −4pi
t
cos(k0r) (29)
Several points are worth noticing:
• If the antenna had an infinitely narrow band (i.e.  = 0,
i.e. if it was generating a perfectly spatially periodic
field), the transmission signal in the absence of damping
would simply reduce to:
T˜ (ω0)
∣∣∣
α→0,→0
= −ı4pi
t
e−ık0r (30)
which is a trivial monochromatic plane wave propagat-
ing without attenuation, as intuitively anticipated.
• If the antenna had a finite bandwidth (i.e.  6= 0),
the integral in Eq. 28 would converge to pi/2 for
long propagation distances, i.e. when r → ∞, such
that <
(
T˜ (ω0)
∣∣∣
α→0,r→∞
)
→ − 8pit sin(k0r). The
amplitude of the transmission signal would not decay
with the propagation distance but it would oscillate
periodically because the amplitude of the real and
imaginary parts differ. This beating is due to the finite
spectral width  of the wavepacket.
• Finally let’s examine the case of an antenna that
still has an finite spectral width (i.e.  6= 0), and
look at the propagation in its vicinity. Noting that∫ +r
0
sinc(q)dq ≈ r for r  1, implies that the
real part of the transmission parameter would increase
with the propagation distance at small distances.
One could be surprised by this trend. This simply
reflects the fact that one needs some distance so that
the below-resonance wavevectors k ∈ [k0, k0 + ]
(with positive χ) and the above-resonance wavevectors
k ∈ [k0 − , k0] (with negative χ) cease to have
cancelling contributions thanks to their differential
phase rotation e−ı(k−k0)r that increases with r.
APPENDIX III: EFFECT OF THE SPACING BETWEEN THE
ANTENNA AND THE MAGNETIC FILM ONTO THE
TRANSMISSION SPECTRUM
Fig. 7 displays how the transmission parameter is expected
to vary with the vertical distance s between the antenna and
the magnetic film. The e−ks factor in Eq. 6 does not change
the response at the FMR frequency but it induces a faster de-
cay of the transmission signal versus frequency above FMR,
and a progressive loss of the oscillatory character. As a result,
s and α have qualitatively similar influences on the lineshape
of the transmission signal, although α exponentially impacts
the amplitude of the transmission. Note that in our electro-
magnetic model (Eqs. 6-8), the antenna and the film are ap-
proximated as infinitely thin sheets, such that there is no rigor-
ous way of choosing the right value of s to fit the experiment.
FIG. 7. Imaginary part of the transmission parameter for α = 0.03,
CPW antenna size of L = 180 nm and gap of g = 200 nm and a
propagation length of 1.8 µm. The vertical separation between the
antenna and the magnetic film is varied between s = 30 nm and
s = 500 nm.
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