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Abstract. In this paper we give four methodological results the interest of which is to help us in 
studying the sub-families of the context-free languages family. We just derive from them some 
nown) results. The new results we can get from them can be found in [4,5,7]. 
Le but du prhnt article est d’6tablir quelques rhultats de nature m&hodologique; 
leur int6& pr hcipal reside done dans leurs applications. Ceux-ci s’avhent fort 
utiles dans 1Wude de la famille des langages algebriques (o context-free) et de borl 
pas faire appel h des 
cons6quences wn t ndant la preuve que nous pouvons alors en 
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classique+ donnent des conditions necessaires pour qu’un langage L soit dans 
certadnes familks de langages. C’est ainsi que nous po vans aisi5ment montrer que 
les deux families des langages li&+.ires et des langages pteur sont incomparar. 
bles (au sens de l’inclusion), ou q’ue certains langage e peuvent s’echanger par 
transJuction rationnelle. 
Etant donne un ensemble fini X ((alphabet), on designe par X* le mono’Y’de libre 
engendre par X et par % son el&ent neutre. Qn supposera connues les proprietes 
classiques des langages rationnels (ou de “Weerae”) et algebriques (ou “context- 
free?‘). Les notations urilisees pour les grammaires algebriques ont celles de [9]. 
Nous utiliserons frequcmment 
(i) les langages rationnels locaux; ce sont des langages de la forme 
L = (Ax* n x*~)\x*vx* oti A,BCX et VCX2; 
(ii) Les homomorphismes alphabetiques; un homomorphisme de X* dans Y* 
est alphabetique si d(X) C Y U { 1). 
Etant don& deux alphabets X et Y, rappelons qu’une transduction rationnelle 
est, par dbfinition, une park rationnelle du monoi’de X* x Y* (voir [l l]). Now 
utiliserons constammc nt la caract&risation suivante de celles-ci: 
[l 11. La transduction T C ,X* X Y * est rationnell? si, et seule- 
alphabet 2, deux homomorphismes alphab&iques (b et + de 2” 
dans X* et Y* respect1 vement et un langage rationnel local K stir Z tels que 
7=wJh&h)IhE 
Etant donne un fiangage L sur X, l’image par T de L s’ecr 
7L = +(4-‘L n fq. 
On sait que si L est rationnel (resp. algebriquej il en va de meme de IL. 
En outre, le langage L1 domine le langage L2 s’il existe une transduction 
rationnelle ‘r telle que L2 = 7Lt. Si de plus L2 domine L1, ofp dit que L1 et L2 sect 
rationnellement equivalents. Dew langages ont alors rationnellement incompara- 
bfes si aucun ne do 
facteur d’un mot f de X*, n triplet (f~, v, w) tel que f = 
cette definition nous permet en fait de distinguer l’occurrence du 
n introduit alors 4a notion de facteur it&ant qui permet d’enoncer 
facilement Ia condition necessaire pour qu’un langage soit ration 
e comme ““lemme de l’etsi’le I’. 
t dorm& un langage L et un mot f de , l’occurrence (14, g, w ) ro 
r it&-ant de f darts L si, et se ent si, 
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mot de L de 
SE le langage L est rationnel, il existe un entier IV0 tel que 
suoe’rieure ou igale ii NO admetite un facteur it&ant dans L. 
tout 
e la m&e faGon, le lemme de la double 6toile (ou theorsme de Bar- 
es et Shamir) fournit une condition nkessaire pour qu’un langage soit 
nlghbrique. 11 fait apparaitre naturellement la notion de paire it&ante qui 
&n&alise celle de facteur it&ant. 
Etant don& un langage L sur l’alphabet on appelle paire it&ante du mot f 
dans L un quintuplet (a, u, ,C?, v, y)E X* x X* X X* X X* X X* tel que 
(1) f = &w, 
(2) nH*cvu” @“yEL, 
(3) uv# 1. 
Nous pouvons Aws 6noncer le rbsultat classique suivant: 
Th&dme ir [9]. Si Ee langage L est algibsique, il 
existe un entie NO tel que tout mot de L de longueur supheure ou kgale d NO admette 
une paire it&ante dans L. 
La preuve classique de ce.thkor&me fadt intervenir une grzlrnmaire algkbrique G 
engendrant le langage L et assure l’existence d’une paire it&ante q ti est plus like i 
G qu’au mot (asset long) choisi. Ayssi, est-on conduit ij d6fKr les paires it&antes’ 
grammaticales, notion qui jouera un r6le trks imporrant dans la suite. 
Etant donnees une grammaire algebrique G = (X, V, P) et unc: paire it&ante 
T = (a, u, p, v, y) du mot f de L(G, CT) (pour CF E V), la paire r est grammaticale 
(relativement h G) s’il existe S E V tel que 
S dans G. 
ue T est une paire it&ante grammaticale associee au non-terminal 
e. Soit X={a,b), V=(S), et P={S+aaSbb, S-4). Le mot 
a4b4 E 4, (G, S) admet w = (a? a 2, cab, b*, b)r comme paire it&ante. 7~ n’est pas 
grammaticale r3lativement h 6. Par contre + = (1, a*, a2b2, b*, 1) est une paire 
i&ante gramnzaticale relativement & G de a4b4 dans L (G, S). 
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une paire it&ante (LY, u, p, v, y) dans L ai soit a, u et /3 soit p, v et 2 contiercnent &es 
occurrences de lettres distingukes. De plus, on peut toujours supposer <que U@I contient 
mains de NO telles (I?ccurrenees. 
2 [ 121. Si le langage L es?, algbbrique, quelque soit la grammaire 
il exi,ste un entier No reJ que, si dans un mot f de L on ckistingue au 
moins I+& occurrences de lettires, f admette une paire it&ante gra 
ment ii 6, (cw, u, /?, v, y ) 04 soit IY, u et p, soit & v et y contiennen 
lettres distingu4es. De pl-lcs, on peut toujours supposer que z@v c 
telles occurrences, 
Le but de‘cet article est d’dtablir quelques r&suItats montrant comment les paires 
iterantes d’un langage aigebriques peuvent apparaitre lorsqae celui-ci est don& 
comme image d’un autre langage alg6brique dans une transduction rationnelle. En 
particulier, nous montrew~ns que si le langage image admet une paire it&ante ayant 
certaines propriMs, Pe langage objet en admettait une au moins ayant ces m$mes 
propriC t6s. 
Ces propriMs des paires it&antes sont les suivantes: 
IEtant don& nw langage L et une paire it&ante w = (cu, u, p, v, w) d’un mot f de 
L, on dit que w est 
str;icti! li gauche si l’ensemble G,,, ={nEN~au”@v”yEL} est fini pour tout 
entier nz. 
strkte ci droite si l’ensemble Dm = {nENjw.4m~vn~EL} est fini pour tout 
entier pn. 
strkte si TI= est stricte B gauche et B droite 
trfk stricte si la cardinalit des ensembles G,,, et I?, est bornee 
independamnient de PII. 
JE es: - 
S,={(J”b”I1:~ n =z m }; la paire it&ante fl = (1, a, 1, b, 1) est stricte B 
gauche dans S,, mais elie n’est pas stricxe. 
Dans S,={a”b” In 3 m a I}, elle est stricte B droite, mais pas St&e. 
ans S+={a”b”(n# m, n 2 1) elle n’est stricte ni B gauche, ni 2 droite. 
ans { a nbm 1 n s m 6 2n } elle est stricte, mais pas t&s stricte. 
Enfin dans ( & ?prn 1II 6 m s n + I} elle est t&s stricte. 
sex-a dit obtenu par la. nib*’ it&e de paire it&ante v = 
lus g&Gralement tout mot w.Pp2)‘y sera bit it&6 de TL . 
paire de S-’ = (a! ‘, u ‘, 0 ‘, v’, 7’) sera dkduite de n si 
cy’ ‘Z ;u1, p’ = u2u~pv~vl, 0’ = v2vI;(vl et y’= v2uIIy 
avec M = u1u2 et v = .u1v2. 
011s terminerons cc2 pr6liminaires par la 
i 
9 
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tr2s stricte) de 
relativement ci 
fd ans 
, qui 
A il existe une paire 
soit de mtme nature. 
it&ante, dkhite de r, grammaticale 
Soit ‘alphabet sur lequel est defini le langage A. On designe par x et y 
YX nbuveaux symboles et 1”on definit l’homomorphisme U$ de (X U {x, y })” dans 
* par 4(x) = 4(y) = 1 et 4(z) = z Vz E X. Alors, si w = (&u, u, p, v, y) est une 
e it&ante stricte a gauche dans A, on pose 
A’= n clll(xu)*pIyv)*y. 
1) On a A’ = (~~~(xu)“p(yv)~y 1 m.d’(3vmy E A }. Ainsi, la paire T’ = ((u, xu, p, 
yv, y) est it&-ante et stricte a gauche dans 
2) Soit G’ la grammaire engenclrant A ’ deduite de la definition de ce dernier, i.e. 
G’= (@W), avec K = Q! (xu)~‘~ (yv)* y. Si No est l’entier associg au langage A ’ 
par le lemme d’QgdPn, considerons g = a(x~)hp(vv)~~r et marquons dans g les 
NC, occurrences dc la lettre x. Ee lemme d’Ogden assure alors l’existence d’une 
paire it&ante 7i = (a, 0, b, p, c) de g dans A ’ grammaticale relativement a G’ et 
telle que soit a, 3 et 6, soit b, p et c contiennent des occurrences de x. 
3) Montrons que p ne peut pas contenir d’occurrences de x. En effet, si tel est Ble 
cas JL ne contient aucune occurrence de y (sinon ae2bp2ce K et done 
&12bp2cg A ‘). Ainsi la longueur en x des mots de la forme aOPbpPc croit 
strictement avec p et leur longueur en y reste fixe. 11 en resulte que pour m = MO 
{ n 1 cu(~u)~,8(yv)~y E 4 ‘} est infini, ce qui con&edit le caractere stricte a gauche de 
79. 
4) Puisque p ne contknt aucune occurrence de x, a, b, et en contrennent. Si 
maintenant p nc contient aucune 0 urrence de y, un raiso event semblable a 
celui fait ci-dessus montre que w’ ne eut pas 8tre stricte & gauche. Ainsi 8 contient 
des occurrences rtz x et (u contien: des occurrences de y. 
Soit alors 
nl 20 
p = v2(yv)~yv, n2 2 0 
5) De ae3bp3e E K, il resulte que u1u2 = u et vlv2 = v et done que 7~ est deduite 
de II-‘. Son caractPre stricte B gauche resulte immediatement du 1. Mais alors, &+I- 
est une paire it&snte gramm icale relativement a G stricte B gauche. lle est 
d&rite de w cowme ii l’est 
6) La meme preuve vaut la paire fl est icte, ou tres stricte. ans 
le cas d’une paire stricte a end un argume similaire en mar 
occurrences de y dans le mot ip. 
arts cette seco 
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striciz a gauche (resp. stricte ii droite, stricte, tres stricte), il existe un mot g de A 
admettant une paire it&ante stricte a gauche (resp. stricte a droite, stricte, tres stricte ). 
Notons qu’il s’agit ici de I’enonc& faible. L’enonce fort est don& ZI la fin de cette 
deuxieme partie. Avant de donner la preuve de cette proposition, nous en 
db,duisons les 
Csrollaire 1. kes langages SC et S, sont rationnellement incomparables. 
Cwollaire 2. L ‘operation miroire 
pas une transduction rationnelle. 
qui d un mot f associe son image miroire f n’est 
Psewe des cwollaires 1 et 2. 
SC admet deti paires it&antes strictes B gauches, S, n’en admet aucune. Ainsi SC 
ne peut dominer S,. Par ailleurs S, admet des paires it&antes strictes B droite ce 
qui n’est pas le CGS de S.+ Ainsi est establi le corollaire 1, dont on deduit 
immediatemerrt le corollaire 2, puisque l’operation miroire Mange SC et S,. 
Notons que, de la meme facon que ci-dessus: on etablit aisement que S# ne 
domine ni SC ni S,. 
La preuve de la proposition 2 se fait B l’aide des lemmes suivants: 
Lemme 1. Soiient L un langage algebrique et K un langage rationnel local. Si f est 
un mot de L n K qui admet une paire it&ante 7t stricte a gauche (resp. stricte a droite, 
stricte, trk stricte) relativement a L n K, f admet aussi v comme paire it&ante de 
mt?rne nature relativement a L. 
La preuve est ir Imediate d&s que l’on note si K est local et aru “pv “y E K Vn 2 1, 
alors clyun~vmy E K W-8, m 2 1. 
Lemme 2. Soient A et B deux langages algGbriques et 4 un homomorphisme tel que 
B = &‘A. 52 f est un mot de B admettant *PP = (tx, u, B, v, y) comme paire it&ante 
stricte a gauche (resp. stricle a droite, stficte, tres stricte), ulors &r = 
(di(r9 &u, c$& +v, $y) est une I;aire it&ante de m@me nature de +f dans A. 
reu ve. III suffit de noter que 
cuun/3vmy E 13 e c#xx(qh)“(&3)(~~~~q6y E A 
en resulte alors que +u l #w # 1 et done que +n constitue bien une paire it&ante 
de C!J~ dans A de mime nature que T. 
x langages algebriques et & un homomorphisme tel 
et une paire it&an 
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- g admet 7r’= (CC, u’, p’, v’, y’) comme paire it&ante stricte a gauche (resp. 
sticte a droite, stricte, tres stricte) dans A. 
- #T’ = (+a’, $w’, I@‘, @v’, $y’) est deduite de T. 
Preuve. Soit G une gtammaire alg&briqi:e engendrant A. 9n dksigne par {C/G la 
grammaire engendrant B obtenue de faGon classique B partir de G sachant que 
Is = @A. D’apr&s la proposition 1, il existe une paire it&ante 5 stricte ;i gauche 
(resp. stricte 5 droite, stricte, tr&s stricte) deduite de ar grammaticaie relativement 9 
$G 
1; en resulte qu’il existe 6, 6, @, ti9 7 tels que ii = (@, *ii, $6, rCIi% $7) avec 
Wp’iim~ E A 13 +5(@Z)“$&$8)mt,@ E B. 
Done Co’# 1 et w’= (CW, ti p, fi9 7) est une pai7.e it&ante dans A ; de plus elle est 
stricte 5 gauche (resp. stricte a droite, tr& stricte) comme e. En outre comme ij: est 
deduite de V, &(X$kT~) = $g est un it&e de v ce qui etabli le lemme 3. 
Preuve de la proposition -7. 
La proposition 2 resulte immediatement des lcrnmes 1, 2 et 3 et du Theoreme de 
Nivat caractkisant les transductions rationnelles. 
Notant que le lemme 3 fait deja intervenir des paires it&antes grammaticales et que 
l’on etablit tres facilement les 
Soient L un langage alge’brique engendre’ par la grammaire G et I& un langage 
rationnel. Si T es: une paire it&ante grammaticale du mot f relativement a GK dans 
L f3 K, elle l’est aussi relativement a G dans L. 
Preuve. Immediate - (Nous designons par GK la grammaire construite B part’r 
de G et de l’automate minimal reconnaissant # telle yu’elle est d&rite dans 191). 
Leume 2bb. 
Soient A un langage algdbrique engendre par la grammaire G et 4 un homomor- 
phisme alphab&ique tel que I3 = &‘A. Si f est un mot de B admettant ?z comme paire 
it&ante grammaticale relativement b la grammaire +-‘G dans B, 4f admet &r 
comme paire kfrante grammaticale relativement ii G dans A. 
rcuve. Immediate - (Nous dhignons par #? G la grammz,ire constr he & partir 
de 4’3 engendrant @-‘A selon le pro&d& classique). 
On constate que la preuve de la proposition 2 corduit eu fait B honxr ‘ra 
is. 
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w_ 
stricte ki; gauche (rqx stricte b droite3 stricte, trt?s stricte), il existe un mot g de p1 
admettant une paire it&ante grammaticale relativement & G de m$me nature. En 
outre, on peut choisir g tel que f E Tg et que tout it&k ate g ait pour image par 7 ati 
mains un it&t+ de f. 
Dans cette der&re partie nous allons &endre les r&ultats pr&dents qui 
concernaient les mots admettant une paire iterante, aux mots en admettant deux 
simultankes. Nous pouvons en deduire quelques rbsultats (d6j5 connus) dont les 
prenves se trouve non seulement ainsi simplif%es consid6rablement mais aussi 
appuybes ur un Asultat g&&al unique (et non sur des considerations spkifiques B 
chacun). L’extension des r&ultats don& ici au cas d’un nombre quelconque de 
paires ne pose pas de probEme majeur. Nous nous limiterons cependant au cas de 
deux paires it&antes qui, le plus sowent, est suffisant. (On trouvera dans [4] un 
exemple oti il est apparu utile de considerer plus de 2 paires it&antes simuitan&s 
dans un meme mot). 
On dit que le mot f admet deux occurrences de facteurs disjoints, (ft, u, g) la 
przmi&re et (h, v, f3) ia seconde si et seulement s’il exist.e f2 tel que g = f2vf3 et 
h = fiuf2 (soit encore f = fiuf2vf3)l. 
Le mot admet deux paires itbwwtes disjointes dans le langage L. 
7rr = (aI, ul, &, th, yl) et 7-r2 = (6 :k p2, v2, y2) si et seulement si 
- nn et w2 sont deux paires it&antes de f dans L 
- les occurrences des facteurs til, ul, u2, vz sont deux B deux disjointes 
- Be mot obtenu en prenarlt la t;treae it&e de la paire w1 et la m i’mc de la paire a2 
est dans L quels que soient n et m. 
On dira que v1 est la premikre des deux paires w1 et v2 si u1 est le premier des 
quatre facteurs ul, u2, vr, v2. Dans ce cas, wl et n2 somt en position 1 si u2 est le 
seicond facteur, en position 2 s’il est Ie troisi$me, en position 3 enfin s’il est le 
de:rnier. 
n dira que f admet deux paires it&antes disjointes (en abrCg6 deux p.i.d.) 
tes B gauche @esp. strictes B droite, strictes, t&s strictes, grammaticales 
relativement Bla grammaire G) si rl et v2 ont toutes deux cette caracthistique. 
p.i.d. wont enfin dites indkpendantes si 
- dans le cas oh elles sont e11 position 1 
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implique 
- dans le cas enfin 06 elles sont en position 3 
implique 
Le but de ce dernier paragraphe est de gen&aliser la proposition 2 au cds de deux 
p.i.d., d’une felon telle que I”on puisse ais&nent prouver des r&hats similaires 
dans les cas @us g&Graux d’un nombre quelconque de p.i.d. Avant de donner cet 
&onc& ih now faut eliminer un cas particulier: 
Sr ie mot f du langage L admet deux p.i.d. indkpendantes, npositioat 2
strictes h gauche (resp. stricte & droite, stricte, trk stricte), L n %st gas algt%riquo. 
Ce r&ultat est B rapprocher du rkultat classique de [S] sur ies hqgages 
alg&riques born&. 
rwve. Soit f = cy u Q’ u Q! v cy u cys fe mot de L CX* admettant les deux p i.d. 11221)142 
strictes B gauche independantes. 
et 
n1= (Q~,UI,(Y~U~~?. tfl,~4v2~5) 
v2= (a, UYcx2, U2,Q3Ql~4, 02, as) 
nsidbrons ie langagc rationnel = QIU&U Ta3vTa4vTa5, lie nollaviel a - 
{a+- I,..., 5) U { x1, x2, y,, y2} et l’homomor~h~sme 4 de 
ar: 
tfJ(ai) = Cvi i=l 5 , . . l ,. 
4(X) = & i = I,2 
(Y 1 i = v. I i=l,2. 
un mot de L’ admettant les deux 
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11 en &dte que k mot alx1a?x2a3y1a4y2a5 dsl 
p.i.d. strictes a gauche independantes 
et 
?T; = (al,%, ~2~2~3,yl&ly2~b) 
?I;! = (ahxla2,x2, a3y1a4,y2,a5) 
. , 
St~pposons alors que L soit algebrique. Alors E’ l’est aussi, et designons par 
G’ = ( Y, V, P) une grammaire algebrique ngendrant L’. Pour chaque lettre non 
terntinale S E V, on considere l’entier N, ass(Bci6 par le lemme d’Ogdea au langage 
L (G’, S) engendre par S. Posons NO = sup ( I’% 1 s E V} et soit 
g = a&a2x>a3yPa4yPa5E L’. 
Si dans g, on marque les NO occurrences de la lettre x1, le lemme d’Ogden assure 
que g admet une paire it&ante darts E’, 7~’ = (ar, U, p, v, y) telle que 
- T’ est grammaticale relativement B G’ 
- soit ti3, u et p, soit 8, v et y contienneilt des occurrences de x1. 
I. - Supposant que v contienne des occurrences de xl; on en deduit que u E x ‘: 
et done que, en it&ant v’, on construit des mots de L’ dont la longueur yl reste 
fixee a NO et dont celle en x1 croit strktement. Alors, le caractere strict a gauche de 
wl est contredit. 
2. - Ainsi cy, u et p contiennent des occurrences de JC~ et v n’en contient aucune. 
Comme L’Catxra;x~a3y~a4yTaS, rsn a v E xf U yt U yz 
Supposant alors v = x 2 et M = x7*; il vient 
NO+An 
atx 1 * a7x2 No+An2 a3yp a4y p as E L 
et comme 
alxl;c; a2x”1J” a3yFa4yPasE L 
l’independance de 7~: et 7;; implique 
a1x 1 NO+Anl a2x 3 a3y p a4y F as E L VA 3 0 
et ~1 n’est pas stricte a gauche. Un raisonnement analogue interdit v E y r. 
3. - Ainsi v E y t, soit u = x :I, v == y y1 nl, mm 2 1 et dans G’, il existe un 
non-terminal S teP que 
S&.&v et S+3 
(P uisque 77’ est grammaticale 
x;iazxFasvT; est 
relativement 5 G’). En particulier p = 
les No occurrences 
aticale relativement G’ soit 
ans le cas 03 les 
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deux p.i.d. son’: strictes B droite, il nous sufit de considher 
encore de distinguer d’abord les occurrences de y2). 
le langage if (0~ 
UC I. Le caractke independant des deux p.i.d. considh5es est 
res. En effet, on vhrifiera facilement que 
-Ll =:{a n1+n2bmcPdq 1 3 ,+nz==m+p+q} 
L~=:(a”b”~~d~~+~2 1 3q1+q2= n +m +p} 
sont algebriques. 
- Le mot abed E L = L, u L2 admet deux p.i d. en position 2 strictes. 
wl=(l .,.., b,c,d) et ~~==(a,b,c,d,I) 
qui ne sont pas independantes. 
De la m6me ‘aGon que dans k paragraphe pr&dent, le caractkre grammatical Ges 
paires considhkes va jouer un r6le crucial. Nous commencerons done par ktablir la 
Proposition 3. Soit .A un langage alg4brique engendre’ par la grammaire G. Si un 
mot f de A admet dadx p.i.d. indkpendantes en position 1 (resp. en position 3) strictes 
ii gauche (resp. s:: ktes ci droite, strictes, trh strictes)) 7p1 et 7r2, il existe datts A 
un l mot admettant c!eux p.i.d. itI et k2 en position 1 (resp. en posihn 3), wictes G 
gauche (resp. strictes ii droite, strictes, trh strict’es) grammaticales relativement & G et 
de’duites de wr et TV. 
Notons que cei ..L’ proposition ghkalise la proposition 1 @ant entendu 
lemme 4 elimine la ~6ssibilitC pour ml et w2 d’he en position 2). 
reuve. Soit f = a!IuI@2u2uf3u$!!&!5 CZ A admettant les deux p.i.d. independantes 
strictes h gauche en position 1. 
-1 = (‘ci’is Ul, 02, U2, a3u3a4u4a5), 
r2 = ladha2u2Ly3, u3, a4, u4, as). 
Soit Y = {x,, x2, x3, x4} un nouvel alp 
‘homomorpkismc h de (X 
A(Xi)= 1, i = 1,2,3,4 et h 
(alphabet de A i et 
= a1(xlul)*a2(x2u2)*a3(x3 
et done que f’ = aIxI u~a2x2u2cy~x3u3a4x4u4a~ est 
p.i.d. indepenciantes strictes B gauche: 
A ’ admettant 
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fl; s’ (al, X&, 4x2, x2u2, a3x3u3cy4x4u4~5), - 
-4 .z (CY1X#*CY2X2U2CY3r x3u3, Q4, x4u4, e). 
2 -)I G’ designe la grammaire ngendrant A’ dCduite de la grammaire G engen- 
drant A (i.e. G’ = (A-’ G)K). Ssit No l’entier associ6 au langage A ’ engencir6 par 
G’ par le lemme d’0gden et considkons 
g = CY@~UI)No &2u2)N~ a3(x:!u3)ffo a4(x4u4)N~ WV 
Si 1’0~1 mar&z dans g les No occurrences de la lettre x1, le lemme d’Ogden 
affirme l’existence d’une paire it&ante grammatlcale de g clans A ’ w = (a, u, b, v, c) 
t&t: quc, soit Q, u et b, soit b, v, et c contiennent des occurrences de x1. 
3 
de-i 
v ne contient aucune occurrence de x1. En effet, si tel &ait le cas, l’ithation 
permettrait de construire: des mots de A’ dont la longueur en x1 serait 
arbiitrairement grande alors que leur longuenr en x2 serait fix6e h No: le caract& 
striate B gauche de rr: interdit we telle situation. 
4 - On sait done que u coqtient des occurrences de x1. Montrons qu’aloas v 
contient des occurrences de x2: Si v ne contient aucune occurrence de x2, li: 
caracthe independant des paires 7~: et 7~4 permet de construire h partir de g et tiles 
it&& de ?I des mots de A’ dont, B nouveau, la Iongueur en x1 est arbitrairement 
grande et la longueur en x2 fix6e B No ce qui est impossible si w: est stricte B gauche. 
Notons alors que, de plus, v ne peut contenir aucune occurrence de x3 ou de x4 
puisque les it&% de rr sont dans K. Cette meme remarque assure en outre que 
5” 
= iii est dbduite de wl. 
- Mais alors, puisque iii est grammaticale, on peut dans la grammaire 6’ 
dbriver de l’axiome un mot g = &~~(x~u~)~oc~~(x~u~)~o~y~ oti g contient un seul non 
terminal) avec jj se derive en (uI(x~u,)“‘w~(x~u~)~ 0. Marquant alors les occurrences 
de ~3 dans g et appliquant h nouveau le lemme d’ogden, on construit une paire 
it&ante grammaticale de g 
+;= (a ‘, u I) b’, v’, c’) 
Par un raisonnement analogue B celui don@! ci-dessus, on Ctablit que u’ contient 
des occurrences de x3, v’ de x4 et que ?i$ est deduite de VS. 
6 - II ne nous reste plus qu’h montrer que i;: et iii constituent dl;ux p.i.d. Or les 
facterrrs u, v, et u’, v’ sont hidemment disjoints. En outre ii: et ii{ sont, comme n; 
et 72: strictes B gauche. 
La meme preuve vaui pour les cas de deux p.i.d. en position 1 strictes ou trb 
strictes. Si elles sont strictes B droite, 2 nous suffit de considber le langage L, 
Enfin, si Ees deux p.i.d. sont en pcc:ition 3il suffit de renumhoter les x et les u en 
g = cydxludNo ff2(x3u3)No &3(x4u4)No a4(x2u2)No as . 
7 - La preuve de Ea proposition est complh dh que l’on a v6rifi6 qus +, = A+: 
et &= A% constitw:ent deux p.i.d. de hg dans A ayant les prop&%% annoncbes 
i.e. les memes prcapriMs que &i et kg). 
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cette hypothese, la proposition est fausse: il suffit de donner une grilmmaire G 
engendrant L de la forme CT + aI + a2 ou O-~ et a2 engendrent respectkment L1 e’t 
La* 
Nous pouvons alors etablir la 
Soknt A et 1% deux Zangages algebriques et T une transduction 
rationnelle telle que B = ’ ?A. S’il existe un mot f de B admettant deux p.i.d. 
independantes strictes a gauche (resp. strictes a droite, strictes, tres strictes), il existe 
un mot g de A admettant deux p.i.d. independantes de mgme nature et en &me 
position. 
Avant de 
corollaires: 
donner la preuve de ce resultat nous al?ons en deduire quelques 
Corollaire 3. La famille des langages lineaires n’est pas fermee par produit. 
Preuve. On sait que L est lineaire si et settlement si il existe une transduction 
rationnelle 7 teEie que L = TS2 06 S2 = { Xi, Xi* l . . Xi, Zip. - . fi, 1 Xi, E { XI, X2) 1, 
lsij t { R*, 32)). 
Puisque S2 n’admet jamais deux p.i.d. de type 1 independantes 
langage S$ n’es: pas lineaire car x1 &x2Z2 admet deux telles p.i.d. 
tres strictes, le 
Corollaire 4. Le langage S2 n’est pas h compteur. 
Preuve. - Le langage D :* -,1 (f 11 f la = 1 f lb, tout facteur gauche f’ de f verifie 
1 f’ Jn 3 1 f’ lb } n’admet jamais ckl;i~ p.i.d. independantes. Ainsi S2 n’est-il jamais 
image dc D: * dans une transdut:k n rb tionnelle (i.e. S2 n’est pas un langage a 
compteur [3]). 
Preuve de la proposition La preuve de la proposition 4 resulte directement du 
theoreme de Nivat, de la proposition 3 et du lemme ci-dessous: 
Lemne 5 Soient A et B deux langages algebriques sur l’alphabet X, $ ct C$ deux 
homomoryhismes alphabetiques du monoi’de libre Z* dans un la ngage 
rationnel sur Z tels que B = &(+-‘A f3 K). Si G est une grammaire algebrique 
engendrant A et f un mot de B admettant deux p.i.d. grammoticales rclativement 2 
cf, [+-‘G)K] strictes & gauche (resp. strictes d droitr!, strictes, trh strictes), EI existe WI 
mot g dans A admettant deu .i.d. grammaticales relativement ci G de mt%e nature 
et en mime position. En out on peut choisir g .fel que f E rg. 
(La preuve de ce lemme est immediate au vu de la constru&on de la grammaire 
e l’enonce “frs la proposition 4 est en fait le Ie :: 5. eet &aoactz 
le le 
Le langage D :* n ‘est pas lint%ire. 
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uve. En et’fet, on etablit facilement que, quelque soit la grammaire ngendrant 
&* le mot &3W~P admet deux p.i.d. grammaticales n position 2, Or, si D i* 
$tait Pin&ire, il serait image d’une transduction rationwIle de Sz et quelque soit G 
engeqdrant S2 il existerait un mot admettant deux p.i.d. grammaticale en position 1 
dans Sz. (lemme 5). Or un tel mot ne peut pas exister si la grammaire choisie pur Sz 
est lineaire. 
Nous terminerons par une illustration legbrement differente des prkedentes de 
l’usage que l’on peut faire des techniques de preuves et des resultats present&. 
Nous allons utiliser nos m$thodes pour etablir qu’il existe deux langages 
algebriques LI et Lz aek que L1 domine L, sans le dominer fidelement (i.e. de telle 
sorte que quel que soit %a transduction T tehe que TL = Lz, l’homomorphisme 9 
donne par le theoreme de Nivat ne puisse etre “r-limited” sur K). Get exemple 
Ietabli qu’il existe done un langage algebrique La qui engendre un cone rationnel 
fid& [6] strictement in&s dans le cone rationnel qu’il engendre; soit encore qu’if 
existe des cones rationnels principaux contenus dans les algebriques dont un 
generateur au moins n’est pas un generateur fiddle. On sait que les famille? 
classiques suivantes ne peuvent fournir d’exemple desire: celle des langages 
lineaires [7], celle des langages 5 compteur [la], celle des algebriques [6]. 
Considesons ties langages 
Ll= (c”a”b”c” 1 n, m 2 1) 
On dCsigne par E le laslgage algebrique obtenu en substituant dans Lz a la lettre s 
k langage S1 et l’on a 
Le langage algkbrique L domine ST L, sans le dsminer fidt?lement. 
ve. 11 
fidelernen t ; 
est bien Clilir que L 
alors on peut krire 
domine STL*. Supposons done qu’il le 
SFLI = 7L = +(4-‘L n K) wee Cc, “E-limited” sur K 
g n’admet qu’un nombre borne de lettres consecutives qui s’effacent 
Considerons alors Ile mot 
fn = (aRbA)“c”anbncn E STLl 
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