Introduction
The most commonly used methods of background generation are based on averaging the contents of successive frames of the image [2, 3] . They are quick and in most cases provide the correct results. However, they fail in situations where camera sees moving objects -then the created background will contain these objects (or their fragments) seen as so-called "ghosts". Their elimination, however, possible, it is quite difficult and time-consuming because it requires to distinguish actual background from moving objects and then take into account only the real background during the stage of averaging frames.
Original method
The work [1] proposed an approach based on analysis of number of occurrences of different brightness levels for each pixel of the image. The idea of the algorithm is as follows: assuming that the moving objects are visible only for a time, the most common pixel level should be the level associated with the actual background. Generation of background in this method is performed in two stages -during the first stage, for each point of the image, a histogram H of the occurrences of pixel levels is computed according to the following formula:
where i, j are the coordinates of the pixel, k is the pixel level (usually 0 to 255) and the F R t is a t-th frame in sequence.
The second stage is the construction of a background on the basis of the created histogram -a background pixel gets level which was most frequent in the analyzed sequences (ie, corresponding to the maximum value in the histogram) according to the following formula: Once created, the background should not contain any moving objects (or parts of them) if they were not visible in a certain place at all time during the process of gathering and analyzing consecutive frames.
Sample frame from sequence used in tests is shown in The results of the background generation algorithm based on analysis of the frequency of occurrences of brightness levels is shown in Fig. 3 . Current frame is on the left and the background generated from the sequence of frames (first to current) is on the right. Background created after the first frame is the same as the contents of this frame, the differences highlight in time. It can be noticed that after about 100-150 frames the created background does not include small moving objects (people) -the problem is a disturbance in the upper part of the background due to the appearance of a large object (bus) in that place, which also stopped for a few seconds. Removing this distortion requires gathering information about the real background of the place obscured by a bus, and this involves the need to observe the scene for the next few/several seconds. As a result, from frame number 800 and the next it is possible to obtain full background, free from any visible distortions.
As can be seen, the obtained results are quite good and much better than those produced by averaging algorithms, however, due to the fact that historical data are never removed, the original method is not suitable for background updating -short-term (fast) changes are omitted, and the long-term (slow) changes will take effect after a while, and this time is the longer the more historical data was collected. This drawback can be overcome by extending the existing algorithm of operation which will result in reducing the frequency of occurrences of different levels of brightness.
Modification of the original method
The aim of reducing the frequency of pixel occurrences is to keep only necessary data and to provide a constant sensitivity to changes in image -changes that occur for was computed. It appeared that maximum value in differential image was 5, the majority of differences were at levels 1 or 2. This differential image after some enhancement (with highest differences in black and no differences in white) is presented in Fig. 4 .
As mentioned, differences are small and visible only on differential image, therefore can be considered that these two variants give very similar results. However, modified method is more versatile, as it can be used for both background generation and background updating.
The minor drawback is the higher complexity and thus slightly longer computation time. Both methods were im- 
