On exchange properties for Coxeter matroids and oriented matroids  by Borovik, Alexandre V. et al.
ELSEVIER Discrete Mathematics 179 (1998) 59-72 
DISCRETE 
MATHEMATICS 
On exchange properties for Coxeter matroids and 
oriented matroids 
Alexandre V. Borovik a'*, Israel Gelfand b, Neil White c'l 
a Department of Mathematics, UMIST, P.O. Box 88, Manchester Mro 1QD, UK 
b Department of Mathematics, Rutgers University, New Brunswick NJ 08903, USA 
e Department of Mathematics, University of Florida, Gainesville FL 32611, USA 
Received 24 July 1996 
Abstract 
We introduce new basis exchange axioms for matroids and oriented matroids. These new 
axioms are special cases of exchange properties for a more general class of combinatorial struc- 
tures, Coxeter matroids. We refer to them as 'properties' in the more general setting because 
they are not all equivalent, as they are for ordinary matroids, since the Symmetric Exchange 
Property is strictly stronger than the others. The weaker ones constitute the definition of Coxeter 
matroids, and we also prove their equivalence to the matroid polytope property of Gelfand and 
Serganova. 
The terminology in the present paper follows [2, 6] (though we prefer to use the 
name 'Coxeter matroids' rather than 'WP-matroids,' as used in these papers); see also 
the forthcoming book [3]. 
The cited publications also contain all the necessary background material. For more 
detail, refer to books [15, 16, 13, 14] for the systematic exposition of  matroid theory 
and theory of  Coxeter complexes. 
1. Exchange properties for matroids 
Matroids. The following is well-known (see, for example, [13]): 
Theorem 1.1. Let  ~ be a non-empty collection o f  subsets o f  E. Then the following 
are equivalent: 
* Corresponding author. 
l This work was partially supported by NSA grant MDA904-95-1-1056. 
0012-365X/98/$19.00 Copyright (~) 1998 Elsevier Science B.V. All rights reserved 
PH S00 12-365X(96)00027-7 
60 A.V. Borovik et al./Discrete Mathematics 179 (1998) 59-72 
1. For every A,B E ~ and a E A \B there exists b E B \A such that A \ {a} U {b} E 
(the exchange property). 
2. For every A, B E ~ and a E A \B there exists b E B\A such that B \ {b} U {a} E 
(the dual exchange property). 
3. For every A,B E ~ and a E A\B, there exists b E B\A such that A\  {a}U{b} ~
and B \ {b} U {a} E ~ (the symmetric exchange property). 
A pair M = (~,E)  is called a matroid on E if ~ satisfies one of the conditions 
(1)-(3). The elements of M are called the bases of the matroid M. It is easy to prove 
that the bases of a matroid are incomparable, and moreover, are of the same cardinality 
which is called the rank of M. We shall say that the basis B = A \ {a} U {b} in the 
Exchange Property is obtained from the basis A by the transposition t = (a,b), and 
write B --- tA. We also say that the bases A and B are adjacent. It will be convenient 
for us to identify E with the set In] : { 1,2 . . . . .  n }. 
One of the purposes of the present paper is to show that the Exchange Property is 
equivalent to some other, apparently weaker, versions of the exchange condition for 
bases. These exchange properties naturally arise in the more general setting of Coxeter 
matroids. 
The Exchange Property (1) turns out to be equivalent to what we call the fully 
symmetric exchange property: 
4. For every A,B E ~, A ~ B, there exist a E A \ B and b E B \ A such that 
A\{a} U {b} E ~ andB\{b} U {a} E ~. 
At first, we believed this property to be a new form of the basis exchange axiom for 
ordinary matroids. We recently learned that Kelmans proved the equivalence of this 
property and another, seemingly weaker one to the usual matroid axioms in 1973. He 
introduced the following property: 
5. For every A,B E ~, A ¢ B, there exist a E A\B, b E B\A and b' E B\A such that 
A\{a} U {b} E ~ and B\{b'} U {a} E ~. 
and proved the following: 
Theorem 1.2 (Kelmans, 1973). Let ~ be a non-empty collection of subsets of E. 
Then conditions (1), (4), and (5) are equivalent. 
Since this result is not widely known, at least in the West, we present Kelmans' proof 
here. 
Proof. By Theorem 1.1, conditions (1)-(3) are equivalent. Clearly, (3) implies (4) 
and (4) implies (5). Therefore, we need only show that (5) implies (2). We assume 
that (5) holds, and prove (2) by induction on IA\BI. First, we note that it is easy 
to see that (5) implies that all members of ~ have the same cardinality. Now, if 
IA\B[ = 1 = IB\A{, the statement (2) is clearly true. Let IA\BI = n>~2. By (5), 
there are a E A\B, b E B\A and b t E B\A such that A' := A\{a} U {b} E ~ and 
B\{b'}U{a} E ~. Now, A' \B = (A \B) \  {a} CA\B  and B\A'  = (B \A) \  {b} CB\A.  
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Since IA'\B[ = n -  1, by the induction hypothesis, condition (2) holds for A' and B, so 
for every c E (A \ B) \ {a}, there exists d E (B \ A) \ {b} such that B \ {d} U {c} E 2.  
Since B \ {b'} U {a} E ~ also, we have condition (2) for A and B. [] 
Maximality property. A definition of matroid in terms of the greedy algorithm was 
first given by Boruvka (1926), and rediscovered many times, including [8] and [10]. 
This is restated in the theorem below. 
Let ~k = ~k(n) be the set of all k-element subsets in [hi. We introduce a partial 
ordering ~< on ~k as follows. Let A,B E ~k, where 
and 
A = {il . . . . .  ik}, 
B = {jl . . . . .  jk}, 
then we set 
il < i2 < "'" < it 
J1 < j2  < "'" <A,  
A<~B ¢==> il <~jb...,ik <~h. 
Let W = Sym n be the group of all permutations of [n]. Then we can associate an 
ordering of ~k with each w E W by denoting wA = {wa : a E A} and putting 
A<~WB if and only if w-lA<<.w-lB. 
Clearly ~<1 is just ~. 
If in this definition we set k = 1, it will be convenient for us to write i<~wj instead 
of {i} ~<w{j}. This simply means that w- l ( i )~w- l ( j ) ,  in other words, i precedes j 
in the bottom row of the standard two-rowed notation for the permutation w: 
w_ 
il i2 ... in 
Thus, the permutation w can be interpreted as the reordering 
il <w i2 <w. . .  <Win 
of the set [n]. 
Theorem 1.3. Let ~ C ~k be a set of k-subsets. Then ~ is the collection of bases of 
a matroid if and only if ~ satisfies the following Maximality Property: 
for every w E Sym n the collection ~ contains a unique maximal member A in 
with respect o <<. w : B <<. WA for all B E 2. 
We call A the w-maximal element in ~. 
Increasing exchange property. The Exchange Property for matroids is also equivalent 
to the following property (which we call the Increasing Exchange Property) of bases 
of a matroid. 
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6. Let ~ be a collection of subsets in In] of the same cardinality, A1, A2 two different 
sets from ~ and w E Sym~ an arbitrary permutation. Then there is a transposition 
(al,a2) with al < a2 in w and such that one of  A1, A2, say Ai, contains al, does 
not contain a2 and (al,a2)Ai =Ai  \ {al} U {a2} also belongs to g$. 
In plain language, this property means that for every two different bases in ~ and a 
permutation w of In], one of these two bases can be increased with respect o w by a 
transposition. 
Theorem 1.4. For a set ~ of k-element subsets of the set [n], the Increasing 
Exchange Property is equivalent o the Maximality Property, as well as the other 
exchange properties of a matroid. 
Proof. We already know that the Fully Symmetric Exchange Property and the Max- 
imality Property are equivalent. So we need to prove only that the Fully Symmetric 
Exchange Property implies the Increasing Exchange Property and that the Increasing 
Exchange Property implies the Maximality Property. 
Assume that ~ satisfies the Fully Symmetric Exchange Property. Then, given two 
sets A1 and A2 from ~, we have elements al EA~ and a2 EA2 such that for the trans- 
position t --- (al,a2) both sets tA1 and tA2 belong to ~. Now let w E Sym n be an 
arbitrary reordering and assume ai <:w aj, i,j = 1,2. Then Ai <~ tAi and tAi belongs 
to ~,  thus proving the Increasing Exchange Property. 
Now assume that ~ satisfies the Increasing Exchange Property. We want to prove 
the Maximality Property for ~.  Assuming the contrary, let the Maximality Property 
fail, and, for w E Sym,, let AI and A2 be two different w-maximal elements of ~. 
Then ifAi and the transposition t --- (al,a2) are as in the Increasing Exchange Property, 
tAi = Ai \ (al} t_J {a2} is obviously w-bigger than Ai, which contradicts the maximal 
choice of Ai. [] 
The Increasing Exchange Property yields the following property of the ordering on 
the collection of bases which is interesting from the point of view of the general theory 
of Coxeter matroids (el. Theorem 4.3 below). 
Theorem 1.5. Let ~ be the collection of  bases of  a matroid on [n]. Let w be an 
arbitrary permutation in W = Sym, and B the w-maximal element of ~. I f  A E 
is an arbitrary base, then there exists a sequence of transpositions 
tl = (cl,d~), t2 = (c2,d2) . . . . .  ts = (cs, ds) 
such that ci <W di for  i=  1,2 . . . . .  s, all the sets A i = ti. . .t lA belong to ~, and B = 
ts... tlA = As. 
In plain language it means that if B is the w-maximal basis, then any other basis 
can be connected with B by a w-increasing chain of adjacent bases. 
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Proof. In the Increasing Exchange Property applied to the bases A and B and the or- 
dering w, the w-maximal basis B cannot be further increased, so there is a transposition 
tl such that A < w tlA. Repeating the same procedure inductively, we eventually get a 
desired w-increasing sequence of adjacent bases connecting A and B. [] 
2. Coxeter matroids 
In this section we use the terminology of the theory of Coxeter groups and Coxeter 
complexes. See [14] for the systematic development of the theory and [2, 6] for its use 
in the theory of matroids. 
The Maximality Property and the Symmetric Exchange Property. Let W be a 
Coxeter group, P a finite parabolic subgroup in W, W e = W/P, and ~/  a subset 
of W e. The symbol ~< denotes the Bruhat ordering on W and the induced Bruhat 
ordering on W e. For two cosets A,B E W P and element w E W, A<~WB stands for 
w-XA <<.w-lB. We say that J4 C_ W e satisfies the Maximality Property if, 
for any w E W, there is a unique A E ~1¢ such that, for all B E ~¢[, B <~WA. 
The Maximality Property is one of the (equivalent) definitions of a Coxeter matroid: a 
set ~ ~< W e is a Coxeter matroid for W and P if and only if it satisfies the Maximality 
Property. 
It is convenient for our purposes to identify the group W with its Coxeter complex 
(which we denote by the same letter W) and to treat elements of W as chambers, 
cosets in W P as residues, etc. 
Ordinary matroids of rank k on n letters constitute a special case of a Coxeter 
matroid. Each basis B of a matroid ~ can be identified with a coset in W e for W = 
Sym n and 
P = ((12),(23) . . . . .  (k -  1,k),(k + 1,k + 2) . . . . .  (n -  l,n)) 
(notice that P is the stabilizer of the k-set {1,2 . . . . .  k}). Then J / i s  the collection of 
cosets corresponding to ~. The obvious and straightforward translation of the Fully 
Symmetric Exchange Property for ordinary matroids into the more general language of 
Coxeter matroids is the following Symmetric Exchange Property for Coxeter matroids: 
For any two distinct cosets A and B in Jg there is a wall Z separating them 
and such that the reflections A and sB of A and B in Z belong to ~¢. 
Note that there is no obvious translation of the Symmetric Exchange Property for 
ordinary matroids into the more general Coxeter matroids, hence we have dropped the 
adjective 'Fully' here. 
Theorem 2.1. Let W be a Coxeter group and P a finite parabolic subgroup in W. 
I f  a finite set ~lt C_ W e satisfies the Symmetric Exchange Property then Jtt satisfies 
the Maximality Property. 
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Proof. Assume that ~¢g satisfies the Symmetric Exchange Property but the Maximality 
Property fails in ~ '  for w E W, i.e., there are two cosets A,B E d¢ maximal in J// 
with respect o the ordering ~< w. Let Z be the wall given by the Symmetric Exchange 
Property for A and B. The chamber w of the Coxeter complex W lies in one of the 
half-complexes R and L bounded by X. We can assume without loss of generality, that 
A and w lie in the same half-complex R of W. Let s E W be the reflection in the wall 
X. Then A' = sA lies on the opposite side of the wall 2~, and also, by the Symmetric 
Exchange Property, A' E M. If now w~, is the ~<W-minimal chamber of the coset A ~, 
and F' is a geodesic gallery from w to wz,, the folding of the Coxeter complex W 
onto the half-complex R sends F to a gallery F from w to some chamber in the coset 
A. But this means that A <<. WAr, contrary to our maximal choice of A. [] 
Flag-matroids. Unfortunately, it is not true that, for an arbitrary finite Coxeter group 
W, parabolic subgroup P < W and set ~ _C W P, the Symmetric Exchange Property is 
equivalent to the Maximality Property. For example, it is not true for flag-matroids 
(see [10] for the interpretation of flag-matroids as Coxeter matroids). 
Indeed, consider the ordinary matroid of rank 3 on 4 points whose bases are 123, 
124, 134, its rank 2 'strong map image' (see [16]) whose bases are 12, 14, 23, 24, 34, 
and the rank 1 strong map image whose bases are 1, 3, 4. Then a flag of bases such as 
1, 12, 123 will be abbreviated as the flag 123. There are then 10 flags, 123, 124, 142, 
143, 321, 341, 412, 413, 421, 431. This flag matroid fails to satisfy the Symmetric 
Exchange Property for the basis pair 123 and 413. Each of the transpositions (12), 
(14), (23), (24), (34) sends at least one of these two bases to a non-basis (where 
'basis' now means 'flag of bases'). Furthermore, both are on the same side of the 
wall corresponding to the transposition (13). These are all six of the reflections in the 
Coxeter group A3 = Sym 4, so the Symmetric Exchange Property has failed. 
The increasing exchange property for Coxeter matroids. The very straightforward 
translation of the Increasing Exchange Property for ordinary matroids in the general 
setting of Coxeter matroids reads as follows. Let W be a Coxeter group and P a finite 
parabolic subgroup in W. We shall say that a set Jg C W P satisfies the Increasing 
Exchange Property if 
for any two distinct cosets A~ and Az in M[ and an arbitrary element w E W 
there is a wall X, such that one of  the cosets AI and As, say, Ai, lies on the same 
side of  ~ as the chamber w and the reflection SA i of Ai in the wall Z belongs 
to J[. 
The Increasing Exchange Property can be easily restated in terms of the Bruhat 
ordering. 
The set Jg C_ W P satisfies the Increasing Exchange Property if  and only if  
for any two distinct cosets A1 and A2 in ~ and element w E W there is a 
reflection s E W such that for one of the cosets A/ and A2, say, Ai, the coset 
sAi belongs to J¢ and A i <~ WgAi. 
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We shall prove (Theorem 4.1) that the Increasing Exchange Property is equivalent 
to the Maximality Property. 
3. Root systems 
We shall use the technique developed in [10, Section 8.3] in the proof of the main 
result of the present paper, Theorem 4.1. 
Notation. Regarding reflection groups and root systems we have adapted the terminol- 
ogy from [11]. 
Let V be the space of the reflection representation for the Coxeter group W and 
( , )  a W-invariant scalar product in V. We denote by • the root system and by H = 
{Pl . . . . .  Pn} the simple root system corresponding to the system of standard generators 
rl . . . . .  r, of W. We denote by 4 + the system of positive roots corresponding to //. 
We say that a root p is w-positive for w E W if p E w~ +, and w-simple if p E wH. 
Orbits in the space of  the reflection representation. Now let J ¢ 0 be a subset of 
1 = {1,2,... ,n} and P = (ri I i E 1 \ J )  the corresponding parabolic subgroup in W. 
Consider the point ~oj E V defined by 
((Dj, ) _ ~ -- 1 
(Pi, Pi) [ 0 
for Pi E J, 
for Pi f[ J. 
Since P is the subgroup fixing co j, we can define a mapping 6 : W e ~ V that sends 
wP to wo~s. We denote 6(.4) by 6~ for all A E W e. The mapping 6 identifies the factor 
set W P with the orbit Wcoj. 
Lenuna 3.1. Let p E • be a root and s E W the correspondin9 reflection. Then, for  
any two points 6A and 6B in Wogj, the following conditions are equivalent: 
1. B=sA.  
2. 68 = S6A. 
3. 68 -- 6~ = cp for some scalar c. 
Proof. Equivalence of (1) and (2) is obvious. Statement (3) follows from (1) imme- 
diately, by the well-known formula for reflection in the hyperplane normal to p: 
2(fiA,P)p S6A = 6A -- ~ • 
Now assume (3). Since the vectors 6A and 68 have equal lengths, the hyperplane 
Z normal to the edge [6A, 6B] and cutting it at the midpoint passes through the ori- 
gin. Obviously, ~7 is the mirror of the reflection s corresponding to p and S6A = 6iB, 
sA = B. [] 
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Fundamental domain and Coxeter complex. The open convex polyhedral cone 
D={ZE V I (Z ,p )  > 0 for a l lpE /7}  
is called the standard fundamental domain for W. Its closure 
D = {Z E V I (Z,p)~>0 for all p E / /}  
is a closed convex polyhedral cone whose facets (i.e., faces of maximal dimension) 
lie on the hyperplanes (~(,Pi) --- 0 for all simple roots Pl . . . . .  Pn in/7.  Therefore, we 
can label these facets by the reflections rx . . . . .  rn corresponding to the simple roots. 
It is well-known from the theory of Coxeter groups [11] that D A wD = 0 for all 
w E W, w ~ 1, that W acts simply transitively on the set { wD I w E W }, and that 
V is the union of the closed polyhedral cones wD for w E W. Open polyhedral cones 
wD, w E W, are called chambers. We can transfer, via the action of the element w, 
labelling of facets from D to wD, and say that two chambers A and B are ri-adjacent 
if their closures have a common facet labelled ri. Denote 
E={ZE V[(Z,p)  < 0 for a l lpE l7} .  
It can be shown that E = -D  is also a chamber. Notice that, for any non-empty subset 
J C I, the point cos belongs to the closure E of E. After that the set of all chambers 
attains a structure of a chamber complex which is canonically and W-equivariantly 
isomorphic to the Coxeter complex for W. The group W itself also has the natural 
structure of a chamber complex: elements of W are chambers and two chambers u 
and v are ri-adjacent if and only if u = riv. This chamber complex is isomorphic to 
the Coxeter complex for W. We shall identify the three complexes and freely use the 
combinatorial, geometric and group-theoretical l nguages. Moreover, it will be most 
convenient for us to denote all three complexes by the letter W and identify the 
chamber E with the identity element 1 E W. 
Note that, under the above conventions, if s E W is a reflection then two chambers 
Ct and C2 in V are separated by the mirror of the reflection s (i.e., by the hyperplane 
of s-invariant points in V) if and only if the corresponding chambers el and e2 of the 
Coxeter complex for W are separated by the wall of the same reflection s. 
Orderings of  Wogj. For every w E W we shall define an ordering ..<w of V as 
follows. Let Cw be the convex cone in V consisting of vectors y = ~in__ 1 eiwpi such 
that ci >>. 0 for i = 1,2 . . . . .  n. Thus, Cw is the convex polyhedral cone spanned by the 
system of w-positive roots. We define the ordering _<w on V by putting x _<w y if 
y -x  E Cw. Notice that, obviously, x _<w y if and only if w- ix  -< w- ly .  
The restriction of this ordering to Wogj agrees with the ordering ~<w on W p in the 
following sense. 
Lemma 3.2. I f  A,B E W p and A <<,WB then 6A _<w 6s. 
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Proof. Since A<~WB means w- lA<~w- lB  and 6A _<w 6S holds if and only if 6w-,A -< 
6w-~O, it will suffice to prove the lemma in the case w = 1. If  A<<.B then, by 
the definition of the Bruhat ordering, there is a sequence Sl , . . . , s t  of reflections 
such that 
A <~slA <~s2slA <~ . . . <~st . . . s tA  
and 
B = st ...s1A. 
It will be enough to prove that if s E W is the reflection corresponding to a positive 
root p then A <~sA implies 6sA - 6A = cp for some non-negative scalar e. This is a 
consequence of the following more general emma. 
Lermna 3.3. Assume that A,B E W e and 6n - 6A = cp for  a positive root p. Then 
A <<, B i f  and only i f  c >~ O. 
Proof. The equality case is obvious: A = B if and only if 6A = 68. So assume that 
A and B are distinct. Let s be the reflection corresponding to the root p, then we know 
from Lemma 3.1 that B = sA. 
Notice that A <<.sA means that, in the Coxeter complex for W, the residue A and 
the chamber E lie on one side of the wall Z of reflection s, and sA on the other. 
But then, by the discussion above, the point 6A lies on the same side of the mirror 
Z of reflection s as the point 6p = ooj. But we have chosen ogj to lie in the closure 
of the chamber E = -D  opposite to the standard fundamental domain D, therefore 
the reflection s moves the point 6A from the half-space bounded by 2; and containing 
the chamber -D  to the half-space containing the standard fundamental domain D. 
Therefore, 6sA - 6,~ = cp for a positive scalar coefficient c. This argument can be 
easily reversed, completing the proofs of Lemmas 3.3 and 3.2. [] 
We can restate Lemma 3.3 in the following form, which will be used in the proof 
of Theorem 4.1. 
Lenuna 3.4. Assume that A,B E W P and 6~-6,4 = cp for  a root p E 4. Then A <~WB 
i f  and only i f  0 _<w 58 - 6A. 
The converse of Lemma 3.2 is not in general true. Indeed, it does not follow from 
6A _<w t58 that A <~WB; an easy counterexample is given in [5]; see also [7] for a dis- 
cussion of geometric interpretations of the Bruhat ordering. Unfortunately, the original 
proof of one of the main results in the theory of Coxeter matroids, Theorem 8.1 in the 
paper by Gelfand and Serganova [10], relies on this converse and for this reason has 
to be amended. We have incorporated the corrected proof of the Gelfand-Serganova 
Theorem in our Theorem 4.1 below. 
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4. Matroid polytopes 
We say that a polytope A in V is a matroid polytope if A is convex and its edges 
are parallel to the roots in #. 
With any subset J/_C W e we associate a polytope A~t, the convex hull of points in 
6(~').  Notice that, since the group W acts transitively on the set W~oj, all points in 
Wcoj are vertices of the convex hull of W~oj. Therefore, the set 3(~¢/) is exactly the 
set of vertices of A~. 
Theorem 4.1. Let W be a finite Coxeter group, P a parabolic subgroup #t W, .44 
a subset in W P, and A =- A~t the polytope associated with .4.[. Then the following 
conditions are equivalent: 
1. J¢ is a Coxeter matroid. 
2. A is a matroid polytope. 
3. J [  satisfies the Increasing Exchange Property. 
Proof. (1) implies (2). Assume first that J /  is a Coxeter matroid. Let l be an edge 
with vertices 3A and 6B that is not parallel to any root. Consider a linear function 
f : V ~ ~ which is constant on l and takes smaller values on the other points of A. 
Since 1 is not parallel to any root, we can also assume, without loss of generality, that 
f is not vanishing on any root in #. One can easily find a total ordering ~< of V such 
that, for all ~, ]~ E V, 0~ <fl implies f(~)<~f(f l) .  It is well-known [11, Theorem 1.3] that 
there is a unique simple system of roots pm,/92,...,pn such that 0~<fii, i = 1,2 . . . . .  n. 
Since f (P i )  # O, we have f (P i )  > 0, i = 1,2 . . . . .  n. 
Another basic fact from the theory of Coxeter groups, [11, Theorem 1.4], asserts 
that the group W acts transitively on the set of all simple root systems. Therefore, 
there is an element wC W which sends {P~,P2 . . . . .  Pn} to {Pi,P2 . . . . .  /~n}" Then for 
any coset C E J// distinct from A we have f( fc)<<.f(6A) and the vector 6c - 6A has 
at least one negative coefficient with respect o {f~l,P2 . . . . .  Pn}" But this makes the 
inequality A ~<wC, impossible because the latter implies, by Lemma 3.2, that 6c -  3,~ 
is a non-negative linear combination of the roots /~i. Therefore, by the Maximality 
Property, A is the w-maximal element of J¢. But the same arguments can be applied 
to the vertex 38, and yield that B is also the w-maximal element of ~t', a contradiction 
to the Maximality Property. 
(2) implies (3). Assume now that A is a matroid polytope. Let A1 and Az be two 
arbitrary distinct cosets in J /and  w E W. Let 6e~ .. . . .  3s, be the vertices of A adjacent 
to 3A,, and 6c, . . . . .  6c~ the vertices adjacent to 3A2. Denote fli = 3s,-3A,, i = 1,2 . . . . .  l, 
7j = 6cj - 3A:, j = 1,2 . . . . .  m. In view of Lemma 3.4 it will suffice to prove that one 
of the edges fli, 7j is w-positive. 
Assume the contrary, let all fli _<w 0 and 7j _<w 0 for all i and j. The convex polytope 
A is contained in the convex polyhedral cone spanned by the edges emanating from 
6~. In turn, these edges are contained in the convex cone F = { Z E V I ~ -<~ 3A, }. 
Therefore, A C F and 3A _.(w 3Al for all vertices 3A of A. In particular, 3A~ _<w 6A,. 
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But exactly the same argument can be applied to 6,~ 2 yielding 6A1 _<w 6A2. Therefore, 
6A~ ---- 3A2 and A1 = A2, a contradiction. 
(3) implies (1). Assume now that ~¢ satisfies the Increasing Exchange Property. 
We want to prove the Maximality Property for J¢. Assume to the contrary that the 
Maximality Property fails, and, for w E /1/, A1 and A2 are two different w-maximal 
elements of ~¢/. Then if Ai and reflection s are as in the Increasing Exchange Property, 
sAi is w-bigger than Ai, which contradicts the maximal choice of Ai. [] 
It immediately follows from Lemma 3.1 that Theorem 4.1 can be restated 
in the following form, which has already appeared implicitly in the proof of 
Theorem 4.1. 
Theorem 4.2. A subset ~t  c_ W e is a Coxeter matroid if  and only if  for any pair of  
adjacent vertices 6A and fib of A~t there is a reflection s E W such that sfA = 68 
(and also sfB = 6A, sB = A and sA = B). 
The following property of Coxeter matroids is an obvious corollary of the Increasing 
Exchange Property (Theorem 4.1), and its proof is exactly the same as the proof of 
its special case, Theorem 1.5. 
Theorem 4.3. Let J4 be a Coxeter matroid in W e for a finite Coxeter group W 
and a parabolic subgroup P. Let w E W and let B be the unique w-maximal coset in 
~.  I f  A E J [  is an arbitrary coset distinct from B then there exists a sequence of 
reflections Sl,S2 . . . . .  Sm such that all the cosets Ai = si'..S2SlA, i : 1,2,.. . ,m, belong 
to J[[, Am = B and 
A <WA1 <WA2 <w. . .  <WArn =B.  
Fans of  convex cones. It is interesting to compare Theorem 4.2 with the following 
result from [6] which is stated in terms of the combinatorial geometry of the Coxeter 
complex for the Coxeter group W. 
Recall [14] that a subset X of the Coxeter complex W is called convex if any 
geodesic gallery connecting two chambers in X belongs to X. 
Theorem 4.4 (Borovik and Roberts [6]). Let W be a Coxeter group (not necessarily 
finite) and P a finite standard parabolic subgroup in W. Let ~¢[ be a Coxeter matroid 
in W e and # : W ~ W e the map which assigns to every w c W the w-maximal 
coset of ~ .  Then the following statements are true: 
1. The fibers #-l[A], A C W P, of the map # are convex subsets of  W. 
2. I f  two fibers #-I[A] and #-l[B] are adjacent (i.e., some chamber from #-1[A] 
is adjacent to a chamber in #-I[B]) then their images A and B are symmetric with 
respect o some wall ~ of the Coxeter complex for W. Moreover, all common panels 
of  #-I[A] and #-lIB] lie on Z. 
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An immediate translation of this theorem into the language of the convex geometry 
of the matroid polytope A yields the following result. 
Theorem 4.5. Let W be a finite Coxeter group and P a standard parabolic subgroup 
in W. Let J t  be a Coxeter matroid in W e and l~ : W > W e the map which assigns 
to every w E W the w-maximal element of  ~13. Denote by 
~.(A)= I..J wB, 
wE#-I[A] 
for a coset A E W e, the union of  the closures of the chambers corresponding to the 
elements w in the fiber #-1[A] of the map p. Then the following statements are true: 
I. The sets 2(A), A E W e, are convex polyhedral cones in V. 
2. I f  two different cones 2(A) and 2(B) are adjacent, i.e., have a facet in common, 
then this facet lies on the mirror ~ of  symmetry of  the vertices 6A and 6B. 
5. Oriented matroids 
Rather surprisingly, the Symmetric Exchange Property gives a weakened version of 
the oriented matroid (chirotope) axioms. If X is an alternating function from r-subsets 
of In] to {0, 1 , -1} ,  then by [1, p.128], ;t is a chirotope if and only if 
(B2') For all Xl,X2,...,xr, y l ,Y2, . . . ,yr  E [n] such that 
Z(x],x2 . . . . .  xr).  Z(Yl,y2,... ,Y~) 7 ~ O, 
there exists i E { 1, 2 . . . . .  r} such that 
Z(yi, x2,x3,... ,Xr)" Z(Yl, Y2,..., Yi-l,Xl, Yi+l, Yi+2,..., Yr) 
= )~(X1,X2 .. . . .  Xr)" Z(YbY2 . . . . .  Yr)" 
Equivalently, by [1, p.138], Z is a chirotope if and only if both of the following 
hold: 
(BI') The set of r-subsets {xbx2 . . . . .  x~} of [n] such that X(Xl,X2 . . . . .  x~) ~ 0 is the 
collection of bases of an ordinary matroid on [n], 
and 
(B2") for any xl,x2 . . . . .  x~,yl,y2 E In], if 
and 
then 
Z(Yl, X2, X3 . . . . .  Xr )~(X1, Y2, X3 . . . . .  Xr) ~ 0, 
Z(y2,x2,x3 . . . . .  Xr)Z(yl,XbXa,...,Xr)>~O, 
~((X1, X2, X3 . . . . .  Xr)~((Yl, Y2, X3,..., Xr ) >10. 
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Theorem 5.1. Let  Z be an alternatino function f rom r-subsets o f  [n] to { O, 1, - 1 }. 
Then )~ is a chirotope i f  and only i f  the fol lowin 0 axiom (B2*) is satisfied 
(B2*) For all pairs o f  distinct subsets X = {xbx2 . . . .  ,x~} and Y = {Yl, y2 . . . . .  Yr} 
in [n] such that 
X(xl . . . . .  Xr )Z(yl . . . . .  Yr ) 7 ~ O, 
there exist i , j  E {1,2,...,r} such that xi ~_ Y, yj f IX,  and 
Z(Xl . . . . .  Xi -1,  yj,Xi+l . . . . .  Xr )Z(yl . . . .  , Yj - l ,Xi ,  Yj+1 . . . .  , Yr ) 
equals 
X(xl . . . . .  x~)z(yl  . . . .  ,y~). 
Proof. It is immediate that (B2') implies (B2*), once we realize that by the alternating 
property, (B2') is equivalent to 
If X = {xl . . . . .  Xr} and Y = {yl .... , Yr} are distinct r-subsets in [n] such that 
~((Xl . . . . .  Xr )X(Yl . . . . .  Yr ) 7 ~ 0 
then for any given i E {1,2 . . . . .  r} with xi ~ Y, there exists an index j E {1,2 .. . . .  r} 
such that yj f[ X ,  and 
)~(Xl . . . .  ,Xi--1, yj,xi+l . . . . .  Xr ))~(yl . . . . .  y j-1,Xi, Yj+l . . . . .  yr ) 
equals 
X(xl .... ,Xr )X(Yl, . . . , Yr ). 
Conversely, we assume (B2*). Forgetting signs, we have the Fully Symmetric Ex- 
change Property for ordinary matroids, which we proved was equivalent to the ordinary 
matroid axioms. Thus, we have condition (BI'). Thus, only condition (B2") must be 
checked, which is the case where X has at most two elements not in Y, say Xl,X2 ~ Y, 
and YbY2 f[ X .  We prove (B2") by contrapositive. If Z(xl .... ,xr)g(yl  . . . . .  yr)  < 0 
then by (B2*), one of the four possible exchanges (i = 1 or 2, and j = 1 or 2) must 
give a negative product of X values. Each of these four possibilities contradicts the 
hypothesis of (B2"). [] 
The real reason why this works is that since in this case X has only two elements 
not in Y, then specifying that xl must be exchanged is really the same as specifying 
that x2 must be exchanged (by reversing the roles of the two resulting bases). Thus, 
the apparently stronger (B2") is equivalent to (B2*) in this case. 
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