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1.Περιγραφή της Διπλωματικής Εργασίας  
 
 H παρούσα διπλωματική εργασία αποτελεί βιβλιογραφική έρευνα πάνω στα βέλτιστα και 
τα σχεδόν βέλτιστα δέντρα δυαδικής αναζήτησης . 
 Ένα δυαδικό δέντρο αναζήτησης είναι ένα δυαδικό δέντρο με κόμβους όπου καθένας 
περιέχει μια , συγκρίσιμη με τους υπόλοιπους κόμβους, τιμή ,η οποία πρέπει να είναι μικρότερη 
από τις τιμές που περιέχονται στο δεξί υπόδεντρο και μεγαλύτερη από αυτές στο αριστερό. 
Υπάρχουν διάφορα είδη δυαδικών δέντρων αναζήτησης όπως τα AVL trees , τα  red-black trees , 
τα splay και άλλα . Εμείς στη παρούσα διπλωματική εργασία εστιάζουμε στα βέλτιστα και τα 
σχεδόν βέλτιστα δέντρα δυαδικής αναζήτησης . 
 Μια πληθώρα δημοσιεύσεων έχει δημιουργηθεί , οι οποίες πραγματεύονται την εύρεση 
αλγορίθμων για αυτά τα δυαδικά δέντρα . Μία από τις σημαντικότερες αποτελεί αυτή του 
D.Knuth o oποίος βασίστηκε στην προγενέστερη δημοσίευση των Gilbert & Moore ,του 1959 ,  
και δημιούργησε μια λύση δυναμικού προγραμματισμού . 
 Στη συγκεκριμένη εργασία επιδιώκεται μέσα από την αναδρομική παρουσίαση κάποιων 
από τις σημαντικότερες δημοσιεύεις (από τις πρώιμες έως τις πιο σύγχρονες), να αναδειχθεί η 
βελτίωση των λύσεων που δημοσιεύτηκαν. 
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2.Εισαγωγή – Δυαδικά Δέντρα Αναζήτησης  
 
  Στην επιστήμη των υπολογιστών ένα δυαδικό δέντρο αναζήτησης[4]  είναι ένα δυαδικό 
δέντρο με κόμβους όπου κάθε κόμβος περιέχει μια ,συγκρίσιμη με τους υπόλοιπους κόμβους, 
τιμή η οποία πρέπει να είναι μικρότερη από τις τιμές που περιέχονται στο δεξί υπόδεντρο και 
μεγαλύτερη από τις τιμές στο αριστερό. Κάθε κόμβος έχει 2 παιδιά κόμβους και κάθε παιδί 
πρέπει να είναι είτε φύλο-κόμβος είτε ρίζα άλλου δυαδικού δέντρου αναζήτησης .Τα δυαδικά 
δέντρα αναζήτησης (binary search trees –BST ) είναι επίσης δυναμικές δομές δεδομένων και το 
μέγεθος του BST περιορίζεται μόνο από την ελεύθερη μνήμη του συστήματος.  
 
2.1 Ιδιότητες και Βασικές Λειτουργίες των Δυαδικών Δέντρων 
Αναζήτησης 
  
 Ιδιότητες των Δυαδικών Δέντρων Αναζήτησης  
 
Το βασικό πλεονέκτημα ενός δυαδικού δέντρου αναζήτησης είναι ότι παραμένει 
διατεταγμένο και έτσι προσφέρει γρηγορότερη αναζήτηση συγκριτικά με άλλες δομές 
δεδομένων. Οι κοινές ιδιότητες των BST είναι : 
 Το αριστερό υπόδεντρο ενός κόμβου περιέχει τιμές μικρότερες από αυτές του 
κόμβου. 
 Το δεξί υπόδεντρο ενός κόμβου περιέχει τιμές μεγαλύτερες από αυτές του κόμβου . 
 Τα δύο υπόδεντρα πρέπει και αυτά να είναι δυαδικά δέντρα αναζήτησης . 
 Κάθε κόμβος έχει δύο παιδιά . 
 Δεν πρέπει να υπάρχει ο ίδιος κόμβος δύο φορές . 
 Υπάρχει ένα μοναδικό μονοπάτι από τη ρίζα προς κάθε κόμβο . 
 
Όπως προαναφέρθηκε τα δυαδικά δέντρα αναζήτησης συγκριτικά με άλλες δομές   
δεδομένων προσφέρουν γρηγορότερη αναζήτηση .Άλλα βασικά πλεονεκτήματα είναι : 
 Τα BST προσφέρουν γρήγορη εισαγωγή και διαγραφή κόμβου. 
 Έχουν αποδοτικό και ευκολότερο κώδικα σε σχέση με άλλες δομές δεδομένων . 
 Αποθηκεύουν «κλειδιά » στους κόμβους ώστε η αναζήτηση , η εισαγωγή και η 
διαγραφή να γίνουν πιο εύκολα. 
 Η δημιουργία ενός BST  είναι αρκετά απλή. 
 Οι κόμβοι είναι δυναμικοί . 
 
Και κάποια από τα μειονεκτήματα είναι : 
 Το σχήμα ενός δυαδικού δέντρου αναζήτησης βασίζεται εξ ολοκλήρου στον αριθμό 
των εισαγωγών και μπορεί να εκφυλιστεί. 
 Στην εισαγωγή ή στην αναζήτηση ενός στοιχείου ,το κλειδί κάθε κόμβου που 
εξετάζουμε πρέπει να το ελέγξουμε με το κλειδί του κόμβου που θέλουμε να 
εισάγουμε ή να αναζητήσουμε  , κάτι που επιβραδύνει την διαδικασία . 
  Τα κλειδιά ενός δυαδικού δέντρου αναζήτησης μπορεί να είναι μεγάλα και να 
ανεβάσουν το χρόνο τρεξίματος . 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:28:35 EET - 137.108.70.7
Σταθακόπουλος-Ξηνταβελώνης Νικόλαος  - 6  
 
 Έπειτα από μια διαδικασία εισαγωγής τυχαίων αριθμών το προβλεπόμενο ύψος του 
δέντρου μπορεί να προσεγγίζει  τη τετραγωνική ρίζα των αριθμών των κλειδιών και 
να μεγαλώνει πολύ γρηγορότερα από το logn. 
 
 
Βασικές Λειτουργίες των Δυαδικών Δέντρων Αναζήτησης 
 
Ποια δέντρα είναι δυαδικά δέντρα αναζήτησης  
 Πολλές φορές θέλουμε να καταλήξουμε στο κατά πόσο ένα δέντρο είναι δυαδικό δέντρο 
αναζήτησης. Η ιδιότητα που μας βοηθάει είναι ότι κάθε κόμβος στο δεξί υπόδεντρο είναι 
μεγαλύτερος από τον συγκεκριμένο που μελετάμε και κάθε κόμβος στο αριστερό μικρότερος. 
Δεν αρκεί το να κοιτάξουμε απλά αν για κάθε κόμβο το αριστερό παιδί κόμβος είναι μικροτερο 
από αυτόν και το δεξί μεγαλύτερο . Παραδείγματος χάριν : 
     20 
    /  \ 
  10    30 
       /  \ 
      5    40 
 Στο παραπάνω δέντρο κάθε κόμβος περιέχει τιμή που μικρότερη από αυτή που περιέχει 
το αριστερό παιδί του και μεγαλύτερη από αυτή που περιέχει το δεξί .Όμως δεν είναι δυαδικό 
δέντρο αναζήτησης καθώς η τιμή 5 βρίσκεται λανθασμένα εκεί .Για να αποφανθούμε για το 
κατά πόσο ένα δέντρο είναι δέντρο δυαδικής αναζήτησης πρέπει να ελέγξουμε για κάθε κόμβο : 
 Εάν ο συγκεκριμένος κόμβος που ελέγχουμε είναι το αριστερό παιδί ,πρέπει να είναι 
μικρότερος ή ίσος με τον κόμβο – γονιό και πρέπει μα μεταβιβάζεται η πληροφορία 
στο δεξί υπόδεντρο ώστε να είμαστε σίγουροι ότι κανένας στο υπόδεντρο δεν είναι 
μεγαλύτερος από το κόμβο – γονιό. 
 Ομοίως , εάν ο συγκεκριμένος κόμβος που ελέγχουμε είναι το δεξί παιδί ,πρέπει να 
είναι μικρότερος ή ίσος με τον κόμβο – γονιό και πρέπει μα μεταβιβάζεται η 
πληροφορία στο δεξί υπόδεντρο ώστε να είμαστε σίγουροι ότι κανένας στο 
υπόδεντρο δεν είναι μικρότερος από το κόμβο – γονιό. 
Μια απλή λύση σε java είναι : 
 
 
Όπου η αρχική κλήση μπορεί να είναι : 
 
Αναζήτηση 
public static boolean isBST(TreeNode node, int maxData, int minData) { 
    if (node == null) 
        return true; 
  
    if (node.getData() >= maxData || node.getData() <= minData) 
        return false; 
  
    return (isBST(node.left, node.getData(), minData) && 
isBST(node.right, maxData, node.getData())); 
} 
 
if (isBST(root, Integer.MAX_VALUE, Integer.MIN_VALUE)) 
    System.out.println("This is a BST."); 
else 
   System.out.println("This is NOT a BST!"); 
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Η αναζήτηση για ένα συγκεκριμένο κλειδί σε ένα δυαδικό δέντρο αναζήτησης μπορεί να 
γίνει είτε επαναληπτικά είτε αναδρομικά . 
Ξεκινάμε εξετάζοντας τη ρίζα . Εάν είναι null επιστρέφεται ότι δεν υπάρχει το κλειδί. 
Αλλιώς ,  εάν είναι ίση με τη ρίζα η αναζήτηση είναι επιτυχής και επιστρέφεται η ρίζα , εάν είναι 
μικρότερη από τη ρίζα ψάχνουμε στο αριστερό υπόδεντρο και εάν είναι μεγαλύτερο στο δεξί. Η 
διαδικασία επαναλαμβάνεται μέχρι να βρούμε το κλειδί ή να καταλήξουμε σε null  κόμβο. Ένας 
τέτοιος αλγόριθμος είναι : 
 
  
Και ο ίδιος αλγόριθμος γραμμένος επαναληπτικά : 
 
 
 
 
 
 
 
 
 
 
 
 
Επειδή στη χειρότερη περίπτωση πρέπει να αναζητήσουμε σε ολόκληρο το δέντρο , ο χρόνος της 
αναζήτησης είναι ανάλογος με το ύψος του δέντρου και συνήθως σε δέντρα με n κόμβους η 
διαδικασία απαιτεί χρόνο της τάξης του O(log n) ,παρόλα αυτά στη χειρότερη περίπτωση ο 
χρόνος είναι ανάλογος του Ο(n) , όταν δηλαδή το δέντρο έχει τη μορφή συνδεδεμένης λίστας. 
Εισαγωγή 
 Η εισαγωγή ενός κόμβου σε ένα δυαδικό δέντρο αναζήτησης ξεκινάει όπως η 
αναζήτηση. Εάν το κλειδί δεν είναι όμοιο με αυτό της ρίζας ψάχνουμε στο δεξί ή στο αριστερό 
υπόδεντρο .Όταν καταλήξουμε σε έναν τελικό κόμβο προσθέτουμε το κόμβο μας ως το αριστερό 
ή το δεξί παιδί του ανάλογα με τη τιμή του . Ένα τυπικό πρόγραμμα σε C++ είναι : 
 
 
 
 
O αλγόριθμος απαιτεί χρόνο ανάλογο στο ύψος του δέντρου ,το οποίο είναι  O(log n) σε μια 
συνηθισμένη περίπτωση , και Ο(n) στη χειρότερη . 
void insert(Node*& root, int data) { 
  if (!root)  
    root = new Node(data); 
  else if (data < root->data) 
    insert(root->left, data); 
 else if (data > root->data) 
    insert(root->right, data);
} 
 
function Find-recursive(key, node):  // call initially with node = root 
    if node = Null or node.key = key then 
        return node 
    else if key < node.key then 
        return Find-recursive(key, node.left) 
    else 
        return Find-recursive(key, node.right) 
 
function Find(key, root): 
    current-node := root 
    while current-node is not Null do 
        if current-node.key = key then 
            return current-node 
        else if key < current-node.key then 
            current-node := current-node.left 
        else 
            current-node := current-node.right 
    return Null 
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Διαγραφή 
Υπάρχουν τρεις πιθανές περιπτώσεις : 
 Διαγραφή φύλου (κόμβος χωρίς παιδιά):Η εύκολη περίπτωση ,απλά διαγράφουμε το 
κόμβο. 
 Διαγραφή κόμβου με ένα παιδί :Αντικαθιστούμε το κόμβο με το παιδί του . 
 Διαγραφή κόμβου με δύο παιδιά :Έστω Ν ο κόμβος που θέλουμε να διαγράψουμε .Αντί 
να τον διαγράψουμε ,επιλέγουμε ανάμεσα στον in order προκάτοχος του R , και τον in-
order διάδοχο του. Αντιγράφουμε τη τιμή του R στον Ν και αναδρομικά καλούμε μέχρι 
να φτάσουμε σε μία από τις δύο παραπάνω περιπτώσεις . 
Η τρίτη  περίπτωση αποτελεί και τη δυσκολότερη .Όπως και σε όλα τα δυαδικά δέντρα , ο 
in-order διάδοχος ενός κόμβου αποτελεί το πιο αριστερό παιδί-κόμβο από το δεξί υπόδεντρο . 
Και ο in order προκάτοχος αποτελεί το πιο δεξί παιδί από το αριστερό υπόδεντρο.   
 
Σε περίπτωση που κάνουμε συνεχείς διαγραφές επιλέγοντας αποκλειστικά τον in order 
προκάτοχο ή τον in order διάδοχο μπορεί να καταλήξουμε σε μη ισορροπημένο δέντρο .Για αυτό 
σε αρκετές υλοποιήσεις επιλέγεται είτε ο ένας είτε ο άλλος σε διαφορετικούς χρόνους. 
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Σχετικά με το κόστος του αλγορίθμου :Λόγο της χειρότερης περίπτωσης απαιτείται χρόνος ο 
οποίος είναι ανάλογος με το ύψος του δέντρου ,όπως παραπάνω. Δεν υπάρχει επιπλέον κόστος 
σε περίπτωση που ο κόμβος έχει δύο παιδιά. Μια πιθανή υλοποίηση : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 Είδη Δυαδικών Δέντρων Αναζήτησης  
Υπάρχουν διάφορα είδη δυαδικών δέντρων .Τα AVL trees και τα red-black trees είναι 
και τα δύο αυτό-ισορροπημένα δυαδικά δέντρα αναζήτησης. Τα splay trees  είναι δυαδικά 
δέντρα αναζήτησης τα οποία αυτόματα μετακινούν του κόμβους που προσπελάζονται  
συχνότερα ,πιο κοντά στη ρίζα. Στα treap  κάθε κόμβος κρατάει μια τυχαία προτεραιότητα για 
την οποία ισχύει ότι είναι μικρότερη στο παιδί από ότι στο γονιό. Τα tango trees είναι 
βελτιστοποιημένα για γρηγορότερες αναζητήσεις. 
  
def find_min(self):   # Gets minimum node (leftmost leaf) in a subtree 
    current_node = self 
    while current_node.left_child: 
        current_node = current_node.left_child 
    return current_node 
  
def replace_node_in_parent(self, new_value=None): 
    if self.parent: 
        if self == self.parent.left_child: 
            self.parent.left_child = new_value 
        else: 
            self.parent.right_child = new_value 
    if new_value: 
        new_value.parent = self.parent 
  
def binary_tree_delete(self, key): 
    if key < self.key: 
        self.left_child.binary_tree_delete(key) 
    elif key > self.key: 
        self.right_child.binary_tree_delete(key) 
    else: # delete the key here 
        if self.left_child and self.right_child: # if both children are 
present 
            successor = self.right_child.find_min() 
            self.key = successor.key 
            successor.binary_tree_delete(successor.key) 
        elif self.left_child:   # if the node has only a *left* child 
            self.replace_node_in_parent(self.left_child) 
        elif self.right_child:  # if the node has only a *right* child 
            self.replace_node_in_parent(self.right_child) 
        else: # this node has no children 
            self.replace_node_in_parent(None) 
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Δύο ακόμη τίτλοι που χρησιμοποιούνται για την περιγραφή δυαδικών δέντρων 
αναζήτησης είναι οι “complete” και “degenerate”. Ένα complete δέντρο είναι τελείως γεμισμένο 
(με πιθανή εξαίρεση το τελευταίο επίπεδο ) , το οποίο έχει γεμιστεί από αριστερά προς τα δεξιά 
και οι κόμβοι είναι διατεταγμένοι όσο πιο αριστερά γίνεται .Είναι ένα δέντρο με n επίπεδα όπου 
για κάθε επίπεδο d <=n-1 ο αριθμός των κόμβων στο συγκεκριμένο επίπεδο d είναι 2d  . Δηλαδή 
σε κάθε επίπεδο πρέπει να υπάρχουν όσοι κόμβοι γίνεται με εξαίρεση το τελικό όπου όσοι 
υπάρχουν πρέπει να είναι διατεταγμένοι από δεξιά στα αριστερά. Για το degenerate δέντρο 
ισχύει ότι κάθε κόμβος έχει ένα μόνο παιδί, είναι μη ισορροπημένο και στη χειρότερη περίπτωση 
έχει ίδια απόδοση με αυτή της συνδεδεμένης λίστας. 
Συγκρίσεις απόδοσης 
Ο D. A. Heger  το 2004 παρουσίασε μια σύγκριση απόδοσης ανάμεσα στα δυαδικά δέντρα 
αναζήτησης. Τα treap φάνηκε ότι έχουν καλύτερη μέση απόδοση ενώ τα red-black trees  έχουν 
τις μικρότερες διακυμάνσεις στην απόδοση τους.  
 Optimal binary search trees 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Τα βέλτιστα δυαδικά δέντρα αναζήτησης (optimal binary search trees) είναι δέντρα στα 
οποία έχει ελαχιστοποιηθεί το κόστος αναζήτησης ,μπορούμε να φτιάξουμε τέτοια δέντρα όταν   
δεν σκοπεύουμε να τα τροποποιήσουμε παραπάνω και ξέρουμε τις συχνότητες προσπέλασης των 
κόμβων. Ακόμη και εάν δεν γνωρίζουμε τις συχνότητες ακριβώς και με μια προσεγγιστική λύση   
το κόστος αναζήτησης θα μειωθεί πολύ .Παραδείγματος χάριν  μπορούμε σε ένα δυαδικό δέντρο 
αναζήτησης το οποίο περιλαμβάνει αγγλικές λέξεις  να τοποθετήσουμε λέξεις που 
χρησιμοποιούνται συχνά (όπως την «the») πιο κοντά στη ρίζα και πιο σπάνιες λέξεις πιο κοντά 
στα φύλα. Τέτοια δέντρα μπορούν να συγκριθούν με τα Huffman trees τα οποία ομοίως 
τοποθετούν στοιχεία που προσπελάζονται συχνά κοντά στη ρίζα με τη διαφορά ότι αποθηκεύουν 
στοιχεία δεδομένων μόνο στα φύλα και δεν χρειάζεται να τα στοιχεία αυτά να είναι διαταγμένα. 
Σε περίπτωση που δεν γνωρίζουμε τη σειρά με την οποία θα υπάρχουν τα στοιχεία μέσα στο 
δέντρο μπορούμε να χρησιμοποιήσουμε τα splay trees τα οποία είναι εξ ίσου αποδότικά για 
στατικές αναζητήσεις 
α 
β γ α β 
γ 
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3. Βέλτιστα Δυαδικά Δένδρα Αναζήτησης  
  
Δημιουργήθηκαν αρκετές δημοσιεύσεις στις οποίες οι ερευνητές ασχολήθηκαν με την εύρεση 
αλγορίθμων για τα βέλτιστα δυαδικά δένδρα αναζήτησης ,με μία από τις σημαντικότερες την 
ενασχόληση του Κnuth[3] ο οποίος βασίστηκε στην δημοσίευση των Gilbert and Moore του 
1959 και δημιούργησε μια λύση δυναμικού προγραμματισμού . 
 
3.1 Knuth's Dynamic Programming Algorithm 
3.1.α Περιγραφή της Δημοσίευσης  
H συγκεκριμένη δημοσίευση του Knuth ασχολείται με την εύρεση βέλτιστων δυαδικών 
δένδρων αναζήτησης με γνωστές τις συχνότητες εμφάνισης των ονομάτων .Παραδείγματος 
χάριν έχοντας τρία ονόματα A,B,C με γνωστές συχνότητες α,β,γ ,μπορούμε να έχουμε πέντε 
δυαδικά δένδρα με τρείς κόμβους : 
 
Υποθέτοντας ότι α+β+γ=1 έχουμε[3]:
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Παρατηρούμε ότι είναι προτιμότερο σε κάποιες περιπτώσεις να επιλέγουμε το Β ως ρίζα ακόμη 
και αν τα A,C έχουν μεγαλύτερες συχνότητες ,αλλά από την άλλη δεν είναι η ιδανική λύση απλά 
το να επιλέξουμε ως ρίζα το στοιχείο με τη μεσαία τιμή ώστε να έχουμε και στο αριστερό και 
στο δεξί υπόδεντρο ίσες πιθανότητες αναζήτησης. 
 Γενικά υπάρχουν (2𝑛
𝑛
)
1
𝑛+1
~4𝑛/𝑛√𝜋𝑛 δένδρα με n κόμβους ,άρα δεν γίνεται να 
ψάχνουμε αναλυτικά για το βέλτιστο . Παρόλα αυτά μπορούμε να υλοποιήσουμε μια εφαρμογή 
δυναμικού προγραμματισμού έχοντας ως βάση τον αλγόριθμο των Cocke-Kasami-Younger-
Early για context-free grammars . 
 Με σκοπό να γενικεύσουμε το πρόβλημα δεν θα χρειαστούμε μόνο τις συχνότητες 
πετυχημένης αναζήτησης αλλά και τις συχνότητες που η αναζήτηση αποτυγχάνει .Έτσι έχουμε n 
ονόματα Α1,….,Αn και 2n+1 συχνότητες αo,.....,αn;β1,…..,βn , όπου βi είναι η συχνότητα 
εμφάνισης ονόματος Αi και αi η συχνότητα εμφάνισης ονόματος ανάμεσα στα Αi και Ai+1 . 
 To γεγονός που καθιστά ικανή την επίλυση του προβλήματος είναι ότι όλα τα 
υπόδεντρα ενός βέλτιστου δέντρου είναι και αυτά βέλτιστα . Έτσι εάν , ο κόμβος Αi  είναι η ρίζα 
βέλτιστου δυαδικού δέντρου αναζήτησης τότε το αριστερό υπόδεντρο είναι βέλτιστη λύση για 
τις συχνότητες  αo,.....,αi-1 και β1,…..,βi-1  και το δεξί υπόδεντρο είναι βέλτιστη λύση για τις 
συχνότητες  αi,.....,αn και βi+1,…..,βn .Έτσι μπορούμε να φτιάξουμε βέλτιστα δένδρα για  όλες τις 
ενδιάμεσες συχνότητες αi,.....,αj;βi+1,…..,βj  με i<=j ξεκινώντας από τις μικρότερες ενδιάμεσες 
συχνότητες προς τις μεγαλύτερες .Εφόσον υπάρχουν μόνο (n+2)(n+1)/2 επιλογές το συνολικό 
κόστος του υπολογισμού δεν είναι υπέρμετρο. 
Γενικά μπορούμε να περιγράψουμε το συνολικό “weighted path length ” ως : 
     
     P=PL  + PR + W , 
 Όπου PL  και PR  είναι τα weighted path lengths του αριστερού και του δεξιού 
υποδέντρου αντιστοίχως και W= α0 + α1 + …. +αn + β1 + β2 + … +βn  είναι το “βάρος του 
δέντρου” ,το άθροισμα όλων των συχνοτήτων. Το weighted path length αντικατοπτρίζει το 
σχετικό κόστος αναζήτησης στο δέντρο όταν οι συχνότητες αi και βi  είναι επιλεγμένες 
κατάλληλα ,δηλαδή το πρόβλημα εύρεσης βέλτιστης λύσης αντιστοιχίζεται στο πρόβλημα 
εύρεσης δένδρου με ελάχιστο weighted path length . 
 Oι παραπάνω παρατηρήσεις μας επιτρέπουν να  ξεκινήσουμε μια υπολογιστική 
διαδικασία εύρεσης του βέλτιστου δυαδικού δένδρου αναζήτησης .Έστω Pi,j , Wi,j  τα weighted 
path lengths και το συνολικό βάρος το δένδρου για όλα τα ονόματα  ανάμεσα σε Αi , Aj+1 (i<=j) 
και Ri,j το περιεχόμενο της ρίζας του συγκεκριμένου δένδρου . 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:28:35 EET - 137.108.70.7
Σταθακόπουλος-Ξηνταβελώνης Νικόλαος  - 13  
 
Έτσι έχουμε : 
    Pii=Wii=αi    ,for 0<=i<=n; 
    Wij=Wi,j-1 + βj + αj, 
  Pi,Rij-1 + PRij,j = min(Pi,k-1  +Pk,j)=Pij   - Wij  ,for 0<=i<j<=n. 
 
 Αυτές οι  φόρμουλες περιγράφουν μία συστηματική μέθοδο για την εύρεση βέλτιστων 
δυαδικών δέντρων αναζήτησης ,δεδομένης της συχνότητας εμφάνισης κάθε ονόματος. Ο 
αριθμός των βημάτων είναι ανάλογος του τετραγώνου του αριθμού των ονομάτων . 
 Λήμμα: 
 Εάν αn=βn=0 ένα βέλτιστο δυαδικό δέντρο αναζήτησης μπορεί να αποκτηθεί 
αντικαθιστώντας το πιο δεξιά τελικό κόμβο του βέλτιστου δέντρου για α0,….,αn-1 και β0,.....,βn-1 
από το υπόδεντρο . 
 
 
 
 
 
 
Aπόδειξη : 
 Από τις παραπάνω φόρμουλες έχουμε Wi,n=Wi,n-1 για 0<=i<n ; Pnn==αn =0; Rn-1,n=n;   
Pn-1,n=2 αn-1. Θέλουμε να αποδείξουμε ότι Pi,n=Pi,n-1 + αn-1 & Ri,n=Ri,n-1 για 0<=i<=n-2 . 
 Pi,i  + Pi+1,n ;…….;Pi,n-2 + Pn-1,n;Pi,n-1 + Pn,n . 
Επαγωγικά : 
 Pi,i  + Pi+1,n-1  + αn-1 ;…….;Pi,n-2 + Pn-1,n-1 + αn-1      ;Pi,n-1  . 
Έστω Ri,n-1=r ,τότε: 
 Pi,n-1=  Pi,r-1   +  Pr,n-1  + Wi,n-1   >=   Pi,r-1   +  Pr,n-1  + αn-1 
H ελάχιστη τιμή στο παραπάνω σύνολο αριθμών είναι Pi,r-1 + Prn . 
Αn  
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Θεώρημα: 
 Προσθέτοντας ένα νέο όνομα στο δέντρο με συχνότητα μεγαλύτερη από όλα τα άλλα 
,δεν θα αναγκάσει ποτέ τη ρίζα να μεταβεί στο αριστερό υπόδεντρο .Δηλαδή υπάρχει πάντα 
λύση στις παραπάνω ισότητες για τις οποίες ισχύει για n>=2 : R0,n-1 <= R0,n . 
 
Aπόδειξη : 
 Θα χρησιμοποιήσουμε επαγωγή στο n . Εφόσον το βέλτιστο δέντρο είναι συνάρτηση 
του αn + βn  , μπορούμε να υποθέσουμε ότι βn =0 .Θα ξεκινήσουμε την απόδειξη μας με αn=0 , σε 
αυτήν την περίπτωση το παραπάνω λήμμα μας εξασφαλίζει έναν πίνακα Ri,j  που ικανοποιεί την 
απαραίτητη  προϋπόθεση .Θα δείξουμε πως αυτή η προϋπόθεση μπορεί να διατηρηθεί καθώς το 
αn  αυξάνεται .   
 Έστω α τιμή τέτοια ώστε το βέλτιστο δέντρο είναι Τ όταν αn=α-ε , και είναι Τ’!=Τ 
όταν αn = α+ε. Υποθέτουμε ότι η ρίζα του Τ’ είναι μικρότερη από αυτή του Τ .Το weighted path 
length είναι γραμμική έκφραση της μορφής : 
 l(α0)α0  + l(α1)α1 +…..+ l(αn)αn  + l(β1)β1 +…..+ l(βn)βn  ,όπου το l(x) δείχνει το επίπεδο . 
Η έκφραση για το Τ’ :      
 l’(α0)α0  + l’(α1)α1 +…..+ l’(αn)αn  + l’(β1)β1 +…..+ l’(βn)βn . 
Aυτές οι δύο εκφράσεις γίνονται ίσες όταν αn=α και l’(αn)< l(αn) , ώστε το Τ’ είναι καλύτερο 
όταν αn > α . Όταν αn=α και τα δύο δέντρα είναι βέλτιστα . 
Έστω το παρακάτω διάγραμμα για το Τ: 
              
         
  
 
   
 
 
 
Ai1 
 
Ai2 
 
Αn 
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Kαι για το Τ΄ : 
              
         
  
 
   
 
 
 
Από τις υποθέσεις μας : j1<i1 ; il(αn)=jl’(αn)=n . Εφόσον j1<i1 , μπορούμε να χρησιμοποιήσουμε 
επαγωγή και τη συμμετρία μεταξύ των υποδέντρων για να καταλήξουμε ότι j2<=i2 . Αν  j2<i2  
ομοίως έχουμε ότι j3<=i3. Αλλά αφού   l’(αn)< l(αn) , jl’(α n) = n > il’(α n)  ; έτσι jk=ik για κάποιο k. 
Έτσι μπορούμε  να αντικαταστήσουμε το δεξί υπόδεντρο του Αik στο Τ από το όμοιο υπόδεντρο 
του Τ’ , κατέχοντας ένα δυαδικό δέντρο Τ’’ του οποίου το weighted path length είναι όμοιο με 
αυτό του Τ’ για κάθε αn  . Αφού το Τ’’ έχει ίδια ρίζα με το Τ συμπεραίνουμε ότι δεν θα 
χρειαστεί να μετατοπιστεί η ρίζα καθώς αυξάνεται το α . 
 
3.1.β Αλγόριθμος και Δοκιμή του Αλγορίθμου  
Αppendix 
 Παρακάτω ακολουθεί πρόγραμμα με τον αλγόριθμο που περιγράφηκε γραμμένο σε 
Αlgol 60,όπως παρουσιάστηκε στην δημοσίευση του Knuth . 
begin  comment Finding an ‘optimum ’ search tree 
 string (10) array wd(1::100); integer array a,b(0::100); 
 integer n; 
 record node (string(10) info ; integer col ; reference(node) left, right ); 
 procedure display(integer value n; reference(node) value root); 
  begin comment Draw a picture of binary tee referenced  by ‘root’; 
Aj1 
 
Aj2 
 
Αn 
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  integer k,newk; comment The number of nodes on the waiting list ; 
  reference (node) p; 
  integer j;comment Counter used in colno procedure ; 
  procedure colno(reference(node) value r); 
   begin comment Assign a column number to each node of the binary tree 
referenced by r; 
   if r!= null then  
    begin colno(left(r)); 
     col(r):=round(123*jl(n-1))+4;j:=i+1 
     colno(right(r)) 
    end 
   end colno ; 
  j:=0; colno(root); 
  waiting(1):=root ; k:=1; 
  while k>0 do  
  begin line:=” ”; 
   for j:=1 until k do  
   begin comment Move waiting node to active area , and draw “l” lines 
down to it; 
    active (j):=p:=waiting(j); 
    line(col(p)|1):=”l”; 
   end 
   write(line,line); 
   newk:=0; 
   for j:=1 until k do  
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   begin comment Put nodes descended from active nodes onto the waiting 
list , and prepare an appropriate line containing the ‘info’ of active nodes; 
    integer cl,cr; 
    p:=active(j);cl:= cr:= col(p); 
    if left(p) != null then  
     begin cl:=col(left(p));newk:=newk+1; 
      waiting(newk):=left(p) 
     end; 
 
    if right(p) != null then  
      begin cl:=col(right(p));newk:=newk+1; 
       waiting(newk):=right(p) 
      end; 
         for i:=cl until cr do line(i|1):=”-”; 
     begin comment Center info(p) on line , about col(p); 
      integer s;s:=0; while info(p) (s+1|1)!= “ ” do s:=s+1; 
      cl:=col(p) –s div 2; 
      for i:=0 until s do line(cl+i|1):=info(p)(i|1); 
     end; 
      end; 
    write(line); 
    k:=newk 
   end 
  end display; 
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  n:=0 ; intfieldsize :=5;  
  write(“THE GIVEN FREQUANCIES ARE:”); 
  rloop: read(a(n),wd(n+1),b(n+1)); 
  write(“     ”),α(n)); 
  if wd(n+1)(0|1)!=”.”then 
  begin n:=n + 1; 
   write(“     ”),wd(n),b(n)); 
   go to rloop 
  end; 
  begin comment Find an n-node optimal tree , given relative frequency b(i) of 
encountering wd(i) and frequency a(i) of being between wd(i) and wd(i+1); 
   integer array p,w,r(0:: n, 0::n); comment p(i,j) , w(i,j) , r(i,j) denote 
respective the weighted path length , the total weight ,and the root of the optimal tree for the 
words lying between wd(i) and wd(j+1),when i<j+1.The average search length in this tree is 
p(i,j)/w(i,j); 
   reference(node) procedure createtree(integer value i,j); 
    if i!=j then node(wd(r(i,j),0))  
     createtree(i,r(I,j)-1),createtree(r(i,j),j) else null; 
   for i:=0 until n do p(i,i):=w(i,i):=α(i); 
   for i:=0 until n do for j:=i+1 until n do  
    w(i,j):=w(i,j-1)+b(j)+α(j); 
   for k:=1 until n do for i:=0 until n-k do  
   begin integer ik,mn,mx;ik:=i+k; 
    mx:= if k=1 then ik else r(i,ik-1);mn:=p(i,mx-1)+p(mx,ik); 
    if k>1 then for j:=mx+1 until r(i+1,ik)do 
     if p(i,j-1) + p(j,ik)< mn then  
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      begin mn:=p(i,j-1)+p(j,ik);mx:=j end; 
     p(i,ik):=mn + w(i,ik);r(i,ik):=mx 
    end; 
    write(“AVERAGE PATH LENGTH IS”,p(0,n)/w(0,n)); 
    iocontrol(3); 
    display(n,createtree(0,n)); 
    iocontrol(3);intfieldsize:=2; 
    for i:=0 until n do  
    begin  iocontrol(2); 
     for j:=0 i=until n do writeon(if i<j then r(I,j) else 0) 
    end; 
   end; 
  end; 
 
Δοκιμή του Αλγορίθμου  
 Με σκοπό να δοκιμαστεί ο αλγόριθμος σε κάθε πιθανή περίπτωση , o Knuth στην 
δημοσίευση του μας δίνει τα παρακάτω δεδομένα (n=36) όπου έχει καταγραφεί η συχνότητα της 
κάθε λέξης καθώς και η συχνότητα της εμφάνισης των προσδιοριστών που βρίσκονται ανάμεσα 
στις λέξεις. 
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Παραδείγματος χάριν κάθε προσδιοριστής που ξεκινάει από J,K ή L  θα πέσει ανάμεσα στις 
integer & logical . Το μέσο search length για αυτό το δέντρο προκύπτει λιγότερο από 5 . 
Παρακάτω ακολουθεί η απεικόνιση του βέλτιστου δέντρου που προκύπτει από τον αλγόριθμο  
καθώς και η απεικόνιση του δέντρου που προκύπτει εάν οι συχνότητες αi είναι ίσες με 0 . 
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 H διαδικασία κατασκευής του βέλτιστου δυαδικού δέντρου αναζήτησης περιγράφεται στην 
συνάρτηση createtree ,η οποία εκτελεί τα παρακάτω βήματα : 
1. Για i από 0 έως n : 
a. p(i+1,i)=0  //path length 
b. w(i+1,i)=ai // total weight 
c. Για j από i+1 έως n : 
i. w(i+1,j)= w(i+1,j-1)+bj +aj  
2. Για j από 1 .. n : 
a. p(j,j)=w(j,j) 
b. r(j,j)=j 
3. Για l από 2 έως n 
a. Για j από l έως n 
i. i=j-1+1 
ii. p(i,j)=w(i,j) + minimum[w(i,k-1) + w(k+1,j)] , όπου το k βρίσκεται 
ανάμεσα στις τιμές r(i,j-1) , r(i+1,j) και η συγκεκριμένη τιμή του k για την 
οποία προκύπτει το ελάχιστο p(i,j) αποτελεί το r(i,j). 
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Για να κατανοήσουμε κι άλλο τον αλγόριθμο θα κάνουμε ένα επιπλέον παράδειγμα[11] .Για n=6 
κλειδιά (κ1,……k6) με b1=10 ,b2=3 ,b3=9 ,b4=2 ,b5=0 ,b6=10 ,a0=5, a1=6, a2=4 , a3=4 ,a4=3 
,a5=8 , a6=0 . 
Στο βήμα 1 , δημιουργούνται οι αρχικοί πίνακες για το total weight και το path length : 
Aρχικά έχουμε p(i+1,i)=0   
P:  
  0 1 2 3 4 5 6 
1 0       
2  0      
3   0     
4    0    
5     0   
6      0  
7       0 
 
Και w(i+1,i)=ai , και w(i+1,j)= w(i+1,j-1)+bj +aj  
W: 
 0 1 2 3 4 5 6 
1 5 21 28 41 46 54 64 
2  6 13 26 31 39 49 
3   4 17 22 30 40 
4    4 9 17 27 
5     3 11 21 
6      8 18 
7       0 
 
Στο τέλος της δεύτερης επανάληψης έχουμε :  
Ρ: 
 0 1 2 3 4 5 6 
1 0 21      
2  0 13     
3   0 17    
4    0 9   
5     0 11  
6      0 18 
7       0 
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Kαι r: 
 0 1 2 3 4 5 6 
1  1      
2   2     
3    3    
4     4   
5      5  
6       6 
 
Στο τελικό βήμα θα προκύψει το βέλτιστο path length και οι ρίζες ri,j για κάθε υπόδεντρο (i,j) : 
Ρ: 
 0 1 2 3 4 5 6 
1 0 21 41 79 96 121 158 
2  0 13 39 53 78 115 
3   0 17 31 56 69 
4    0 9 26 53 
5     0 11 32 
6      0 18 
7       0 
 
Kαι r: 
 0 1 2 3 4 5 6 
1  1 1 2 3 3 3 
2   2 3 3 3 3 
3    3 3 3 4 
4     4 5 6 
5      5 6 
6       6 
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Έχοντας βρει όλες τις ρίζες για κάθε πιθανό υπόδεντρο μπορούμε να φτιάξουμε το βέλτιστο 
δυαδικό δέντρο αναζήτησης : 
 
 
 
 
 
 
 
 
 
 
 
Προβλήματα του αλγορίθμου και πιθανές βελτιώσεις  : 
 Mε την χρήση του συγκεκριμένου αλγορίθμου προκύπτουν διάφορα προβλήματα , με 
το πιο ενδιαφέρον να είναι το να καταφέρουμε το καλύτερο δυνατό όριο στο weighted path 
length, δεδομένων συχνοτήτων για τις οποίες το συνολικό άθροισμα είναι 1.Παραδείγματος 
χάριν : Για n=2 έχουμε weighted path length <=3 και η χειρότερη περίπτωση συμβαίνει όταν 
α1=1,α0=α2=β1=β2=0.Έχουμε το ίδιο όριο και όταν n=3 αφού το δέντρο : 
 
 
 
 
 
Προφανώς έχει weighted path length <=3 . Aυτό που δεν είναι προφανές είναι ότι τα καλύτερα 
δυνατά όρια τα έχουμε για n>3 , αν και το βέλτιστο weighted path length ποτέ δεν ξεπερνάει το 
|log2(n+1)|+1. 
K3 
K1 
K6 
K2 K5 
K4 
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 Άλλο ένα πρόβλημα αφορά την πολυπλοκότητα του αλγορίθμου .Η συγκεκριμένη 
λύση έχει κόστος ανάλογο στο τετράγωνο του αριθμού των ονομάτων για 0<=i<=j<=n.Όμως για 
την περίπτωση που έχουμε ανακαλύψει ότι R0,n-1 >=5  δεν χρειάζεται να υπολογίσουμε το Ri,n  
για 1<=i<=4 όταν υπολογίζουμε το R0,n  .Οπότε ίσως να υπάρχει δυνατότητα να ελαχιστοποιηθεί 
παραπάνω το κόστος του αλγορίθμου. 
 Ένα ακόμη ζήτημα θα ήταν η δημιουργία αλγορίθμου ο οποίος θα κρατούσε δικιά του 
πληροφορία για τις συχνότητες με βάση το παρελθόν και θα τοποθετούσε ,σταδιακά , ονόματα 
με μεγαλύτερη συχνότητα πιο κοντά στη ρίζα. Η αναβάθμιση του αλγορίθμου μας κατά αυτόν 
τον τρόπο κατά πάσα πιθανότητα θα μείωνε το κόστος του σε χρόνο . 
 Eπίσης ένα θέμα που σχετίζεται με το αρχικό μας παράδειγμα :Το βέλτιστο στην “of-
and-the” περίπτωση μπορεί να αποκτηθεί με τον παρακάτω κανόνα : Τοποθέτησε ως ρίζα του 
δέντρου το όνομα με τη μεγαλύτερη συχνότητα  και συνέχισε ομοίως στα υπόδεντρα .Ένας 
ακόμη κανόνας είναι να επιλεχθεί τέτοια ρίζα ώστε να ισορροπεί το συνολικό βάρος των 
υποδέντρων όσο πιο πολύ γίνεται .Κανένας από τους δύο αυτούς κανόνες δεν θα δημιουργεί 
βέλτιστο δυαδικό δέντρο αναζήτησης αλλά ίσως δημιουργούν αρκετά καλά σχεδόν βέλτιστα 
δέντρα . 
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3.2 Hu & Tucker algorithm  
 Κατά την ίδια περίπου περίοδο με τον Knuth , οι Hu και Τucker δημιούργησαν μια 
τεχνική για την pi=0 περίπτωση την οποία βελτίωσαν και απλούστευσαν οι Garcia και Wachs 
δημιουργώντας έναν αλγόριθμο ο οποίος κατανάλωνε μόνο Θ(n logn ) χρόνο και 
χρησιμοποιούσε μόνο το γραμμικό χώρο . 
 
 
3.2.α Garsia – Wachs Algorithm[5,10] : 
 O αλγόριθμος κατασκευάζει μια αναδιάταξη TB του ελάχιστου δέντρου T.Όταν γίνει 
αυτό τα επίπεδα του pi στο ΤΒ  χρησιμοποιούνται για την κατασκευή του Τ. 
Ξεκινώντας με τη λίστα των βαρών : 
 po, p1, p2,…….., pn+1, pn 
ο αλγόριθμος εκτελεί τα παρακάτω βήματα n-1 φορές : 
1.εντόπισε το πιο δεξιά ζευγάρι τιμών και ονόμασε το pi-1 , pi . 
2.Έπειτα εντόπισε τη πρώτη τιμή από δεξιά του pi  που είναι μεγαλύτερη ‘η ίση του pi-1 + pi ,και 
ονόμασε τη pi+k+1 .Tώρα έχουμε : 
 po, p1,……., pi-2, pi+1,…,pi+k,(pi-1+pi),pi+k+1….., pn, pn+1 
Κάθε άθροισμα pi-1+pi  απεικονίζει έναν εσωτερικό κόμβο px του ΤΒ . 
Παραδείγματος χάριν έχοντας τους κόμβους με τα βάρη τους : 
Α,3; Β,2; C,1; D,4; E,5;  
Θέλουμε αρχικά να φτιάξουμε ένα βέλτιστο δέντρο με τους κόμβους σε disorder . 
Έπειτα να το διασχίσουμε και να βρούμε το επίπεδο του κάθε κόμβου ,και τέλος να το 
κατασκευάσουμε ένα δέντρο με αυτά τα επίπεδα και τους κόμβους σε inorder . 
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Αρχικά αναζητούμε το μικρότερο i για το οποίο weight(ti-1)<=weight(ti+1) 
 
 ,3                     ,2                      , 1                   ,4                  ,5                        
 
 
Παρατηρούμε ότι αυτό συμβαίνει για ti=C . 
Στην συνέχεια ενώνουμε τα ti-1,ti με weight : w=weight(ti-1)+weight(ti) και βάζουμε κόμβο t 
στο μεγαλύτερο j<i όπου weight(tj -1 )>=w : 
 
            ,3                     ,3                 ,4                  ,5      j=1                                                                       
 
 
 
Συνεχίζουμε κατά αυτόν τον τρόπο μέχρι να ολοκληρωθεί το δέντρο μας . 
 
                         , 6                    ,4     ,5        i=1 , j=0 
 
 
 
   
                                                                                                             
    ,9          ,6         ,i=2 , j=0  
 
                                                                             
 
A B C D E 
A
B C 
D E 
 
A  
B C 
D E 
 
D E 
 
A  
B C 
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Τέλος φτιάχνουμε το βέλτιστο δυαδικό δέντρο αναζήτησης με την σειρά των κόμβων in order 
A,B,C,D,E στα επίπεδα 2,3,3,2,2 , αντίστοιχα. 
 
                                             
 
 
 
 
 
 
 
 
 
 
 
 
D E 
 
A  
B C 
 
 
  
Α  
Β C 
D E 
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 4. Σχεδόν Βέλτιστες Λύσεις και Ανάλυση  
 Ένας αριθμός συγγραφέων ασχολήθηκε με το να αποφύγει λύσεις που απαιτούν 
τετραγωνικό χώρο. Μία από τις σημαντικές δημοσιεύσεις ήταν αυτή του Wayne Walker ο 
οποίος προσπάθησε να εξισώσει το βάρος του αριστερού  και το δεξιού  υποδέντρου και στη 
συνέχεια να επιλέξει μια σχετικά μεγάλη pi τιμή. Έπειτα από μια σειρά μεθόδων συντονισμού η 
λύση δούλεψε καλά για πειραματικά δεδομένα. Η αναλυτική ενασχόληση με το κόστος του 
βέλτιστου δυαδικού δέντρου αναζήτησης ήταν συνυφασμένη με προσεγγιστικές λύσεις .Ο Paul 
Bayer απέδειξε ότι  Copt > H − P lg(eH/2P) υποθέτοντας H >2P/e ,όπου το Copt δείχνει το 
κόστος του βέλτιστου δέντρου και Η είναι η εντροπία της διακριτής κατανομής : H  =Σ pi lg(1/pi 
+ Σ qi lg(1/qi). 
 Ο Βayer επίσης έδωσε άνω όριο βελτιωμένο από αυτό στη δημοσίευση του Mehlhorn 
στο Η + 2 – P . Η  εντροπία  (Η) είναι συνάρτηση πιθανοτήτων και ανεξάρτητη της σειράς .O 
Βrian Allen έδειξε ότι τα όρια που υπάρχουν είναι όσο βελτιστοποιημένα γίνεται και υπάρχει 
δυνατότητα να μεταβείς από το ένα στο άλλο κάνοντας ανακατατάξεις . Αυτό γίνεται ακόμη και 
όταν το Η είναι όσο μεγαλύτερο γίνεται . 
 O Mehlhorn  βασισμένος στη λύση των  Walker & Gotlieb  δημιούργησε δύο «top 
down» προσεγγιστικές λύσεις .Σύμφωνα με τη μια , η ρίζα επιλέγεται τέτοια ώστε το δεξί και το 
αριστερό υπόδεντρο να έχουν όσο πιο μικρό συνολικό βάρος γίνεται .Σύμφωνα με την άλλη η 
ρίζα επιλέγεται τέτοια ώστε να μειωθεί το μέγιστο βάρος του κάθε υπόδεντρου. Kαι ο Μehlhorn 
και ο  Bayer απόδειξαν ότι και οι δύο αλγόριθμοι δημιουργούν δέντρα με  εύρος δεκτό για τα 
βέλτιστα δέντρα δυαδικής αναζήτησης , αν και μπορεί να διαφέρουν από αυτά . 
 Μια προσεγγιστική λύση μπορεί να δουλέψει σε Ο(nlogn ) χρόνο και γραμμικό χώρο . 
Μία λύση δημιουργεί έναν βοηθητικό πίνακα που περιέχει το άθροισμα των πιθανοτήτων για  
κάθε εσωτερικό κόμβο . Αυτό είναι wi=Σpj + Σqj και μπορεί να υπολογιστεί σε γραμμικό χρόνο 
ως wi = wi−1+pi−1+qi−1.Μια δυαδική αναζήτηση τότε αρκεί για να αποφασιστεί η ρίζα του 
δέντρου . Η αναδρομή μας δίνει τη χειρότερη περίπτωση για 0(n logn ) και 0(n) στη πέριπτωση 
που η ρίζα βρίσκεται στο μισό του εύρους της .O Fredman[6] πρότεινε μια λύση ώστε να 
εξασφαλίσει γραμμικό τρέξιμο . 
 
 
4.1 Fredman – Two Applications of a Probabilistic Search 
Technique  
  
Στη δημοσίευση του Μichael Fredman παρουσιάζεται μια μέθοδος κατασκευής 
probabilistically  binary search trees . Έστω πιθανότητες q0,p1,q1,….,pn,qn με συνολικό 
άθροισμα 1 .Θέλουμε να κατασκευάσουμε ένα δυαδικό δέντρο αναζήτησης με Ν εσωτερικούς 
και Ν+1 εξωτερικούς κόμβους με τις συσχετισμένες πιθανότητες (οι pj’s να συσχετίζονται με 
τους εσωτερικούς και οι qj’s με τους εξωτερικούς κόμβους ) , έτσι ώστε το δέντρο να είναι 
σχεδόν βέλτιστο .O Knuth έγραψε έναν 0(n2 ) αλγόριθμο κατασκευής βέλτιστων δυαδικών 
δέντρων αναζήτησης και οι Hu & Tucker έναν αλγόριθμο για την ειδική περίπτωση όπου pj’s=0 
, μια περίπτωση για την οποία ο Κnuth  είχε δείξει ότι μπορεί να υλοποιηθεί σε 0(n logn ) χρόνο. 
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Παρόλα αυτά η ανάλυση των Bayer ,Mehlhorn & Schnorr υπέδειξε ότι η αναδρομική επιλογή 
για ρίζα του κόμβου για τον οποία τα δύο υπόδεντρα διαφέρουν στο άθροισμα πιθανοτήτων όσο 
πιο λίγο γίνεται , δημιουργεί ένα καλό δέντρο .Οι Walker & Gotlieb περιέγραψαν την υλοποίηση 
ενός 0(n logn ) αλγορίθμου κατασκευής probabilistically balanced trees . Ένας από τους 
σκοπούς της περιγραφόμενης δημοσίευσης είναι η δημιουργία ενός 0(n) τέτοιου αλγορίθμου . 
 
4.1.α Βuilding Balanced Binary Search Trees  
Έστω : 
𝐿𝑗 = 𝑞0 +  ∑(𝑝𝑘 + 𝑞𝑘) ,       𝑎𝑛𝑑      𝑅𝑗 = 𝑞𝑗 +  ∑ (𝑝𝑘 + 𝑞𝑘), 1 ≤ 𝑘 ≤ 𝑁
𝑁
𝑘=𝑗+1
𝑗−1
𝑘=1
 
με RN+1=L0=0,R0=LN+1=1.  
O στόχος μας , να βρεθεί ρίζα που θα ισορροπεί το δέντρο κατά το βέλτιστο τρόπο , 
αντιστοιχίζεται στο να βρεθεί j , 1<=j<=N που θα ελαχιστοποιεί το |Rj-Lj| . Εφόσον τα Lm 
αυξάνονται με το m ενώ τα Rm μειώνονται  πρέπει να βρούμε το μοναδικό k για το οποίο : 
   Lk-1 <= Rk-1    &   Lk > Rk 
Mπορούμε να αποφασίσουμε ποιο  j=k  ή j=k-1 με μία σύγκριση το πολύ .Iσχύει ότι έχουμε 
Lj>Rj αν και μόνο αν k<=j άρα η σύγκριση των  Lj,Rj μεταφράζεται σε μια ακολουθία σχετικά 
με το k. Βάζοντας ετικέτες στους κόμβους από 1 έως Ν από δεξιά προς αριστερά ,ώστε ο κόμβος 
j να είναι συσχετισμένος με την πιθανότητα Pj , το δέντρο μας είναι μοναδικά προσδιορισμένο 
με την αρίθμηση των κόμβων σε preorder .(H ρίζα εμφανίζεται πρώτη στη λίστα και 
ακολουθείται από τους κόμβους του αριστερού υποδέντρου σε preorder και έπειτα από αυτούς 
του δεξιού υποδέντρου σε preorder .) O αριθμός των πιθανών λιστών έχει όριο έναν εκθετικό 
στη Ν και υπάρχουν λιγότερα από 4Ν δυαδικά δέντρα με Ν εσωτερικούς κόμβους . Άρα 
απαιτούνται 0(Ν) συγκρίσεις για τη δημιουργία ισορροπημένου δέντρου. 
 Μπορούμε να δημιουργήσουμε έναν αλγόριθμο κατασκευής τέτοιων δέντρων που να 
απαιτεί γραμμικό χρόνο , ο οποίος θα είναι ανάλογος στον αριθμό των συγκρίσεων που κάνει . 
Βασισμένοι στη σχέση  Lk-1 <= Rk-1    &   Lk > Rk , στις συγκρίσεις ελέγχουμε κατά πόσο 
k<=(N+1)/2 , στη συνέχεια αν k<=1 , k<=2, k<=4 , K,=8 και ούτω καθεξής , μέχρι να πάρουμε 
μια καταφατική απάντηση .Έπειτα κάνουμε μια  δυαδική αναζήτηση στους εναπομείναντες 
εσωτερικούς κόμβους ώστε να βρούμε το k , και τέλος έπειτα από μια ακόμη σύγκριση 
βρίσκουμε τη ρίζα .Η παρατήρηση που μας βοηθάει να καταλήξουμε στην απόφαση μας είναι 
ότι αν η ρίζα είναι ο κόμβος j ,(N-j στη συμμετρική περίπτωση ), j<=(N+1)/2 , τότε μόνο 0(1 + 
log j)συγκρίσεις απαιτούνται για να αποφασίσουμε .  
 Έστω F(N) ο αριθμός των συγκρίσεων που απαιτούνται για να φτιάξουμε δέντρο με Ν 
κόμβους τότε για το F(N) ισχύει η ανισότητα: 
F(N) <= max{A +B log j + F(j-1) + F(N-j); 1<=j<=(N+1)/2} 
 
,όπου Α και Β είναι σταθερές .Μία τέτοια συνάρτηση είναι φανερό ότι μεγαλώνει γραμμικά με 
το Ν . 
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Παράδειγμα της χρήσης του αλγορίθμου : 
 
Για τις τιμές q0 =5 , q1=6 , q2=4  , q3=4  , q4=3  ,q5=8  , q6=0 & p1=10  ,p2=3  ,p3=9  ,p4=2  
,p5=0  ,p6=10: 
Aρχικά  βάζουμε ετικέτες στους κόμβους από 1 έως Ν τέτοιες ώστε ο κόμβος i να έχει 
πιθανότητα pi . 
O αλγόριθμος επιλέγει τη ρίζα ψάχνοντας το μοναδικό i για το οποίο Li-1<=Ri-1 & Li>Ri. 
Για τον κόμβο 1 έχουμε :  
  
 
  
 
     ( q0 )  (q1+p2+q2+p3+q3+p4+q4+p5+q5+p6+q6)  
                               5      49 
  
 
Για τον κόμβο 2: 
 
      
  
 
     ( q0+p1+q1 )  (q2+p3+q3+p4+q4+p5+q5+p6+q6)  
                               21      40 
Για τον κόμβο 3: 
 
      
  
 
 ( q0+p1+q1+p2+q2 )        (q3+p4+q4+p5+q5+p6+q6)  
                               28      27 
 1 
 2 
 3 
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Για τον i=3 ισχύει :  Li-1<=Ri-1 & Li>Ri άρα ο κόμβος 3 είναι η ρίζα, και συνεχίζουμε 
αναδρομικά στα υπόδεντρα ( q0+p1+q1+p2+q2 ), (q3+p4+q4+p5+q5+p6+q6). 
 
      
  
 
 ( q0+p1+q1+p2+q2 )        (q3+p4+q4+p5+q5+p6+q6)  
 
Για το ( q0+p1+q1+p2+q2 ): 
Για τον κόμβο 1 έχουμε : 
 
  
 
          
  
 
              (q3+p4+q4+p5+q5+p6+q6)  
         
 
        ( q0 )     (q1+p2+q2) 
            5       13   
 
 
 
 
 
 
 3 
 1 
 3 
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Για τον κόμβο 2 : 
  
 
          
  
 
              (q3+p4+q4+p5+q5+p6+q6)  
         
 
        ( q0+p1+q1 )       (q2) 
            21                     4  
Για τον κόμβο 2 ισχύει ότι Li-1<=Ri-1 & Li>Ri, άρα επιλέγεται αυτός ως ρίζα και έχουμε 
ολοκληρώσει με το αριστερό υπόδεντρο . 
 
  
 
          
  
 
              (q3+p4+q4+p5+q5+p6+q6)  
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 3 
 2 
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Για το (q3+p4+q4+p5+q5+p6+q6) : 
Για τον κόμβο 4 έχουμε :  
 
  
          
  
 
                
         
 
                
                    (q3)   (q4+p5+q5+p6+q6)               
                                                                             4    21 
 
 
 
 
 
Για τον κόμβο 5 έχουμε :  
 
  
          
  
 
                
         
 
                
                    (q3+p4+q4)   (q5+p6+q6)               
                                                                             9    18 
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Για τον κόμβο 6 έχουμε :  
 
  
          
  
 
                
         
 
                
                    (q3+p4+q4+p5+q5) (q6)               
                                                                             17    0 
 
 
 
 
 
Για τον 6 ισχύει ότι Li-1<=Ri-1 & Li>Ri  άρα επιλέγεται αυτός .Και συνεχίζουμε αναδρομικά για 
το     (q3+p4+q4+p5+q5): 
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Για τον κόμβο 4 έχουμε : 
 
  
          
  
 
                
         
 
                
                        
                                                                                 
 
 
                                                        (q3)                    (q4+p5+q5)       
 
                                                         4                             11 
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Για τον κόμβο 5 έχουμε : 
 
  
          
  
 
                
         
 
                
                        
                                                                                 
 
 
                                                        (q3+p4+q4)               (q5)       
 
                                                             9                                8 
 
Για τον 5 ισχύει ότι Li-1<=Ri-1 & Li>Ri  άρα επιλέγεται αυτός και το τελικό μας δέντρο είναι : 
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Τελικό δέντρο : 
 
  
          
  
 
                
         
 
                
                        
                                                                                 
 
 
                                                                              
 
                                                                                            
 
 
 
 
 
 
 
 
 
4.1.β Συμπέρασμα  
 O αλγόριθμος που περιγράφηκε εξασφαλίζει γραμμικό όριο , σε αντίθεση με τον 
αλγόριθμο που ήδη υπήρχε για την κατασκευή βέλτιστων δυαδικών δέντρων αναζήτησης 
.Επίσης προσφέρει πρακτικά και ενδιαφέρον αποτελέσματα χωρίς να δημιουργεί βέλτιστα 
δέντρα αλλά σχεδόν βέλτιστα. 
 
 
 
  Τα τελευταία χρόνια έχουν γίνει διάφορες μικρές βελτιστοποιήσεις και αναλύσεις στην 
προσέγγιση του προβλήματος των βέλτιστών δυαδικών δέντρων αναζήτησης .Aυτές 
κορυφώνονται με τις εργασίες  των De Prisco & De Santis[7] και των Douieb & Bose όπου 
δίνονται αναλυτικά όρια της ποιότητας της προσέγγισης .  
 2 
 3 
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4.2 Mehlhorn’s Approximation Algorithm  
 O αλγόριθμος του Knuth που παρουσιάστηκε παραπάνω απαιτεί O(n2)  χρόνο όμως 
είναι αρκετά αργός για έναν μεγάλο αριθμό στοιχείων . 
 Το 1975 ο Kurt Mehlhorn έκανε μια δημοσίευση στην οποία  παρουσίαζε έναν πιο 
απλό αλγόριθμο που κατασκευάζει προσεγγιστικά ένα στατικό σχεδόν βέλτιστο δέντρο δυαδικής 
αναζήτησης σε Ο(n) χρόνο .Σε αυτόν τον αλγόριθμο η ρίζα του δέντρου επιλέγεται ώστε να 
ισορροπεί το συνολικό βάρος ανάμεσα στο αριστερό και στο δεξί υπόδεντρο .Αναδρομικά 
συνεχίζεται για κάθε υπόδεντρο . 
4.2.α  Κurt Mehlhorn , Nearly Optimal Binary Search Trees  
 Έχοντας n ονόματα Β1,Β2,….,Βn με 2n+1 συχνότητες β1,…,βn ,α0,….,αn με 
συνολικό άθροισμα 1 όπου το βi είναι η συχνότητα κόμβου Bi ενώ το αj είναι η συχνότητα 
κόμβου που βρίσκεται ανάμεσα στους Βj,Bj+1 .Υποθέτουμε ότι βi+αi+βι+1 !=0 για κάθε i, αλλιώς 
το i  ή το i+1 κλειδί θα έπρεπε να αφαιρεθεί .  
 Ένα δυαδικό δέντρο αναζήτησης περιλαμβάνει n εσωτερικούς κόμβους (κόμβοι με δύο 
παιδιά ) οι οποίοι συμβολίζονται με κύκλος και  n+1 φύλα που συμβολίζονται με τετράγωνα. Οι 
εσωτερικοί κόμβοι  Βi είναι σε αύξουσα σειρά από αριστερά προς τα δεξιά και τα φύλα επίσης 
.Έστω bi η απόσταση ενός εσωτερικού κόμβου Βi από την ρίζα και ai η απόσταση ενός φύλου 
(Bj,Bj+1) από τη ρίζα . Για να βρούμε ένα όνομα Χ απαιτούνται bi+1 συγκρίσεις εάν Χ=Βi και αj 
συγκρίσεις  αν Βj<X<Bj+1 . Έτσι έχουμε το weighted path length του δυαδικού δέντρου 
αναζήτησης Τ είναι : 
   𝑃 = ∑ 𝛽𝑖(𝑏𝑖 + 1) 𝑛𝑖=1 +∑ 𝛼𝑗𝑎𝑗
𝑛
𝑗=0  
 O Donald Κnuth δημοσίευσε έναν αλγόριθμο δημιουργίας τέτοιων δέντρων , o οποίος 
απαιτούσε 0(n2) χρόνο και χώρο σε πολυπλοκότητα . H πολυπλοκότητα του συγκεκριμένου 
αλγορίθμου είναι απαγορευτική για τις περισσότερες εφαρμογές .Επίσης ο Knuth περιέγραψε 
δύο κανόνες δημιουργίας δυαδικών δέντρων αναζήτησης οι οποίοι μπορούν να υλοποιηθούν σε 
0(nlogn) χρόνο και 0(n) χώρο . Έπειτα ο Μ.Fredman ασχολήθηκε με το συγκεκριμένο ζήτημα 
και δημιούργησε έναν αλγόριθμο ο οποίος απαιτεί  0(n) χρόνο και χώρο . 
Κανόνας 1 : Τοποθέτησε για ρίζα  το κλείδι με την  μεγαλύτερη πιθανότητα προσπέλασης και 
συνέχισε ομοίως στα υπόδεντρα . 
Κανόνας 2 : Επέλεξε τέτοια ρίζα  ώστε να έχουμε ισορροπία στο συνολικό βάρος των 
υποδέντρων και συνέχισε αναδρομικά σε αυτά . 
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Ο κανόνας 1 δεν δημιουργεί  καλά δέντρα .Σε ένα απλό παράδειγμα έχουμε :  
Έστω n=2k-1 , βi=2-k +εi με ∑εi=2-k  και ε1>ε2>….>εn>0 για 1<=i<=n & aj=0 για 0<=j<=n. 
O κανόνας 1 κατασκευάζει το παρακάτω δέντρο :   
 
              
         
  
 
   
 
 
 
 
Με path length :  
𝑃1 = ∑ 𝛽𝑖(𝑏𝑖 + 1) + ∑ 𝑎𝑗𝑎𝑗 = ∑ 𝛽𝑖 ∗ 𝑖
𝑛
𝑖=1
≥ 2−𝑘 ∑ 𝑖
𝑛
𝑖=1
=
𝑛
𝑗=0
𝑛
𝑖=1
2−𝑘 ∗
𝑛(𝑛 + 1)
2
≥
𝑛
2
 
 
Παρακάτω βλέπουμε το ισορροπημένο δέντρο για την ίδια κατανομή συχνοτήτων . Το weighted 
path length είναι :  
  
𝑃2 = ∑ 𝛽𝑖(𝑏𝑖 + 1) + ∑ 𝑎𝑗𝑎𝑗 =≤ 2−(𝑘−1) ∑(𝑏𝑖 + 1)
𝑛
𝑖=1
=
𝑛
𝑗=0
𝑛
𝑖=1
2−(𝑘−1) ∑ 2(𝑙−1)
𝑘
𝑖=1
∗ 𝑙 ≤ 2 ∗ 𝑙𝑜𝑔𝑛  
 
β1 
 
β2 
 
βn 
 
αn 
α0 
α1 
αn-1 
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Εφόσον Ρ1/Ρ2>4-1 n/logn , βλέπουμε πως αυτό το παράδειγμα αποτελεί ένα αντεπιχείρημα 
απέναντι στην χρήση του κανόνα 1 . 
Σχετικά με τον κανόνα 2 : 
 Επιλέγουμε τη ρίζα τέτοια ώστε να υπάρχει ισορροπία ανάμεσα στο συνολικό βάρος 
του αριστερού και του δεξιού υπόδεντρου και συνεχίζουμε αναδρομικά και σε αυτά . 
 Οι Walker , Gotlieb έκαναν κάποιες εμπειρικές μελέτες πάνω στην χρήση και στην 
τροποποίηση του κανόνα και ανέφεραν πως παράγει σχεδόν βέλτιστα δέντρα δυαδικής 
αναζήτησης .Στην συνέχεια θα αποδείξουμε πως ο κανόνας παράγει αρκετά καλά δέντρα σε 
κάθε περίπτωση . Το κλειδί της συγκεκριμένης απόδειξης είναι να δειχθεί ότι τα βάρη όλων των 
υποδέντρων έχουν μια γεωμετρική φθίνουσα σειρά . Το βάρος ενός δέντρου είναι το άθροισμα 
των πιθανοτήτων όλων των φύλων και των κόμβων . Έστω νέες σταθερές  : ε=1/2√5 -1 και 
δ=1/2+ε=1/2( √5 -1) , δ2=1/2-ε . 
Λήμμα : 
 Έστω Τ δυαδικό δέντρο το οποίο έχει κατασκευαστεί σύμφωνα με τον κανόνα 2 , Β 
εσωτερικός κόμβος με απόσταση 2 από τη ρίζα ,w0 το συνολικό βάρος του Τ ,w1 το συνολικό 
βάρος του άμεσου υποδέντρου από τη ρίζα που περιέχει το Β και w2 το συνολικό βάρος του 
δέντρου που έχει για ρίζα το Β . Τότε w1<=δw0 ή w2<=δ2w0 . 
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Απόδειξη : 
 Yποθέτοντας ότι το Β βρίσκεται στο αριστερό υπόδεντρο του Τ και το συνολικό βάρος 
του Τ w0 είναι 1 . Εάν το w1 δεν είναι μεγαλύτερο από το δ τότε έχουμε ολοκληρώσει την 
απόδειξη αλλιώς έχουμε το σχήμα που φαίνεται στην παρακάτω εικόνα .Έστω e το συνολικό 
βάρος του δεξιού υποδέντρου , d το βάρος της ρίζας , c το βάρος του πιο δεξιού φύλου στο 
αριστερό υπόδεντρο του Τ , b  το βάρος του πιο δεξιού εσωτερικού κόμβου στο αριστερό 
υπόδεντρο του Τ και α το βάρος του υπόλοιπου αριστερού υποδέντρου του Τ. Aπό υπόθεση : 
𝑤1 = 𝑎 + 𝑏 + 𝑐 =
1
2
+ 𝛾 
Για γ>ε . Τότε d+e=1/2-γ. 
 
 
 Mε την χρήση του κανόνα 2 δεν επιλέχθηκε το b για ρίζα του δέντρου Τ .Εάν είχε γίνει 
αυτό τότε θα είχαμε διαφορά ανάμεσα στα συνολικά βάρη των δύο υποδέντρων :   |a –(c 
+d+e)|.Εφόσον ο κόμβος με βάρος b δεν επιλέγεται ως ρίζα τότε : 
(∗):   |𝛼 − (𝑐 + 𝑑 + 𝑒)| ≥ 𝑎 + 𝑏 + 𝑐 − 𝑒  
Eάν a – (c + d + e) >0 τότε : 
𝛼 − (𝑐 + 𝑑 + 𝑒) ≥ 𝑎 + 𝑏 + 𝑐 − 𝑒  
0 ≥ 𝑏 + 2𝑐 + 𝑑 
0 ≥ 𝑏 + 𝑐 + 𝑑 
Aυτό έρχεται σε αντίθεση με την υπόθεση μας ότι βi + αi + βi+1  !=0 για κάθε i. Έτσι a – (c + d + 
e) <0 και έχουμε : 
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𝑐 + 𝑑 + 𝑒 − 𝑎 ≥ 𝑎 + 𝑏 + 𝑐 − 𝑒  
𝑑 + 2𝑒 ≥ 𝑏 + 2𝑎  
1 − 2𝛾 ≥ 𝑑 + 2𝑒 ≥ 𝑏 + 2𝑎 =
1
2
+ 𝛾 + 𝛼 − 𝑐 
Έτσι  
𝛼 − 𝑐 ≤
1
2
− 3𝛾 , 𝛼 + 𝑐 ≤
1
2
+ 𝛾 
Άρα  
𝛼 ≤
1
2
−  𝛾 <
1
2
−  𝜀. 
 Εάν το Β είναι η ρίζα του αριστερού υποδέντρου τότε το  δέντρο με ρίζα Β είναι 
κομμάτι  της δομής με βάρος α και  w2 <= a<1/2 – ε . Αλλιώς έχουμε το παρακάτω σχήμα με 
α=x+y+z & w2=z+b+c . 
  
 
Yποθέτοντας w2 > ½ -ε . Εφόσον το b δεν βρίσκεται στο επίπεδο 1 έχουμε :  
𝑧 + 𝑏 + 𝑐 − 𝑥 ≤ 𝑎 − 𝑐 
1
2
− 𝜀 < 𝑤2 = 𝑧 + 𝑏 + 𝑐 ≤ 𝑎 + 𝑥 − 𝑐. 
Eπίσης 
1 − 2𝜀 < 𝑧 + 𝑏 + 𝑐 + 𝑎 + 𝑥 − 𝑐 
= 𝑧 + 𝑥 + 𝑎 + 𝑏 
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≤ 2𝑎 + 𝑏 
≤ 1 − 2𝛾 
< 1 − 2𝜀 
Λήμμα 2 : 
 Έστω δυαδικό δέντρο αναζήτησης το οποίο έχει κατασκευαστεί σύμφωνα με τον 
κανόνα 2 και Β εσωτερικός κόμβος με b απόσταση από τη ρίζα . Έστω w το συνολικό άθροισμα 
του υποδέντρου με ρίζα Β .Τότε w<= δ(b-1) . 
Απόδειξη : 
 Για b<=1 η απόδειξη είναι προφανής .Για b>1 : Έστω Βk0,Βk1,….,Βkb =B oι κόμβοι 
του μονοπατιού από τη ρίζα έως το Β και wi  το βάρος του υποδέντρου με ρίζα Bki . 
Για κάθε i θέλουμε να δείξουμε ότι : wi-1<=δi-1 ή wi<=δi  . 
Για i=2 η απόδειξη ακολουθεί από το λήμμα 1 . Εάν i>2 έχουμε  wi-2<=δi-2 ή wi-1<=δi-1 από την 
υπόθεση . Για την πρώτη περίπτωση έχουμε ολοκληρώσει την απόδειξη μας για την δεύτερη , 
εφαρμόζοντας το λήμμα 1 : 
𝑤𝑖−1 ≤  𝛿 ∗ 𝑤𝑖−2 ≤ 𝛿
𝑖−1  
ή 
𝑤𝑖 ≤  𝛿
2  ∗ 𝑤𝑖−2 ≤ 𝛿
𝑖   
Έτσι  
𝑤 = 𝑤𝑏 ≤ min(𝑤𝑏 , 𝑤𝑏−1) ≤ 𝛿
𝑏−1 
 
 Δεδομένης κατανομής συχνοτήτων α0,β1,…,βn,αn ,έστω δέντρο Τ το οποίο έχει 
κατασκευαστεί σύμφωνα με τον κανόνα 2 . Έστω bi η απόσταση του εσωτερικού κόμβου Βi  
από τη ρίζα και αj η απόσταση του φύλου (Βj,Βj+1) και wi το συνολικό βάρος του υποδέντρου με 
ρίζα το Bi . 
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Εφαρμόζοντας το λήμμα 2 :  
  
𝛽𝑖 ≤ wi ≤ 𝛿𝑏−1 
𝑎𝑗 ≤ wij ≤ 𝛿𝑎𝑗−2 
𝑏𝑖 + 1 ≤ (𝑙𝑜𝑔1/𝛿)−1 ∗ 𝑙𝑜𝑔(1/𝛽𝑖) + 2  
𝑎𝑗 ≤ (𝑙𝑜𝑔1/𝛿)−1 ∗ 𝑙𝑜𝑔(1/𝛽𝑖) + 2  
Έτσι προκύπτει το παρακάτω άνω όριο για το weighted path length Pbalanced ενός δέντρου που 
έχει κατασκευαστεί με τον κανόνα 2 . 
𝑃𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑑 =  ∑ 𝛽𝑖(𝑏𝑖 + 1)
𝑛
𝑖=1
+ ∑ 𝑎𝑗𝑎𝑗    
𝑛
𝑗=0
≤  ∑ 𝛽𝑖(2 + 𝑐 ∗ 𝑙𝑜𝑔1/𝛽𝑖)
𝑛
𝑖=1
+ ∑ 𝑎𝑗 (2 + 𝑐 ∗ log (
1
𝑎𝑗
))    ≤  2 + 𝑐 (∑ 𝛽𝑖(log (1/𝛽𝑖)) + ∑ 𝑎𝑗𝑙𝑜𝑔(
1
𝑎𝑗
)   )  
𝑛
𝑗=0
𝑛
𝑖=1
𝑛
𝑗=0
  
 
Με c=(log1/δ)-1=(1-log(√5 - 1))-1  . 
Θεώρημα 1 : 
 Δεδομένης μιας οποιαδήποτε κατανομής συχνοτήτων με α0,β1,….,βn,αn με συνολικό 
άθροισμα  1 , ο κανόνας 2 κατασκευάζει δυαδικό δέντρο αναζήτησης του οποίου το weighted 
path length έχει άνω όριο : 2 + (1-log(√5 - 1))-1  *Η ,  
Όπου Η= ∑βi log1/βi + ∑αj log1/αj είναι η εντροπία της κατανομής συχνοτήτων . 
 Δεν γνωρίζουμε αν το θεώρημα 1 είναι το καλύτερο δυνατό .Όμως όταν c1+c2*H είναι 
άνω όριο του weighted path length ισορροπημένων δέντρων τότε c1>=2 .Παραδείγματος χάριν : 
έστω α0=ε, α1=1-2ε,α2=ε ,β1=β2=0 για κάποιο μικρό ε>0 . Είναι εύκολο να δείξουμε ότι c2>=1. 
O Rissanen έχει δείξει ότι η τιμή c2=1 είναι αποδοτική για την ειδική περίπτωση που το 
συνολικό βάρος υπάρχει μόνο εξαιτίας των φύλων (βi=0 για κάθε i). Σε αυτή την περίπτωση το 
Η+3 είναι άνω όριο για το Pbalanced . Από το θεώρημα 1 έχουμε c2=(1-log(√5 - 1))-1  (περίπου 
1.44) για την γενική περίπτωση . 
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 Για την περίπτωση ενός βέλτιστου δέντρου δυαδικής αναζήτησης ,το Η+3 αποτελεί 
άνω όριο για το weighted path length . Το μικρότερο άνω όριο σε αυτήν την περίπτωση , σε 
σχέση με τον αριθμό των κλειδιών έχει δοθεί από τους Ηu & Tan . 
 Στην συνέχεια θα αποδείξουμε ένα κάτω όριο για το weighted path length  Popt ενός 
βέλτιστου δέντρου δυαδικής αναζήτησης . 
Θεώρημα 2 :  
 Έστω α0,β1,…,βn,αn κατανομή συχνοτήτων με συνολικό άθροισμα 1 και  με εντροπία 
Η .Τότε (1/log3)*H είναι κάτω όριο του weighted path length Popt ενός βέλτιστου δυαδικού 
δέντρου αναζήτησης . 
Απόδειξη :  
 Έστω Τ ένα δυαδικό δέντρο αναζήτησης .Ορίζουμε : 
𝐿 = ∑ 3−(𝑏𝑖+1)
𝑛
𝑖=1
 +  ∑ 3−𝑎𝑗
𝑛
𝑗=0
 
Mέσω μιας απλής επαγωγής βλέπουμε ότι L=1 .Oρίζουμε : 
𝛽𝑖′ = 3−(𝑏𝑖+1), 𝛾𝜄𝛼 1 ≤ 𝑖 ≤ 𝑛 
Και  
𝛼𝑗 = 3−(𝑎𝑗), 𝛾𝜄𝛼 0 ≤ 𝑗 ≤ 𝑛 
Tότε ∑βi’ + ∑αj’=L=1. 
Έχουμε την κατανομή συχνοτήτων α0’,β1’,…..,βn’,αn’ . H επόμενη ανισότητα είναι γνωστή από 
τους Kameda & Weihrauch : 
∑ 𝛽𝑖 𝑙𝑜𝑔1/𝛽𝑖 +  ∑ 𝑎𝑗 𝑙𝑜𝑔1/𝑎𝑗 ≤  ∑ 𝛽𝑖 𝑙𝑜𝑔1/𝛽𝑖′ +  ∑ 𝛼𝑗 𝑙𝑜𝑔1/𝑎 𝑗′ 
Και στην περίπτωση μας : 
𝛨 = ∑ 𝛽𝑖 𝑙𝑜𝑔1/𝛽𝑖 +  ∑ 𝑎𝑗 𝑙𝑜𝑔1/𝑎𝑗 ≤  ∑ 𝛽𝑖 𝑙𝑜𝑔1/𝛽𝑖′ +  ∑ 𝛼𝑗 𝑙𝑜𝑔1/𝑎 𝑗′
= ∑ 𝛽𝑖 𝑙𝑜𝑔3−(𝑏𝑖+1) +  ∑ 𝑎𝑗 𝑙𝑜𝑔3−(𝑎𝑗)
= (𝑙𝑜𝑔3) (  ∑ 𝛽𝑖 (𝑏𝑖 + 1) +  ∑ 𝑎𝑗 𝑎𝑗) = 𝑙𝑜𝑔3 ∗ 𝑃  
Με την ισότητα να ισχύει μόνο για βi=βi’ και αj=αj’. Έτσι (1/log3)*H<=P . 
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 Υποθέτουμε ότι βi=βi’ και αj=αj’ για κάθε i,j. Tότε τα βάρη στο αριστερό και στο δεξί 
υπόδεντρο είναι ίσα . Ως εκ τούτου ο κανόνας 2 θα κατασκευάσει το Τ όταν εφαρμόζεται στην 
κατανομή α0,β1,….,βn,αn .Έτσι : 
1
𝑙𝑜𝑔3
∗ 𝐻 ≤ 𝑃𝑜𝑝𝑡 ≤ 𝑃𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑑 =
1
𝑙𝑜𝑔3
∗ 𝐻  
 
Bασικό Θεώρημα  :  
 Έστω κατανομή συχνοτήτων με α0,β1,….,βn,αn με συνολικό άθροισμα 1 , Popt το 
weighted path length του βέλτιστου δέντρο δυαδικής  με την συγκεκριμένη κατανομή , 
Pbalanced το weighted path length του δέντρου που θα προκύψει από τον κανόνα 2 , και Η η 
εντροπία της κατανομής . 
Τότε : 
1
𝑙𝑜𝑔3
𝐻 ≤ 𝑃𝑜𝑝𝑡 ≤ 𝑃𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑑 ≤ 2 + (1 − log(√5 − 1))−1 H 
0.63 ∗ 𝐻 ≤ 𝑃𝑜𝑝𝑡 ≤ 𝑃𝑏𝑎𝑙𝑎𝑛𝑐𝑒𝑑 ≤ 2 + 1.44 ∗ 𝐻. 
To βασικό θεώρημα δείχνει τη σημασία του Κανόνα 2 ως ένας προσεγγιστικός αλγόριθμος για 
την κατασκευή δέντρων δυαδικής αναζήτησης .Eπιπλέον παρουσιάζει ένα στενό διάστημα για το 
weighted path length , και ένα απλό παράδειγμα δοκιμής της απόδοσης τέτοιου δέντρου . 
Περιγραφή του Αλγορίθμου  
 Ο κανόνας 2 επιλέγει τέτοια ρίζα ώστε το συνολικό βάρος στο ένα υπόδεντρο να είναι 
ίσο με το συνολικό βάρος του άλλου , όσο περισσότερο γίνεται .Δηλαδή πρέπει να βρεθεί τέτοιο 
i ώστε :  
|(α0+β1+…..+βi-1 +αi-1 ) – (αi +βi+1+..…+ βn + αn ) | = min|(α0+β1+…..+βi-1 +αi-1 ) – (αi 
+βi+1+..…+ βn + αn ) | 
To i μπορεί  να βρεθεί σε χρόνο ανάλογο με το min(i,n-i+1) αν ψάχνουμε ταυτόχρονα και από τα 
δύο άκρα . 
Αφού το βρούμε συνεχίζουμε αναδρομικά για τα (α0,β1,…,βi-1,αi-1) και  (αi +βi+1+..…+ βn + αn 
).Αυτό απαιτεί αντίστοιχες λύσεις μεγέθους i-1 και n-1.Έτσι ο Τ(n) χρόνος που απαιτείται για 
την κατασκευή σχεδόν βέλτιστου δυαδικού δέντρου αναζήτησης με την χρήση του κανόνα 2 
είναι : 
𝛵(𝑛) ≤ max|𝑇(𝑖 − 1) +  𝑇(𝑛 − 𝑖) +  𝑐 ∗ min(𝑖, 𝑛 − 𝑖 + 1)| ,     1 ≤ 𝑖 ≤ 𝑛 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:28:35 EET - 137.108.70.7
Σταθακόπουλος-Ξηνταβελώνης Νικόλαος  - 48  
 
Και Τ(0)<=c , για κάποια σταθερά c. 
Αυτή η ανισότητα έχει λύση Τ(n) με : 
𝛵(𝑛) ≤ 𝑑(𝑛𝑙𝑜𝑔𝑛 + 1) 
𝑇(𝑛) ≤ max|𝑇(𝑖 − 1) + 𝑇(𝑛 − 𝑖) +  𝑐 ∗ 𝑚𝑖𝑛(𝑖, 𝑛 − 𝑖 + 1)|   , 𝛾𝜄𝛼 1 ≤ 𝑖 ≤ 𝑛 
    ≤ max|𝑇(𝑖) + 𝑇(𝑛 − 𝑖 − 1) +  𝑐(𝑖 + 1)|   , 𝛾𝜄𝛼 0 ≤ 𝑖 ≤
𝑛
2
 
    ≤ max|𝑑(𝑖(𝑙𝑜𝑔𝑖) + 1) +  𝑑((𝑛 − 𝑖 − 1) log(𝑛 − 𝑖 − 1) + 1) + 𝑑(𝑖 +
                                  1)|   , 𝛾𝜄𝛼 0 ≤ 𝑖 ≤
𝑛
2
 
                        ≤ d ∗ max |3 + (𝑛 − 1) log(𝑛 − 1) + (𝑛 − 1)(
𝑖
𝑛−1
∗ log (
𝑖
𝑛−𝑖
) +
𝑛−𝑖−1
𝑛−1
∗
                                 𝑙𝑜𝑔
𝑛−𝑖−1
𝑛−1
+
𝑖
(𝑛−𝑖)
) |   , 𝛾𝜄𝛼 0 ≤ 𝑖 ≤
𝑛
2
 
  ≤ 𝑑 ∗ (𝑛𝑙𝑜𝑔𝑛 + 1) + 𝑑(2 − log(𝑛 − 1)) +  𝑑 ∗ max (𝑛 − 1)(
𝑖
𝑛−1
∗ log (
𝑖
𝑛−𝑖
) +
                                
𝑛−𝑖−1
𝑛−1
∗ 𝑙𝑜𝑔
𝑛−𝑖−1
𝑛−1
+
𝑖
(𝑛−𝑖)
)  , 𝛾𝜄𝛼 0 ≤ 𝑖 ≤
𝑛
2
 
                         ≤ 𝑑(𝑛𝑙𝑜𝑔𝑛 + 1) 
Eάν c<=d και n>=5 .Έτσι έχουμε μόνο  να επιλέξουμε αρκετά μεγάλο d τέτοιο ώστε 
Τ(n)<=d(nlogn + 1), για n<=4. 
Παράδειγμα : 
Έχοντας τις τιμές α0=5 ,α1=6,α2= 4 ,α3=4, α4=3, α5=8 ,α6=0 και β1=10 , β2=3, β3=9, β4=2 , 
β5=0 , β6=10. 
Αρχικά για την εύρεση της ρίζας εξετάζουμε για κάθε Βi πότε επιτυγχάνεται η μέγιστη 
ισορροπία για τα συνολικά βάρη ανάμεσα στο αριστερό και το δεξί υπόδεντρο .  
Aρχικά για Β1 έχουμε :  
 
  
 
     ( α0 )  (α1+β2+α2+β3+α3+β4+α4+β5+α5+β6+α6)  
                               5      49 
 
Β1 
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Για Β2: 
 
      
  
 
     ( α0+β1+α1 )  (α2+β3+α3+β4+α4+β5+α5+β6+α6)  
                               21      40 
 
Για Β3: 
 
      
  
 
 ( α0+β1+α1+β2+α2 )        (α3+β4+α4+β5+α5+β6+α6)  
                               28      27 
 
Για Β4: 
 
      
  
 
 ( α0+β1+α1+β2+α2+β3+α3 )        (α4+β5+α5+β6+α6)  
                               41           21 
 
 
Β2 
Β3 
Β4 
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Για Β5: 
 
      
  
 
 ( α0+β1+α1+β2+α2+β3+α3+β4+α4 )   (α5+β6+α6)  
                                  46     18  
 
 
Για Β6: 
 
      
  
 
( α0+β1+α1+β2+α2+β3+α3+β4+α4+β5+α5 )    (α6)  
                                    54        0 
 
 
Για i=3 υπάρχει η ελάχιστη διαφορά ανάμεσα στα συνολικά βάρη του αριστερού και του δεξιού 
υποδέντρου άρα η ρίζα μας είναι το Β3 : 
 
 
 
 
 
Β5 
Β6 
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 ( α0+β1+α1+β2+α2 )        (α3+β4+α4+β5+α5+β6+α6)  
 
Και θα συνεχίσουμε αναδρομικά για τα (α0+β1+α1+β2+α2 ),(α3+β4+α4+β5+α5+β6+α6). 
Για το (α0+β1+α1+β2+α2 ): 
Για Β1 έχουμε :  
  
 
          
  
 
              (α3+β4+α4+β5+α5+β6+α6)  
         
 
        ( α0 )     (α1+β2+α2) 
            5       13   
 
  
 
 
 
 
Β3 
Β1 
Β3 
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Για Β2 έχουμε :  
  
 
          
  
 
              (α3+β4+α4+β5+α5+β6+α6)  
         
 
        ( α0+β1+α1 )       (α2) 
            21                     4   
 
Παρατηρούμε ότι για Β1 υπάρχει η ελάχιστη διαφορά στα συνολικά βάρη και θα συνεχίσουμε 
αναδρομικά για το (α1+β2+α2) στο επόμενο βήμα , από το οποίο προκύπτει μόνο μια πιθανή  
επιλογή , και έχουμε ολοκληρώσει για το αριστερό υπόδεντρο :  
 
          
  
 
              (α3+β4+α4+β5+α5+β6+α6)  
         
 
             
 
                  
 
Β2 
Β3 
Β1 
Β3 
Β2 α0 
α1 α2 
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Για το δεξί υπόδεντρο (α3+β4+α4+β5+α5+β6+α6): 
Για Β4 έχουμε :   
 
          
  
 
            
         
 
           (α3)   (α4+β5+α5+β6+α6) 
     4    21 
                  
 
 
 
 
 
 
 
 
 
 
 
 
 
Β4 Β1 
Β3 
Β2 α0 
α1 α2 
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Για Β5 έχουμε :   
 
          
  
 
            
         
 
           (α3+β4+α4)  (α5+β6+α6) 
      9    18 
                  
 
 
Για Β6 έχουμε :   
 
          
  
 
            
         
 
           (α3+β4+α4+β5+α5)         (α6) 
      17    0 
                  
 
Β5 Β1 
Β3 
Β2 α0 
α1 α2 
Β6 Β1 
Β3 
Β2 α0 
α1 α2 
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Άρα σε αυτό το βήμα έχουμε την ελάχιστη διαφορά για το Β5 το οποίο επιλέγεται ως ρίζα του 
συγκεκριμένου υποδέντρου και έχουμε αναδρομική κλήση για τα (α3+β4+α4),(α5+β6+α6).Των  
οποίων τα αποτελέσματα είναι προφανή   . 
Έτσι το τελικό σχεδόν βέλτιστο δυαδικό δέντρο αναζήτησης  σύμφωνα με τον κανόνα 2 είναι: 
   
 
          
  
 
            
         
 
            
           
                  
 
 
 
  
 
 
 
 
  
 
 
Β5 Β1 
Β3 
Β2 α0 
α1 α2 
Β4 Β6 
α6 α5 α4 α3 
Institutional Repository - Library & Information Centre - University of Thessaly
09/12/2017 06:28:35 EET - 137.108.70.7
Σταθακόπουλος-Ξηνταβελώνης Νικόλαος  - 56  
 
 
 
4.3 De Prisco & De Santis – New Lower Bounds on the Cost of the 
Binary Search Trees  
 
4.3.α Περιγραφή της Δημοσίευσης και Ανάκληση Χρησίμων Πληροφοριών[7] 
  
  Στη συγκεκριμένη δημοσίευση οι συγγραφείς παρουσιάζουν καινούργια χαμηλότερα 
όρια στο κόστος των δυαδικών δέντρων αναζήτησης .Τα όρια είναι εκφρασμένα σε σχέση με την 
εντροπία των πιθανοτήτων , τον αριθμό των στοιχείων και την πιθανότητα πετυχημένης 
αναζήτησης .  
 Έχουμε n κλειδιά για τα  οποία ισχύει Κ1<Κ2<….<Kn .Όταν θέλουμε να αναζητήσουμε 
ένα συγκεκριμένο Χ κλειδί  υπάρχουν 2n+1  πιθανότητες καθώς το Χ μπορεί να είναι είτε 
κάποιο από τα Κi για i=0,……,n , είτε ανάμεσα στα Κi , Ki+1 για i=0,1,…n .Yπάρχει επίσης οι 
πιθανότητες D={q1,….qn;p1,….,pn} για αυτά τα 2n+1 αποτελέσματα λόγω της αναζήτησης για 
ένα συγκεκριμένο κλειδί Χ  H πιθανότητα αναζήτησης ενός κλειδιού Κi είναι qi  ενώ pi είναι η 
πιθανότητα το κλειδι να βρίσκεται ανάμεσα στα Κi , Ki+1. Έστω Q=Σqi & P=Σpi. To δυαδικό 
δέντρο αναζήτησης περιέχει n εσωτερικούς κόμβους που περιέχουν τα κλειδιά Κi και n+1 
εξωτερικούς που περιέχουν τις τιμές ανάμεσα στα Κi , Ki+1 . Με inorder προσπέλαση  του 
δέντρου έχουμε όλες τις τιμές στη σωστή σειρά .Βάζουμε σε όλους τους κόμβους περιγραφικές 
ετικέτες : qi στο κόμβο με το κλειδί Κi και pi  στον εξωτερικό κόμβο με τιμή ανάμεσα στις  Κi , 
Ki+1. Θα χρησιμοποιήσουμε το επίπεδο του κάθε κόμβου ως το όνομα του κόμβου .Το επίπεδο 
του qi , l(qi) , είναι ο αριθμός των κόμβων από τη ρίζα ως αυτόν .Ενώ το επίπεδο του pi , l(pi) , 
είναι ο αριθμός των κόμβων από τη ρίζα μέχρι το γονιό του pi. 
 Aν αναζητούμε ένα κλειδί Χ το επίπεδο του qi είναι ο αριθμός των συγκρίσεων που 
απαιτούνται μέχρι να το αποκτήσουμε .Εάν Χ=Κi και ο αριθμός των συγκρίσεων που 
απαιτούνται είναι το επίπεδο του pi τότε το Χ βρίσκεται ανάμεσα στα   Κi , Ki+1 . Έτσι μπορούμε 
να περιγράψουμε το κόστος σε ένα δέντρο Τα ως : 
      
𝐶 =  ∑ 𝑝𝑘 𝑙(𝑝𝑘) +  ∑ 𝑞𝑘 𝑙(𝑞𝑘 )
𝑛
𝑘=1
𝑛
𝑘=0
 
 
 Ένα βέλτιστο δυαδικό δέντρο αναζήτησης ελαχιστοποιεί το κόστος C . Περιγράφουμε το 
κόστος ενός τέτοιου δέντρου ως Copt . 
H εντροπία της κατανομής πιθανοτήτων είναι : 
 
 
𝛨 =  ∑ 𝑝𝑘 log (
1
𝑝𝑘
) +  ∑ 𝑞𝑘 log (
1
𝑞𝑘
)
𝑛
𝑘=1
𝑛
𝑘=0
 
 
 
 
O Mehlhorn απέδειξε ότι  
(1): Copt>=H/log3 . 
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Το συγκεκριμένο όριο εξαρτάται μόνο από την εντροπία .Το παρακάτω όριο , σε περίπτωση που 
επιπλέον πληροφορία είναι διαθέσιμη , είναι καλύτερο : 
 
(2):   𝐶𝑜𝑝𝑡 ≥ 𝐻 − 𝑙𝑜𝑔𝑒 –  𝑄(𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 + 1) − 1 )   
 
 Το παραπάνω όριο είναι για όχι μικρές τιμές της εντροπίας (παραδείγματος χάριν 
Η>3.909 + 2.710Qloglog(n+1) – 2.710Q  ) . Στη συγκεκριμένη δημοσίευση οι συγγραφείς 
εισαγάγουν μία τεχνική που μας επιτρέπει να έχουμε χαμηλότερα όρια στα δυαδικά δέντρα 
αναζήτησης .Με αυτήν την τεχνική έχουμε χαμηλότερα όρια στο Copt χρησιμοποιώντας γνώσεις 
για την εντροπία Η της κατανομής D πιθανοτήτων , τον αριθμό n των κλειδιών και την 
πιθανότητα Q επιτυχημένης αναζήτησης . 
 Επίσης υπάρχει το παρακάτω όριο  
 
𝐶𝑜𝑝𝑡 ≥ 𝐻 − 1  –  2𝑙𝑜𝑔(𝐻 + 2) 
 
Για τιμες Η >=  χ , όπου χ≈29.741. 
Τέλος η δημοσίευση εστιάζει και στην δημιουργία άνω ορίων πάνω στο Kruft άθροισμα.  
Aνάκληση Χρήσιμων Πληροφοριών για την Περιγραφή της Δημοσίευσης  
 Έστω S ένα σύνολο από m γράμματα {α1,α2,…..,αm}και μια κατανομή πιθανοτήτων 
(s1,….,sm) , όπου sk είναι η πιθανότητα ενός γράμματος αk. H εντροπία του συνόλου S είναι η 
εντροπία των πιθανοτήτων . Ένας κώδικας για το S είναι ένα σύνολο από m codewords.Έστω 
C={x1,x2,…..,xm} να είναι ο κώδικας και l(x1),l(x2),…….,l(xm) να είναι τα μήκη των 
codewords.To xi κωδικοποιεί το αi .To μέσο codeword length είναι L= Σsi l(xi) . Μας 
απασχολούν 2 είδη codes , τα prefix και τα  οne-to-one codes .  
 Ένα labeled δυαδικό δέντρο έχει σε κάθε άκρη  ετικέτες με 0 ή 1 και οι δύο άκρες από 
ένα κόμβο προς τα παιδιά του έχουν διαφορετικές ετικέτες .Ένας κόμβος ,πέρα από τη ρίζα 
,εκπροσωπεί το codeword που δίνεται από την ακολουθία των κόμβων στο μονοπάτι από τη ρίζα 
μέχρι τον κόμβο .Στην συγκεκριμένη περίπτωση για τους σκοπούς μας , μας απασχολεί μόνο το 
μήκος ενός codeword και για τo labeling μπορούμε να υποθέσουμε ότι το label 0 μας πηγαίνει 
από έναν κόμβο στο αριστερό παιδί του και το label 1 μας πηγαίνει από έναν κόμβο στο δεξί 
παιδί του . 
 Για έναν prefix code ισχύει ότι μπορεί να παρουσιαστεί από τα φύλα ενός δέντρου , 
ενώ ένας one-to-one code από ένα υποσύνολο των κόμβων χωρίς τη ρίζα .Παραδείγματος χάριν 
για ένα δυαδικό δέντρο αναζήτησης με n=3 και πιθανότητες D=(.35,.20,.10;.05,.05,.15) , το 
βέλτιστο δυαδικό δέντρο φαίνεται στην εικόνα 1.Έχουμε ότι l(q1)=1,l(q2)=2,l(q3)=3 και 
l(p0)=1,l(p1)=3,l(p2)=3,l(p3)=2 . To δέντρο Τ με το σύνολο των φύλων του ορίζει έναν prefix 
code με n+1 codewords των οποίων τα μήκη είναι l(p0),l(p1),l(p2),l(p3) ,όπως φαίνεται στην 
εικόνα 2 .Το ίδιο δέντρο με το σύνολο των εσωτερικών κόμβων χωρίς τη ρίζα ορίζουν έναν one-
to-one code με n-1 codewords των οποίων τα μήκη είναι l(q2)-1,l(q3)-1 όπως φαίνεται στην 
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εικόνα 3 . Έστω Τ’ το δέντρο που περιέχει ρίζα με μόνο ένα παιδί πάνω στο οποίο υπάρχει το 
δέντρο Τ. Το Τ’ με το σύνολο των εσωτερικών κόμβων του εκτός της ρίζας ορίζουν ένα  οne-to-
one code με n=3 codewords των οποίων τα μήκη είναι l(q1),l(q2),l(q3) – (εικόνα 4).Το ίδιο 
δέντρο με το σύνολο όλων των κόμβων του περά της ρίζας ,ορίζουν έναν one-to-one code με 
2n+1 codewords και μήκη l(q1),l(q2),l(q3),  l(p0)+1,l(p1)+1,l(p2)+1,l(p3)+1 - (εικόνα 5). 
Εικόνα 1 :  
Εικόνα 2 :              
Εικόνα 3:  
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Εικόνα 4 :  
                          
Εικόνα 5 :  
                     
 Ο Shannon απέδειξε ότι το μέσο codeword length  ενός prefix code από ένα σύνολο S 
είναι πολύ μεγαλύτερο από την εντροπία του S . 
Θεώρημα του Shannon : Έστω L το μέσο codeword length  ενός prefix code από ένα σύνολο  S 
του οποίου η εντροπία είναι Hs .Τότε L>=Hs. 
Έστω L1:1 το μέσο codeword length από έναν one to one code ενός συνόλου S με m γράμματα 
,του οποίου η εντροπία είναι Hs . 
Το παρακάτω όριο από Rissanen : 
(3):  L1: 1 ≥ Hs − loglog m 
To παρακάτω όριο από Leung-Van-Cheong & Cover : 
(4) ∶  L1: 1 ≥ Hs − 2log (Hs + 2) 
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Στη συνέχεια θα βελτιστοπιήσουμε τα παραπάνω όρια ,και θα φτίαξουμε ένα καλύτερο όριο για 
το άθροισμα του Kraft . 
Krafts’ Equality : Σε ένα δυαδικό δέντρο αναζήτησης έχουμε Σ2-l(pk) =1. Για τους εσωτερικούς 
κόμβους ενός δυαδικού δέντρου αναζήτησης ισχύει  : 
(5): ∑ 2−𝑙(𝑞𝑘)
𝑛
𝑘=1
≤
1
2
log(𝑛 + 1) 
 
4.3.β Κάτω Όρια  
Θεώρημα 1 : 
 Το κόστος ενός δυαδικού δέντρου αναζήτησης ικανοποιέι τη σχέση : 
(6):   𝐶 ≥ 𝐻 − 1 –  𝑄(𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 + 1) − 1 )   
Απόδειξη : 
 Ανακαλώντας τον ορισμό της εντροπίας Η και του κόστους C έχουμε : 
𝐻 − 𝐶 – (𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 + 1) − 1 ) ∑ 𝑞𝑘
𝑛
𝑘=1
= 
 ∑ 𝑝𝑘 log (
2−𝑙(𝑝𝑘)
𝑝𝑘
)  
𝑛
𝑘=0
+ ∑ 𝑞𝑘 log (
2 ∗ 2−𝑙(𝑝𝑘)
𝑞𝑘 log(𝑛 + 1)
)       = 𝐸[log (𝛬)]
    
𝑛
𝑘=0
 
 
,όπου Λ είναι μια τυχαία μεταβλητή για την οποία : 
  
𝐸[log(𝛬)] = ∑ 𝑝𝑘 log (
2−𝑙(𝑝𝑘)
𝑝𝑘
)  
𝑛
𝑘=0
+ ∑ 𝑞𝑘 log (
2 ∗ 2−𝑙(𝑝𝑘)
𝑞𝑘 log(𝑛 + 1)
)      
    
𝑛
𝑘=0
 
 
Χρησιμοποιώντας την ανισότητα του Jensen Ε|log(Λ)|<=log(E[Λ]) και την ισότητα του Kraft 
έχουμε : 
𝐻 − 𝐶 – (𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 + 1) − 1 )𝑄 ≤ log(𝐸[𝛬]) ≤ 1. 
 
Το όριο (6) είναι καλύτερο από το (2) . Η διαφορά ανάμεσα τους είναι loge -1 >0 .Το (6) 
βελτιώνει το (1) για μεγάλες τιμές της εντροπίας . 
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 Με διαφορετική τεχνική έχουμε νέα χαμηλότερα όρια .Για να το καταφέρουμε αυτό 
μπορούμε να χρησιμοποιήσουμε prefix και one-to-one κωδικοποίηση . 
Θεώρημα 2:  
 Το κόστος ενός δυαδικού δέντρου αναζήτησης ικανοποιεί τη σχέση : 
(7) ∶  𝐶 ≥ H − 1 + Q − 2log (Hs + 2) 
 
Aπόδειξη : 
 Έστω σύνολο S με 2n+1 γράμματα και κατανομή πιθανοτήτων D .Έστω Τopt βέλτιστο 
δέντρο δυαδικής αναζήτησης με Copt το κόστος του .Έστω δέντρο Τ με μόνο ένα παιδί στη ρίζα 
του , το οποίο αποτελεί τη ρίζα του Topt . To T με το σύνολο όλων των κόμβων του πέρα της 
ρίζας ορίζει ένα one-to-one code για το S , με codeword lengths : 
l(q1),…..,l(qn),l(p0)+1,….,l(pn)+1 .To μέσο codeword length είναι : 
Ls =  Copt + 1 −  Q  
 Aπό την (4) έχουμε :  
Ls ≥  Hs − 2 log(Hs + 2)    
Εφόσον  Ηs=H αποδείξαμε το θεώρημα , και  μπορούμε να δηλώσουμε τη παρακάτω 
διαπίστωση . 
Διαπίστωση 1 : 
 Το κόστος ενός δυαδικού δέντρου αναζήτησης ικανοποιεί τη σχέση : 
(8) ∶  𝐶 ≥ H − 1 − 2 log(H + 2)   
Το παραπάνω όριο είναι καλύτερο από το 1 για Η >= χ , όπου χ≈ 29.714 ισχύει η ισότητα με : χ-
1- 2log(x+2) –x/log3=0 . 
Θεώρημα 3 : 
 Το κόστος οποιοδήποτε βέλτιστου δυαδικού δέντρου αναζήτησης ικανοποιεί τη σχέση 
: 
  
(9) ∶  𝐶𝜊𝑝𝑡 ≥ H − H(Q) − 2 Qlog(H − H(Q) +  2Q) +  2QlogQ   
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Aπόδειξη : 
 Έστω σύνολο P με n+1 με κατανομή πιθανοτήτων (p0/P,p1/P,…..,pn/P).Έστω Τopt 
βέλτιστο δέντρο δυαδικής αναζήτησης με κατανομή πιθανοτήτων D και κόστος Copt .To δέντρο 
με το σύνολο των φύλων του απότελει ένα prefix code για το Ρ ,του οποίου τα μήκη των 
codewords είναι : l(p0),….,l(pn). Το μέσο codeword length είναι : 
𝐿𝑝 =
1
𝑃
 ∑ 𝑝𝑖 𝑙(𝑝𝑖)
𝑛
𝑖=0
 
Και η εντροπία του Ρ είναι : 
𝛨𝑝 = ∑
𝑝𝑖
𝑃
 𝑙𝑜𝑔 (
𝑃
𝑝𝑖
) = 𝑙𝑜𝑔𝑃 +
1
𝑃
𝑛
𝑖=0
∑ 𝑝𝑖 𝑙𝑜𝑔 (
1
𝑝𝑖
)
𝑛
𝑖=0
 
To μέσο codeword length Lp ικανοποιεί το θεώρημα του Shannon ,Lp>=Hp , έτσι : 
(10):  ∑ 𝑝𝑖( 𝑙(𝑝𝑖) +  𝑙𝑜𝑔𝑝𝑖) ≥ 𝑃𝑙𝑜𝑔𝑃 
𝑛
𝑖=0
 
Έστω σύνολο Q με n γράμματα και πιθανότητες : (q1/Q,….,qn/Q). Έστω δέντρο Τ του οποίου η 
ρίζα έχει ένα μόνο παιδί που αποτελεί τη ρίζα του Topt .To T με το σύνολο των κόμβων του 
πέρα από τη ρίζα του , ορίζει ένα one-to-one code με codeword lengths : l(q1),…..,l(qn).Το μέσο 
codeword length είναι : 
𝐿𝑞 =
1
𝑄
 ∑ 𝑞𝑖 𝑙(𝑞𝑖)
𝑛
𝑖=0
 
Και η εντροπία του Q είναι : 
𝛨𝑞 = 𝑙𝑜𝑔𝑄 +
1
𝑄
∑ 𝑞𝑖 𝑙𝑜𝑔 (
1
𝑞𝑖
)
𝑛
𝑖=0
 
Aπό το (4) έχουμε ότι Lq>=Hq – 2log(Hq + 2) και : 
 
  ∑ 𝑞𝑖( 𝑙(𝑞𝑖) +  𝑙𝑜𝑔𝑞𝑖) ≥ 𝑄𝑙𝑜𝑔𝑄 − 2𝑄𝑙𝑜𝑔(𝐻𝑞 + 2) 
𝑛
𝑖=1
 
Xρησιμοποιώντας την ανισότητα (10) και την παραπάνω έχουμε : 
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 𝐶𝑜𝑝𝑡 − 𝐻 = ∑ 𝑞𝑖( 𝑙(𝑞𝑖) +  𝑙𝑜𝑔𝑞𝑖) +
𝑛
𝑖=1
 ∑ 𝑝𝑖( 𝑙(𝑝𝑖) +  𝑙𝑜𝑔𝑝𝑖)
𝑛
𝑖=0
≥ 𝑃𝑙𝑜𝑔𝑃 + 𝑄𝑙𝑜𝑔𝑄 − 2𝑄𝑙𝑜𝑔(𝐻𝑞 + 2) = −𝐻(𝑄) − 2𝑄𝑙𝑜𝑔(𝐻𝑞 + 2)  
 
Εφόσον Η=Η(Q) + QHq + PHp >= H(Q) + QHq ,έχουμε ότι Hq <= (H-H(Q))/Q , έτσι 
αποδείξαμε το θεώρημα . 
 Όταν Q<1 το  όριο (9) είναι καλύτερο από το (7) για μεγάλες τιμές του Η . Για Q=1 
είναι ίσα .Για Q=0 το (9) είναι όμοιο με αυτό που δίνεται από το θεώρημα του Shannon και ρο 
κόστος αναζήτησης είναι αυτό που προβλέπεται από το codeword length ενός prefix code. 
 
Θεώρημα 4: 
 Το κόστος οποιαδήποτε δυαδικού δέντρου αναζήτησης ικανοποιεί τη σχέση : 
(11) ∶  𝐶 ≥ H − H(Q) – Qloglog(n − 1)   
Aπόδειξη : 
 Έστω Τopt βέλτιστο δυαδικό δέντρο αναζήτησης με D κατανομή πιθανοτήτων και 
Copt το κόστος του .Έστω qk η ετικέτα της ρίζας του Topt .Eπίσης έστω σύνολο Q με n-1 
γράμματα και κατανομή πιθανοτήτων ( q1/(Q-qk),…,qk-1/(Q-qk),qk+1/(Q-qk)….,qn/(Q-qk)).To 
Topt με το σύνολο των εσωτερικών κόμβων χωρίς τη ρίζα του ορίζει έναν one-to-one code για 
το Q με codeword lengths : l(q1)-1,…,l(qk-1)-1.,l(qk+1)-1 ,…..,.l(qn)-1.Το μέσο codeword length 
είναι : 
𝐿𝑞 =
1
𝑄 − 𝑞𝑘
 ∑ 𝑞𝑖 [𝑙(𝑞𝑖) − 1] =
1
𝑄 − 𝑞𝑘
𝑖!=𝑘
∑ 𝑞𝑖 𝑙(𝑞𝑖) −  
𝑞𝑘 ∗ 𝑙(𝑞𝑘)
𝑄 − 𝑞𝑘
− 1
𝑛
𝑖=1
 
 
Eφόσον l(qk)=1 έχουμε : 
𝐿𝑞 =
1
𝑄 − 𝑞𝑘
∑ 𝑞𝑖 𝑙(𝑞𝑖) −
𝑄
𝑄 − 𝑞𝑘
𝑛
𝑖!=𝑘
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H εντροπία του Q είναι : 
𝛨𝑞 = ∑
𝑞𝑖
𝑄 − 𝑞𝑘
 𝑙𝑜𝑔 (
𝑄 − 𝑞𝑘
𝑞𝑖
)
𝑖!=𝜅
=
1
𝑄 − 𝑞𝑘
∑ 𝑞𝑖 ∗ 𝑙𝑜𝑔(𝑄 − 𝑞𝑘) +
𝑖!=𝑘
1
𝑄 − 𝑞𝑘
∑ 𝑞𝑖 ∗ 𝑙𝑜𝑔(1/𝑞𝑖)
𝑖!=𝑘
= log(𝑄 − 𝑞𝑘) +
1
𝑄 − 𝑞𝑘
∑ 𝑞𝑖 ∗ 𝑙𝑜𝑔(1/𝑞1) −
𝑞𝑘
𝑄 − 𝑞𝑘
log (
1
𝑞𝑘
)
𝑛
𝑖=1
 
Από την (3) το μέσο codeword length Lq ικανοποιεί την ανισότητα : 
  
L𝑞 ≥  Hq − log log(n − 1)    
Aντικαθιστώντας τις εκφράσεις για τα Hq,Lq στην παραπάνω σχέση παίρνουμε : 
1
𝑄 − 𝑞𝑘
∑ 𝑞𝑖 ∗ 𝑙(𝑞𝑖) −
𝑄
𝑄 − 𝑞𝑘
≥  log(𝑄 − 𝑞𝑘) +
1
𝑄 − 𝑞𝑘
𝑛
𝑖=1
∑ 𝑞𝑖 ∗ 𝑙𝑜𝑔 (
1
𝑞𝑖
) −
𝑞𝑘
𝑄 − 𝑞𝑘
log (
1
𝑞𝑘
)
𝑛
𝑖=1
− 𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 − 1) 
Aλλάζοντας τους όρους έχουμε : 
∑ 𝑞𝑖 ∗ (𝑙(𝑞𝑖) + log(𝑞𝑖))
𝑛
𝑖=1
≥ 𝑄 + (𝑄 − 𝑞𝑘) log(𝑄 − 𝑞𝑘) + 𝑞𝑘 ∗ log(𝑞𝑘) − (𝑄 − 𝑞𝑘)𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 − 1)
≥ 𝑄 + (𝑄 − 𝑞𝑘) log(𝑄 − 𝑞𝑘) + 𝑞𝑘 ∗ log(𝑞𝑘) − 𝑄𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 − 1)   
Eύκολα βλέπουμε ότι η συνάρτηση f(x)=(Q-x)*log(Q-x) + x*log(x) είναι κυρτή συνάρτηση του 
χ με ελάχιστο στο χ=Q/2 .Έτσι έχουμε: 
  
(12): ∑ 𝑞𝑖 ∗ (𝑙(𝑞𝑖) + log(𝑞𝑖)) ≥ 𝑄 ∗ log(𝑄) − 𝑄 ∗ 𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 − 1)  
𝑛
𝑖=1
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Aπό τις (12),(10) έχουμε : 
𝐶𝑜𝑝𝑡 − 𝐻 = ∑ 𝑝𝑖 ∗ 𝑙(𝑝𝑖) +
𝑛
𝑖=0
∑ 𝑞𝑖 ∗ 𝑙(𝑞𝑖)
𝑛
𝑖=1
+ ∑ 𝑝𝑖 ∗ 𝑙𝑜𝑔(𝑝𝑖) +
𝑛
𝑖=0
∑ 𝑞𝑖 ∗ 𝑙𝑜𝑔(𝑞𝑖)
𝑛
𝑖=1
=  ∑ 𝑝𝑖 ∗ (𝑙(𝑝𝑖) + log(𝑝𝑖))
𝑛
𝑖=0
+  ∑ 𝑞𝑖 ∗ (𝑙(𝑞𝑖) + log(𝑞𝑖)) ≥ 𝑃 ∗ 𝑙𝑜𝑔𝑃 + 𝑄 ∗ 𝑙𝑜𝑔𝑄 − 𝑄𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 − 1)
𝑛
𝑖=1
 
Και πλέον έχουμε αποδείξει το θεώρημα . 
 Η διαφορά ανάμεσα στις εκφράσεις (11),(6) είναι  1- H(Q)- Q + Q[loglog(n+1)- 
loglog(n-1)] που είναι μεγαλύτερη από Δ(Q)=1-H(Q)-Q . Όταν το Δ(Q) είναι θετικό , το (11) 
είναι καλύτερο από το (6). Η συνάρτηση Δ(χ)=1-Η(χ)-χ , είναι κυρτή συνάρτηση του χ και 
ικανοποιεί : f(0) = 1, f(1/2)= -1/2  & f(1)=0  . Έτσι , έστω δ , με δ ≈ 0.227 , να είναι η μοναδική 
τιμή για την ισότητα f(x)=0 ,0<x<1 . Έχουμε ότι για Q<= δ , το όριο (11) είναι καλύτερο από το 
(6) . Για μεγάλη τιμή του n και Q>δ , το (6) είναι καλύτερο από το (11).Tέλος παρατηρούμε ότι 
όταν το Q τείνει στο 0 το όριο (11) προσεγγίζει το όριο από το θεώρημα του Shannon όπως 
προβλέπεται . 
Θεώρημα 5 : 
Το κόστος ενός δέντρο δυαδικού αναζήτησης ικανοποιεί τις σχέσεις ικανοποιεί τις σχέσεις : 
(13):   𝐶 ≥ 𝐻 + 𝑄 − 𝐻 (
1
2 + 𝑙𝑜𝑔𝑛
) −  (
1 + 𝑙𝑜𝑔𝑛
2 + 𝑙𝑜𝑔𝑛
)𝑙𝑜𝑔𝑙𝑜𝑔(2𝑛) 
  Aπόδειξη : 
Έστω Topt να είναι βέλτιστο δέντρο δυαδικής αναζήτησης για κατανομή πιθανοτήτων D με 
κόστος Copt . Έστω qk η ετικέτα στη ρίζα του Topt . Έστω σύνολο S με 2n γράμματα και 
κατανομή πιθανοτήτων (q1/(1-qk),….,qk-1/(1-qk),qk+1/(1-qk),……,qn/(1-qk) ; p0/(1-
qk),…,pn/(1-qk)). To δέντρο Τοpt με το σύνολο των κόμβων του πέρα της ρίζας ορίζει ένα one-
to-one code για το σύνολο S ,με codeword lengths : l(q1) – 1 ,….,l(qk-1),l(qk+1),…..,l(qn)-1 
,l(p0),….,l(pn). Το μέσο codeword length είναι : 
𝐿𝑠 = ∑
𝑞𝑖
1 − 𝑞𝑘
( 𝑙(𝑞𝑖) − 1) − ∑
𝑝𝑖
1 − 𝑞𝑘
𝑙(𝑝𝑖)
𝑖!
=
𝐶𝑜𝑝𝑡 − 𝑄
1 − 𝑞𝑘
𝑖!=𝑘
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Όπου , εφόσον Η=Η(qk)+(1-qk)Hs , η εντροπία Hs του συνόλου S είναι : 
𝐻𝑠 =
𝐻 − 𝐻(𝑞𝑘)
1 − 𝑞𝑘
 
Aπό την (3) ,το μέσο codeword length Ls ικανοποιεί τη σχέση Ls >= Hs – loglog(2n) , oπότε : 
𝐶𝑜𝑝𝑡 − 𝑄 ≥ 𝐻 − 𝐻(𝑞𝑘) − (1 − 𝑞𝑘)𝑙𝑜𝑔𝑙𝑜𝑔(2𝑛) 
Παρατηρούμε ότι η συνάρτηση f(x)=H(x)+(1-x)loglog(2n) είναι κυρτή συνάρτηση του x με 
μέγιστο x=1/(2+logn) ,έτσι αποδείξαμε το θεώρημα . 
 Το όριο από το παραπάνω θεώρημα βελτιώνει το (6) για μεγάλες τιμές του Q . Mια 
απλή σύγκριση ανάμεσα στα δύο όρια δείχνει ότι το (13) είναι καλύτερο για Q> Φ(n) ,  όπου : 
𝛷(𝑛) =
𝐻 (
1
2 + 𝑙𝑜𝑔𝑛) +
1 + 𝑙𝑜𝑔𝑛
2 + 𝑙𝑜𝑔𝑛 𝑙𝑜𝑔𝑙𝑜𝑔
(2𝑛) − 1
𝑙𝑜𝑔𝑙𝑜𝑔(𝑛 + 1)
 
Παρατηρούμε ότι για μεγάλες τιμές του n έχουμε  Φ(n)<1 .Mε επιπλέον μελέτη μπορούμε να 
δούμε ότι το Φ(n)<1 ισχύει και για μικρές τιμές του n . 
 
4.3.γ Επιπλέον Βελτιστοποιήσεις  
 Μπορούμε να βελτιστοποιήσουμε παραπάνω το όριο (6) χρησιμοποιώντας το : 
(14):  ∑ 2−𝑙(𝑞𝑘)
𝑛
𝑘=1
 
Αντί για το (5). Αρχικά παρατηρούμε ότι το παραπάνω άθροισμα προσεγγίζει τη μέγιστη τιμή 
του όταν όλα τα μήκη l(qk) είναι ίσα με [log(n+1)] ή με [log(n+1)] . Yποθέτοντας ότι υπάρχει 
εσωτερικός κόμβος στο επίπεδο k έχει παιδί που είναι φύλο , και ότι υπάρχει εσωτερικός κόμβος 
στο επίπεδο j > k+1 του οποίου τα παιδία είναι φύλα .Η συνεισφορά  λόγω του εσωτερικού 
κόμβο στο επίπεδο j  στη (14) είναι 2-j . 
 Παρατηρούμε ότι σε κάθε επίπεδο που περιέχει εσωτερικούς κόμβους , η συνεισφορά 
στη (14) είναι ½  και υπάρχουν ακριβώς log(n+1) τέτοια επίπεδα . Κάθε εσωτερικός κόμβος σε 
ένα επίπεδο με εσωτερικούς και εξωτερικούς κόμβους συνεισφέρει στη (14 ) κατά 2-log(n+1)  . 
Εύκολα παρατηρούμε ότι  υπάρχουν n+1-2log(n+1) τέτοιοι κόμβοι .Έτσι η μέγιστη τιμή του (14) 
είναι : 
1
2
⌊log(𝑛 + 1)⌋ +  2−⌈log (𝑛+1)⌉ ∗ [𝑛 + 1 − 2⌊log (𝑛+1⌉)] 
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Έτσι προκύπτει το παρακάτω θεώρημα : 
Θεώρημα 6 : 
 Σε ένα δυαδικό δέντρο αναζήτησης τα επίπεδα των εσωτερικών κόμβων ικανοποιούν 
τη σχέση : 
∑ 2−𝑙(𝑞𝑘)
𝑛
𝑘=1
≤
⌊𝑙𝑜𝑔(𝑛 + 1)⌋
2
+
𝑛 + 1
2⌈log(𝑛+1)⌉  
−
1
2
 
 
To παραπάνω όριο είναι καλύτερο από το (5) .Είναι μικρότερο του ½* log(n+1) εάν το n+1 δεν 
είναι δύναμη του 2 αλλιώς είναι ίσο με ½* log(n+1) . Χρησιμοποιώντας αυτό το όριο στο 
θεώρημα 1 , μπορούμε να βελτιστοποιήσουμε το (6). 
 Επίσης μπορούμε να βελτιώσουμε τα (11),(13).Για να καταλήξουμε σε αυτά 
χρησιμοποιήσαμε το (3). Μπορούμε να χρησιμοποιήσουμε το παρακάτω όριο : 
𝐿1: 1 ≥ 𝐻𝑠 − log (𝑎(𝑚)) 
Όπου α( m)= k(m)-1 + r(m)2-k(m) , και k(m) είναι ο μέγιστος ακέραιος για τον οποίο το r(m)=m-
2k(m) +2 ,είναι θετικός αριθμός .Επιπλέον α(m)<logm. 
 Ακόμη μπορούμε να βελτιώσουμε τα (7),(9) χρησιμοποιώντας καλύτερο όριο από το 
(4). Ο Verriest απέδειξε ότι το μέσο codeword length  L1:1 ενός οne-to-one code ενός συνόλου 
S με εντροπία Hs είναι μεγαλύτερη από το παρακάτω Lmin . 
𝐻𝑠 = 𝐿𝑚𝑖𝑛(1 + 𝐻 (
1
𝐿𝑚𝑖𝑛
)) 
Xρησιμοποιώντας το όριο L1:1>=Lmin παίρνουμε καλύτερο όριο από το (4) και μπορούμε να 
βελτιώσουμε τα (7),(9). 
  Όμως οι παραπάνω βελτιστοποιήσεις δεν είναι τόσο σημαντικές και θα έκαναν τις 
λύσεις περισσότερο πολύπλοκες , για αυτό για την συγκεκριμένη δημοσίευση δεν 
χρησιμοποιήθηκαν. 
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5. Δέντρα Χωρίς Ταξινομημένες  Τιμές 
 Η παλαιότερη εκδοχή του προβλήματος εύρεσης βέλτιστου δυαδικού δέντρου 
αναζήτησης είναι η εύρεση ενός Ηuffman[9]  δέντρου . 
5.1 Κωδικοποίηση Huffman 
Η κωδικοποίηση Huffman είναι μια μέθοδος συμπίεσης που δημοσιεύτηκε το 1952 από 
τον David Huffman και έμελλε να γίνει πασίγνωστη. Εκδοχές του αλγορίθμου Huffman 
χρησιμοποιούνται στη μετάδοση αντιγράφων και στις απεικονίσεις εγγράφων. Το πρότυπο JPEG 
ενσωματώνει την κωδικοποίηση Huffman ως τελικό βήμα στη διαδικασία συμπίεσης εικόνας. 
Η κωδικοποίηση Huffman αποδεικνύεται βέλτιστη για ένα δεδομένο κείμενο, αν και ο πίνακας 
κωδικοποίησης πρέπει να μεταδίδεται μαζί με τα δεδομένα. 
Αρχές λειτουργίας 
Ο αλγόριθμος Huffman παράγει ένα κώδικα βασισμένο στην πιθανότητα εμφάνισης του 
κάθε συμβόλου σε ένα κείμενο. Σχεδόν σε όλα τα κείμενα, μερικά σύμβολα εμφανίζονται 
περισσότερες φορές από ότι άλλα. Προκαθορισμένες πιθανότητες εμφάνισης κάθε συμβόλου 
χρησιμοποιούνται για τη δημιουργία ενός πλήρους δυαδικού δέντρου από τη βάση προς τα 
επάνω (bottom-up). Αυτός ο τρόπος εγγυάται ότι τα σύμβολα που εμφανίζονται λιγότερο θα 
έχουν μακρύτερες σειρές δυαδικών ψηφίων. Στο δέντρο τα σύμβολα είναι φύλλα (τερματικοί 
κόμβοι - terminal nodes), οι διακλαδώσεις σημειώνονται με 0 ή 1 και η δυαδική αναπαράσταση 
της διαδρομής από τη ρίζα (root) μέχρι το σύμβολο είναι η συμπιεσμένη αναπαράστασή του ως 
σειρά δυαδικών ψηφίων. 
5.1.α Αλγόριθμος και Παράδειγμα 
Αλγόριθμος  
1. Γίνεται καταγραφή συμβόλων και των αντίστοιχων πιθανοτήτων. 
2. Δημιουργείται ένας κόμβος (node) για κάθε σύμβολο στον οποίο σημειώνεται η 
αντίστοιχη πιθανότητα. 
3. Ακολουθεί εύρεση των δύο μικρότερων κόμβων οι οποίοι δεν έχουν κόμβο-πατέρα 
(parent node), και στη συνέχεια δημιουργείται ένας νέος διακλαδιζόμενος κόμβος στον 
οποίο σημειώνεται το άθροισμα των πιθανοτήτων που έχουν οι δύο κόμβοι-παιδιά (child 
nodes). 
4. Επαναλαμβάνεται το 3ο βήμα μέχρι όλοι οι κόμβοι εκτός από τη ρίζα (root) να έχουν 
κόμβο-πατέρα. 
5. Σημειώνεται με 0 και 1 κάθε ζεύγος ακμών. Η διαδρομή από τη ρίζα ως το δεδομένο 
φύλλο δείχνει τον κώδικα για το σύμβολο στο συγκεκριμένο φύλλο. 
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Παράδειγμα  
Aκολoυθεί παράδειγμα[8] τις κωδικοποίησης Huffman για τις παρακάτω τιμές : f:5 , e:9 , c:12 , 
b:13 , d:16 , a: 45 . 
Βήμα 1  
 
  
 
 
 
Βήμα 2 
 
  
 
 
 
 
 
 
 
 
 
 
 
c:12 b:13 14 d:16 a:45 
 
f:5 
 
e:9 
 
0 1 
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Βήμα 3 
 
  
 
 
 
 
 
 
 
Bήμα 4 
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Βήμα 5 
 
 
 
 
                                            
 
 
                                 
 
  
 
 
 
 
 
Από την κωδικοποίηση Huffman προκύπτει : α:0, c:100, b:101 ,f:1100 , e:1101,d:111. 
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 Με την κωδικοποίηση Huffman πρέπει να βρούμε ένα βέλτιστο κώδικα για ένα σύνολο 
αριθμών ,o οποίος δεν χρειάζεται να είναι prefix ή κάποιος άλλος συγκεκριμένος και οι αριθμοί 
δεν χρειάζεται να είναι ταξινομημένοι ( δηλαδή  Ρ=0 ). Έχοντας τα στοιχεία και τις πιθανότητες 
τους , το δέντρο και οι κώδικες μπορούν να βρεθούν σε γραμμικό χρόνο από τον γνωστό 
άπληστο αλγόριθμο με την από κάτω προς τα πάνω υποδομή . 
 H μέθοδος περιλαμβάνει ένα σύνολο βέλτιστων λύσεων για ένα υποσύνολο στοιχείων . 
Αρχικά έχουμε  ένα σύνολο n φύλων .Η διαδικασία ξεκινάει  αντικαθιστώντας τα δύο δέντρα με 
τη χαμηλότερη πιθανότητα με ένα νέο δέντρο με ρίζα που έχει για παιδιά τις ρίζες των δέντρων 
που αντικαταστάθηκαν .Αυτό είναι ένα παράδειγμα της ειδικής περίπτωσης μιας ουράς με 
προτεραιότητες  το οποίο υλοποιείται εύκολα .Υπάρχουν δύο είδη δέντρων : Αυτό που 
υποθέτουμε ότι τα δεδομένα φύλα είναι ταξινομημένα με βάση την πιθανότητα , και αυτό που 
δημιουργείται με φύλα σε αύξουσα σειρά ανάλογα με την τιμή της πιθανότητας .Εμείς έχουμε 
δύο ταξινομημένες λίστες τις οποίες ανανεώνουμε αντικαθιστώντας τα δύο δέντρα (ένα από 
κάθε λίστα ) με τη χαμηλότερη πιθανότητα , με ένα νέο δέντρο στο τέλος της λίστας . Όπως και 
άλλες εκδοχές του προβλήματος συγκεκριμένες είσοδοι μπορούν να μας αναγκάσουν να βρούμε 
την ταξινομημένη σειρά των πιθανοτήτων . Έτσι έχουμε ένα κάτω ώριο Ω(n logn ) το οποίο 
επιτρέπει συγκρίσεις αν οι τιμές δεν δίνονται σε ταξινομημένη λίστα κα αφήνει και ένα ανοιχτό 
πρόβλημα : Υποθέτοντας   ότι μας δίνεται ένα δυαδικό δέντρο αναζήτησης με δεδομένες τις 
πιθανότητες στα φύλα και το ζητούμενο είναι να βρούμε κατά πόσο έχουμε βέλτιστο prefix 
κώδικα .Με άλλα λόγια το ζητούμενο είναι να δούμε αν είναι το ίδιο δέντρο που προκύπτει από 
τον αλγόριθμο του Huffman με μία αυθαίρετη μετάθεση στα φύλα κάθε επιπέδου . 
 Ο αλγόριθμος του Huffman μπορεί να επεκταθεί ώστε να περιλαμβάνει πιθανότητες 
στους εσωτερικούς κόμβους καθώς και στα φύλα . Δεδομένα p,q το καθένα ταξινομημένα με 
βάση την πιθανότητα και τρείς λίστες  ,αναλόγως με τη κανονική λύση του Huffman με τις δύο 
λίστες, μας δίνει λύση στο πρόβλημα μας σε γραμμικό χρόνο. Τα δύο ελαφρύτερα φύλα  ή 
υπόδεντρα γίνονται παιδιά του ελαφρύτερου εσωτερικού κόμβου και αφαιρούνται από τις λίστες 
τους μπαίνοντας στο τέλος της λίστας του υποδέντρου , δίνοντας έναν αλγόριθμο γραμμικού 
χρόνου αν τα δεδομένα είναι ταξινομημένα . 
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 6.Συμπεράσματα  
 Αρχικά , για τα βέλτιστα δυαδικά δέντρα αναζήτησης ,εστιάσαμε στη δημοσίευση του 
D.Knuth o oποίος βασισμένος στην δημοσίευση των Gilbert & Moore του 1959, πρότεινε στις 
αρχές της δεκαετίας του 1970 μια λύση δυναμικού προγραμματισμού που απαιτούσε Ο(n2) . 
Στην συνέχεια αναδείξαμε τον αλγόριθμο που προτάθηκε κατά την ίδια περίοδο από τους Hu & 
Tucker , και βελτιώθηκε αργότερα από τους Garcia-Wachs.Ο συγκεκριμένος αλγόριθμος 
αφορούσε την pi=0 περίπτωση ,κατανάλωνε μόνο Θ(nlogn) χρόνο και χρησιμοποιούσε μόνο το 
γραμμικό χώρο . 
 Στη συνέχεια ,για τα σχεδόν βέλτιστα δυαδικά δέντρα αναζήτησης , εστιάσαμε στον 
αλγόριθμο που πρότεινε ο M.Fredman κατά τον οποίο επιλέγεται τέτοια ρίζα ώστε να ισορροπεί 
το δέντρο κατά τον βέλτιστο τρόπο .Ένας αλγόριθμος κατασκευής τέτοιων δέντρων απαιτεί 
γραμμικό χρόνο ο οποίος είναι ανάλογος στον αριθμό των συγκρίσεων που κάνει . Έπειτα , 
αναδείξαμε το μεταγενέστερο αλγόριθμο του Κ.Μehlhorn o oποίος κατασκευάζει προσεγγιστικά 
ένα στατικό σχεδόν βέλτιστο δέντρο δυαδικής αναζήτησης σε Ο(n) χρόνο .Στη συνέχεια 
αναδείξαμε την αρκετά πιο πρόσφατη δημοσίευση των De Peisco & De Santis , οι οποίοι 
παρουσίασαν καινούργια χαμηλότερα όρια στο κόστος των δυαδικών δέντρων αναζήτησης 
εκφρασμένα σε σχέση με την εντροπία των πιθανοτήτων , τον αριθμό των στοιχείων και την 
πιθανότητα πετυχημένης αναζήτησης .Τέλος εστιάσαμε στα δέντρα χωρίς ταξινομημένες τιμές 
και την δημοφιλή κωδικοποίηση Huffman . 
 Πρόσφατα ο J.Iacono έκανε μια δημοσίευση στην οποία χρησιμοποιεί την γεωμετρία 
των δυαδικών δέντρων αναζήτησης ώστε να παραχθεί ένας αλγόριθμος ο οποίος είναι δυναμικά 
βέλτιστος .Αισιοδοξούμε ότι με την συγκεκριμένη δημοσίευση  θα ασχοληθούμε σε κάποια 
μελλοντική εργασία . 
 Για τους σκοπούς της  διπλωματικής εργασίας κάναμε μια ανασκόπηση στην 
δημιουργία τεχνικών για τα βέλτιστα και τα σχεδόν βέλτιστα δυαδικά δέντρα αναζήτησης . 
Μελετήσαμε το πρόβλημα της βελτιστοποίησης των δυαδικών δέντρων αναζήτησης από τις 
πρώτες δημοσιεύσεις που έγιναν μέχρι και σήμερα και παρατηρήσαμε ότι υπάρχουν αρκετές 
πολύ καλές προσεγγίσεις με αλγορίθμους πρακτικούς και εύκολους στην υλοποίηση και παρόλο 
που οι πρώτες λύσεις είναι αρκετά παλιές υπάρχουν ακόμη κάποια ενδιαφέροντα ανοιχτά 
προβλήματα .   
 
Πηγές : 
1.Munro ,J.I.:Reflections on Optimal and Nearly Optimal Binary Search Trees  
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