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In the literature about field emission, finite elements and finite differences techniques are being
increasingly employed to understand the local field enhancement factor (FEF) via numerical sim-
ulations. In theoretical analyses, it is usual to consider the emitter as isolated, i.e, a single tip
field emitter infinitely far from any physical boundary, except the substrate. However, simulation
domains must be finite and the simulation boundaries influences the electrostatic potential distri-
bution. In either finite elements or finite differences techniques, there is a systematic error () in
the FEF caused by the finite size of the simulation domain. It is attempting to oversize the do-
main to avoid any influence from the boundaries, however, the computation might become memory
and time consuming, especially in full three dimensional analyses. In this work, we provide the
minimum width and height of the simulation domain necessary to evaluate the FEF with  at the
desired tolerance. The minimum width (A) and height (B) are given relative to the height of the
emitter (h), that is, (A/h)min × (B/h)min necessary to simulate isolated emitters on a substrate.
We also provide the (B/h)min to simulate arrays and the (A/h)min to simulate an emitter between
an anode-cathode planar capacitor. At last, we present the formulae to obtain the minimal domain
size to simulate clusters of emitters with precision tol. Our formulae account for ellipsoidal emit-
ters and hemisphere on cylindrical posts. In the latter case, where an analytical solution is not
known at present, our results are expected to produce an unprecedented numerical accuracy in the
corresponding local FEF.
PACS numbers: 73.61.At, 74.55.+v, 79.70.+q
I. INTRODUCTION
Carbon nanotubes (CNTs) and carbon nanofibers
(CNFs) have attracted great attention in cold field emis-
sion applications [1–4]. The ability to design CNT or
CNF field emitters with predictable electron emission
characteristics allow their use as electron sources in var-
ious applications such as microwave amplifiers, electron
microscopy, parallel beam electron lithography and ad-
vanced X-ray sources [3, 5].
A common practice to model a CNT or CNF is take
the emitter as a cylindrical classical conductor capped
with a conducting hemisphere, both of radius r. The
total emitter’s height is h. This model is known as the
“hemisphere-on-cylindrical post” (HCP), have been ex-
tensively studied theoretically [6–12] and is known to
have an analytical counterpart of great complexity as
compared with computational solution [7]. In some stud-
ies, the hemi-ellipsoid model is preferred to represent the
emitter for a couple of reasons: in this case, the the elec-
trostatic potential distribution in the system has analyt-
ical solution and is a better representation of the emitter
when the radius at the apex is much smaller than the
radius at the base [7].
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The local field enhancement factor (FEF), particu-
larly at the emitter’s apex (γa), is an important quantity
in field emission science. The apex-FEF facilitates the
electron tunneling through the surface barrier and has
a dramatic effect on the macroscopic emission current.
As a consequence, the FEF makes the emission current
very sensitive to the macroscopic electrostatic field, EM
[13, 14]. For a single-tip field emitter, the relevant char-
acteristic barrier field at the apex Ea may be formally
related to EM by a characteristic apex-FEF [15], defined
as follows:
γa =
Ea
EM
. (1)
Various physical causes of field enhancement can exist,
but the more simple assumption is consider the existence
of a conducting microprotrusion or nanoprotrusion at the
emitter surface [7]. The question then arises of how the
local apex-FEF can be accurately estimated.
Simulations that involve the solution of Laplace’s equa-
tion, whether using finite elements or finite differences,
require a minimum volume surrounding the region of in-
terest. The minimum domain size (MDS) depends on
the desired precision. If the boundaries are inadvertently
close, they will affect the calculated electrostatic poten-
tial and the FEF may not respect the desired precision.
Then, it might be attempting to overestimate the size of
the domain. However, this procedure may become se-
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2riously time and memory consuming as the simulated
systems become more demanding, mainly in three di-
mensional (3D) and/or in time-dependent models. Our
analysis considers a two dimensional (2D) axisymmetric
system, but it is also valid for 3D models, as we will
discuss. Hereafter, we adopt the following notation re-
garding the dimensions of the domain: (i) the variables
A and B are the width and height of the simulation do-
main as shown in Fig. 1; (ii) the A and B relative to
the height h are much better parameters for our analy-
sis. In fact, A/h and B/h are the variables we shall use
to determine the systematic error; (iii) the (A/h)min and
(B/h)min are the minimum dimensions that induces the
tolerated systematic error tol in the apex-FEF for single
tip field emitters.
We start evaluating the minimum width and height
(A/h)min × (B/h)min of the simulation domain, for sin-
gle tip field emitter in an semi-infinite space. Then, we
discuss why the dimensions found for a single tip field
emitter is also valid for emitters in an infinite array and
for isolated emitters in a capacitor configuration. Fi-
nally, we provide a few numerical values to compare the
predictions from our results and the actual simulations.
In most cases, the knowledge of [(A/h)min, (B/h)min]
is convenient to choose the adequate size of the simu-
lation domain that yields an error of ∼ 1%, which can
be considered good in view of the large uncertainties in
FE experiments. However, for some analyses, the pre-
cision requirement is much larger and must be known.
As an example, recently, Forbes has shown that the rate
at which the FEF from a pair of spherical emitters tend
toward the FEF of a single sphere is given by a power
law decay as a function of the separation center to center
[16]. Prior to his work, many authors were assuming an
exponential-type decay [17–22]. This power law was an
important realization in the physical mechanism govern-
ing the FEF. Since then, the same power law behavior
was observed in several different types of emitters like
hemispheres on cylindrical posts and ellipsoidal emitters
[23–26], provided that the analysis has high precision, as
we demonstrated in a previous work [24].
This paper is organized as follows. In Section II, the
simulation procedures, by using finite element method,
are discussed. The results of the MDS, including hemi-
ellipsoid single tip field emitter, arrays and capacitor
configuration systems, hemisphere on a cylindrical post
emitter and full three dimensional models of clusters are
discussed on Sec.III. Section IV summarizes our conclu-
sions.
II. SIMULATION PROCEDURE
Figure 1 represents the geometries of the physical sys-
tems we are interested in minimizing the size. It is a 2D
axisymmetric system with a central emitter. We start
analyzing an ellipsoidal emitter, for which γa is known
analytically [7]. Afterward, we shall discuss what er-
rors to expect for emitters like hemispheres on posts and
floating spheres. We assume the emitter to be perfectly
conductor with no electric field penetration; hence, the
interior of the emitter is removed from the simulation do-
main. The boundary conditions (BCs) on the emitter’s
surface and the bottom emitter’s surface are grounded
(Φ = 0V ). The right hand side boundary is a symme-
try line, i.e., this BC imposes the electrostatic field to be
perpendicular to the normal vector from this boundary
line (E.nˆ = 0).
Two distinct BCs are common at the top boundary:
Fig. 1(a) represents a single tip field emitter. In this
case, the top boundary is set as a surface charge density
σ = ε0EM , where ε0 is the permittivity of vacuum. This
BC assumes that the anode is much farther than the
boundary itself. This is the BC we recommended when
assuming that the anode is at infinity, as we shall discuss
further. Figure 1(b) represents a single tip field emitter
with the top boundary representing the anode with a
defined voltage ΦAnode.
We have used the commercial software COMSOL R©
v.5.3 based on the finite elements method to calculate the
apex-FEF. The software evaluates the electrostatic po-
tential distribution and the consequent electrostatic field
in the domain. The apex-FEF calculated numerically,
γn is defined as the maximum value of the electrostatic
field normalized by the applied field as shown in Eq. (1).
Here the index “n” indicates a numerical evaluation. We
define the error in γn relative to the analytical values of
the field enhancement factor known for hemi-ellipsoidal
emitters [7]:
 =
|γa − γn|
γa
=
∣∣∣∣1− γnγa
∣∣∣∣ . (2)
We want to stress that the analysis in this paper is not
limited to any particular method (like finite elements)
or computer code. Any computer code will require a
MDS to yield a desired precision regardless the numerical
precision used in the method. In our analyses, we took
care to have enough numerical precision and sufficient
number of elements not to compromise the evaluation of
, which is solely due to the finite size of the domain.
In these analyses, the finite elements were concentrated
where the electric field were higher and the number of
elements were increased until the solution converged to
the necessary precision for our purposes. Although the
Boundary Elements Method [9] is a better alternative to
simulate the FEF, it does not apply in many cases. The
MDS we provide here can be useful where the knowledge
of the solution in the bulk of the system is necessary.
Some examples are: space charge effect, mechanical os-
cillations in a field emission system or particle tracing
analyses.
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FIG. 1. Representation of the two most common physical
systems to simulate field emission in the literature with the
boundary conditions indicated. In (a) the top boundary is
a Neumann boundary condition that imposes a vertically
aligned electrostatic field as if the anode were much farther.
In (b) the top boundary represents the anode with a Dirichlet
boundary condition Φ = ΦAnode.
III. RESULTS AND DISCUSSION
A. Hemi-Ellipsoid single tip field emitter
Figure 2(a) illustrates a simple case for a hemispherical
emitter, i.e. h/r = 1, where r is the radius of the emitter.
The γn converges to its analytical value (γn → 3) as the
width and height of the domain increases. Figure 2(b)
shows the corresponding systematic error obtained as the
height is increased for several normalized widths A/h. In
Fig. 2(b) there is the systematic error  as a function
of the same variables shown in Fig. 2(a). The  decays
linearly (in log-log scale) until the electrostatic influence
from the top boundary becomes smaller than the influ-
ence from the lateral boundary and starts to saturate.
Figure 2(b) can provide the MDS for a few values of
tol. As an example: Fig. 2(b) shows that the curve for
A/h = 11 has  = 0.12% at the saturation, which ex-
tends for B/h > 10. Hence, if ones tolerance happens to
be tol = 0.12%, then the leftmost point in the plateau
of the curve provide the MDS with (A/h)min = 10
and (B/h)min = 11. Better yet, instead of inspecting
Fig.2(b) for the MDS, we managed to get a good col-
lapse of all curves by plotting the variables (B/h)3 ×
(A/h)/(B/h) as shown in Fig.3. This is the most im-
portant result to obtain the [(A/h)min, (B/h)min] valid
for all tol. In Fig.3, a universal point of minimum can
be obtained at the leftmost point in the plateau of the
curves. The definition of this point depends on a cri-
terion. In this work we assume (A/h)min to be 10%
higher than the value the end of the plateau, which gives
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FIG. 2. Apex FEF and its systematic error due to the finite
size of the simulation domain. In (a), the FEF converges
its analytical value (γn → 3) as the height and width of the
simulation domain increases. In (b), as the height increases
the error diminishes until the influence from the finite width
saturates the error.
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FIG. 3. Axes of Fig. 2(b) rescaled to collapse all curves. The
leftmost point in the plateau is the minimum domain size for
all tol and A/h. This point defines (A/h)min and (B/h)min.
tol [(A/h)min]
3 ≈ 175 and [(B/h)min/(A/h)min] ≈ 0.83.
Then,
4(A/h)min ≈ 5.59
3
√
tol
, (3)
and
(B/h)min ≈ 4.64
3
√
tol
. (4)
Equations (3) and (4) are the upper bound of the MDS
needed to simulate the apex-FEF with desired error tol
for a unitary aspect ratio. For higher aspect ratios, the
MSD is considerably smaller. Figure 4 shows how  de-
creases as h/r increases tending to saturate for h/r ≈ 20.
Our analyses show that for any value of A/h or B/h, the
(h/r)/(1) can be modeled as
(h/r)
(1)
≈ 0.2 + 0.8 exp [−0.345 (h/r − 1)] . (5)
Equation (5) indicates that the error can drop 80% as
h/r increases compared with a unitary aspect ratio. The
tol = (h/r) is the error one is interested in having [not
tol = (1)]. Hence, we can replace (1) from Eq. (5) in
Eqs. (3) and (4) to incorporate the dependence with h/r
in the MDS as follows:
(A/h)min ≈ 5.59× 3
√
0.2 + 0.8 exp [−0.345 (h/r − 1)]
tol
,
(6)
and
(B/h)min ≈ 4.64× 3
√
0.2 + 0.8 exp [−0.345 (h/r − 1)]
tol
.
(7)
Equations (6) and (7) predict the MDS much improved
as compared to Eqs.(3) and (4).
B. Arrays and capacitor configuration systems
Our 2D system, as illustrated in Fig. 1, can be used
with good approximation to simulate a lattice as de-
scribed in detail in Ref.[11]. The symmetry boundary
acts as a mirror, so the emitter experiences a screening
effect due to its own image, similar to the screening in a
lattice, where the distance to the neighboring emitters is
L = 2A. Equations (6) and (7) apply straightforwardly
to simulate arrays or an isolated emitter in a capacitor
configuration. However, it is necessary to interpret tol
as the actual tolerated systematic error, not the error
defined in Eq. (2). For example, if one is interested
in simulating a compact array with tol = 1%, then the
electrostatic influence form the lateral boundary (which
is fixed to A = Aarray) causes , as defined in Eq. (2),
to be larger than 1%. However, the electrostatic influ-
ence from the symmetry boundary is not an error in the
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FIG. 4. Dependence of the systematic error with the aspect
ratio. Given a domain size, the error for larger aspect ratios
is sensitively smaller than the error for a unitary aspect ratio.
The dependence of  with h/r can be taken into account to
improve the minimum domain size.
calculations; it is necessary to compute the fractional re-
duction in the FEF in arrays. The only electrostatic in-
fluence that has to be avoided is the influence from the
top boundary, which is already granted to be less than
1% if (B/h)min from Eq.(7) is respected. The same is
valid for a capacitor configuration. In this case, the in-
fluence from the top boundary is necessary to compute
the FEF correctly. However, for as long as (A/h)min
from Eq. (6) is calculated with the desired tolerance tol,
then the error from the lateral boundary will be smaller
than tol.
C. Hemisphere on a cylindrical post emitter - HCP
model
The HCP geometry is a classical representation of CNT
emitters, so it is an important case to be analyzed here.
For unitary aspect ratio, hemi-ellipsoids becomes hemi-
spheres, so Eqs. (3) and (4) gives the MDS either for
ellipsoid or HCP as an upper limit for the MDS. How-
ever, the improved MDS as a function of the aspect ratio
does not scale for the HCP as it does for ellipsoids [Eqs.
(6) and (7)]. Note, in Fig. 5(a) an HCP is superposed to
an ellipsoid with same aspect ratio. The surface of the
HCP is closer to the lateral boundary, so the boundary’s
influence is greater over the HCP then it is over the el-
lipsoid, implying that Eqs. (6) and (7) does not grant
 to be smaller than tol. Nevertheless, we can compare
an HCP and an ellipsoid with same radius of curvature
at the apex, as shown in Fig. 5(b). In this case, the 
for the HCP is granted to be smaller than tol. Hence,
we can safely use Eqs. (6) and (7) to evaluate the MDS
for HCPs if we use the aspect ratio of the circumscribed
ellipsoid, instead of the actual aspect ratio of the HCP.
To do so, we must find the relation between the aspect
5ratio of the circumscribed ellipsoid as a function of the
aspect ratio of the HCP.
FIG. 5. Comparison between and HCP and an ellipsoidal
emitter. In (a), with same aspect ratio, where the HCP expe-
riences greater electrostatic influence from the lateral bound-
ary. In (b), with same curvature at the apex, where the ellip-
soidal emitter experiences greater influence from the bound-
ary. In this case, the  calculated for the ellipsoid is certainly
going to be smaller for the HCP.
Let 1/rs be the curvature of the hemispherical cap that
equals the curvature of the ellipsoid at the apex 1/re
(1/re = 1/rs). The curvature (1/re) is simply the abso-
lute value of the second derivative of the ellipsoid function
y = h
(
1− x2/r2). Therefore:
1
re
=
∣∣∣∣∣h d2dx2
[√
1− x
2
r2
]∣∣∣∣∣
x=0
, (8)
which results in the following relation for the aspect ra-
tios:
h
re
=
√
h
rs
. (9)
Finally, we can improve the MDS for HCP as a function
of the aspect ratio by replacing h/r in Eqs. (6) and (7)
for
√
h/r. As a last note, the procedure we did in section
III A cannot be used to determine the MDS for HCPs,
because, at present, there is not an analytical solution for
the electrostatic potential distribution for single tip HCP
emitters. However, the results presented here for this
model are expected to significatively advances to obtain
numerical values of γa with unprecedented accuracy.
D. Full 3D models of clusters
To determine the MDS for cluster is somewhat more
complicated. Clusters of emitters do not present rota-
tional symmetry and cannot be simulated in a 2D ax-
isymmetric model. Even then, Eqs. (6) and (7) still
grants an error slightly smaller than the tolerance, be-
cause the boundaries in a full 3D model cause less electro-
static influence over the emitters, as explained in Ref.[11].
However, the distance A from the center of the system to
the lateral boundary is not a parameter of merit in clus-
ters. Instead, we are interested in the minimal distance
from the outmost emitter to the lateral boundary. To
avoid confusion, let Cmin be the distance from the outer
emitter to the boundary.
For clusters, the tol at a particular emitter must be
equal (in the condition for the MDS) to the summation
of the errors caused by all emitters:
tol =
N∑
i=1
i. (10)
where N is number of emitter in the cluster. To evaluate
i, we must be careful to consider the maximum influence
that the boundary causes on the outmost emitter in the
cluster. Consider only two emitter as shown in Fig. 6.
The image of emitter E1 (indicated as E
′
1) with respect to
the lateral boundary generates an error in its own FEF,
which is simply the inverse function of Eq. (6), given by:
1 ≈ 174.7× 0.2 + 0.8 exp [−0.345 (h1/r1 − 1)]
(Cmin/h1)
3 . (11)
Parameters h and r does not need to be the same for all
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FIG. 6. Illustration of the images from a pair of emitters
in a cluster. The Cmin that yields tol is obtained from the
electrostatic influence of the images on the outer emitter.
emitters. Therefore, these parameters gain a sub-index
(i = 1, 2, 3...), corresponding to the i-th emitter. The
image of E2 (indicated as E
′
2) generates an error on E1
according to the distance from E2 to the lateral boundary
plus the distance (d21) from E2 to E1. Now it is impor-
tant to note that Eqs. (6), (7) and (11) assume implicitly
that the image of the emitter is at a distance twice far-
ther than the boundary. Therefore, to compute the error
6due to the influence of E′2 on E1, we must use half the
distance between these (which is Cmin+a21/2), indepen-
dently of the boundary’s position. Hence, we have:
2 ≈ 174.7× 0.2 + 0.8 exp [−0.345 (h2/r2 − 1)]
[(Cmin + a21/2)/h2]
3 . (12)
where a21 is known. The influence of construction in Eq.
(12) makes 2 always larger than the error expected for
E2 isolated, which grants the total error to be lower than
the tolerance. Replacing Eqs. (11) and (12) in (10), we
get:
tol ≈ 174.7×
2∑
i=1
{
0.2 + 0.8 exp [−0.345 (hi/ri − 1)]
[(Cmin + ai1/2)/hi]
3
}
,
(13)
where a11 = 0. The Cmin in Eq. (13) cannot be iso-
lated, but can be solved straightforwardly using numer-
ical methods (like Newton’s method, for example). Fi-
nally, in a cluster with N emitters, we just have to replace
the upper limit of the summation in Eq. (13) to N . Sim-
ilarly, we can obtain the minimum distance to the top
boundary as:
tol ≈ 99.9×
N∑
i=1
{
0.2 + 0.8 exp [−0.345 (hi/ri − 1)]
[(Dmin + htall + ∆hi)/hi]
3
}
,
(14)
where Dmin is the distance from the top of the tallest
emitter to the top boundary, htall is the height of the
tallest emitter and ∆hi is the difference between the
tallest emitter and the i-th emitter. In Eq. (14) we do
not consider the relative positions amongst the emitter in
the cluster, only the heights relative to the top boundary.
Remember, if the emitter in the clusters are HCPs,
the aspect ration hi/ri, must be replaced by
√
hi/ri as
discussed.
E. Table for reference and verification of the MSD
method
Table I shows the [(A/h)min, (B/h)min] calculated
from Eqs. (6) and (7) for a given tolerated error tol.
Then, we verify the agreement between the tolerated er-
ror and the actual numerically evaluated error, num. As
expected, the num is always below tol, albeit, not by
too much, as we do not want to overestimate the MDS.
IV. CONCLUSIONS
We provided the MDS of the simulation domain
(A/h)min and (B/h)min necessary to simulate the apex-
FEF with a systematic error smaller than a given . We
summarize the results as follows:
(i) For a hemi-ellipsoid single tip field emitter (STFE),
with a given aspect ratio (h/r), the MDS is
(A/h)STFEmin ≈ 5.59× 3
√
0.2 + 0.8 exp [−0.345 (h/r − 1)]
tol
,
(15)
and
(B/h)STFEmin ≈ 4.64× 3
√
0.2 + 0.8 exp [−0.345 (h/r − 1)]
tol
.
(16)
(ii) For a planar hemi-ellipsoid capacitor system,
BAnode/h is fixed and
(A/h)capacitormin ≈ 5.59× 3
√
0.2 + 0.8 exp [−0.345 (h/r − 1)]
tol
.
(17)
(iii) For an infinite array formed by hemi-ellipsoid
emitters, Aarray/h is fixed and
(B/h)arraymin ≈ 4.64× 3
√
0.2 + 0.8 exp [−0.345 (h/r − 1)]
tol
.
(18)
(iv) For HCP emitters, the MDS is the same as in Eqs.
(15), (16), (17) and (18), except that the aspect ratio h/r
must be replaced to
√
h/r.
To simulate isolated emitters, arrays or clusters of
emitters, our results are only valid when using Neumann
BC at top and right hand side boundaries, which the au-
thors strongly recommend. The Neumann BC generates
systematic errors much smaller than the Dirichlet BC for
a given domain size; typically by a factor of 10. In other
words, the MDS using a specified voltage at the contours
of the simulation domain should be bigger to yield the
same precision. We expect our results be a major assis-
tance for the field emission community to obtain accurate
FEF in systems where the analytical electrostatic solu-
tion is still unknown.
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7TABLE I. MDS for hemi-ellipsoid single tip field emitters. Given the tolerated error in the apex FEF, the MDS is calculated
from Eqs. (6) and (7), then the actual error num(%) is calculated from numerical simulation for comparison.
tol(%) (h/r = 1) [(A/h)min, (B/h)min]− num (h/r = 5) [(A/h)min, (B/h)min]− num (h/r > 20) [(A/h)min, (B/h)min]− num
10 [2.59, 2.15]− 9.40 [1.91, 1.59]− 6.41 [1.52, 1.26]− 8.03
1 [5.59, 4.64]− 1.00 [4.12, 3.42]− 0.60 [3.28, 2.72]− 0.62
0.1 [12.04, 10.00]− 0.10 [8.88, 7.37]− 0.0599 [7.06, 5.86]− 0.062
0.01 [25.95, 21.54]− 0.01 [19.14, 15.89]− 0.00596 [15.20, 12.62]− 0.0063
0.001 [55.9, 46.4]− 9.4× 10−4 [41.23, 34.22]− 5.55× 10−4 [32.75, 27.19]− 6.8× 10−4
0.0001 [120.4, 99.96]− 3.7× 10−5 [88.83, 73.73]− 1.4× 10−5 [70.56, 58.57]− 1.2× 10−5
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