Abstract
Introduction
Policy based systems offer the capabilities to dynamically change the behavior of software. Such systems are gaining wide popularity in the industry today. Applications for these systems range from event notification software [1] , [2] , [3] to network management [4] , [5] , [6] , [7] to electronic commerce [8] , [9] .
Policies can be used in a system to control the behavior of the system, to control who is permitted to perform particular actions, and who is not. The system can either have all end-users enter their own policies, or have one or more policy administrators to be in charge of policy specification. Policies can be entered before the execution of the system begins, but many systems allow the entry of policies to occur during system execution as well. The form in which the policies are entered varies from system to system. Some systems require that policies be entered in a strict code-like format, whereas others allow natural language input.
When policies are entered into the system, they must be validated. When a new policy is entered into the system, it is not necessarily consistent with the rest of the system. A policy could lead to a combination of actions that are illegal in the application, or actions that conflict with actions specified by another policy. To detect any such anomalies, a validation process is needed. Validation can be performed at specification time, when a policy is entered into the system, or at runtime, catching conflicts as they are triggered but before they are executed. Detecting conflicts between policies is an important concern, and solutions have been provided to tackle the problems of both specification time and runtime policy validation. In this paper we are concerned with the former.
As policy based systems get larger, the problem of policy validation becomes more complex. Systems may have a very large number of policies, which would mean the validation process would take a long time if all policies were considered. However, if a small change is made, the number of policies affected by this change could be relatively small. If the entire set of policies is validated every time a small change is made, then the system would spend a great deal of time performing validation which may not be practical, or necessary. In some cases, the system may have to be brought offline in order to perform the validation. If the policy set were changed often, this would pose a serious problem when providing users with continuous service. Clearly this delay makes it unacceptable to revalidate the entire set of policies every time a change is made if the set of policies is large.
In this paper, we suggest "incremental policy validation" as a new approach. More specifically, we will examine how to determine if a set of policies is consistent after a small change to the set has been made. Finding only those policies which are affected by the change, and then validating that small subset will do this. This method will be analyzed and compared to a non-incremental validation solution.
We introduce the notion of storing policies in "decision tables format" and show how this format can help to check a set of policies for completeness. Also we indicate that the method used for checking decision tables for consistency could possibly be used in future to detect conflicts in policies. In order to accommodate all of the policy information, the decision table format is modified.
The concept of trigger chaining has been introduced in this paper in order to see which policies will trigger other policies upon firing. This concept introduces a new kind of conflict, in that a policy firing immediately after another may undo the actions of the first. This new type of conflict is explained and a method of incremental validation is developed in order to detect these conflicts. The method is analyzed and compared to performing an exhaustive revalidation of the entire system. The concept of trigger chaining also introduces the notion of cyclic conflicts, which is introduced but not discussed in detail in this paper.
Policy Based Systems
In recent years the software industry has been moving towards building software that can be customized by the user so it can meet the individual's needs. Policies are one way in which this customizability can be delivered. Policies also separate the behavior aspect of the software from the main functions. This allows either the main functionality of the software or the user's custom behavior to be changed without affecting the other [4] . Users can enter policies directly using some formal policy definition language, or can enter them at a higher level and have them translated to the definition language automatically. A policy can be analyzed for correctness and consistency before it is translated to the final code to be executed [6] .
Because there are multiple policies in a given system, it is important to examine how one policy will affect another. If there are two policies which are triggered to fire at the same time, and they contradict one another, these policies are said to conflict. The process of checking policies to see if they conflict is called policy validation. Often conflicts can be detected when the policies are entered into the system (specification time) [10] . Although it is often advantageous to detect potential conflicts at specification time, this may not always be possible. Some conditions are based on states of the system, which are not known at the time of policy specification [10] , [11] . In this case, the only way to detect the conflict is while the system is executing (runtime) [4] . Although the notion of runtime policy validation is important, this paper will focus on the problem of specification time policy validation.
Lupu and Sloman define two types of conflicts that can occur between policies in their model: modality conflicts and application specific conflicts. In their work, policies are associated with a mode. According to their definition, a modality conflict arises when two policies with opposite modality refer to the same subject, actions, and targets. This can happen in three ways:
The subjects are both obligated-to and obligated-notto perform actions on the targets. The subjects are both authorized and forbidden to perform actions on the targets. The subjects are obligated but forbidden to perform actions on the targets [11] . Application specific conflicts occur when two rules contradict each other due to the context of the application. Examples of this are: conflict of priorities for resources, conflict of duties, conflict of interest, actions that perform opposing tasks. Two rules may or may not conflict depending on the application and the "common sense" rules associated with that application. Therefore, in order to detect these kinds of conflicts, the system must have some sort of extra application specific knowledge. This extra knowledge is entered in the form of meta-policies. The meta-policies describe assumptions the system must make and explains how the system's "world" works. A set of policies may be consistent in one application and inconsistent in another due to the difference in the applications' meta-policy [11] .
Lupu and Sloman provide a method of checking policies as they are specified for conflicts. Their method of policy validation involves examining the entire set of policies, or at very least all the policies found in one domain. They do not provide any method of incrementally checking a very small number of policies when a new policy is added or modified, to determine if the new set of policies is consistent. Although Lupu and Sloman acknowledge the need for run-time conflict checking, they do not discuss any methods to perform this type of checking [11] .
Fraser and Badger [12] propose a way to detect conflicts for new rules that are introduced at run-time. Their approach first examines the new rules to see if the new policy is well formed. If so the next test is to see if it conflicts with the rest of the rule base, and if so, the new rule is rejected. The technique they propose, however, is for use with the Domain and Type Enforcement (DTE) prototype kernel, and so is specific to DTE.
Chomicki, Lobo, and Naqvi [8] propose a way to resolve conflicts. Instead of detecting conflicts at specification time, they perform detection and resolution at run time. There are monitors in the system, which detect actions that cannot occur together, and then decide whether to delete one of them, or delete one of them plus the other actions that were meant to execute along with it. They suggest obtaining priorities for each policy from the user in order to decide which actions should be canceled when conflicts arise. Since the detection and resolution is performed at run time, predicting which rules will conflict is not a problem. However, there may be some rules, which by examining them at specification time, we know will always conflict. If these conflicts were detected at specification time, the policy administrator could modify the rules so that this conflict would be avoided at run time. Their approach offers no specification time conflict detection, which could eliminate some of the automatic conflict resolution needed.
Out of all the specification languages we examined, Lupu and Sloman's language appears to be the most flexible. It offers both positive and negative modifications of authorization and obligation policies, and allows policies to have priority values. For these reasons we have chosen to use their policy specification language (PSL) for our policy model. Although we do not focus on policy entry in this paper, we assume that all policies entered into the system are done so in the form of Lupu and Sloman's policy specification language.
Our model will store policies in an internal policy format in order to perform conflict checking and other analysis on the policies. In order to execute the policies, they must be transformed from this internal representation into a form that can be executed. Although we are not concerned with how this is done, for the purposes of this article we assume that after conflict checking and analysis, the policies are transformed into rules that can be entered in a rule engine such as an expert system.
Representing Policies as Decision Tables
Decision tables are a formal way to specify the behavior of a software system. It groups conditions with actions that will be performed upon the conditions being met. These groups of conditions and actions are called rules and stored as columns in the table. Decision tables offer an easy way to analyze whether a set of rules is complete and consistent. This will benefit us by allowing policy rules to be checked for completeness, as shown further on.
A decision table is made up of four parts. The top left quadrant of a decision table is called the condition stub. The condition stub lists all the possible conditions that can occur in the system. The bottom left quadrant is called the action stub. The action stub lists all the possible actions that can be performed by the system [13] . The top right quadrant of a decision table is made up of condition entries. The condition entries hold the answers to the questions asked in the condition stub. The bottom right quadrant is made up of action entries. The action entries hold the answers to the questions asked in the action stub. Each column of answers in the table is called a rule [14] . Each rule indicates which conditions must be met in order for its actions to be performed [13] . When the events and states in the system match the conditions specified in a rule, the actions in that rule are executed [14] .
As mentioned earlier, policy is concerned with two overall types of inconsistency: modality conflicts and application specific conflicts. In classic decision table theory, the concern is with two other types of conflicts: inter-column inconsistency and intra-column inconsistency. Inter-column inconsistency occurs when two rules in the decision table have overlapping conditions. When the conditions for the two rules are matched at run time, the system does not know which rule it should act upon [13] . This is also referred to as having an ambiguous table. When the two rules with overlapping conditions have the same actions, the ambiguity is said to be apparent. If the rules specify different actions to be performed, the ambiguity is said to be real [15] . In decision table terminology, having a real ambiguity means the table is inconsistent [16] .
It has been said that ambiguities must be detected and removed from decision tables [17] . However, King and Johnson have argued that this is an unnecessary restriction to those applications which require only one action for a set of conditions. They argue that some applications may require that two or more actions be performed when one set of conditions is matched, and that this is perfectly acceptable [15] . Lew also used these kinds of rules by providing a vector action set as opposed to a single action for each rule [16] . For our purposes, it is perfectly acceptable to have more than one action executed upon a set of conditions being matched. Therefore, detecting the presence or lack of ambiguities in our table will not lead to concluding whether or not our set of policies is consistent, since our notion of consistency is different from that associated with singleaction-rule decision tables.
Intra-column inconsistency refers to a rule having conflict within itself [13] . For example, say one rule includes two conditions x = 6 and x + y < 3. If x and y must be positive integers, this rule's conditions are inconsistent. The inconsistency notion can be extended to cover an action combination that does not make sense according to the "world" the system operates in. Intracolumn inconsistency checking, therefore, seems to map quite well to the notion of application specific conflicts in policy. Using existing intra-column consistency checking algorithms to solve the problem of policy consistency checking is not discussed in this paper and is left for future work.
In what follows, we describe how to transform policies into a decision table representation. Firstly, for the purpose of storing policies as rules in decision tables, we will consider an event to be a specialized form of "condition" in a decision table. In this way, we will not need to modify our decision tables to be able to specify which events will trigger particular rules. We can simply make a condition indicating that "event E has occured". This solves the problem of representing both events and conditions in the table, which was originally meant only to represent conditions. For the remainder of this paper the word condition in a decision table will refer to our expanded notion of condition, which is either a condition from the rule or an event from the rule.
Decision tables lack two important attributes that are represented in the PSL we are using, however: the notion of modality, and rule priority. In Sloman's PSL, each rule has a single modality value. Therefore, we extend the decision table structure such that each rule has a value representing the modality. We add a new section to the decision table format (see Figure 1) 
Figure 1. An example of our modified decision table format
If two rules are triggered at the same time, we may wish there to be priority values associated with each rule as suggested by Sloman, in order to determine which rule should be fired first. Therefore, we need to add a Priority section to the decision table in order to indicate this priority value. The entries in Priority can be varied depending on the sort of priority used in the policy specification language. It could be numeric values, strings such as HIGH, MEDIUM, LOW, or some other form of priority indicator.
The order of appearance of actions in a classic decision table rule does not affect the order of execution of these actions. If it did, then a particular action X would always be performed before another action Y because actions in the same table always appear in the same order. This may be contrary to what is desired. Therefore, we modify the decision table such that it gives us a way to represent the desired sequence of execution of the actions. There are two ways this can be done: absolute ordering and relative ordering. Using absolute ordering we can specify that a particular action will be the first to execute, another action will be the second, etc. Using relative ordering, we can specify relative execution priorities for each action. That way, some actions could have the same priority, when it is not important which is executed first. An example of our modified decision table format is shown in , with the new and modified areas shaded.
Our next concern is how the policies should be grouped. A policy rule is stored in a decision table as a rule in the table. How to store entire policies or policy sets is not as obvious a choice. A single decision table could be used to store the rules of one single policy, all the policies in a particular policy set, or all the policies in the entire system. There is really no restriction in this respect. However, large decision tables could become unwieldy in terms of memory usage, thereby increasing the time needed to update the table or analyze it for consistency [18] . Therefore, it may be beneficial to store each policy as a separate decision table. This is also advantageous because in order to check for local consistency, often only one policy will need to be compared with itself. On the other hand, storing entire sets of policies in a single decision table can help to organize policies by keeping related policies together. Thus, there exists a trade-off in representing the policies of an organization in the form of a set of decision tables.
In the case where multiple policies are being checked for consistency, two or more tables can be temporarily merged into one larger table for the purpose of analysis. Research has been done on how to best merge decision tables into larger tables in order to optimize performance [18] . In our case, merging the tables would be a similar process, but for a different reason.
Then, the decision tables must be transformed into some form that can be executed. There have been several algorithms devised on how to translate the information given in decision tables into an executable code form [16] , [19] , [20] , [21] . Generally these algorithms translate the contents of the decision table into a flowchart or execution tree. However, with declarative languages such as CLIPS [22] , JESS [23] , and PROLOG [24] , we could simply form rules in the desired language directly from the rules in the decision table. Rule engines have been developed over many years with algorithms designed for the execution of declarative rules. In that case, all we need is a translation from the policy terms in our decision table rules to actual executable terms in the declarative language. Vanthienen and Wets [25] have discussed how easy it is to convert decision tables into rules that are executable by an expert system shell.
Incremental Policy Validation
Clearly stated, the problem of incremental policy validation is this: Let there be a pool of rules R. Assume that these rules have been validated somehow to check for conflicts, and R has been determined to be consistent. Suppose a change R is made to R, such that the number of rules that have changes is much smaller than the total number of rules in R. We want to see if the set of rules R is still consistent without having to revalidate the entire set. We are aiming to revalidate R with significantly less effort than is needed to revalidate the entire set of rules.
In particular we will show that this can be done in linear time.
First, let us make the restriction on our rule-based system that events cannot happen concurrently. One event must occur before or after another, even if they are separated by only an extremely small time interval. Based on this assumption, two rules can be triggered at the same time if and only if they contain the same triggering event in their conditional statements.
For our discussion, let us assume the change R made to R, is in the form of adding a new rule R N . If the change is in fact a modification to a rule, instead of a new rule, we can treat the modified rule as if the old rule was removed from R and the new rule containing the modifications was added.
Proposition 1: Two rules can be triggered at the same time if and only if the condition entries for both rules contain at least one common condition. Corollary 1: Out of all the conditions in the condition entries for both rules, one of the common conditions must occur last, in order for both rules to be triggered at the same time. Definition 4.1: If a set of rules S is the union of two sets of rules S 1 and S 2 , where S 1 is consistent, and S 2 is inconsistent, then S will be inconsistent. Definition 4.2: Any set of rules containing a rule which is inconsistent with itself, is an inconsistent set. Example: if rule R 1 states that it should lock door A and open door A, this is inconsistent. Therefore the entire set of rules S in which R 1 is contained is inconsistent. Proposition 2: If the set of rules S is the union of the sets of rules S 1 and S 2 , where S 1 is consistent, and S 2 is also consistent, then S cannot be guaranteed to be consistent. Example: Say S 1 contains one rule R 1 : on event X open window A. Say S 2 contains one rule R 2 : on event X close window A. It is obvious that S 1 is consistent, since there are no other rules in S 1 and R 1 does not conflict with itself. The same can be said of S 2 . Now if we take S = S 1 S 2 , we can see that R 1 and R 2 will be triggered at the same time, and that they have conflicting actions. This means that if event X occurs, then a conflict will occur between R 1 and R 2 . Therefore S is non-consistent. Definition 4.2 and Proposition 2 lead us to two important observations. From Definition 4.2 we can see that if we find a rule which is inconsistent with itself, then we can stop the validation process and declare that the set of rules is inconsistent. From Proposition 2 we can determine that if we add a new rule to a set of rules previously said to be consistent, we cannot say that the new set is consistent without re-validating the set, even if the rule is consistent with itself. There are two cases in which a rule can be inconsistent with itself: if it contains mutually exclusive conditions, or if it contains opposing actions. These cases are explained below:
Case-1: If a rule depends on two conditions that can never occur together, then the rule is said to be inconsistent. For example: a rule with the condition "(x = 6) ^ (x = 9)". These two statements can of course never be true at the same time, so we know that the rule will never be triggered. Although this will not result in a runtime conflict, it means that the rule is useless as it will never be fired, so the policy administrator should be warned. We consider such a rule to be inconsistent.
Case-2: If a rule contains two actions that oppose each other, then the rule is said to be inconsistent. For example: a rule with an action "Close Door A" and another action "Open Door A". The end result of these actions is completely dependent on the order that these two actions are performed. Therefore, we consider this rule to be inconsistent.
Our incremental policy validation algorithm should check the new rule R N that is incrementally added to the decision table, to make sure it is not inconsistent with any other rules. We know that in order for two rules to conflict with each other, they must be triggered at the same time. From Proposition 1 we know that in order for two rules to be triggered at the same time they must contain at least one common condition. Therefore if two rules do not have any conditions in common, we know they can never conflict. We also know that each rule must contain an opposing action with the same modality, or the same action with opposing modality. Therefore we are only interested in the following two subsets of rules: (a) those rules which have a condition found in the new rule, an action opposite to one in the new rule and the same modality as the new rule. (b) those rules which have a common condition with the new rule, an action found in the new rule but has the opposite modality as the new rule. Any rule, which is in either of these subsets, does not even need to be compared with the new rule, since it automatically meets the definition of potentially conflicting with the new rule. Therefore, it is enough to know which rules fall in either of these subsets -these are the rules that potentially conflict with R N .
Algorithm V 1 (Input: R N ,D):
R N : the new rule added D: the input decision Step 5. Partition D' into three sub tables T M , T A , and T g such that T M contains all rules with the opposite modality to R N , T A contains all rules with the same modality as R N , and T g contains the remaining rules. We know that for two rules to have a modality conflict they must have opposite modality values (T M ). In order for two rules to have an action conflict they must have the same modality values (T A ). Therefore, we must examine T A , and T M and ignore T g. Step 6. In T A , eliminate any actions that are not opposing actions in R N . In T M , eliminate any actions that are not found in R N . In T M , we are looking for modality conflicts. In order for two rules to have a modality conflict, they must contain at least one common action. Therefore we eliminate all actions in T M that are not found in R N . Similarly in T A , we are looking for action conflicts. In order for two rules to have an action conflict, one rule must contain an opposing action to an action in the second rule. Therefore we eliminate all actions in T A that are not opposing actions to actions found in R N . Step 7. In T A and T M , eliminate any rules whose action entries are all empty.
Step 8. Eliminate R N from T A and T M .
Step 9. The rules that remain potentially conflict with R N , and the non-empty entries correspond to the conditions and actions that overlap with R N . Table T A contains rules that have action conflicts with R N . Table  T M contains rules that have modality conflicts with R N .
We know that any rule found in T A has at least one condition in common with R N . In fact, we know that the conditions it has in common are the conditions that are indicated in T A after performing the steps above. We also know that any rule in T A has at least one action, which is an opposing action to one found in R N and they are the ones indicated in T A . Finally we know, of course, that any rule in the table has the same modality value as R N . These rules then meet all the requirements necessary to have an action conflict with R N , therefore we know that all these rules have a potential action conflict with R N . All the actions and conditions that would be responsible for each rule's conflict are the non-empty entry values in each rule in T A .
Similarly, in T M , we know that all rules have at least one condition in common with R N . As with T A , the common conditions are indicated in the table. We also know that any rule in T M has at least one action in common with R N , and again, these actions are indicated for each rule in the table. Finally, we know that each rule in T M has the modality value opposite to R N . These rules meet all the necessary requirements to have a modality conflict with R N , therefore we can say that these rules have a potential modality conflict with R N .
Analysis of V 1
Let C = number of conditions in the table A = number of actions n = number of rules Our approach in V 1 starts by examining each condition once and eliminating it if necessary. This takes C operations. Next each rule is examined to see if its condition entries are all empty, and the rule is removed if so. This takes n operations. Let us assume as the worst case that no rules were removed in this step, leaving us with n rules. The table is then split into two smaller tables, by examining each rule and putting all rules of opposite modality into one table and all rules of the same modality into another table. Let us assume the worst case, that all rules in the original table had a modality value either the same as or opposite to R N 's modality value. Then this takes n operations and all the rules are still present. Say that the first new table contains n 1 rules and the second contains n 2 rules. Next each action is examined to see if it is a possible conflicting action. This is done for each action in each of the two tables so this takes 2 * A operations. Finally each rule is examined in each of the tables, to check if all its action entries are empty, and the rule is removed if so. This takes n 1 operations for the first table and n 2 operations for the second table. Note that in the worst case n 1 + n 2 = n, therefore this step takes at most n operations. Then we can say that our entire process takes C + n + n + 2 * A + n = C + 2A+ 3n operations in the worst case.
Trigger Chaining and Indirect Conflicts
In what follows we introduce the notion trigger chaining, how this leads to indirect conflicts, and present an algorithm to detect these conflicts. Definition 5.1: A rule R 1 that upon firing produces (or 'throws') k events E 1 , E 2 , … E k , is said to trigger R 2 if and only if R 2 's conditions are a subset of all the events thrown by R 1 , and no others. Since R 2 's conditions are a subset of all the events thrown by R 1 , we know that all R 2 's conditions will be met when R 1 fires. Therefore R 1 's firing will certainly cause R 2 to be triggered. Definition 5.2: A rule R 1 that upon firing throws k events E 1 , E 2 , … E k , is said to potentially trigger R 2 , if and only if R 2 's conditions contain at least one of the events thrown by R 1 .
Having rules that potentially trigger other rules, or 'trigger chaining' as we call it, means the notion of conflict introduced earlier needs to be refined further.
Let us say a new rule R N has an action opposite to one in R 2 but the two rules do not share any of the same triggering conditions. Let us also say that R N has a triggering condition in common with R 1 , which upon execution causes event E to occur, a triggering event for R 2 . It is possible that R N and R 1 could be triggered at the same time, and that the execution of R 1 will trigger R 2 . The actions performed in R N and R 2 will conflict. This conflict does not meet the strict definition of conflict we mentioned earlier. In this case we consider it a conflict because the action in R 2 could possibly undo an action performed in R N , therefore the action in R N has no lasting effect. A method to detect these conflicts is needed in addition to conflicts that meet our earlier definition. Definition 5.3: Suppose a directed graph G is drawn where each vertex represents a rule in a system, and an edge from vertex P to another vertex Q represents that the rule P potentially triggers the rule Q. If there is a path from one vertex R 1 to another vertex R 2 of length n, then we say that R 1 potentially triggers R 2 by degree n.
We can now say that if R 1 potentially triggers R 2 by some degree n, and R 2 has an opposing action to an action in R 1 , that R 1 and R 2 have a potential for a conflict. Let us call such a conflict an 'indirect conflict', and a potential conflict of degree 1 a 'direct conflict'.
Note that earlier, we restricted the system such that only one event could occur at the same time. With indirect conflicts, although the chain of events caused by a rule firing do not occur simultaneously, we can treat them virtually as if they do, since we know the events will be thrown one immediately after another. The actions caused by these events could neutralize each other's effects, or cause unknown results, since the effects could depend on which events are processed first. For this reason, we find it necessary to take note of these situations and consider them conflicts. Conversely, although any two events in the system could theoretically occur at almost the same time, we note these chain reactions because they indicate a likeliness of two or more events occurring at almost the same time, rather than just a random occurrence.
Development of Algorithm V 2
To detect indirect conflicts, first we start by adding R N to the graph G of the system. Let us assume for now that no rule can potentially trigger itself (i.e., there are no cycles in G). We draw a directed edge from R N to any rule (node) that contains an event in its condition that is found in R N 's action entry. This connects R N to the nodes in G that R N potentially triggers. Let us use C N to refer to the connected component of the graph that contains R N , and T N to refer to a spanning tree of C N . If there is more than one possible spanning tree for C N , it is not important which one is used. We use U N to refer to the subtree of T N that has root R N (see Figure 2) .
Suppose we have R A , which has opposite modality to R N and some actions in common with R N . Let us say that R N gets triggered upon event E 1 occurring, and R A gets triggered upon event E 2 occurring. Looking at these two rules alone, they will not be triggered at the same time, and therefore do not potentially conflict. Let us say, though, that there is a rule R B that causes two events E 1 and E 2 to occur. When R B fires, R A and R N will be triggered and could have a conflict. Thus, it is not only important to look at U N from R N down, but to examine all of T N .
Figure 2. An illustration of our terminology
One way to do this is to keep a list of all rules that cause each event to occur, sorted by event. Then when we add R N to the graph, we see what events cause it to fire. In this case event E 1 . We look up event E 1 in our list and see that rule R B causes event E 1 to occur. Then we draw arrows from R B to R N . We must keep track of the roots of the spanning trees we have just connected R N to (in this case T B ). These trees will be used to find any conflicts. A motivation for using spanning trees is to avoid checking rules that have multiple trigger paths more than once (R C in Figure 2 ).
Suppose that we have previously validated these rules and so no rule in our graph potentially conflicts with any other rule in our graph. This is a consistent set of rules. There are now three cases that could occur upon adding a new rule R N . 
but say event E X also causes R 3 to fire. Since none of the rules in U N were previously triggered upon event E X occurring, all these rules must be checked to see if they conflict with any of the rules U 3 . Since R 1 and R 2 are both triggered by the same event E Y , they would have been triggered at the same time before we added R N . We know that the system of rules was consistent before R N was added, therefore no conflicts will arise between rules in U 1 and U 2 . This gives us two groups of rules that need to be checked: those in subtrees triggered by E X , and those in subtrees triggered by E Y . Let us call these groups group X and group Y respectively. In order to validate the system after R N has been added, we need to compare R N with all the rules in group X and group Y, and all the rules in group X need to be compared with all the rules in group Y (see Figure 3) . Case 2: a new rule R N , which throws more than one event, is added to graph G, such that R N is the root of T N . Let us say event E X triggers R N , and R N throws events E Y and E Z , which trigger rules R 1 , and R 2 respectively (see Figure 4) . As in the previous case, the rules in U 1 and the rules in U 2 must be checked to see if they conflict with the new rule R N . This time, however, R 1 and R 2 are not triggered by the same event. Although the system was consistent before R N was added, that conclusion was based on R 1 and R 2 being triggered by different events, and therefore they could never be fired at the same time. Now R N firing could cause both R 1 and R 2 to fire at the same time. This means that the rules in U 1 could possibly conflict with the rules in U 2 . We can once again group the subtrees by the events that trigger their root node. This time R N will have to be compared against all the rules in group X, group Y, and group Z, and all the rules in those groups will have to be compared with the rules in each other group.
Case 3: a new rule R N , is added such that it is not the root of T N , linking two or more connected components of graph G (see Figure 5 ). Say that R N is triggered by event E X , which is thrown by groups V and W. R N throws one or more events, which trigger R 2 and R3. As in case 1 and 2, we must check to see if R N will conflict with any of the rules in its spanning tree. This time, since R N is not the root of T N , it is not just R N 's children we must check against R N . In this case when the rules in groups V and W fire, the rules in U N are also triggered, which was not the case before R N was added. Therefore we must check the rules in the predecessor groups V and W to see if they conflict with any rules in U N . However, the rules in V need not be checked with those of W as they still remain independent of each other. There are three things we can conclude from all this: First, we know that no matter where R N is added, R N must be checked to see if it potentially conflicts with any of the rules in its sub spanning tree. Second, if the connected component containing R N is triggered by events X:{X 1 , … X n }, then all the rules in U N must be compared with all the rules in any connected component triggered by one or more events X k X. Third, if multiple connected components C:{C 1 , C 2 , …, C M } are merged into one connected component, then the rules of each C i C | C i is a successor to R N must be compared with the rules of each C j C | C j is a predecessor of R N .
With this information we can build an algorithm to check for the consistency of the rules using minimum number of comparisons.
In order to find all conflicts, we must perform three steps in the Algorithm V 2 :
Step P1: Find any conflict between a rule in R N 's predecessors (T N -U N ), and R N 's new sub tree U N .
Step P2: Find any conflict between rules in U N and rules in U A where R A is triggered by an event that also triggers the root of T N .
Step P3: Determine if any of the rules in one of R N 's child groups conflict with another rule in a different child groups of R N . A detailed discussion of the algorithm V 2 and its complexity analysis can be found in the thesis [26] and they are not given here for want of space.
Both algorithms V 1 and V 2 could in theory be used to create a consistent set of rules by starting with an empty set, and adding rules one by one. However, although this is theoretically interesting, it has not been examined in depth because we believe a system will be designed with a number of rules. At that time it would have been validated and converted to our format so that it can be maintained in an incremental fashion.
Complexity of V 2 .
Let us use the following notations:
R O = the root of the tree T N . k = the number of trees R Ti that each have at least one triggering condition in common with R O . t = the average number of rules in each R Ti . n = the number of rules in U N . m = the number of rules in U O . N = the total number of rules in the system. It can be shown that the entire process of Algorithm V 2 in the worst case takes 20 + 4C + 8A + 3kt + 3m + 9n operations [26] . Assuming m, n, and t are proportional to N, our algorithm is O(N) in the worst case.
In the best case, Step P1 and P2 are completed without detecting a conflict. In this case, the entire process takes 20 + kt + m operations. If once again we assume that m and t are proportional to N, our algorithm is O(N) in the best case.
Cyclic-Conflict Detection
Another possibility for a conflict is if a rule R I triggers a rule R J that triggers a rule R K etc., until finally a rule R T is triggered which triggers R I again. This causes a cycle of triggers. This means that rules are constantly being triggered, and may never stop executing. This behavior needs to be detected in the rules and reported. Let us make a graph showing each rule as a vertex in this graph. Now let us connect the vertices using directed edges, each edge drawn from one vertex to another representing that the first rule triggers the second. Now if we examine the graph and detect a cycle, we know that one rule may, after a trigger chain reaction, effectively trigger itself. This needs to be researched further.
Future Work
One restriction of our algorithms is that in order for two rules to conflict, they must be fired at the same time. This does not take into account rules that may be triggered at different times but have overlapping execution times. Whether we can extend our algorithm to handle such cases is left for future work.
Another restriction made is that events cannot occur concurrently. If we consider a world where events can occur simultaneously, our problem becomes more complex. If any two events can occur at the same time, then any two rules could potentially fire at the same time, and we must examine the entire set of rules to determine if two rules conflict. This is not very helpful nor very likely. Instead we would require more information about the world in which the events are thrown, such as which events can occur at the same time, and which events are likely to occur at the same time. With this added event information, we could then make reasonable decisions about which subsets of rules need to be compared to look for conflicts. Exactly what additional information is needed, and how it should be stored is left for future exploration.
Summary and Conclusion
The main contribution of our work was exploring the problem of incremental policy validation, and providing a method of solving this problem. Incremental policy validation is an area in which no prior work has been done so far. With the increase in number of systems that use policies, and the large size of policy systems, incremental policy validation will become an important problem. By validating only those rules which have a chance of conflicting, we can substantially reduce the execution time of the validation process of policy systems.
As a way of solving this problem, we have developed an algorithm in a step-by-step manner. Then, we analyzed the algorithm for its performance and compared it to the complete revalidation approach of revalidating all policies in the system. This analysis showed that incremental policy validation offers a significant advantage over complete revalidation, as the number of rules in the system becomes large.
The concept of trigger chaining was introduced in this paper. Trigger chaining consists of looking at policies to see which chain of policies they trigger. This lead to the problem of indirect conflicts, and so an incremental validation algorithm was suggested to find these conflicts. This algorithm was analyzed and compared to a complete revalidation method. Our incremental validation method was shown to operate in linear time, as opposed to the complete revalidation method, which is quadratic in complexity.
Trigger chaining also introduced a second new type of conflict. Cyclic conflicts were introduced as a policy, which triggers a chain of policies to fire, results eventually in its own execution. This new type of conflict needs further research.
We have also introduced the idea of representing policies in the form of well-known decision tables. Decision tables have given us a benefit in the form of conceptual simplicity. With this simple representation, we found it easy to see the differences between policies, what happens when new policies are added or old policies are removed, etc. This view makes it simpler to develop algorithms related to policies. In fact, this representation helped in the task of developing an incremental validation algorithm, by providing a simple way to eliminate conditions, actions, and entire rules from the search space. We presented policies in the form of decision tables and then showed the limitations of this format. We then extended the decision table format to meet the requirements of representing policies. There has been much work done related to decision table completeness and consistency, which can benefit the policy domain.
