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digital combinational networks. Since in most applications of the decision tree the final conclusion will be that the network is fail-2) Reducing the computation time needed for generure-free, we are interested mainly in decision trees containing ating the SDT. minimal fault detection paths. Such a procedure will reduce the In most applications of the SDT the final conclusion will cost of verifying the proper operation of the network.
be that the network is failure-free. Therefore we have to
The faults under consideration are assumed to be single, per-minimize the number of tests in the detection path in order manent, stuck-at type faults. A priori probabilities are assigned to the nonequivalent faults and the generated decision tree is based to achieve the first objective. The second objective is upon these probabilities. It is suggested in this paper that the a achieved by generating the required tests rather than sepriori probability Pi assigned to the fault fh should be proportional lecting them from a given fault table. to the number of faults in the equivalence class of fi.
The fault table is used in most existing methods for se-A procedure for generating the required decision tree for fan-lecting locating tests. From the fault table a minimal or out-free networks is presented. The procedure generates the tests directly from the structure of the network instead of selecting them nearly minimal set of locating tests is obtained, usually by from a given fault table. The generated decision tree contains a using weighting functions [1] - [3] , [8] , [9] . For large netminimal detection path, i.e., a minimal number of tests required to works these methods become inefficient since the comlocate the failure-free network. The decision tree yields a nearly putation time and the size of computer memory required minimal weighted average number of tests required to locate a increase rapidly. The procedure presented in this paper fault. The average is weighted by the a priori probabilities of oc-does not require a fault table and the diagnosis tests are currence of the faults.
A lower bound for this average is derived in Section III enabling generated directly from the structure of the network. Most adequate evaluation of the generated decision tree.
existing methods for fault diagnosis first apply a set of Index Terms-A priori probability of occurrence, combinational detection tests and whenever any of the detection tests fails logic networks, fault diagnosis, minimal detection set, sequential a-set of location tests is applied, e.g., Su 
The proof follows directly from the concept of sensitized equivalent: xi s-a-gi, xj s-a-gj and Xk s-a-gh.
paths [1] and is therefore omitted.
The equivalence relation between the faults partitions pathsl [1] and Is threoreeomitte01d. suggested in this number of tests required to locate a fault C = E'=,lpi is paper that, as a first approximation, the a priori proba-minimal where 4i is the number of tests required to locate bility Pi assigned to the fault f1 should be proportional to the fault f1.
the number of elements in the ith equivalence class.
Note that assigning a high a priori probability of ocDefinition 2.1: The weight woi of a fault/f, is equal to the currence to the failure-free network Jo and minimizing the number of elements in the ith equivalence class, modified cost function Cm = 27=olipi does not ensure the Let p, -w1/W designate the a priori probability off1 minimality of the detection path in the generated SDT. An where appropriate counterexample exists but is omitted here. The general method used in this paper to generate an Pkmni SDT is summarized in Fig. 2 and let F(k) denote the subset of faults at note k which were teger rlog2 M] should be used instead. However, for the not covered by the k -1 previous detection tests. Thus Fjlhj sake of simplicity we shall use log2 M, and consequently = F1 n F(k) denotes the subset of faults covered by tJ out the bound derived will not necessarily be the greatest lower of the faults in the subset F(k). We will show later that the bound. Using the same reasoning, log2 Mk is a lower bound test tj which is maximal at node k and whose weight is for the average number of tests required to locate a fault maximal will be selected as the detection test tak. n,log2p
In order to find the global lower bound we have to miniQi=-E-lg-. mize Cb over all detection paths. Using Lagrange multik 1 Pi P pliers Cb iS minimized for the detection path satisfying Pi
Proof: Let the fault fk, be represented by a set of ink = A.* 2-i (i = 1,2,.*.*. ,in) where A = 1/1 -2-m, i.e., P1 = equivalent faults so that A/2,P2 = A/4, * ,Prn = AI2rn. A better (i.e., higher) lower bound can be obtained by the order in which the tests from TO and T1 will be applied taking into account the fact that the faults in each in the detection path. Frequently, as it is shown in the subgraph cannot be chosen arbitrarily, but have to be following example, B does not satisfy the condition I [1b covered by a test belonging either to To or T1. This parti-= m1 and we have to find the two numbers B1 and B2 tioning of the faults is taken into account in the following whose values are the closest to NB and which satisfy 21 bi minimization of Cb. = m1. Since Cb is continuous and has a unique minimum, Assume first that F01 = + and let mo(mi) designate the its minimum with the constraint I1= I = ml is achieved minimal number of tests from To(T1) required to cover the at one of these two numbers. faults from F0(F1). Clearly, mO + ml = m.
Example: If the a priori probabilities are chosen as We denote by P0(Pl) the probability of the subset suggested in this paper, it is clear that pO = pl = 1/ since F0(Fl). The order in which the mo + ml tests are applied for each line xj one fault, say xJ s-a-a, is covered by To and can be described by a binary number B = bl,b2, -*-*,bm the other fault, xj s-a--a, is covered by T1 [7] . Using equasatisfying 1711bi = ml, where tion (3.2) we get NB = ½(2m -1) which clearly is not an =i rOif ta, E To integer. The binary numbers B1 and B2 are l1, if tai C T1. B1 = lOmolmI-l B2 = 01mlomo-l
There are m!/mo!mI! such binary numbers. We have to
If different probabilities are assigned to the faults, difchoose the one which enables the partitioning of PO and Pl ferent binary numbers B1 and B2 result. However, it is to mo and m1 parts, respectively, so that the condition Pi clear that neither B1 nor B2 satisfy (3.2), hence, the con-= A -2-i is satisfied. Fortunately, there is a simple con-dition Pi = A . 2 -i is not satisfied. We can overcome this nection between Pl and-the desired number B: difficulty, which is caused by the constraint on B, by de-= Z~termining the optimal values of the Pi's for a given number pl = b -iPi.
B Step 1: Set k = 1.
Step 2: Choose at node k a maximal test whose probaq bility p(k) is maximal at this node. Cb = m-L Pi log2Pi +P0log2P1+POlog2PI
Step3:k = k + 1.
Step 
it. According to [7] the detection set is minimal if in Step
Example: Suppose all q nonequivalent faults in the 2 any maximal test at node k is selected.
Step 2 is modified fan-out-free network in Fig. 1 [1] .
We call these lines control lines and denote them by yj, j
Generating an SDT whose cost function equals the lower = 1,2, * -,r -1. The "enable" value for a line xj (which is bound Cb requires the selection of detection tests with a control line yj for some SPi) is given byg1 where g1 is the probabilities according to (3.3), hence, it is usually not bit in the gate table corresponding to x1 as an input line to feasible. The selection of tests to form the minimal feasible some gate. Let Y] equal 1 iff x1 = gj, i.e., y~j = xi'. The fault SDT requires a complete fault table and involves a great fi is covered by a test if all control lines along the sensitized amount of computation. In this section we present a pro-path SP1 are equal to 1, i.e., 11y1&SPi y1 = 1 cedure for generating an SDT for fan-out-free networks Example: In Fig. 1 , the sensitized path corresponding (tree type networks), directly from the structure of the to the fault x1 s-a-ae (a = 0,1) is 1,6,8,9 . The control lines for this sensitized path are Y2, y3, and y7 where Y2 = x2,y3 = average number of tests required to locate a fault within X3 and y7 = X7 = (X4 * X5). The fault x1 s-a-a is detected by the k -subgraph. In the special case where the probabilities any test satisfying xl = o-and Y2 * y3* Y7 = 1, i.e., X2 * of all q faults are equal, a minimal value is achieved as X3 * (X4 * X5) = Vk (t,k) = j pi = Pk.
The nk faults are included in the subnetwork sensitized by the detection test taxk. For every gate included in the The test tfk is constructed by assigning values to the subnetwork, either all its input lines are sensitized or only control lines corresponding to the nk faults so that Vk (t4,) one input line is sensitized. In the first case, the faults at is as close to %/2Pk as possible. The values of the undeter-the input lines and at the output line are equivalent and mined lines in the network remain the same as in the de-cannot be distinguished. In the second case, another input tection test t,,k.
line to that gate can serve as a control input y. By assigning The weighting functions Vi(t) and Vg(t) for the two new y = Owe delete from the sensitized subnetwork the faults subgraphs including n; and ng faults, respectively, are in the subtree feeding this gate. a-1} by proper assignment ofthe control inputy7 =X7i., The method described above yields a nearly minimal X7 = 0. The distinguishing test is tF = 11011.
V. THE ALGORITHM IN DETAIL
Example: For the tree network in Fig. 1 ag=max$a',a1}+d=2d; a4=a°+a8+d=3d
Step 1: Setk = 1.
Step 2: Generate the test tak whose probability at node a8 = max a + d = 3d; a6 = a + a6 + d = 5d k of the detection path is maximal, and denote this proba0 = a°+ a8 + d = 6d; al = max Ia7,a8I + d = 6d.
ability Ph.
Step 3: Specify the nk faults included in the kIf weights different from those defined in Definition 2.1 subgraph.
are assigned to the faults, the appropriate accumulating
Step 4: Compute the weighting function Vk (t) at node weights are obtained as follows. Denote by ch,l the k.
weights of the faults Xk s-a-0 and xk s-a-1, respectively,
Step 5: Generate the test td, for which VI (ti3h) is the hence, closest to 1/2Ph.
Step 6: Compute the weighting functions V (t) and a2 = cow (a = 0,1) i = 1,2,...,n.
Step 7: Repeat steps 5 and 6 until the diagnosis (i) ag = a1+a1j+ o{. 3st. subgraph for the nk faults is complete.
(ii) aik = max a'gi,a4j'I + kO* Step 8: Set k = k + 1.
Step 9: If F(8) #z 0 return to Step 2.
The following theorem is a straightforward extension
The generation of the test ta, in Step 2 is accomplished of Definition 5.1 using accumulating weights which are defined below. To weights of all equivalent faults. Rule (ii) is justified by the following argument: the fault xk s-a-gk can be covered by
The test t,k is determined from DV simply by substia test which covers also the fault xi s-a-g1 or the fault x1 tuting 0 for every input line xi for which DVi = 0, E°or 51, s-a-g1 but not both, therefore we select the maximal weight and substituting 1 for every input line for which DVi = 1, between agi and agJ.
E1 orS° Table III . This intersection eliminates from DV all faults included VI. SUMMARY in the part of the SDT generated previously.
The problem considered in this paper is sequential fault In Step 4 of the algorithm the weighting function Vk (t) diagnosis in combinational networks. Since the possible is generated using DV. The weights of the equivalent faults faults in the network may occur at different frequencies, are summed up and multiplied by the appropriate control a model is suggested in which different probabilities of line Ea,.
occurrence can be assigned to the different faults. In order Example: For the network in Fig. 1 , the DV corre-to locate these faults, an SDT is generated directly from sponding to ao = 6d is (E1,S',E0,E ,Sl S,So,SoS,SO). The the structure of the network without using a fault table. bound for the cost function of this SDT is derived, thus After computing Vk (t) from DV, FV is modified by enabling adequate evaluation of a generated decision union operation with DV, obtaining a new FV. The rules tree. of this f-union are given in Table III. In the last part of the paper an explicit algorithm for
The test : is generated from Vk(t) by assigning values generating an SDT is presented. This algorithm is reto the control lines to obtain a weight as close to 1/2a as stricted to fan-out-free networks, although the concept of possible. Once the test t:k is generated, Vi(t) and V£(t) generating distinguishing tests while the backward tracing are computed and serve as weighting functions for gener-operation is performed can be used for general networks ating the next tests. as well. After completing the diagnosis subgraph emanating For general networks, however, the generation of a from node k of the-detection path, new accumulating minimal SDT directly from the structure of the network
