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ABSTRACT 
 
The present study aimed to establish a test development and validation 
framework of reading-into-writing tests to improve the accountability of using 
the integrated task type to assess test takers' ability in Academic English.  This 
study applied Weir's (2005) socio-cognitive framework to collect three 
components of test validity: context validity, cognitive validity and criterion-
related validity of two common types of reading-into-writing test tasks (essay 
task with multiple verbal inputs and essay task with multiple verbal and non-
verbal inputs). Through literature review and a series of pilot, a set of 
contextual and cognitive parameters that are useful to explicitly describe the 
features of the target academic writing tasks and the cognitive processes 
required to complete these tasks successfully was defined at the pilot phase of 
this study.  A mixed-method approach was used in the main study to establish 
the context, cognitive and criterion-related validity of the reading-into-writing 
test tasks. First of all, for context validity, expert judgement and automated 
textual analysis were applied to examine the degree of correspondence of the 
contextual features (overall task setting and input text features) of the reading-
into-writing test tasks to those of the target academic writing tasks. For 
cognitive validity, a cognitive process questionnaire was developed to assist 
participants to report the processes they employed on the two reading-into-
writing test tasks and two real-life academic tasks. A total of 443 
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questionnaires from 219 participants were collected. The analysis of the 
cognitive validity included three stands: 1) the cognitive processes involved in 
real-life academic writing, 2) the extent to which these processes are elicited 
by the reading-into-writing test tasks, and 3) the underlying structure of the 
processes elicited by the reading-into-writing test tasks.  A range of 
descriptive, inferential and factor analyses were performed on the 
questionnaire data. The participants' scores on these real-life academic and 
reading-into-writing test tasks were collected for correlational analyses to 
investigate the criterion-related validity of the test tasks. The findings of the 
study support the context, cognitive and criterion-related validity of the 
integrated reading-into-writing task type. In terms of context validity, the two 
reading-into-writing tasks largely resembled the overall task setting, the input 
text features and the linguistic complexity of the input texts of the real-life 
tasks in a number of important ways.  Regarding cognitive validity, the results 
revealed 11 cognitive processes involved in 5 phases of real-life academic 
writing as well as the extent to which these processes were elicited by the test 
tasks. Both reading-into-writing test tasks were able to elicit from high-
achieving and low-achieving participants most of these cognitive processes to 
a similar extent as the participants employed the processes on the real-life 
tasks. The medium-achieving participants tended to employ these processes 
more on the real-life tasks than on the test tasks. The results of explanatory 
factor analysis showed that both test tasks were largely able to elicit from the 
participants the same underlying cognitive processes as the real-life tasks did. 
Lastly, for criterion-related validity, the correlations between the two reading-
into-writing test scores and academic performance reported in this study are 
apparently better than most previously reported figures in the literature.  To 
the best of the researcher's knowledge, this study is the first study to validate 
two types of reading-into-writing test tasks in terms of three validity 
components. The results of the study proved with empirical evidence that 
reading-into-writing tests can successfully operationalise the appropriate 
contextual features of academic writing tasks and the cognitive processes 
required in real-life academic writing under test conditions, and the reading-
into-writing test scores demonstrated a promising correlation to the target 
academic performance.  The results have important implications for university 
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admissions officers and other stakeholders; in particular they demonstrate that 
the integrated reading-into-writing task type is a valid option when 
considering language teaching and testing for academic purposes. The study 
also puts forward a test framework with explicit contextual and cognitive 
parameters for language teachers, test developers and future researchers who 
intend to develop valid reading-into-writing test tasks for assessing academic 
writing ability and to conduct validity studies in such integrated task type.  
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1 INTRODUCTION 
1.1 Background of the study 
1.1.1 Global context  
International students have come to the United Kingdom for higher education 
for centuries. However, the number has increased significantly in recent 
decades. According to the UK Council for International Students Affairs 
(UKCISA, 2012), international student numbers grew to 428,225 in 2010-
2011. Among the population, 67,325 came from China (excluding those from 
Hong Kong and Macau), making it the top non-EU sender country.  Vision 
2020 (Bohm et al., 2004), a document prepared by the British Council, 
projected  a continuous growth in the number.  
UKCISA, which is the UK's national advisory body serving international 
students, stated in their 2011-2012 annual review (UKCISA, 2012) that 
language testing was one of the challenges for them and British institutions to 
cope with the largest changes to immigration rules for a decade. All 
international students who wish to study at tertiary level in the UK now need 
to provide proof of their English language ability with a qualification from a 
recognised English language test provider before they can be accepted onto a 
course. The requirements have increased demands for valid English for 
Academic Purposes (EAP) tests. EAP tests now have an important gate-
keeping function to provide information about whether the prospective 
students have met the linguistic threshold necessary to cope with tertiary level 
education through the medium of English. It is essential that these language 
tests provide evidence of test takers' ability in language skills which resemble 
the skills people actually use in the real-life academic context.  
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Many post-hoc validation studies of high-stake EAP test results have been 
conducted to demonstrate the relationships between test scores and academic 
performance. However, the research findings do not seem to provide 
consistent evidence of the relationship between test scores and academic 
performance. Some studies found little or no significant relationship between 
high stakes language tests and academic results (e.g. Cotton & Conrow, 1998; 
Dooey, 1999). Others found low to moderate correlations between test scores 
and academic Grade Point Averages (GPA) (e.g. Davies & Criper, 1988; Hill, 
Storch, & Lynch, 1999; Kerstjens & Nery, 2000). Given that the relationship 
between test scores and academic performance is complex and subject to the 
effects of intervening variables, Weir (2005) argued that it is essential to 
define the construct clearly at a beginning stage of test development so that the 
test task will reflect the contextual features of the real-life tasks and elicit the 
language skills in a way that resembles how people employ them in a real-life 
academic context.  
A good example of this in the last decade, following our improved 
understanding of test validity, is the reappearance of integrated reading-into-
writing tasks which have regained popularity in standardised language tests. 
Reading-into-writing refers to 'a test that integrates reading with writing by 
having examinees read and respond to one or more source texts' (Weigle, 2004: 
30). Common reading-into-writing tasks are summary tasks, essays from 
multiple sources, report writing from multiple sources, case studies, and 
literature reviews etc.  For example, TOEFL underwent several major changes 
in the direction of integrated test tasks (see Cumming et al., 2004; Cumming et 
al., 2005). The reformed TOEFL iBT (ETS, 2013), which was introduced in 
2006, added an integrated task which requires test takers to write an essay 
based on reading and listening input materials. The review exercise of 
Trinity's Integrated Skills in English (ISE) in 2010 affirmed the use of 
reading-into-writing tasks (Trinity College London, 2009, 2012). In addition, 
the future versions of the writing papers in some of the Cambridge English 
Language Assessment examinations will reintroduce a reading-into-writing 
summary task (Weir, Vidakovic, & Galaczi, 2013; Weir, 2013). Reading-into-
writing tasks can also be found in more recent standardised tests such as 
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Pearson Test of English (PTE) Academic (Pearson, 2010), Language Training 
and Testing Center's (LTTC) General English Proficiency Test (GEPT) 
(LTTC, 2012) and EIKEN's Test of English for Academic Purposes (TEAP) 
(EIKEN, 2013). The revival of such integrated writing tasks seems to suggest 
that reading-into-writing is once again considered a better option to assess 
students' academic writing ability (See Weir at al 2013, Chapter 2, for an 
account of the history of the use of this task type).   
While there is a widespread regaining popularity of integrated reading-into-
writing task in standardised academic language tests, there seems to be 
insufficient empirical validity evidence of such test task format in the 
literature (Asencion, 2004; Esmaeili, 2002; Plakans, 2008, 2010; Weigle, 
2004). Therefore, there is a need to collect validity evidence of the integrated 
reading-into-writing test tasks to assess academic writing skills.  
1.1.2 Local context  
Apart from providing test scores from a recognised language test prior to their 
admission onto a course, international students are typically asked to take an 
in-house language test for diagnostic purposes when they have joined the 
university. The University of Bedfordshire, which is one of the twenty largest 
recruiters of international students in the UK (UKCISA, 2012), requires all 
international students (30% of the total population) to take the Password Test 
(English Language Testing, 2013), which is a test of academic English 
knowledge in the form of 100 selected response items. The test is used to 
diagnose their language proficiency in order to ensure that the students can 
benefit maximally from the learning experience.  Based on their test scores of 
the Password Test, students are then assigned to three levels of interventions: a 
drop-in service which offers immediate help and advice on Academic English, 
a more thorough independent consultation which helps students to set targets 
and recommends suitable tasks, and academic English classes to help improve 
students' English skills.   
Researchers have argued that integration across reading and writing skills is 
essential for academic success (Carson, 2001; Carson & Leki, 1993; Flower, 
1990; Grabe, 2001, 2003; Johns, 1993; Leki & Carson, 1994, 1997; Lenski & 
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Johns, 1997). L2 students, and arguably L1 students with less academic 
writing experience, would need training of academic writing activities which 
involve reading materials. The Password test has proven to be a valuable and 
reliable tool for its intended purpose of discriminating students effectively 
from the A2 to C1 Common European Framework (CEFR) level
1
 (see Green, 
2012). However, it assesses only language knowledge and therefore provides 
no information about the test taker's academic writing ability. For the 
university to offer more support in academic writing, an additional diagnostic 
test of academic language skills seems necessary.  The language testing 
literature suggests that the integrated reading-into-writing format might be a 
more valid option to assess academic writing ability when compared to the 
independent writing-only format  (Cumming et al., 2005, 2004; Plakans, 2008, 
2010; Weigle, 2002, 2004; Weir et al., 2013, Chapter Three). However, there 
is considerably insufficient support for local universities like University of 
Bedfordshire which need to develop a valid academic writing test which 
involves reading materials. This research aims to unpack the specific 
contextual (i.e. task features) and cognitive (i.e. cognitive processes required 
to complete the tasks) parameters of valid academic reading-into-writing tests. 
The results of this study will assist both global international test developers 
and local universities in developing a valid test of academic writing ability. 
1.2 Aims of the present research 
The integrated reading-into-writing task type has the potential to satisfy the 
need for greater validity in the assessment of test takers’ academic writing 
ability for both international and local EAP contexts. However, in order to 
achieve the validity, there is a need to collect validation evidence of the 
integrated reading-into-writing test task format in terms of different important 
components such as task features and cognitive processes elicited under the 
test conditions. The socio-cognitive framework (Weir, 2005) marks the first 
systematic attempt at providing language testing stakeholders, such as test 
developers, test takers and test score users (e.g. universities, teachers) with a 
                                                          
1 The CEFR divides communicative proficiency into six levels arranged in three bands - Basic 
User (A1 and A2), Independent User (B1 and B2), Proficient User (C1 and C2). 
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coherent and accessible methodology for test development and validation. The 
framework conceptualises the test validation process by identifying different 
types of validity evidence that need to be collected at different stages, i.e. the a 
priori and a posteriori stages, of test development and validation (Geranpayeh 
& Taylor (eds), 2013: 27). The framework covers five components of test 
validity: (1) context validity, (2) cognitive validity, (3) scoring validity, (4) 
consequential validity and (5) criterion-related validity. 
Context validity concerns the internal task features and linguistic demands of 
the test task, as well as the external social and cultural contexts in which the 
test task is used (for more detail, see Section 2.5.1). Cognitive validity 
concerns the cognitive processes elicited by the test task (for more detail, see 
Section 2.5.2). Linking directly to the context and cognitive validity 
components, scoring validity concerns the extent to which the task is 
objectively and reliably scored to produce reliable and valid decision-making 
indicators. Consequential validity addresses the social consequences of test 
score interpretation and the impact of the test on teaching and learning. 
Criterion-related validity is concerned with the extent to which test scores 
correlate with a suitable external criterion of performance (for more detail, see 
Section 2.5.3).   
While the framework has been widely used in many test validation research 
projects, its application is currently limited to tests of four independent 
language skills: reading, writing, speaking and listening (e.g. Geranpayeh & 
Taylor (eds), 2012 -  Examining Listening; Khalifa & Weir, 2009 - Examining 
Reading; Shaw & Weir, 2007 - Examining Writing; Taylor (ed), 2011 - 
Examing Speaking). This study aims to extend the application of the 
framework for integrated reading-into-writing tests in terms of context validity, 
cognitive validity and criterion-related validity. Consequential validity and 
scoring validity are beyond the scope of the study and were not investigated. 
This study builds on the framework (Weir, 2005) to define the construct of 
academic writing which involves reading activities in terms of the contextual 
features of real-life academic writing tasks and the cognitive processes 
students used to complete these tasks. The findings will provide insights into 
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the target construct of a valid academic writing test in terms of precisely 
defined contextual features and cognitive processes. Based upon the findings, 
the study aims to investigate two components of the a priori evidence - 
contextual and cognitive validity of two different reading-into-writing test task 
types (essay with multiple verbal inputs and essay with multiple verbal and 
non-verbal inputs). The study also aims at the a posteriori evidence to explore 
the predictive power of the two reading-into-writing test task types. The 
findings of the thesis will provide empirical evidence of the validity of using 
integrated reading-into-writing tasks to assess academic writing ability.   
1.3 Overview of the thesis 
This study investigates validation evidence of the reading-into-writing tasks in 
terms of contextual validity, cognitive validity, and criterion-related validity. 
This introductory chapter has provided the global and local background of the 
study and the aims of research. This sub-section provides an overview of the 
thesis.  
Chapter Two: Literature Review starts with a review of the nature of academic 
writing in relation to task types and cognitive processing. The chapter then 
discusses the dominant use of independent writing-only tasks in the past 
standardised language tests and the issues arising from such practice as 
discussed in the literature. After that, the chapter discusses whether integrated 
reading-into-writing tasks would be a more valid tool to assess academic 
writing ability. The chapter provides an overview of the definitions of reading-
into-writing, and discusses the desirability of the task type, the use of such a 
task type in current standardised language tests, and the concerns and 
challenges of using reading-into-writing. The chapter then describes the socio-
cognitive approach to test validation, and discusses in detail three major 
validity considerations, namely context validity, cognitive validity and 
criterion-related validity of EAP reading-into-writing tests. For each validity 
consideration, relevant studies in the literature concerning reading-into-writing 
are reviewed. The chapter ends with the research questions of the study. 
7 
 
Chapter Three: Methodology describes in detail the research methods of the 
present study. The chapter firstly describes the two real-life academic writing 
tasks and two reading-into-writing test tasks investigated in this study. The 
chapter then describes the qualitative and quantitative research methods used 
to investigate the contextual features of the real-life and reading-into-writing 
test tasks, the cognitive processes elicited by the real-life and reading-into-
writing test tasks, and the correlations between real-life academic outcomes 
and test scores.  Within each of these sub-sections, details such as participants, 
development of the research instruments, data collection procedures and 
methods of data analysis are presented.  
Chapter Four: Establishing the Contextual Validity of Reading-into-Writing 
Tests to Assess Academic Writing Ability describes the findings of Research 
Question 1. Contextual features that are likely to influence the difficulty of a 
task were analysed using both automated tools and expert judgement. The 
chapter first presents and discusses the results regarding the overall task 
setting between the real-life writing tasks and reading-into-writing test tasks. 
The chapter then presents the results of the input texts features of real-life 
writing tasks and reading-into-writing test tasks. Results from expert 
judgement are then presented, followed by the results from automated textual 
analysis.  
Chapter Five: Establishing the Cognitive Validity of Reading-into-Writing 
Tests to Assess Academic Writing Ability provides answers to Research 
Question 2. This chapter begins with the findings on the cognitive processes 
used by the participants in the real-life conditions. Significant differences of 
individual questionnaire items between the two real-life tasks are presented. 
After that, to define the target cognitive constructs, the chapter presents the 
results of the exploratory factor analysis (EFA) of the five academic phases 
elicited under the real-life conditions. The chapter then further compares the 
cognitive processes elicited by the two real-life tasks, and compares the 
cognitive processes employed by the high-achieving and low-achieving 
participants.  The findings reveal the appropriate cognitive parameters for 
valid EAP writing tests.  Subsequently, the chapter reports the cognitive 
processes elicited by the two reading-into-writing tests. The chapter makes 
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comparison of the cognitive processes elicited under test and real-life 
conditions in terms of the whole population and in proficiency groups, as well 
as comparison of the processes employed between high-achieving and low-
achieving on each test task. The chapter then reports the results of EFA of the 
five academic phases elicited by each of the two reading-into-writing tests to 
discuss the underlying structure of the cognitive processes elicited by each of 
the task types. The findings reveal the extent to which reading-into-writing 
tests elicit the target cognitive processes from test takers. 
Chapter Six: Establishing the criterion-related validity of Reading-into-
Writing Tests to Assess Academic Writing Ability addresses the results of 
Research Question 3. The chapter provides details of the participants' 
proficiency level as measured by IELTS, and presents the participants' 
performances on the two reading-into-writing test tasks and the selected 
writing tasks in the real-life academic conditions. The chapter then presents 
the results from the correlational analyses between the two reading-into-
writing test scores and the real-life scores to discuss the extent to which 
performances on reading-into-writing tests can predict test takers' ability to 
perform on real-life academic writing tasks. 
Chapter Seven: Conclusions and Limitations summarises the salient findings 
of the three research questions in this study. The limitations of this study are 
discussed, followed by the contributions and implications of this study.  
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2 LITERATURE REVIEW 
2.1 Introduction 
This chapter is organised into six sections. Following this introduction 
(Section 2.1), Section 2.2 reviews the relevant literature to discuss the nature 
of academic writing in terms of task features and cognitive processing. Section 
2.2.1 discusses the nature of academic writing tasks. The nature of the 
academic writing process is then discussed from different perspectives: 
knowledge transforming (Section 2.2.2), recursive multiple processes (Section 
2.2.3), and integration of reading and writing skills (Section 2.2.4). Section 
2.2.5 summarises the cognitive phases involved in academic writing which are 
most relevant to the context of this study.  
Section 2.3 reviews the use of independent writing-only test tasks to assess 
academic writing ability. A review of the issues arising from such practice as 
discussed in the literature is provided (Section 2.3.1 to Section 2.3.3). 
Section 2.4 considers whether integrated reading-into-writing would be a 
better tool to assess academic writing ability. Definitions of reading-into-
writing are reviewed in Section 2.4.1. Section 2.4.2 reviews the desirability of 
such a task type. Section 2.4.3 reviews the current use of reading-into-writing 
tasks in standardised language tests. Section 2.4.4 reviews the major 
challenges as presented in the literature. 
Section 2.5 shifts the focus to validation in language testing and discusses the 
approach taken by this study to establishing the validity of reading-into-
writing test tasks to assess academic writing ability. Three major validity 
considerations in developing a valid academic writing test are discussed: 
context validity, cognitive validity and criterion-related validity (Section 2.5.1 
to Section 2.5.3). The purpose is to derive some broad categories for 
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investigation in the present study.  Section 2.5.1 proposes the contextual 
parameters which are most relevant to the discussion of the context validity of 
reading-into-writing test tasks. As the cognitive validity of reading-into-
writing tests has received very little attention in the literature, the present 
study aims to fill this gap. Section 2.5.2 proposes the cognitive parameters 
which are most relevant to the discussion of the cognitive validity of reading-
into-writing test tasks. Section 2.5.3 provides a brief review of the previous 
relevant studies of criterion-related validity.  
This study, to the knowledge of the researcher, is the first study to establish a 
comprehensive validity argument for reading-into-writing as an academic 
writing test by examining three major validity components, i.e. cognitive, 
context and criterion-related validity. As stated in Chapter One, this study 
investigates the validity of reading-into-writing test tasks to assess academic 
writing ability using the socio-cognitive framework (Weir, 2005).  The 
framework covers social, cognitive and evaluative (scoring) dimensions of 
language use and links these to the context and consequences of test use. Other 
frameworks developed during the 1990s, e.g. Bachman's (1990) 
Communicative Language Ability model and the Council of Europe's (2001) 
Common European Framework of Reference (CEFR), have undoubtedly 
addressed key issues of test development and validation from a theoretical 
perspective or by providing a set of reference level descriptions. However, 
when compared to these frameworks, the socio-cognitive framework is 
believed to have the following advantages: 
(1) The socio-cognitive framework not only provides for theoretical 
consideration of test development and validation issues but can also be 
applied practically for critical analyses of test content across the 
proficiency spectrum.  
(2) The socio-cognitive framework has direct relevance and value to 
operational language testing. The framework has provided a workable 
framework for the development and validation of large-scale language 
tests of four independent language skills: reading, writing, speaking and 
listening (e.g. Geranpayeh & Taylor (eds), 2013 -  Examining Listening; 
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Khalifa & Weir, 2009 - Examining Reading; Shaw & Weir, 2007 - 
Examining Writing; Taylor (ed), 2011 - Examing Speaking). 
(3) The cognitive dimension of the socio-cognitive framework addresses the 
current emphasis on the test taker (O'Sullivan, 2000) – it enables test 
developers to systematically define the target cognitive processes they aim 
to test and to monitor if these processes are elicited by the test task before 
the live testing event.    
This study focuses on three components of the framework – context validity, 
cognitive validity and criterion-related validity. Consequential validity and 
scoring validity are beyond the scope of the study and were not investigated in 
the study.  Context validity and cognitive validity are a priori components of 
test validation to be obtained before the live testing event whereas criterion-
related validity is a posteriori component.  The a priori evidence of test 
validation enables test stakeholders to define and evaluate the nature and 
quality of a test inwardly whereas the a posteriori evidence relates to the score 
interpretation and test use outwardly at the target real-life context in which the 
test is located. This study will put slightly more emphasis on the two a priori 
validity components, i.e. context and cognitive validity than the a posteriori 
criterion-related validity component. This is because any results regarding 
criterion-related validity have to be supported by valid contextual and 
cognitive evidence. (See Section 2.5 for more detail on the socio-cognitive 
framework). 
The chapter ends with the research questions of the study (Section 2.6). 
2.2 The nature of academic writing  
This section explores the nature of academic writing by discussing the types of 
writing tasks used in the real-life academic context (Section 2.2.1) and the 
nature of the academic writing process (Section 2.2.2 to Section 2.2.4). Based 
on the discussion, Section 2.2.5 summarises the cognitive phases involved in 
academic writing which are most relevant to the cognitive validity of 
academic writing tests. 
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2.2.1 Academic writing tasks: writing from reading sources  
The best way to understand academic writing is perhaps to survey the types of 
writing that are required of students in the real-life academic context. 
Researchers have surveyed the tasks that are required of students in 
educational contexts across recent decades (e.g. Bridgeman & Carlson, 1983; 
Carson, 2001; Horowitz, 1986a, 1986b; Johns, 1993; Leki & Carson, 1994; 
Weir, 1983). Some of these studies were conducted with the purpose of test 
development, for instance, the Test of English as a Foreign Language (TOEFL) 
(Bridgeman & Carlson, 1983; Hale et al., 1996) and the Test of English for 
Educational Purposes (TEEP) (Weir, 1983). Although the research methods 
and task terminologies used vary from study to study, their findings have 
conclusively indicated that most academic writing tasks require students to 
write from reading sources.  
By surveying teachers in 190 academic departments across undergraduate and 
postgraduate levels in Canada and USA, Bridgeman & Carlson (1983) found 
that description and interpretation of non-verbal input and comparison and 
contrast plus taking a position were the two task types perceived as the most 
typical by teachers. The two task types identified were adapted to the TOEFL 
Test of Written English and IELTS Academic Module Writing paper. 
However, their study was criticised for drawing entirely upon the perceptions 
of teachers rather than surveying actual tasks. Other studies which surveyed 
actual writing tasks and/or curriculum and syllabus documents also showed 
that reading plays a significant role in academic writing tasks. Hale et al (1996) 
analysed actual writing tasks assigned in 162 undergraduate and graduate 
courses in several disciplines at eight universities. They found that the most 
common real-life tasks across disciplines (social sciences' group and sciences' 
group) and levels (graduate and undergraduate) were short tasks (i.e. writing 
tasks which require students to produce an output about half a page long), 
essays, summaries, reports with interpretation and research papers.  Similarly, 
based on an analysis of writing tasks in 38 faculties, Horowitz (1986a, 1986b) 
found that reading was essential in the most common academic writing task 
types. Common tasks he identified included synthesis of multiple sources, 
connection of theory and data, report, research report and summary. Among 
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these types, synthesis of multiple sources was most typical across the 38 
faculties. More recently, Cooper & Bikowski (2007), with a pedagogical 
purpose for EAP, analysed 200 graduate course syllabi from 10 academic 
departments with follow-up interviews at one university. Their findings 
showed that library research papers and project reports were the most 
commonly assigned writing tasks across different disciplines, while reviews, 
proposals, case studies, and summaries were more common in the social 
sciences, humanities, and arts domains. Section 2.5.1 will further discuss the 
more specific contextual parameters which are important for valid academic 
writing tests.   
The findings of these studies showed that most real-life academic writing tasks 
require students to write drawing upon external materials.  In other words, 
students have to purposefully draw on a variety of external resources, such as 
textbooks, journal articles, websites, lecture notes, as well as internal resources 
from the writer's long-term memory, such as genre knowledge, linguistic 
resources, topic knowledge and strategic use knowledge, during the writing 
process.  Many of the researchers, therefore, concluded that integration across 
reading and writing skills is essential for academic success (e.g. Carson, 2001; 
Grabe, 2001, 2003; Johns, 1993; Lenski & Johns, 1997). However, reading 
and writing have largely been regarded as two independent constructs in most 
language tests.  
Apart from the nature of academic writing tasks, it is important to understand 
the nature of the academic writing process. The next three sub-sections 
(2.2.2 – 2.2.4) summarise from the literature three characteristics of the 
academic writing process: as knowledge transforming; as recursive multiple 
processes; and as integration of reading and writing skills.   
2.2.2 Academic writing as knowledge transforming  
This section discusses academic writing as a knowledge transforming process. 
Scardamalia & Bereiter (1987), from a pedagogical perspective, proposed the 
models of knowledge telling and knowledge transforming. The two models 
differentiate between the characteristics of the writing processes of novice 
elementary school writers at one end, and those which characterise more 
14 
 
advanced college, undergraduate and graduate writers at the other end of a 
continuum of writing expertise.  Based on previous work (e.g. Lowenthal, 
1980; Murray, 1978; Odell, 1980), they believed that the writing processes 
employed by expert writers involved transformation of knowledge, e.g. facts 
or opinions on a particular topic. They attempted to describe the writing 
processes employed by writers at contrasting levels of writing expertise in 
terms of (1) how knowledge is brought into the writing processes and (2) what 
happens to the knowledge during these processes. Their findings showed that 
novice writers (e.g. elementary school students) tended to use a 'knowledge 
telling' approach whereas advanced writers (e.g. undergraduates and graduates) 
tended to use a 'knowledge transforming' approach.  
The knowledge telling approach to writing refers to a rather linear text 
generating process by 'telling' existing knowledge and information available 
from memory which have been automatically activated by the cues provided 
in the writing task (Scardamalia & Bereiter, 1987). When constructing a text, 
novice writers rely heavily on these automatic memory probes and they 
seldom engage in goal-directed planning, monitoring, and revising processes 
during the composition of the task. Scardamalia & Bereiter (1991) further 
argued that writers can be very 'skilful' in using the knowledge telling 
approach to produce coherent and well-formed texts, provided that the topic 
and genre are familiar to the writers.  
On the other hand, advanced writers tend to have a high awareness of the 
conflicts between available resources and their writing goals. These resources 
can be internal resources retrieved from their own memory and/or external 
materials. Scardamalia & Bereiter (1991) found that advanced writers put 
explicit effort into establishing task representation (i.e. an initial understanding 
of the writing task) and setting writing goals. They proposed that these writers 
establish cognitive 'content problem space' and 'rhetorical problem space' to 
address the problems of 'what to write' and 'how to write'. During the writing 
process, advanced writers constantly evaluate the available resources against 
their goals and constraints. Scardamalia & Bereiter (1987) argued that such an 
approach to writing leads to knowledge transformation, which can be in the 
form of an enhanced understanding of the subject knowledge or well-
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developed opinions about a particular topic. Critically, this process leads to the 
generation of novel ideas rather than the “retelling” of existing information. In 
contrast to the knowledge telling approach, the knowledge transforming 
approach is a complex problem-solving process.  
Bereiter & Scardamalia's (1987) model distinguished the fundamental 
difference between the 'knowledge telling' writing approach typically 
employed by novice writers and the 'knowledge transforming' approach 
typically employed by advanced writers.  It should be noted that the difference 
in their writing approaches is also arguably influenced by the type of tasks that 
they are typically asked to perform. However, the Bereiter & Scardamalia 
(1987) model did not account much for the interaction between task and 
processing. Based on their influential work in differentiating the two writing 
approaches at the two ends of a continuum of writing expertise (from novice 
writing by school writers or inexperienced L2 writers to expert writing by 
more experienced graduates), academic writing is widely regarded as a 
knowledge transforming process (Flower et al., 1990; Spivey, 1984, 1990, 
1997; Weigle, 2002; Weir, Vidakovic, & Galaczi, 2013). 
2.2.3 Academic writing as recursive multiple processes 
The model of Scardamalia & Bereiter (1987, 1991) showed that advanced 
writers produce texts by employing a knowledge transforming approach. 
However, to develop valid academic writing tests, we need to understand more 
specifically the actual cognitive processes employed in real-life academic 
writing. This sub-section discusses the nature of academic writing as a set of 
recursive multiple processes. Before the discussion, it is useful to clarify some 
key terms: cognition, processing, strategy and metacognition, which are 
commonly used in process studies.  
According to Field's (2004) 'Psycholinguistics: The key concepts', cognition 
refers to the faculty which permits a person to think and reason and the 
process involved in thought and reasoning. Information processing, which is 
an approach to analysing cognition developed by Donald Broadbent in the 
1950s, refers to the flow of information through the mind when a task is 
performed. In contexts of communication, cognitive processing refers to the 
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processes / operations underlying (a) the four language skills; (b) the retrieval 
of lexical items (decoding); and (c) the construction of meaning and discourse 
level representation (p.224).  The use of some low-level cognitive processes, 
e.g. decoding in reading, can be automatic, especially for skilled language 
users, and therefore may not be available to report.   
Metacognition, is 'thinking about thinking'. It involves pre-planning which 
cognitive process, such as macro-planning, organising, monitoring and 
revising, to use and exercising control over the process or taking steps to 
ensure that its results are stored long term (Field, 2004: 61). Metacognition 
usually involves higher degree of awareness and is therefore more likely to be 
reportable. 
A strategy is a compensatory technique '(a) to compensate for breakdowns in 
communication due to insufficient competence or to performance limitation 
and (b) to enhance the rhetorical effect of utterances (Canale, 1983: 339).  In 
most second language studies, cognitive process and strategy were not made 
distinctive (e.g. Cohen, 1984; Purpura, 1997; Van Dijk & Kintsch, 1983). 
However, it is important to differentiate these terms and concepts for the 
discussion of this study. The cognitive validity of a language test concerns 
primarily whether the cognitive processes elicited by the tasks (through the 
specified task features) can represent reasonably the cognitive processing of 
skilled language users in real-life contexts.  
In the writing literature, a considerable amount of research has been conducted 
in an attempt to establish the cognitive processes involved in writing and the 
internal and external variables that would impact on the writing processes (e.g. 
Field, 2004, 2011; Grabe & Kaplan, 1996; Hayes & Flower, 1983, 1980; 
Hayes, 1996; Kellogg, 1996; Shaw & Weir, 2007). Most of these studies 
investigated the writing processes in an educational or academic context.  
Findings which are relevant to the discussion of this study are reviewed below.  
A highly influential model of writing was proposed by Hayes & Flower (1980). 
They investigated the writing processes of adult writers by an innovative use 
of 'think-aloud' protocols at the time. They proposed that writing is an 
extended, goal-directed, problem-solving exercise which involves multiple 
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recursions of planning, translating and reviewing.  The model also explained 
that the writing processes interact with two other components: task 
environment and writer's long-term memory. Task environment is an external 
component which refers to task variables such as genre, topic and intended 
readership. Writer's long-term memory refers to the writer's internal content 
knowledge about the genre, topic and intended readership as well as rhetorical 
knowledge about how to write. Hayes & Flower's (1980) model challenged the 
perception of writing as a linear process and largely fixed the terminology of 
writing processes in the literature (Scardamalia & Bereiter, 1996). However, 
the model has been criticised that it does not explain how writing processes 
vary with different task types and how writing processes vary with memory 
constraints (Shaw & Weir, 2007).   
An updated version of the model (Hayes, 1996) expanded the number of the 
internal and external components which may impact on the writing processes.  
Internal factors include working memory, long-term memory resources and 
the motivation of the writers whereas external factors include the physical 
environment of the task (e.g. the text read so far, the writing medium) and the 
social environment of the task (e.g. the audience, other texts read while 
writing). Regarding the writing processes, the revised model replaced the three 
major processes planning, translating and reviewing by more general process 
categories: reflection, text production and text interpretation. Planning was 
renamed as reflection, which involves problem-solving, decision making, and 
inferencing processes. Writers employ general problem-solving and decision 
skills in order to achieve writing goals. At the same time, writers make 
inferences about audience, writing content and so forth. Translation was 
replaced by text production which refers to a more active text producing 
process guided by cues from the writing plan or text produced so far. 
Reviewing was no longer a separate process but became part of text 
interpretation, which involves reading and scanning graphics. The new model 
attempted to describe the complex interactive nature of the writing processes 
within and among each process category and the relationship between the 
writing processes and different internal and external components. It 
emphasised the central role of working memory in writing. However, there is 
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apparently insufficient explanation about how various components interact 
with the writing processes, other than a general claim of the theoretical 
relationships among them. Another important contribution of Hayes's (1996) 
model was its acknowledgement of 'the role of reading in writing'.  Hayes 
(1996) highlighted three major purposes of reading in writing: (1) reading to 
define the writing task, (2) reading source texts to obtain writing content, and 
(3) reading and evaluating text produced so far. However, the model did not 
explain in detail how the internal and external components impact on the 
writing processes and how the reading processes interact with the writing 
processes.  
From a perspective of communicative language use, Grabe & Kaplan (1996) 
attempted to explain the cognitive processes involved in L2 writing. Their 
model is one of the few L2 writing models in the literature. The model 
consists of two major phases: the context of language use and a 'verbal 
working memory' unit.  They proposed that goal setting, which is conducted 
within a task context (e.g. setting, task, text, topic), would activate three 
components in the 'verbal processing' unit, which are language competence, 
world knowledge and 'online processing assembly' (i.e. execution of the 
writing processes). In addition, they argued for the importance of 
metacognitive awareness and monitoring in the entire writing process. 
Although the model has drawn attention to the importance of goal setting and 
metacognitive processing in L2 writing, the model did not seem to distinguish 
adequately the differences between resources stored in long-term memory and 
the processes operated by working memory (Shaw & Weir, 2007: 35-36).   
The above models are important in shaping the current understanding of the 
cognitive processes involved in writing. Although these models pointed out 
that cognitive processes are affected by test takers' characteristics and task and 
social factors, they do not seem to provide enough explanation of how the 
cognitive processes are influenced by these factors. More recent models, 
which build upon psycholinguistic theory, offer a clearer account of how 
writing processes are influenced by internal factors, when compared to the 
above models. Kellogg (1996, 1999, 2001) made a strong argument for the 
importance of working memory in writing. He proposed that the individual 
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processes of writing draw upon different components of working memory, 
rather than seeing working memory as a unitary facility. For example, 
planning and editing make use of spatial working memory, reading and 
translation make use of verbal working memory, whereas monitoring and 
interactions among these processes are coordinated by central executive 
working memory.  Field (2004, 2011) proposed a model which accounts for 
the phases that a writer goes through when they produce a text (as a productive 
language skill). Field's model was based upon Kellogg's (1996) model and 
Levelt's (1989) model of speaking.  He proposed that writing, as a productive 
skill, involves the phases of conceptualisation, organisation, encoding 
(grammatical, lexical, graphic), execution and monitoring (the phases will be 
further discussed in Section 2.2.5). Drawing upon information processing 
theory, Field (2004) explained how high proficiency and low proficiency 
writers tend to approach these phases differently (High-proficiency writers 
usually refers to writers with high proficiency of English whereas expert 
writers usually refers to writers with expertise in writing).   
An important issue for language testing is identifying which phases and 
processes are relevant for test development and validity. Building upon 
Kellogg's and Field's models, Shaw & Weir (2007) considered five processes: 
(1) macro-planning, (2) organisation, (3) micro-planning, (4) translation, and 
(5) monitoring and revising to be most relevant to the discussion of the 
cognitive validity of writing tests. They argued that valid writing tests should 
elicit from test takers those core cognitive processes involved in real-life 
writing. They then evaluated how these processes have been elicited by the 
Cambridge English Language Assessment writing tests across different levels. 
Their approach to evaluating the cognitive validity of test tasks with a set of 
cognitive parameters has laid down principles for research in the field of 
language testing (the approach will be discussed further in Section 2.5). 
The models of writing discussed above have shown that writing, including 
academic writing,  is not a linear act, but involves a set of multiple recursive 
processes, such as planning (at macro and micro levels), organising, 
execution/translating, monitoring and revising. Although the writer may 
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employ particular processes at different phases, the processes are largely 
overlapping and looping back and forth. In addition, writing is not an isolated 
act but is influenced by internal variables such as working-memory capacity, 
long-term memory sources (e.g. linguistic, discourse and content knowledge), 
as well as external factors, such as task variables and other social variables. 
The selection of individual processes and the decision as to how to employ 
them during the writing process is based upon conscious planning, but 
execution is largely controlled by working memory.  Some processes, such as 
planning and monitoring, are largely influenced by task variables (contextual 
parameters of academic writing tasks which will be discussed in detail in 
Section 2.5.1).  
Despite their significance, the processes of integrating external reading 
materials into writing have largely been excluded from these models.  
Although some models (e.g. Hayes, 1996) have pointed out the essential role 
of reading as part of the writing process, the nature of these processes (e.g. 
what types of reading are involved in terms of current reading theories?) and 
how these processes interact with other processes are largely unclear.  As 
presented in Section 2.2.1, real-life academic writing generally involves the 
use of reading materials, therefore it is deemed necessary to develop an 
adequate cognitive writing model which describes how the various inputs into 
the writing system are processed in order to output a coherent text (Wengelin 
et al., 2009). The next sub-section discusses the nature of academic writing as 
integration of reading and writing skills by reviewing relevant models of 
reading and discourse synthesis.  
2.2.4 Academic writing as integration of reading and writing skills 
Researchers from a variety of relevant fields (e.g. reading, writing, cognitive 
psychology) have become more interested in the relations between reading and 
writing since the 1980s. For the past three decades, research has been 
conducted to explore the relation between reading and writing (e.g. Tierney & 
Shanahan, 1991) (see Grabe, 2003 for a review of these studies). However, a 
cognitive model which accounts for the processes involved in writing with the 
use of reading sources has yet to be fully developed, especially in relation to 
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L2 contexts (Hirvela, 2004). This sub-section discusses academic writing as 
integration of reading and writing skills. 
It is beyond  the scope of the present thesis to review extensively the available 
models of reading per se (see Khalifa & Weir, 2009 for a thorough review of 
different reading models) because reading processing literature is much more 
well established than the reading-into-writing processing literature. This thesis 
regards reading-into-writing as a stand-alone construct which is distinct from 
the reading-only (comprehension) ability or writing-only ability. However, it 
is useful to summarise the major components of these reading models in order 
to shed further light on the integrated nature of academic writing. Whilst there 
is a rich body of research investigating models of reading, in common with 
writing, there is very limited discussion regarding how the reading processes 
interact with the writing processes when a writer writes based on reading 
materials. Field (2004, 2008, 2013) proposed that receptive skills (i.e., 
listening and reading) involve phases of input decoding, lexical search, parsing, 
meaning construction, and discourse construction. From the perspective of 
language testing, Khalifa & Weir (2009) expanded the model of reading to 
include the processes of, in an ascending order of cognitive demands, word 
recognition, lexical access, syntactic parsing, establishing propositional 
meaning, inferencing, building a mental model, creating a text level 
representation and creating an intertextual representation. Expert readers have 
high automaticity of the lower-level processes and hence can focus on the 
higher-level processes (Field, 2004). Khalifa & Weir (2009) provided a 
detailed account of how these reading processes are tested in standardised 
reading tests at different levels.  However, there is little discussion in the 
literature about how these reading processes fit into a model of academic 
writing.  
Despite a lack of comprehensive models of writing from sources, some 
research studies have investigated the 'unique' processes involved in writing 
from sources (i.e. the processes which are typically not involved in reading 
comprehension or writing-only tasks). Two important models proposed from 
this branch of work are related to summarising writing by van Dijk & Kintsch 
(1983) and synthesis writing by Spivey (Spivey, 1984, 1990, 1997, 2001; 
22 
 
Spivey & King, 1989).  Kintsch & Van Dijk (1978) proposed that 
summarising writing involves three major processes: deletion of redundant 
propositions; substitution of a sequence of propositions by a more general one; 
and selection of the macroproposition of the text, or the construction of a 
macroproposition when one is not explicitly stated. In addition, Spivey and 
colleagues (e.g. Mathison & Spivey, 1993; Spivey & King, 1989; Spivey, 
1990, 1997, 2001) conducted a series of studies to investigate the processes 
involved in different writing tasks which require the use of reading materials. 
This body of work is known as discourse synthesis which is defined as 'a 
process in which readers read multiple texts on a topic and synthesize them' 
(Spivey & King, 1989: 11). The findings of the studies showed that when 
writing from external reading materials, a writer transforms a new 
representation of meaning from multiple texts to their own text through three 
core processes: a) selecting relevant content from multiple texts, b) organising 
the content according to the writing goals and c) connecting the content from 
different sources and generating links between these ideas. The results of 
these studies indicate that reading-into-writing activities place higher cognitive 
demands on students than reading comprehension processes. The discourse 
synthesis processes, i.e. selecting, organising, connecting and generating 
proposed by Spivey & King (1989) will be investigated in the present study 
(These processes will be discussed again in Section 2.5.2.1). 
In the L2 literature, Plakans (2008) studied 10 participants' writing processes 
on both reading-into-writing and writing-only tasks by the use of think-aloud 
protocols as well as pre-protocol and post-protocol interviews. Based on her 
findings, she proposed a reading-into-writing model. The results identified two 
stages of reading-into-writing: preparing-to-write and write. She argued that 
reading plays an important role at both stages in terms of 'reading and 
interacting with source texts' and 'using source texts'. However, the nature of 
the reading process (e.g. careful reading or search reading) and the interaction 
were largely unexplained. In a later publication, Plakans (2009) explored the 
role of the reading process in completing the task. She identified five 
processes used by the participants: (a) goal-setting for reading the source texts, 
(b) cognitive processing, (c) global strategies, (d) metacognitive strategies, and 
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(e) mining the source texts for use in writing. While the work provided useful 
insights into which reading processes writers employed when they wrote from 
reading materials, Plakans (2009) did not explain how these processes fit into 
the reading-into-writing model she proposed earlier (2008). In this study, in 
order to investigate the processes of a large number of writers on reading-into-
writing tasks, questionnaire instead of think-aloud protocol will be used 
(further discussion regarding the research method is provided in Chapter 
Three). This study aims to fill the knowledge gap of how 'reading' processes 
interact with other writing processes during the completion of reading-into-
writing tasks. 
2.2.5 Cognitive phases involved in academic writing 
As argued earlier, most real-life academic writing involves the use of reading 
materials. Therefore, when building a model of academic writing, it seems 
inaccurate and inadequate to consider academic writing only as a productive 
language skill. Academic writing might be more accurately understood as an 
integration of receptive (reading) and productive (writing) skills. Both 
receptive and productive language skills involve multiple cognitive phases, 
and each phase involves multiple processes. A major challenge for language 
testing is how to model these phases and processes under a test validation 
framework. A series of studies have identified the most appropriate cognitive 
processes for independent writing examinations (Shaw & Weir, 2007) and 
independent reading examinations (Khalifa & Weir, 2009) for adult users at 
intermediate level upwards, i.e. B2-C2 in terms of the CEFR (the proficiency 
levels university students need to be at). Test takers from an intermediate level 
upwards are presumed to possess high automaticity in low-level receptive 
phases, i.e. input decoding, lexical search, and parsing, and low-level 
productive phases, i.e. encoding.  This study considers the following five 
higher-level cognitive phases to be most relevant to the discussion of the 
cognitive validity of academic writing tests: (1) conceptualisation, (2) meaning 
and discourse construction, (3) organising, (4) low-level monitoring and 
revising, and (5) high-level monitoring and revising. 
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Conceptualisation (Kellogg, 1996, Field, 2004, 2011) is the first phase of 
productive skills where the writer develops an initial mental representation of 
a writing task.  Researchers have studied the processes involved in this initial 
phase of meaning construction. Writers create an initial understanding of the 
task situation through reading the task prompt. However, Flower (1990) 
argued that 'interpretation' rather than comprehension is more important at this 
phase. They refer to such a process as 'task representation', which is 'an 
interpretive process that translates the rhetorical situation – as the writer reads 
it – into an act of composing' (Flower, ibid: p.35). Another important process 
related to this phase is the process of planning (Hayes & Flower, 1980). Field 
(2004) and Shaw & Weir (2007) further distinguished the planning process 
conducted at macro- and micro- level.  Planning conducted at this phase is 
largely at macro-level. Shaw & Weir (2007) defined macro-planning as a 
process of determining what is necessary for successful for task completion in 
terms of different aspects for consideration such as intended readership, genre, 
content, style.   
Meaning and discourse construction is a higher-level phase from the model 
of receptive skills (Field, 2004, 2013). Meaning and discourse construction is 
a phase when the writer contextualises abstract meanings based on the 
contextual clues provided in the writing task and their own schematic 
resources (background knowledge) (Field, 2004, 2013) and integrates the 
information from different sources into a discourse representation (Brown & 
Yule, 1983). Kintsch & van Dijk (1983) argued that when writers summarise, 
they evaluate the relative importance of information from the reading 
materials, and evaluate whether the information fits into the macro- or micro- 
structure of their text.  In Khalifa & Weir's (2009) model of reading, higher-
level processes are important to meaning and discourse construction. These 
higher-level processes, including establishing propositional meaning, 
inferencing, building a mental model, creating a text level representation and 
creating an intertextual representation, seem to be relevant to this phase. 
According to Spivey (1990, 1997; Spivey & King, 1989), writers establish a 
discourse representation by (1) selecting information (which could be 
retrieved from long-term memory or selected from input texts) which is 
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relevant to the context, and (2) connecting the selected information from 
different sources to each other.  
Organising is a phase where the writer 'provisionally organises the ideas, still 
in abstract form, in relation to the text as a whole and in relation to each other 
(Field, 2004, 329)'.  Shaw & Weir (2007) explained that the process of 
organising employed when writing is to order the ideas to 'determine which 
are central to the goals of the text and which are of secondary importance 
(p.38)'. Spivey (1990, 1997; Spivey & King, 1989) argued that the process of 
organising is particularly challenging for writing which involves the use of 
reading materials.  
Low-level monitoring and revising and High-level monitoring and revising 
are 'feedback' phases where the writer checks the quality of the text. After 
monitoring, a writer usually revises the unsatisfactory parts of the text (Field, 
2004, 330). Monitoring and revising can focus on lower-level aspects of text 
quality such as accuracy or higher-level aspects such as argument and 
coherence. Monitoring and revising can be employed at any point of the 
writing process. They can be made mentally before the text has been 
composed, at the point of translating (i.e. at the current location of the text), or 
after the text has been translated (i.e., at a previous point in the text) (Field, 
2004; Fitzgerald, 1987). Researchers (Field, 2004; Kellogg, 1996; Shaw & 
Weir, 2007) argued that monitoring and revising are highly demanding in 
terms of cognitive effect. Writers, especially L2 writers, tend to focus on one 
aspect of the text at a time due to short-term memory constraints. With 
attentional constraints, many writers would set aside high-level monitoring 
and revising to a later stage of the production. 
This sub-section has identified some broad cognitive phases of academic 
writing which are useful for the discussion of cognitive validity of academic 
reading-into-writing tests. Individual writing phases involved at each phase are 
discussed again in Section 2.5.2 with more attention focused on how each 
process may help to distinguish unskilled writers from skilled writers. The 
next section shifts the attention to how academic writing is currently tested in 
standardised writing tests. 
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2.3 The use of independent writing-only tasks  
As discussed above, real-life academic writing tasks almost always involve 
some external reading materials. Such an integrated task setting, however, 
seems to be under-represented in most writing tests. Horowitz (1986a, 1986b, 
1991) argued that there is a fundamental discrepancy regarding the use of 
primary or secondary reading materials between real-life tasks and most 
writing test tasks. Studies have been conducted to review the task types used in 
writing assessments (see Weigle, 2002, Shaw & Weir, 2007; Weir et al., 2013). 
Their results showed that the independent writing-only task type has played a 
dominant role in most high-stakes language tests and university admission 
tests. The independent writing-only task type refers to tasks which do not 
require the use of reading sources. Test takers are expected to produce the text 
by drawing solely on their internal resources, e.g. background knowledge on 
the topic. Among different genres, the essay task (i.e. test takers write an essay 
in response to a point of view, problem, or an argument provided in a single 
line prompt) is found to be very common in writing assessments. IELTS 
Writing Task 2 would be a typical example of an independent writing-only 
task (see below for the task).  
(taken from IELTS sample paper  
http://www.cambridgeenglish.org/exams-and-qualifications/ielts/whats-in-the-test/) 
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As the independent writing-only task type has served in many high-stakes 
language tests, there is extensive discussion about the issues of using such a 
task type in the literature. Following an improved understanding of the nature 
of academic writing ability, researchers (Moore & Morton, 1999, 2005; Moore, 
Morton, & Price, 2010; Plakans, 2008; Shaw & Weir, 2007; Weigle, 2002) 
argued that writing-only tasks might not be the most suitable tool to assessing 
academic writing ability. The two key issues are related to task authenticity 
and test fairness, which are discussed below. 
2.3.1 Unsatisfactory task situational authenticity (context validity) 
Under the influence of the communicative testing approach, testing 
practitioners and researchers have become more aware of the importance of 
having test tasks which simulate reasonably the target language use context 
(Weigle, 2002; Weir, 1993; Shaw & Weir, 2007). Therefore, the design of the 
independent writing-only task type has been criticised for its lack of 
authenticity (see Cumming, 1997; Hamp-Lyons & Kroll, 1996; Lumley, 2005; 
Weigle, 2002, 2004). Writing tests, by nature, elicit sample performance from 
the test taker by using a very limited number of writing tasks. While it is 
impossible to simulate all real-life situations in any testing context, task 
authenticity is a fundamental concern of good language tests (Bachman & 
Palmer, 1996). Task authenticity can be achieved in terms of situational and 
interactional authenticity (Bachman & Palmer, 1996; Shaw & Weir, 2007). 
Shaw & Weir defined the situational authenticity as 'the contextual 
requirements of the tasks (2007: 9)' and the interactional authenticity as 'the 
cognitive activities of the test taker in performing the test task (ibid)'. In more 
recent frameworks of test validation (e.g. Weir, 2005),  situational authenticity 
is part of context validity whereas interactional authenticity is part of 
cognitive validity (Test validation will be discussed in Section 2.5). 
Situational authenticity (context validity) considers whether the test task itself 
is similar to the real-life tasks that the test takers are expected to encounter in 
the target language use context. As presented earlier, many studies which 
surveyed the writing demands in different academic contexts have concluded 
that academic writing is rarely done in isolation, but is overwhelmingly done 
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in response to source texts (e.g. Bridgeman & Carlson, 1983; Carson, 2001; 
Horowitz, 1986a, 1986b, 1991; Johns, 1981, 1993; Leki & Carson, 1994; Weir, 
1983). Moore & Morton (1999, 2005) conducted one of the very few studies 
that compared test tasks and real-life tasks. They compared the IELTS Task 2 
rubric with a corpus of 155 assignment tasks at both undergraduate and 
postgraduate levels across 79 academic departments in two Australian 
Universities.  They made two specific observations regarding the discrepancy 
between the test tasks and real-life academic tasks in terms of the use of 
external sources and language functions. 
First, the real-life academic tasks typically involved the use of primary sources 
(e.g. textbooks, journal articles, monographs) or secondary sources (e.g. a 
simple exhortation), either provided in tasks or collected by students.  In 
contrast, they found that the test tasks did not engage test takers with external 
information. Test takers were required to process their prior knowledge while 
completing the task. Second, the real-life academic tasks usually involved 
more than a single language function. The most common functions were 
evaluation, description, summarisation comparison, explanation and 
recommendation. However, the predominant function identified in the test 
tasks was evaluation. The functions of summarisation and description were 
not identified in their sample of IELTS Task 2. Moore & Morton (1999, 2005), 
therefore, concluded that the typical essay test task seemed to represent the 
'genre' but not specific contextual features of real-life academic essay tasks. 
Moore & Morton's studies have demonstrated the value of comparing the 
rubrics of actual test tasks to those of real-life tasks. This study will also 
compare the task features of reading-into-writing tests to those of real-life 
academic writing tasks. In addition to the rubric, this study will investigate the 
features of the reading materials of the reading-into-writing tests and the real-
life tasks. The task analysis in Moore & Morton's studies was mainly 
conducted by the researchers. In this study, the tasks and the reading materials 
will be analysed by multiple sources (details are provided in Section 3.3). 
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2.3.2 Unsatisfactory task interactional authenticity (cognitive validity)  
Considering interactional authenticity, independent writing-only tasks require 
the test takers to engage in 'writing from internal resources'. However, the 
process of writing from sources is considerably more cognitively demanding 
than the process of writing from internal sources (Plakans & Gebril, 2009).  
Studies of task representation, discourse synthesis and summarising (e.g. 
Flower, 1990; Spivey & King, 1989; Spivey, 1990, 1997; van Dijk & Kintsch, 
1983) reviewed previously showed that writing from sources required specific 
skills which may not be required when writers write from internal sources. 
Therefore, there is great concern about the construct being tested by the 
independent writing-only task type as it does not represent real-life academic 
writing processes.  Another concern is that independent writing-only tasks 
would seem to encourage the 'knowledge telling' rather than 'knowledge 
transformation' approach to writing. Although knowledge telling is an 
approach typically employed by immature writers, Scardamalia & Bereiter 
(1987) argued that even advanced writers may use such an approach when 
they were asked to write on a 'knowledge telling' task, e.g. to produce a 
familiar genre which mainly involves recalling internal resources on  a familiar 
topic.  
2.3.3 Background knowledge effect (test fairness)  
Another concern with the use of independent writing-only tasks is related to 
test fairness due to heavy topic effect. As argued previously, the independent 
writing-only task type requires the test taker to write drawing upon internal 
resources from their long-term memory. Weigle (2004) argued that students' 
performances are likely to be influenced by topic effect imposed by tasks 
which provide no input.  This has inevitably led to test fairness issues when 
the topic of the writing task favours some test takers or is biased against others.  
Brown, Hilgers & Marsella (1991) conducted a large study to investigate the 
impact of topic on 3452 students' writing performance in a standardised 
language test. Ten topic prompt sets were used. The results showed that 
various topic prompts led to significant differences in the scores. The 
researchers thus concluded that writer's background knowledge on the topic 
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was a variable affecting the quality of his/her writing performance.  Hughes 
(2003) argued that writing tasks in general language tests should not require 
the test taker to demonstrate specific topic knowledge. Douglas (2000) argued 
that an appropriate level of disciplinary topic knowledge should be part of the 
construct of the English for specific purposes (ESP) tests. However, the issue 
is less straightforward for English for academic purposes (EAP) tests. 
Although EAP tests are one type of ESP tests, the majority of EAP tests are 
not discipline-specific. The testing population of most large-scale EAP tests 
consists of test takers from a wide range of academic disciplines. In other 
words, these test takers do not share the same disciplinary background 
knowledge. Therefore, using independent writing-only tasks which require test 
takers to draw upon their background knowledge on the topic to assess their 
academic writing ability may not be the most appropriate method.  
This section has discussed the use of independent writing-only tasks in writing 
assessments and the issues arising from the practice. The next section reviews 
and discusses the use of integrated reading-into-writing tasks.  
2.4 Would integrated reading-into-writing be a better alternative? 
Due to the above concerns about the use of independent writing-only tasks in 
high-stakes EAP tests, there has been a resurgence in the popularity of 
integrated reading-into-writing tasks over the past two decades. This sub-
section reviews the literature regarding the use of reading-into-writing tasks. 
Definitions of reading-into-writing are reviewed in Section 2.4.1. Section 2.4.2 
discusses the desirability of such a task type. Section 2.4.3 reviews the current 
use of reading-into-writing tasks in standardised language tests. Section 2.4.4 
reviews the major challenges of using reading-into-writing tasks.  
2.4.1 Definitions of reading-into-writing 
Before the review of the use of integrated reading-into-writing tasks in writing 
assessments, it is useful to consider some definitions of reading-into-writing 
tasks (reading-to-write).  
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From a pedagogical perspective, Ascención Delaney (2008) defined reading-
into-writing as 'instructional tasks that combine reading and writing for various 
education purposes' (p.140). Flower et al. (1990) defined reading-into-writing 
as 'the process of a person who reads a relevant book, an article, a letter, 
knowing he or she needs to write (p.6)'. 
From a language testing perspective, Weigle (2004) defined reading-into-
writing as 'a test that integrates reading with writing by having examinees read 
and respond to one or more source texts' (p.30). The term ‘integrated’ has been 
used by large-scale testing providers, e.g. English Testing Service (ETS) and 
Trinity College London, as a category to refer to their reading-into-writing 
tasks.  As this study is primarily concerned with language testing, the 
terminology of 'reading-into-writing' rather than 'reading-to-write' is used 
throughout the thesis.  
Reading-into-writing tasks are sometimes referred to as 'discourse synthesis' 
tasks due to the influential work conducted by Spivey (1984, 1990, 1997; 
Spivey & King, 1989) which has been reviewed previously. However, this 
study considers 'discourse synthesis' tasks to be a subordinate type of reading-
into-writing task. In this study, reading-into-writing tasks refer to single tasks 
that require students to write a continuous text by drawing upon single or 
multiple reading materials which can be verbal, non-verbal or both. Students 
may or may not need to find additional reading materials on their own. 
Reading-into-writing tasks include, but are not limited to, summary tasks, 
response (argumentative) essays from multiple sources, report writing from 
multiple sources, case studies, and literature reviews.  
2.4.2 Desirability of the reading-into-writing task type 
Integrated reading-into-writing tasks can arguably fulfil validity considerations 
better than the dominantly used independent writing-only tasks do. This notion 
is well supported in the current research on writing assessment (Grabe & 
Stoller, 2002). Researchers in the field of language testing have argued for the 
use of this type of task in assessing academic writing abilities (e.g. Cumming 
et al., 2005; Cumming, Grant, Mulcahy-Ernt, & Powers, 2004; Hughes, 2003; 
Pollitt & Taylor, 2006; Weigle, 2002, 2004; Weir et al., 2013). This sub-
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section summarises the four major reasons why reading-into-writing tasks 
might be more appropriate in academic writing tests.  
2.4.2.1 Improved task authenticity (context validity) 
As mentioned in Section 2.3, task authenticity is a fundamental consideration 
for the validity of any language test. A task is considered to be authentic if it 
represents the features of the task in the target language context and if it elicits 
processes which are similar to those the test takers have to use in the target 
language context. Many writing researchers have argued that as far as 
academic writing is concerned, writing an impromptu essay on a previously 
unseen topic is an inauthentic task. Therefore, reading-into-writing tasks are 
believed to be able to better represent the 'performance conditions' of real-life 
academic tasks (e.g. Carson, 2001; Hamp-Lyons & Kroll, 1996, 1997; Johns & 
Mayes, 1990; Johns, 1981; Leki & Carson, 1994; Plakans, 2008, 2010; Weigle, 
2002). Specific contextual parameters that are important for academic reading-
into-writing are addressed in Section 2.5.1. 
2.4.2.2 Eliciting integration of skills (cognitive validity) 
One may argue that the reading ability involved in performing writing tasks 
has been covered in reading tests. However, researchers reported no significant 
correlations between test takers' performances on writing-only and reading-
into-writing abilities (e.g. Ascención Delaney, 2008; Yu, 2008). Studies have 
also found that there is only about 25% to 50% overlap between reading and 
writing ability (Grabe, 2003). Therefore, testing reading ability and writing 
ability separately would not sum up adequately the ability in completing 
writing tasks that involve integration of reading materials (Ascención Delaney, 
2004, 2008).  
Khalifa & Weir (2009) found that careful reading comprehension has been the 
focus of most standardised reading tests. Higher-level reading skills at the 
discourse and intertextual level and expeditious search reading skills have 
often been neglected. Weir et al (2013) further argued that higher-level 
intertextual reading can be best tested by reading-into-writing tasks. Other 
processes writers employ when they write from sources, as identified in 
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Spivey's discourse synthesis model, are important for academic writing, but 
these processes seem to have received little or no attention in most current 
writing tests.  
Oller (1979) criticised the use of the discrete-point approach to language 
testing in earlier days. He argued that 'in any system where the parts interact to 
produce properties and qualities that do not exist in the parts separately, the 
whole is greater than the sum of its parts, organizational constraints themselves 
become crucial properties of the system which simply cannot be found in the 
parts separately' (p.212). His argument offers an important insight for the 
current discussion.  
2.4.2.3 Providing equal access to subject knowledge (test fairness) 
The provision of input reading materials in reading-into-writing tasks not only 
reflects real-life context, but also ensures equal access to subject knowledge 
among test takers. As indicated by different models of writing reviewed in 
Section 2.2.3, prior knowledge is one of the factors which contribute to the 
writing performance. A reading-into-writing test provides students with 
appropriate reading texts which may supply them with content ideas, which 
are necessary for task completion. In terms of test fairness, it is very 
challenging, if not impossible, to make sure that a topic is equally familiar to 
all test takers who take the same test. However, well designed reading-into-
writing tasks would provide all test takers with equal access to the content 
which is sufficient for them to complete the task (Weir et al, 2013). The 
potential bias of the topic effect imposed on test takers would then be 
minimised, because even if a test taker is unfamiliar with the topic, she or he 
would not be disadvantaged.   
2.4.2.4 Positive washback effect (consequential validity) 
Washback broadly refers to the effect of a test on teaching and learning (see 
Green, 2007 for detailed a discussion of washback). Washback is part of the 
consequential validity of the socio-cognitive framework, although 
consequential validity covers broader social impact of test. The importance of 
positive washback in language testing is emphasised in the literature (Hughes, 
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2003). The literature generally regards reading-into-writing tests as having 
positive washback (Belcher & Hirvela, 2001; Campbell, 1990; Cumming et al., 
2004; Esmaeili, 2002; Tierney & Shanahan, 1991; Weigle, 2004; Weir, 1983). 
Nevertheless, Wall & Horák (2006, 2008) identified contributing factors that 
shape the impact of an operational integrated test. 
Based on the results of a student survey, Leki and Carson (1994, 1997) argued 
that students need practice of a range of 'more challenging literacy tasks that 
combine reading and writing'. In addition, Johns (1981, 1993; Lenski & Johns, 
1997) made a very strong argument that L2 students need to be exposed to a 
range of academic tasks, so they can understand the demands of academic 
tasks and develop necessary corresponding skills for their undergraduate or 
postgraduate studies, e.g. search for relevant materials, careful comprehension, 
read for main ideas, build intertextual representations, summarise reading 
materials, express own interpretation. His points of view have largely shaped 
the recent development of EAP literacy with a focus on reading-writing 
relations.  
In addition, writing tasks that involve integration of reading materials are 
regarded as having good pedagogical value for literacy development. 
Researchers generally regard reading-writing relations as mutually supportive 
in terms of literacy development (Grabe, 2003). For example, Leki (1993) 
argued that summary writing can improve reading comprehension skills. More 
specifically, Armbruster, Anderson & Ostertag (1987) found that summarising 
instruction can facilitate higher-level reading skills, e.g. identifying the 
macrostructure of a text.  Some argued that reading-into-writing tasks can 
promote the development of 'critical literacy' through high-level processes of 
integrating existing texts to create texts of their own (Flower et al., 1990).  
Others have found that reading-into-writing tasks can lead to effective content 
learning (e.g. McCarthy & Leinhardt, 1998; Perfetti, Britt, & Georgi, 1995; 
Wiley & Voss, 1999). 
On the other hand, Wall & Horak (2006, 2008) investigated the factors which 
were likely to play an important role in shaping the impact of an 
operationalised integrated test (the TOEFL iBT) on teaching and learning. 
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They argued that teachers' good awareness of the nature of integrated tasks (as 
compared to the more widely used independent writing-only tasks) were 
crucial for positive washback to happen in classrooms. However, they found 
that while most teachers involved in the studies had a good awareness of the 
nature of the integrated tasks, their understanding of the tasks was not perfect. 
They found that the gap in the understanding was partly due to the degree of 
explicitness present in the explanations of the test, e.g. the test web site and the 
official test preparation materials and other commercial test preparation 
materials. Another factor was the availability of resources needed to design 
courses to help students to cope with the demands of the integrated task type.  
2.4.3 Use of reading-into-writing tasks in standardised writing tests 
Integrated reading-into-writing tasks are increasing in popularity and either 
replacing or complementing writing-only independent tasks used in assessing 
academic writing (Gebril & Plakans 2009, Weigle 2002, 2004). The use of 
reading-into-writing tasks in language tests can be traced back as far as the 
early 1930s.  According to Weir et al's (2013) book which reviews language 
testing in the past century, reading-into-writing tasks were used in large-scale 
language tests as early as 1931. Summary was apparently the earliest 
integrated reading-into-writing task type used in large-scale language tests (e.g. 
a summary task was added to the English Literature paper of the Certificate of 
Proficiency (CPE) in English in 1936) (CPE was used for academic admission 
purposes). It was chosen because summary writing was similar to what people 
did in a lot of real-life occupational contexts at that time, which is still true at 
present (for details of the use of summary in CPE, see Weir et al 2013: 128). 
However, the integrated task type fell out of favour in the 1970s when the 
testing of separate language skills was preferred.  
The communicative approach to learning gained popularity during the early 
eighties, so that the integrated reading-into-writing task type was again used in 
high-stakes writing tests. For example, in Certificate in Advanced English 
(CAE) (the test has been renamed as Cambridge English: Advanced) Paper 2 
(Writing), Part 1 requires test takers to integrate a range of reading inputs, e.g. 
newspapers/magazines, letters, reports. However, the CAE Writing paper was 
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revised in 2008 so that the length of the examination was reduced from two 
hours to 90 minutes. The number of words to be written and the reading 
materials to be read were substantially reduced. The Test of English for 
Educational Purposes (TEEP) was developed in 1980s based on an extensive 
research study on the language problems of International students in the UK 
(Weir, 1983). Task 1 of the TEEP requires test takers to produce a summary of 
about 200 words based on one passage. The TEEP was redeveloped during 
1991 and 2001. The current format of integrated writing task of the TEEP 
requires test takers to use their own ideas as well as ideas retrieved from the 
reading and listening materials (University of Reading, 2013). The original 
IELTS writing tasks developed in 1989 required test takers to write upon the 
reading materials of the reading section (for details of the development of 
IELTS, see Davies, 2008 Chapter 5). Task 1 required test takers to transfer and 
repossess non-verbal information, e.g. diagrams, tables, charts (15 minutes) 
whereas Task 2 required test takers to draw on information from a variety of 
the reading materials they read previously in the reading section in addition to 
using their own experience to present an argument or solve a problem (30 
minutes). However, in 1995, IELTS decided to drop the integrative nature of 
the writing tasks, particularly Task 2, by removing the thematic link between 
the Reading and Writing Modules. This was largely due to concerns of 
muddied measurement (see Charge & Taylor, 1997). This concern will be 
discussed further in Section 2.4.4.1. Post-1995 IELTS Writing Task 2 has 
become an independent writing-only task where test takers are required to 
write upon their own experience to present an argument or solve a problem.  
As a result, the independent writing-only 'essay' task was used as the dominant 
task in most large-scale writing tests during the 20
th
 century. Those integrated 
reading-into-writing tasks developed in the 1980s were either completely 
dropped from the test (e.g. IELTS Task 2) or downscaled to involve 
substantially fewer reading materials (e.g. CAE Writing Paper 1).  
The use of reading-into-writing tasks in large-scale writing examinations did 
not come back to place until more recently. Large-scale language tests, not 
only those in the U.K. but worldwide, have once again shown interests in 
incorporating different types of integrated tasks into their writing paper. For 
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example, Pearson's PTE Academic and Trinity College London's ISE exams in 
the U.K.,  LTTC's General English Proficiency Test (GEPT) in Taiwan, 
EIKEN's TEAP
2
 in Japan, and Georgia State Test of English Proficiency 
(GSTEP) and ETS's TOEFL iBT in the U.S.. 
Pearson launched a computer-based test for Academic English which is called 
PTE Academic in 2009. Part 1 of the Writing Section is an integrated task 
which requires test takers to write a one-sentence summary (not more than 30 
words) of a passage after reading a text in ten minutes (Perason, 2010) (see 
Appendix 2.1.1 for an example of the task). Trinity College London's 
Integrated Skills in English (ISE) exam III is a level-specific examination 
targeting at the level of CEFR C1. The exam includes an integrated reading-
into-writing task. Task 1 involves writing an article upon multiple verbal and 
non-verbal reading materials (see Appendix 2.1.2 an example of ISE III 
reading-into-writing task) (Trinity, 2013). GEPT Advanced developed by 
LTTC in Taiwan is another level-specific test at C1. The writing paper of 
GEPT Advanced includes two integrated reading-into-writing tasks.  Task 1 
requires test takers to summarise the main ideas from multiple verbal materials 
and express own opinions whereas Task 2 requires test takers to summarise 
the main ideas from multiple non-verbal materials and provide solutions (see 
Appendix 3.1.3 for an example of GEPT Advanced Task 1) (LTTC, 2013). In 
the U.S., following an extensive revision exercise during the early 21
st
 century, 
Education Testing Service (ETS) added an integrated writing task which 
requires test takers to write upon reading and listening to materials towards 
TOEFL (the test was renamed as TOEFL iBT). Georgia State Test of English 
Proficiency (GSTEP) is a university admission test. The integrated reading-
into-writing task requires test takers to write upon two passages which are also 
used in the Short Answer Section (Weigle, 2002). Table 2.1 provides a 
summary of the above mentioned reading-into-writing tasks used in current 
large-scale language tests for academic use.  
As documented in Table 2.1, there is apparently a revival of the integrated task 
type. A range of reading-into-writing tasks are being widely used in 
                                                          
2
 TEAP has not been operationalised and the detailed test information is not yet available. 
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standardised language tests for academic purposes. As described previously, 
the integrated reading-into-writing task type has been subject to different 
attitudes in the past, i.e. the integrated task type was dropped from language 
tests and used again. One reason is perhaps a lack of thorough construct 
arguments in the literature concerning reading-into-writing test tasks. 
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Table 2.1 A summary of the current uses of reading-into-writing test tasks for academic purposes 
Test Task Task description Input format Output Time  Marking criteria CEFR 
level 
Cambridge 
English: 
Advanced  
Part 1 – Q1 Write an article/a report/ 
a proposal/a letter  
 
 
Verbal: up to 150 
words 
 
Report/ proposal /letter  
(180-220 words) 
 
1 hr 20 mins 
(including 
another 
writing task)  
 Content 
 Organisation and 
Cohesion 
 Appropriacy or Register 
and Format 
 Range 
 Target reader 
C1 
 
GEPT 
Advanced  
Task 1 Summarising main ideas 
from verbal input and 
expressing opinions 
Verbal: 2 texts (about 
400 words each) 
 
Essay (at least 250 words) 
 Introduction 
 Summarise the main 
points  
 State own viewpoint 
 Conclusion 
 
60 mins  Relevance and adequacy 
 Coherence and 
organization 
 Lexical use 
 Grammatical use 
 
C1 
 
Task 2 Summarising main ideas 
from non-verbal input 
and  providing solutions 
Non-verbal: 2 
graph/table/chart/diag
ram 
Letter/report (at least 250 
words) 
 Introduction 
 Summarise the main 
findings 
 Discuss possible 
reasons 
 Make suggestions 
 
 
 
 
 
45 mins 
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Georgia State 
Test of English 
Proficiency 
(GSTEP)  
Integrated 
Reading and 
Writing 
Write an essay 
responding to a prompt 
about the reading 
passages 
Verbal: 2 
argumentative texts 
(300-500 words) 
 
Essay 45 mins  Content 
 Organization 
 Language 
 Range 
 Complexity 
 Language 
 Accuracy 
N/A 
IELTS – 
Academic  
Task 1 Describe some visual 
information  
Non-verbal: 2 
graph/table/chart/diag
ram  
Description (150 words) 
 
20 mins  Task achievement 
 Coherence and Cohesion 
 Lexical resource 
 Grammatical range and 
accuracy 
N/A 
Integrated 
Skills in 
English (ISE) 
Exam III 
Integrated 
reading into 
writing task 
Write a report or article 
based on multiple verbal 
and non-verbal materials 
Verbal: a passage and 
a shorter text, perhaps 
in bullet points 
Non-verbal: chart or 
table or diagram 
   
Report / Article (about 300 
words) 
 Summarise information 
from the source texts 
 Give your own opinion 
2 hrs and 30 
mins 
(including  
another two 
writing 
tasks) 
 Task fulfilment 
 Accuracy and range 
C1 
PTE Academic Summarise 
Written Text 
After reading a text, 
write a one-sentence 
summary of the passage  
 
Verbal: a text up to 
300 words  
Summary (not more than 30 
words) 
10 mins  Content 
 Form 
 Grammar 
 Vocabulary 
 Spelling 
N/A 
TOEFL iBT - 
Writing 
Integrated 
Writing 
Task -
Read/Listen/
Write 
Write essay responses 
based on reading and 
listening tasks 
 
 
 
 
 
Verbal: 
 a reading text 
(230-300 words) 
 a listening text 
(230-300 words) 
Summary (150-225 words) 
 summarise the main 
points in the listening 
passage 
 explain how these relate 
to the key points of the 
reading passage 
50 mins 
(including 
another 
writing task) 
 Content (accuracy and 
completeness) 
 Appropriate use of 
language and sentence 
structure 
N/A 
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Some research has been done on test tasks which involve non-verbal materials, 
e.g. IELTS Writing Task 2 (Bridges, 2010), GEPT Advanced Writing Task 2 
(Yu and Lin, forthcoming), a single verbal material, e.g. PTE Academic 
Writing Part 1 (See Chan, 2010). Researchers such as Plakans (2009, 2010) 
has investigated reading-into-writing test tasks which involved multiple 
reading materials, but not in a testing context. Therefore, to narrow the 
research gap, this thesis aims to investigate reading-into-writing test tasks 
which involve multiple verbal inputs, e.g. GEPT Advanced Writing Task 2, 
and multiple verbal and non-verbal inputs. 
2.4.4 Concerns and challenges of using the reading-into-writing task 
type  
While there has been a resurgent interest in using reading-into-writing in large-
scale writing assessments, it is important not to forget that the use of integrated 
reading-into-writing tasks does not offer a simple solution to the problems 
found with impromptu writing tasks (Plakans, 2008).  Additionally, there are 
some unique challenges attached to the integrated task type. This section will 
address some of the concerns of using reading-into-writing tasks to assess 
academic writing ability raised in the literature. 
2.4.4.1 Muddied measurement? 
First of all, some researchers have questioned the possibility of a 'muddied 
measurement' (Weir, 2005: 101) due to the confusing effects of reading and 
writing abilities on the reading-into-writing performance (Alderson, Clapham, 
& Wall, 1995). Their concerns are understandable when reading and writing 
used to be understood largely as two mutually exclusive constructs. However, 
based on current improved understanding of the reading-writing relationship 
and the nature of academic writing ability (as reviewed in Section 2.2), it is felt 
that reading-into-writing tasks actually measure integrated language skills 
which involve, but are not limited to, high level reading skills of creating a 
global representation at a text or intertextual level and knowledge transforming 
writing skills in an authentic manner. Weir et al (2013) argued that no 
independent task type can possibly assess such integrated language skills. 
Their recommendation of reintroducing a reading-into-writing summary task 
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in Cambridge examinations (See also Khalifa & Weir, 2009 Chapter 8) will 
take place in the 2013 version of the writing paper in CPE. 
Nevertheless, it is a common concern that poor performances on any reading-
into-writing could be a result of poor basic comprehension skills (Cumming et 
al, 2004). It is, therefore, important to control the level of the reading texts so 
that the target test takers should be able to comprehend the reading texts, an 
issue which is going to be discussed next.  
2.4.4.2 Appropriate input 
As discussed previously, while the provision of reading texts can reduce the 
potential bias of background knowledge imposed on test takers by providing 
an equal starting point, the task design may unintentionally hinder students 
from completing the task if they cannot comprehend the texts. Therefore, the 
level of the reading input texts is critical to the effectiveness of any reading-
into-writing task. There is no doubt that the difficulty of the reading materials 
should be set at an appropriate level in terms of cognitive and linguistic 
demands, but the discussion should be based on a clear understanding of the 
purpose of the test. This study considers the purpose of reading-into-writing 
tasks to be assessing academic writing skills which involves high-level 
intertextual reading skills, as explained in Section 2.2.5. The use of reading-
into-writing tasks to assess basic reading comprehension skills is beyond the 
focus of this study.  
There is a rich literature on how to identify the difficulty of a reading text/test. 
This body of research will be revealed in Section 2.5.1.2. One recent study of 
such was conducted by Wu (2012) who investigated the issue of the 
comparison of level-based test batteries by comparing two reading tests - 
GEPT and Cambridge Examinations- at two CEFR levels - B1 and B2. Among 
other results, she found that 'the Cambridge B2 level tests were significantly 
more difficult than the GEPT counterpart in terms of test takers' performance 
and cognitive demands, but the Cambridge texts were significantly less 
complex than the GEPT in terms of contextual features' (206). 
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Test takers in her study performed significantly better on GEPT test (higher 
cognitive demands on reading skills) than the Cambridge test (higher linguistic 
demands on comprehending the texts) at the same CEFR B2 level. This 
finding is particularly relevant to our discussion for reading-into-writing task 
because it raises an interesting question of the role of linguistic demands and 
cognitive demands in determining the level of a test. There does not seem to be 
much discussion regarding this issue in the literature. This study aims to shed 
light on the issue by analysing the source texts students read while completing 
their written tasks in the real-life and test contexts. The findings of this study 
will hopefully reveal useful cognitive and contextual parameters to 
differentiate different levels of reading-into-writing test.  
2.4.4.3 Extensive copying of the input materials  
Another problem that arises in reading-into-writing tasks is that the provision 
of reading materials seems to have led to significant lifting of the input 
materials by students (Shi, 2004).  The earlier mentioned study by Cumming et 
al. (2005) found that writers at the middle-range of proficiency tended to use 
more phrases verbatim from source texts than did their more or less proficient 
counterparts. Students in Yu's (2008) study honestly admitted that they 
preferred the use of English summary task as a means to assess their academic 
writing ability because they could 'copy directly from or refer to the source 
texts without necessarily fully understanding the copied text or the whole text' 
(2008: 538). Some researchers are concerned with the negative impact of 
providing writers with reading materials. For example, Lewkowicz (1997) 
argued that the provision of reading materials would restrict the development 
of ideas as students tend to rely heavily on the source texts in terms of ideas 
and language.  
While the above concerns are potential challenges, the problem of 
inappropriate lifting of sources and too much reliance on the source texts also 
exists in the real-life academic context, usually addressed as plagiarism. One 
obvious solution is that the test tasks should reflect plagiarism rules as they 
apply in the real-life academic context.  
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From a test development perspective, clear task instructions which warn test 
takers about the inappropriate use of source texts would help to reduce such 
behaviour. For example, Weir et al (2013) suggested that a task should state 
clearly the permitted amount of direct copying from the reading input texts, e.g. 
no more than 3 words of continuous text. However, it is also important to pay 
attention to the cognitive demands when setting reading-into-writing tasks. 
Any good reading-into-writing task should demand a language and content 
transformation from test takers. It is vital for test developers to be able to 
specify how test takers are expected to interact with the source texts.  
2.4.4.4 Appropriate marking scheme 
Another challenge of using reading-into-writing tasks in large-scale writing 
assessments relates to a seeming lack of appropriate marking schemes. Recent 
studies have found that texts produced across the two task types varied 
significantly. For example, Cumming et al (2005) compared the features of 
texts produced from six trial TOEFL iBT tasks, which included two 
independent essays, two reading-into-writing essays and two listening-into-
writing essays. The results showed significant linguistic differences between 
the independent essays and the integrated essays, with regards to the aspects of 
lexical sophistication, syntactic complexity, argument structure, voice in 
source evidence, and message in source evidence.  
However, it is not uncommon for the same marking scheme to be used for both 
independent writing-only and integrated reading-into-writing tasks. Reading-
into-writing tasks target a range of integrated skills of reading and writing 
which are not likely to be assessed by independent reading comprehension 
tasks or independent writing-only tasks. There is a lack of discussion in the 
literature regarding of the qualities of successful reading-into-writing 
performances (Weir et al, 2013). It is essential to discuss how different levels 
of the reading-into-writing skills can be addressed in the marking scheme (the 
cognitive validity of reading-into-writing will be discussed in detail in Section 
2.5.2). 
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The issue of significant lifting of source texts discussed in the previous section 
also needs to be addressed in the marking scheme so that any inappropriate 
behaviour can be penalised and reflected in the test scores. However, marking 
reading-into-writing scripts can be difficult. The Educational Testing Service 
conducted a series of validation studies while they were revising the old 
TOEFL test to develop the new integrated TOEFL iBT test. One of the studies 
(Lee, Kantor, & Mollaun, 2002) found that raters in the trial had difficulty 
identifying copied language versus students' own wording in the scripts.  
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2.5 Validation in language testing (The socio-cognitive approach) 
Traditionally, validity was seen as an issue of 'whether a test really measures 
what it is supposed to measure' (Cronbach, 1988; Lado, 1961). Test validity 
was addressed by individual enquiries of content, construct, concurrent and 
predictive validities separately until the 1980s. Messick (1989) argued that test 
validity should be seen as a unified concept which integrates considerations of 
content, criteria and consequences into a framework. His view on unitary 
validity broke new ground for current understanding of validity (Weir, 2005). 
The challenges of building a coherent validity argument are to define which 
evidence is needed to demonstrate different validity arguments of a test, and 
how and when to obtain such evidence, and from where. Instead of discussing 
test validity abstractly, the field of language testing has moved towards an 
argument-based approach in test validation in which guidance for collecting 
validity evidence against a set of well-defined criteria is provided (For details 
see Fulcher, 2010; Kane, 2012). The criteria are set based upon the target real-
life contexts. As it is impossible to replicate the entire target real-life contexts 
fully under test conditions, the concept of test validity is a matter of degree of 
representativeness (relevancy and range). The more a test task can represent 
the target tasks in the real-life contexts, the more valid the test is.   In addition, 
instead of building validity arguments of the quality of a test itself, current 
understanding of validity focuses more on the quality of inferences made upon 
test scores. In other words, the inferences of test scores need to be supported 
by evidence of different validity components.   
Sharing a similar view that each individual validity component combines with 
others to collectively demonstrate test validity, Bachman and Palmer (1996; 
Bachman, 1990) argued that construct validity arguments should be built by 
defining the underlying trait of particular abilities or skills hypothesised on the 
basis of a theory of language ability. Following this notion, test developers 
started to make claims regarding which underlying language abilities and skills 
their tests are meant to measure, and what samples of language skills and 
structures are represented in the content of the tests.  Bachman and Palmer's 
(1996) approach undoubtedly improved people's awareness of test construct 
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from a theoretical point of view. However, Hughes (1989, 2003) argued that 
such an approach to building validity arguments itself would not necessarily 
demonstrate the validity of a language test because additional empirical 
research is required to confirm whether (1) such language abilities or skills 
exist, (2) these abilities and skills can be measured, and (3) they are indeed 
measured in a particular test.  
Following the argument-based approach to collecting evidence of test validity, 
Weir (1988) proposed that evidence of individual validity components should 
be collected before the test event as well as after the test has been 
administered. He stressed the need for describing the construct that a test 
attempts to measure at the a priori stage of test development and then 
evaluating how well the construct is operationalised in the test at the a 
posteriori stage. Additionally, Weir (1988) argued that test construct can be 
better defined by the cognitive processing involved in language use in real-life.  
Weir (2005) made a notable attempt to develop an evidence-driven socio-
cognitive validation framework which integrates the considerations of the 
underlying cognitive ability, the context of language use and the process of 
scoring operationalised in the language tests, and the criterion-related 
validity of the tests. Consequential validity (Messick, 1989) was also 
incorporated in the framework. The framework allows test developers and 
researchers to conduct systematic analyses of test input and output, from both 
psycho- and socio-linguistic perspectives. Unlike previous frameworks which 
focused on a uniform construct (content) validity, the socio-cognitive 
framework unpacked the abstract 'construct' of a test in terms of the  cognitive 
and context components in order to provide strong evidence of construct 
validity.  Language examination boards, such as Cambridge English Language 
Assessment in the UK, Language Training and Testing Center (LTTC) in 
Taiwan, Eiken Foundation of Japan (formerly STEP) in Japan, have used the 
framework to revisit the extent to which these major validity components have 
been operationalised in their tests of the four skills, i.e. reading, writing, 
listening and speaking. This socio-cognitive validation approach is believed to 
have led to improvements in test design and has reframed effective validity 
arguments (i.e. coherent evidence of different validity components supporting 
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the interpretation of test scores) regarding the use and interpretation of test 
scores (see Shaw & Weir (2007) - Examining Writing; Khalifa & Weir (2009) 
- Examining Reading; Taylor (ed)  (2011) - Examining Speaking; and 
Geranpayeh and Taylor (ed) (2013) - Examining Listening).  
While the socio-cognitive framework has undoubtedly made a noticeable 
contribution to validation in language testing since 2005, its current 
application limits to language tests which assess the four skills separately. As 
reviewed in Section 2.4.3, the use of integrated reading-into-writing tasks has 
seemingly become a feature of 'new' or revised writing assessments. Therefore, 
it is necessary to extend the application of the framework to the  design and 
validation of the integrated reading-into-writing tests to assess academic 
writing ability. 
This study aims to establish validity evidence of EAP reading-into-writing 
tests in terms of three components of the socio-cognitive framework (Weir, 
2005): context, cognitive and criterion-related validity.  
 context validity - the extent to which the choice of tasks in a test is 
representative of the larger universe of tasks of which the test is assumed to 
be a sample (Weir, 2005, p.19) 
 cognitive validity - the extent to which the chosen task 'represents the 
cognitive processing involved in writing contexts beyond the test itself' 
(Shaw & Weir, 2007, p.34) 
 criterion-related validity - the extent to which test scores correlate with a 
suitable external criterion of performance with established properties (Weir, 
2005, p.35) 
Context validity and cognitive validity are the most important components of 
the construct validity. Criterion-related validity is essential because if the test 
does not predict academic performance then its validity is in doubt. As the first 
large-scale validation study of reading-into-writing test tasks to assess 
academic writing ability, it is necessary to conduct a check on the value of 
using these tasks to predict performance in the target academic contexts. Based 
upon relevant literature, Section 2.5.1 and Section 2.5.2 propose a set of 
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contextual parameters and cognitive parameters to be investigated in this study, 
and Section 2.5.3 reviews previous studies on the criterion-related validity of 
academic writing tests.  
2.5.1 Context validity consideration for academic writing tests  
Context validity addresses the appropriateness of the linguistic and content 
demands set in a writing test task in comparison with the contextual 
parameters of the writing tasks in the target language use context (Weir, 2005; 
Shaw & Weir, 2007). Bachman and Palmer (1996: 44) defined target language 
use domain as 'a set of specific language use tasks that the test taker is likely to 
encounter beyond the test itself, and to which we want our inferences about 
language ability to generalise' (1996: 44). The importance of developing test 
tasks which are representative of the target language use domain is well 
perceived in the literature (Bachman, 1990; Bachman & Palmer, 1996; Weigle, 
2002; Weir 1983, 1990 and 2005). As test takers only respond to one or two 
writing tasks in most writing tests, researchers in the field are concerned about 
how the contextual features of these chosen test tasks may reflect real-life 
tasks in the target language use domain, and how the contextual features of 
these tasks should be controlled in order to simulate appropriate performance 
conditions at different levels. This sub-section discusses the contextual 
parameters which are most relevant to an academic reading-into-writing 
context. 
In the last decade, a few important publications in the writing testing literature 
addressed the issue of task variables from slightly different perspectives.   Four 
of the important pieces of work are discussed briefly below.  
Hughes (2003), in his text book about language testing for language teachers, 
set the 'minimum requirement' of writing task design by identifying the task 
variables need to be specified in a writing test. The most essential task 
variables include operations, types of text, addressees, length of texts, topics, 
dialect and style.    
Weigle's (2002) Assessing Writing, as part of the Cambridge University Press 
series on language testing, targets a more specialised readership. Building on 
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the work of Purves, Soter, Takala, & Vahapassi (1984) and Hale et al. (1996), 
Weigle (ibid) proposed a longer list of the most essential task variables. Apart 
from subject matter, genre, rhetorical task, pattern of exposition, specification 
(of audience, role, tone, and style), length, time allowed, she added stimulus 
material, prompt wording, choice of prompts, transcription mode and scoring 
criteria.   
Shaw & Weir (2007)'s book regarding research and practice in assessing 
second language writing relates particularly to large-scale writing tests, 
especially Cambridge examinations. Building on Weir's (2005) socio-cognitive 
framework, they proposed a more systematic approach to address task 
variables (context validity) in terms of two major components: setting (task 
and administration) and linguistic demands (task input and output).  Setting 
concerns test task as well as administration.  Administration refers to the 
physical testing conditions, logistics and security issues, which will not be 
discussed in this study. Their list of the task setting variables includes response 
format, purpose, knowledge of criteria, weighting, text length, time constraints 
and writer-reader relationship.  Apart from task setting, Shaw & Weir (2007) 
argued for the importance of operationalising the linguistic demands of task 
input and output when developing a writing test task. Parameters of linguistic 
demands include lexical resources, structural resources, discourse mode, 
functional resources and content knowledge. Their notion of controlling the 
demands of task input and output imposed on test takers is particularly useful 
for reading-into-writing tests.  Another contribution of their framework is that 
they attempted to explain how changes in each of these task variables may 
influence the processes used by the test takers (cognitive validity), and in turn 
have an impact on their performance to be scored.   
Douglas (2000), from the perspective of Languages for Specific Purposes 
(LSP) testing, stressed the importance of comparing task characteristics of the 
target real-life and test conditions. In his framework, dimensions of 
comparison include rubric, input, expected response, interaction between input 
and response, and assessment. Task rubric includes objective, procedures for 
responding, structure, time allotment and evaluation. Regarding task input and 
expected response, Douglas (2000) explained thoroughly in his book what 
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parameters need to be specified in order to provide test takers with an 
'authentic' context in the test condition. Task input consists of prompt and 
input data. A valid task prompt should specify the features of context by 
providing information regarding setting, participants, purpose, form, tone, 
language, norms and genre, and identify the problem for the test takers. Test 
developers also need to specify the features of the input data in terms of format, 
vehicle of delivery (e.g. written or spoken), length and level of authenticity. In 
addition, for expected response, test developers need to specify the format, 
type, response content (language and knowledge) and level of authenticity. The 
most insightful category in this framework for our discussion here is the 
interaction between input and response which includes the scope and 
directness of how test takers should interact with the reading materials. The 
last category is assessment which includes construct definition, criteria for 
correctness and rating procedures.  While Douglas's (2000) framework of task 
characteristics was the most detailed among those discussed, some of the 
categories are not strictly task variables, e.g. criteria for correctness and rating 
procedures are typically regarded as part of the scoring validity. Nevertheless, 
his list of identifiable task characteristics is certainly important to be taken into 
consideration while developing a reading-into-writing test that aims to be 
indicative of the target LSP context.  
Building upon their work, this study attempts to identify the contextual 
parameters which are relevant to academic writing which involves integration 
of reading materials in terms of 1) overall task setting (productive demands), 
and 2) input text features (receptive demands).  To the knowledge of the 
researcher, there is seemingly a lack of discussion regarding the contextual 
parameters that are useful to evaluate the context validity of reading-into-
writing tests in the literature. The following Section 2.5.1.1 and 2.5.1.2 review 
the contextual parameters which have been established in the literature to 
evaluate the context validity of reading tests and writing tests. A summary of 
the selected contextual parameters to be analysed in this study is provided in 
Section 2.5.1.3. 
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2.5.1.1 Overall task setting (receptive demands) 
Contextual parameters regarding the overall task setting need to be specified 
on a reading-into-writing task to assess academic writing include, but are not 
limited to, purpose of the task, topic domain, genre, cognitive demands, 
language functions, discourse mode, intended reader, and knowledge of 
criteria.  
Purpose 
Shaw & Weir (2007) stressed that it is vital for a writing task to present test 
takers with a 'clear, precise and unequivocal' purpose which 'goes beyond a 
ritual display of knowledge for assessment' (ibid: 71). Douglas (2000) 
similarly argued that it is important to provide test takers with a purpose for 
interacting with a context, which he called 'the identification of the problem'. 
Presenting a clear and precise purpose in the rubrics would arguably be more 
essential for successful completion of a reading-into-writing task. Research has 
shown that writers plan how to make use of the reading materials based on 
how they perceive the task purpose (Flower et al, 1990).  
Topic domain  
Topic is one of the major variables shown to have significant impact on 
writing performance (Clapham, 1996; Douglas, 2000; Read, 1990). In the 
widely adopted CEFR writing grid, topics are categorised into personal and 
daily life, social, academic and professional domains (Council of Europe, 
2001). Tests of the lowest proficient level typically involve topics from 
personal and daily life, medium level from the social domain whereas the 
highest level typically involves topics from the academic or professional 
domains. Previous studies have shown that writers in general perform better 
with a familiar topic than an unfamiliar one (e.g. Clapham, 1996).  Alderson 
(2000: 69) argued that 'topic (un)familiarity cannot be compensated for by 
easy vocabulary: both difficult vocabulary and low familiarity reduce 
comprehension, but texts with easy vocabulary do not become easier if more 
unfamiliar topics are used, and vice versa'. Urquhart & Weir (1998:143) 
suggested that text content that test takers are sufficiently familiar with can 
53 
 
activate schemata to employ appropriate skills and strategies to comprehend 
the text. Therefore, a topic set for a task has a direct impact on the demands of 
content knowledge and lexical knowledge imposed on test takers.  
Genre  
Genre is defined as 'the expected form and communicative function of the 
written product; for example, a letter, an essay, or a laboratory report (Weigle, 
2002: 62). Johns et al (2006) argued that a genre should not be thought of only 
as a type of text (e.g. letter) or as a situation (e.g. meeting a business client); a 
genre involves both, and is the result of interaction between both. There is 'a 
fluid relationship between text and context, writer's purposes, voice, and 
occasion' (Johns et al 2006: 235).  Essay seems to be the commonly assessed 
genre in most large-scale writing assessment. However, as presented in Section 
2.2.1, essay is only one of the many genres that are required of students in real-
life academic writing contexts.  
Cognitive demands 
Weigle (2002) is one of the few researchers who regarded the level of 
cognitive demands imposed on test takers as a task variable. According to 
Purves et al. (1984), the three major cognitive levels are (i) reproducing 
facts/ideas, e.g. copying from sources, recalling from long-term memory; (ii) 
organising / reorganising information, e.g. retelling information, summary; and 
(iii) generating new ideas through processing the given ideas, e.g. applying, 
analysing, synthesizing, evaluating. This notion seemingly echoes Scarmadalia 
& Bereiter's (1987) distinction between the knowledge telling strategies used 
typically by novice writers and the knowledge transforming strategies typically 
used by expert writers. Douglas (2000) argued that the cognitive demands of 
the interaction between input and output should be analysed in terms of the 
scope of the reading needed to be processed and how directly writers should 
draw upon the material. In other words, a task with more linguistically 
challenging input texts would not necessarily be more difficult than a task with 
easier input texts, if the former requires copying a few factual details and the 
latter requires a thorough evaluation of the given ideas.  According to 
Fitzgerald & Shanahan's (2000) model of the development of reading and 
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writing, a student's ability to handle interaction between reading and writing 
varies across different L1 proficiency stages from lower-level processing of 
mastering reading and writing as two separate skills to higher-level processing 
of handling multiple viewpoints in reading and writing, and constructing and 
reconstructing knowledge through reading and writing. Therefore, it is 
important to consider the cognitive demands of the reading-into-writing tasks 
in terms of the expected interaction between input and output texts. 
Language functions 
Apart from genre, researchers are also concerned about the specific language 
functions test takers are expected to perform, e.g. discuss, express opinions, 
justify. Douglas (2000) regarded the functions which test takers are expected 
to perform on the task, e.g. express himself clearly, edit writing, as construct 
definition. He argued that the functions tested need to be identified based on 
context-based research and consultations with subject specialists. Shaw & 
Weir (2007) saw the possible relationship between the functions tested (what 
they called functional resources) and the can-do statements in CEFR (Council 
of Europe, 2001) which aims to identify what learners are able to do across 
levels. As described earlier, Moore & Morton (1999, 2005) identified some 
discrepancy between the language functions required by real-life academic 
tasks and those required by test tasks.  
Intended reader  
In order to provide an 'authentic' communication context, the audience of the 
test takers' text needs to be specified. Shaw & Weir (2007) argued that it is 
important to specify the relationship between reader and writer. The provision 
of information about intended reader is even more important for reading-into-
writing tasks. 
Time constraint  
Time constraint is one major distinction between real-life and testing 
conditions. Real-life tasks typically allow more time for completion than a 
test task does. There is comparatively little discussion in the literature 
regarding how the time constraint on reading-into-writing tasks influences 
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test takers' cognitive processes. Field (2004) argued that the difference 
between skilled writers and unskilled writers is that the former can employ 
more processes with greater automaticity than the latter.  Another question 
for reading-into-writing tests is the proportion of time allocated for 
processing the reading materials. Most reading-into-writing tests tend to 
allow test takers to decide upon the allocation of time themselves.  
Knowledge of criteria  
Knowledge of criteria is another contextual parameter which often receives 
insufficient attention. Shaw & Weir (2007) argued that test takers should be 
fully aware of which criteria are to be used in the marking. Douglas (2000) 
commented in a similar way that evaluation criteria tend not to be well-
specified in task rubrics. As discussed previously, one challenge of current 
reading-into-writing tests is the lack of specific marking criteria. Knowledge of 
marking criteria is important because it affects test takers' monitoring and 
revising processes where differences between expert and novice writers are 
expected to emerge. In other words, provided with sufficient knowledge of 
marking criteria, skilled writers tend to monitor and revise their text based on 
the criteria whereas unskilled writers tend not to do so.  
2.5.1.2 Input text features (receptive demands) 
In the context of reading-into-writing tests, it is vital to control the receptive 
and productive demands imposed on test takers through specifying the level of 
the input provided for them and the output they are expected to produce. As 
the variety in nature and amount of input material is infinite, it is important to 
investigate how variation in input would influence the quality of output 
(Weigle, 2002). However, without an advanced model of reading-into-writing 
ability in the literature, this is a very challenging task.  
Input format 
The possibilities of input format provided in reading-into-writing tests include 
single or multiple verbal / non-verbal inputs (as presented in Table 2.1).  There 
has been surprisingly little research on the effect of different input formats on 
the writing process. Weigle (1994, 1999) compared two common types of non-
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verbal input: table / chart and graph. The findings indicated that the table/chart 
prompt (making and defending a choice based on information presented in a 
table or chart) tends to elicit traditional five-paragraph essays, while the graph 
prompt (describing trends in a graph and make predictions based on the 
information presented in the graph) would elicit several rhetorical angles.  
While the rhetorical functions of the task, i.e. make and defend a choice vs. 
describe trends, also certainly contribute to the differences found in the output, 
the findings insightfully suggested the need to investigate the variable of input 
data format. For example, it is important to understand if multiple inputs 
encourage intertextual processing and result in more complicated rhetorical 
organisations. 
Discourse mode  
Discourse mode can be broadly defined as narrative, descriptive, expository 
and argumentative. Generally speaking, narrative texts recount an event or a 
series of related events. Descriptive texts describe a person, place or thing 
using sensory details. Expository texts tend to give information about or an 
explanation of an issue, subject, method or idea. Argumentative texts typically 
involve a course of reasoning. 
Concreteness/Abstractness of ideas  
It is believed that a text with more abstract ideas is harder to understand than a 
text which contains more concrete ideas, e.g. description of real objects, events 
or activities. Alderson (2005) argued that the more concrete, conceivable and 
interesting the ideas are, the more readable the text is.  However, concreteness 
of ideas in a text might be difficult to assess. Although automated textual 
analysis tools, e.g. Coh-metrix, claim to be able to assess such quality, Wu 
(2012) found that indices relating to text abstractness and cohesion were of 
limited use, based on the feedback provided by the expert judges in her study.  
Explicitness of textual organisation 
The importance of textual and intertextual reading processes to produce an 
integrated representation of multiple texts has been well established in the 
literature (For example, see Britt & Sommer, 2004; Hartmann, 1995; Perfetti, 
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Rouet, & Britt, 1999; Perfetti, 1997; Spivey, 1997). These intertextual 
processes play a significant role in the cognitive processing that takes place in 
knowledge transforming writing tasks (Scardamalia & Bereiter, 1987). 
Therefore, the textual organisation of the source texts would directly impact 
the complexity of a reading-into-writing task. The reading inputs of reading-
into-writing are usually adapted from authentic texts. The textual structure of 
the test task input text is usually simplified during such procedures to suit the 
level of the test. However, more evidence is needed to discuss the most 
appropriate way to control the textual organisation of reading input materials. 
Cultural specificity 
Hughes (1989, 2003) argued that in language testing the subject areas should 
be as “neutral” as possible to avoid bias being imposed on particular groups of 
test takers. Apart from subject knowledge discussed previously, cultural 
specificity of a text also has an impact on its level of complexity (Sasaki, 
2000).  
Linguistic complexity of input texts (lexical complexity, syntactic 
complexity and degree of coherence)  
In the reading testing literature, there have been many studies on the 
complexity of the reading texts through investigating a wide range of textual 
parameters (See a summary of these studies in Wu (2012). Important studies 
include Bachman, Davidson, Ryan & Choi's (1995) test comparability study, 
Alderson, Figueras, Kujper, Nold & Takala's (2006) study, Enright et al.'s 
(2000) study on TOEFL, and Khalifa & Weir's study (2009) on Cambridge 
reading examinations. In Bachman et al's (1995) study, textual variables such 
as the nature of the text, length, vocabulary, grammar, cohesion, distribution of 
new information, type of information, topic, genre, rhetorical organisation and 
illocutionary acts were identified. Enright et al (2000), investigating TOEFL 
reading, identified three groups of salient textual features:  
grammatical/discourse, pragmatic/rhetorical and linguistic variables. Alderson 
et al (2004) included text source, authenticity, discourse type, domain, topic, 
nature of content, text length, vocabulary and grammar as relevant features for 
text analysis. Khalifa & Weir (2009) summarised the contextual features 
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proposed in the literature and established a subset of contextual parameters 
which can effectively distinguish between levels of proficiency in the 
Cambridge reading examinations.  
Some of the above textual parameters, e.g. topic and discourse mode, have 
already been covered previously (see Section 2.5.1.1).  The discussion here 
focuses on the parameters which impact on the linguistic complexity of the 
input reading materials. Following the practice of previous studies, to make the 
discussion more effective, the parameters are divided into three aspects:  
lexical complexity, syntactic complexity and degree of coherence (Green et al., 
2012; Weir et al., 2013 Appendix B; Wu, 2012).  
The approach to analysing the lexical and syntactic complexity of a text is 
reasonably well established in the literature with a list of commonly used 
lexical indices (e.g. Alderson, 2000; Enright et al., 2000; Khalifa & Weir, 2009; 
Urquhart & Weir, 1998). Word frequency, word length and type-token 
ratio (TTR) are the most commonly used lexical indices. Word frequency 
measures the proportion of vocabulary of a text against different word lists 
such as British National Corpus (The British National Corpus, 2007) and the 
Academic wordlist (Coxhead, 2000). Word length measures the number of 
letters or syllables a word contains, as shorter words tend to be easier to read. 
Type-token ratio measures the number of different words in a text. A higher 
ratio indicates a higher degree of lexical variation and thus suggests increased 
text difficulty. As the type-token ratio decreases, words are repeated many 
times within the text, which should increase the ease and speed of text 
processing. This measure is particularly useful when texts of similiar length 
are compared.  
Text length, average sentence length, syntactic similarity and readability 
formulas are syntactic-related indices commonly used to reflect the 
complexity of a text. Text length measures the total length of a text. The 
longer the text, the more difficult it tends to be. A longer text would require 
more information processing of word recognition, sentence parsing and 
propositional encoding (Grabe, 2009). Average sentence length is often used 
to estimate syntactical complexity because short sentences tend to be 
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syntactically simpler than long sentences. Syntactic similarity measures how 
syntactically similar the sentences of a text are. It is easier to process a text 
with more syntactically similar sentences than with more syntactically 
different sentences due to a syntactic parsing effect.  Readability formulas, 
such as Flesch Reading Ease and Flesch-Kincaid Grade Level, measure the 
relative numbers of syllables, words and sentences found in a text. They are 
widely used to measure text difficulty, especially in the States. Despite the 
widespread application of the readability formulas, researchers (e.g. Green et 
al., 2012; Weir 2012; Weir, et al. 2013 Appendix 2) argued that these 
measures (i.e. Flesch Reading Ease and Flesch-Kincaid Grade Level) seem to 
come up with results which are closely aligned to individual measures of 
average syllables, words and sentences and therefore results from individual 
measures might be more useful for the purpose of development of test 
materials. 
In addition to the lexical and syntactic complexity of a text, degree of 
cohesion is also deemed important to determine the difficulty level of a text. 
Generally speaking coherent texts tend to be easier to comprehend than less 
coherent texts (Beck, McKeown, Sinatra, & Loxterman, 1991).  Goldman and 
Rakestraw (2000) showed that cohesive devices which contribute positively to 
establishing textual coherence would also help readers to connect ideas. 
However, the effects of cohesion may not be a totally independent indicator 
because cohesion interacts with the readers' familiarity of the topic and their 
own proficiency level (Alderson, 2000: 68).  
2.5.1.3 Summary 
Based on Section 2.5.1.1 and Section 2.5.1.2, the contextual features that are 
most relevant in describing different levels of reading-into-writing test tasks 
are compiled in Table 2.2. 
 
 
60 
 
Table 2.2 Contextual parameters proposed to be analysed for the context 
validity of reading-into-writing test tasks 
Overall task setting 
(productive demands) 
Input text features 
(receptive demands) 
 Purpose  
 Topic domain 
 Genre  
 Cognitive demands 
 Language functions to perform 
 Intended audience 
 Knowledge of criteria 
 
 Input format  
 Verbal input genre 
 Non-verbal input genre 
 Discourse mode  
 Concreteness of ideas 
 Textual organisation 
 Cultural specificity 
 Linguistic complexity 
 Lexical complexity 
 Syntactic complexity 
 Degree of cohesion 
 
The traditional method of contextual analysis used to be expert judgement with 
a check-list questionnaire and/or focus-group interview. Recently, with the aid 
of automated text analysis, e.g. Cohmetrix, VocabProfile, researchers are able 
to employ a more systematic and objective methodology for establishing the 
complexity of a text.  A series of studies were conducted to evaluate the 
features of texts used in different large-scale tests by using automated textual 
analysis (See Green, Unaldi, & Weir (2010) for the IELTS Academic Reading 
test; Green et al. (2012) for CAE reading texts, Weir (2012) for the Test of 
English for Academic Purposes (TEAP) writing scripts, Wu (2012) for GEPT 
Reading test). Although these studies were conducted for reading tests (with 
the exception of the Japanese TEAP reading into writing test), the 
methodology and findings can be adapted to suit the reading-into-writing 
context. This study will investigate the above contextual parameters by using 
both qualitative expert judgement and quantitative automated textual analysis. 
The procedures will be discussed in detail in Chapter Three.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             
2.5.2 Cognitive validity considerations for academic writing tests  
A comparison between the contextual parameters set in real-life academic 
writing tasks and those set in EAP reading-into-writing test tasks is important 
but it would not complete the validation of the task type on its own. Bachman 
(1990) pointed out that the deficit of many validation studies is that they 
'examine only the products of the test taking process, the test scores, and 
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provide no means for investigating the processes of test taking themselves' 
(269). The evidence collected for the context validity can only indicate if the 
characteristics of the test tasks are appropriate so that a set of desirable 
cognitive processes may arguably be elicited from the test-takers.  However, 
the actual cognitive processes employed by test-takers in response to the task 
prompt might vary according to different internal and external factors, as 
indicated by models of writing reviewed in Section 2.2.  Hale et al's (1996) 
account of the limitations of their study may further illustrate why contextual 
parameters on their own are insufficient. Initially, they planned to analyse the 
writing tasks by four subcategories of cognitive demands (i.e. retrieve/ 
organise/relate, apply, analyse/synthesise, and evaluate) but they later found it 
'unclear from the wording of the assignment alone [contextual parameters]' 
(1996: 44) which cognitive demands might apply. Their solution was to 
categorise the cognitive demands into two board categories: lower- or higher-
level. Some other researchers also attempted to investigate the cognitive 
demands of academic writing tasks by analysing the rhetorical functions 
presented in the wording of the assignment. For example, Moore & Morton 
(2005) revealed that evaluation, description and summarisation are the three 
most frequently incorporated rhetorical functions. Their findings revealed, to 
some extent, what cognitive demands are required of students in order to 
complete academic writing tasks. However, the cognitive processes test takers 
actually engage in while completing the writing tasks may not be the same as 
those they are expected to employ to complete the tasks by the task 
rubrics/syllabi/teachers. Therefore, effort needs to be made to demonstrate the 
actual cognitive processes employed by the test takers at different proficiency 
levels, even though this is 'rarely an easy matter' (Shaw & Weir, 2007: 35).  
The second aim of the present study is to investigate the degree of 
correspondence in cognitive parameters, between EAP reading-into-writing 
test tasks and real-life academic writing tasks. In order to investigate the 
cognitive validity of a test task, we need to consider the nature of cognitive 
process involved in academic writing. By reviewing relevant models of writing, 
reading and discourse synthesis in the literature in Section 2.2, this study 
proposes that the following five cognitive phases that a writer is likely to go 
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through when writing from reading sources are most relevant to the discussion 
of the cognitive validity of academic writing tests. The five phases are: a) 
conceptualisation, b) meaning and discourse construction, c) organising, d) 
low-level monitoring and revising, and e) high-level monitoring and revising 
(See Section 2.2.5). Based on the literature, the following subsection 
decomposes the cognitive processes that are involved at each of these phases 
of academic writing which requires integration of reading materials.   
2.5.2.1 Cognitive parameters 
The cognitive parameters which are most relevant to the discussion of the 
cognitive validity of academic reading-into-writing tests are proposed below. 
The selection of the processes was based upon the models of writing, reading, 
and discourse synthesis reviewed in Section 2.2. Shaw & Weir (2007) argued 
that when identifying cognitive parameters to be examined in a test, it is 
important to demonstrate how writers at different levels would employ these 
cognitive processes with 'educationally significant differences' (p.142). 
Therefore, the processes discussed below are those which have been 
established in the literature as characterising the writing process employed by 
a skilled writer which distinguishes them from the processes employed by a 
less skilled writer. 
In addition, the selection of the processes was made with reference to, in 
particular, Shaw & Weir's (2007) validation framework for writing tests and 
Khalifa & Weir's (2000) validation framework for reading tests. Although the 
two frameworks treat reading and writing separately with few claims of the 
interaction between the reading and writing process, they are particularly 
useful for the present study because (1) the work was a synthesis of earlier 
reading models and writing models as well as a more recent model by Field 
(2004) which is rooted in the information-processing principles of 
psycholinguistics; (2) the frameworks target the context of L2 reading and 
writing assessments; and (3) the frameworks have demonstrated their 
practicality for test validation purposes. The primary objective of this study is 
to identify cognitive parameters that are useful for the design and validation of 
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reading-into-writing tests. Table 2.3 below presents the proposed cognitive 
parameters to be analysed in this study.  
Table 2.3 Cognitive parameters proposed to be analysed for the cognitive 
validity of reading-into-writing test tasks 
 
Task representation 
This is a process whereby writers create an initial understanding of the 
rhetorical situation of the task for themselves (Flower et al 1990). Writing 
usually starts with the process of task representation. Writers tend to create a 
task representation by reading the task instruction (which usually contains 
information about the overall purpose of the test/assignment, structure of the 
test, time constraints, scoring criteria, word length) and task prompt (usually 
contains information about the topic of the task, genre and intended reader, 
rhetorical functions expected, e.g. describe, discuss, and details about input 
data, e.g. number of texts).  
Task representation is an important process in writing. Grabe & Kaplan (1996) 
argued that writers set goals (planning) based on their understanding of the 
task. When writers approach the same task, they may choose to employ 
different processes based on the task representation they created and hence 
produce very different products.  Flower et al (1990) found that 
undergraduates created task representation differently for the same reading-
into-writing tasks in real-life academic contexts. The students had a different 
understanding of the same task in terms of primary sources of ideas, features 
of the text, organisational structure of the text, and strategies to use.  The 
findings showed that students with more academic writing experience tended 
Cognitive phases Cognitive processes 
Conceptualisation Task representation  
Macro-planning 
Meaning and discourse 
construction 
High-level reading processes  
Connecting and generating 
Organising Organising 
Low-level monitoring and 
revising 
Low-level editing 
High-level monitoring and 
revising 
High-level editing 
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to create a more accurate task representation than those with less academic 
writing experience. Ruiz-Funes (2001) studied the processes of how fourteen 
advanced-level L2 students produced an essay to discuss a literary text. 
Similar to Flower et al's study, Ruiz-Funes found that the writers created task 
representation of the same tasks differently. Her findings also revealed that a 
more cognitively complex representation of rhetorical style did not always 
lead to a text with the most complex textual structure.  
Plakans (2010), as a follow-up to Plakans' study (2008), investigated ten 
undergraduates' task representations on reading-into-writing argumentative 
essays through think-aloud protocols. The findings revealed that the group of 
students who did not have much academic writing experience believed that all 
source texts needed close understanding. In contrast, the group of students 
who were more experienced with academic writing regarded the source texts 
as a tool to generate ideas and tended to read the source texts quickly. 
Scardamalia & Paris (1985) investigated how advanced and novice writers 
may create task representation differently by analysing writers' retrospective 
recalls of the text they produced. They argued that the information beyond the 
content of the text reported in the recall protocols may reflect the task 
representation created by the writer. Their findings showed that almost 50% of 
the recall protocols from advanced writers reveal information other than the 
actual content of the text they produced. In contrast, the recall protocols of 
weaker writers mentioned primarily the text content. Although their method of 
investigating writers' task representation was indirect, their study reflected, at 
least to some extent, that when advanced writers approach a task they tended 
to generate a more complete and complex understanding of the task by 
considering issues such as writing goals, gist of the text (what to write), 
organisational structure of the text (how to write).  Task representation, is 
therefore, an important process which can distinguish skilled writers from 
unskilled writers.  
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Macro-planning 
Following Hayes & Flower's (1983) model which proposed that planning 
involves generating, organising and goal setting, Field (2004) divided 
planning into: macro-planning, organisation and micro-planning to explain the 
different purposes of the planning. Macro-planning is a process in which 
writers set goals, identify possible constraints, and decide where to gather 
ideas for task completion (Shaw & Weir, 2007). Writers typically consider the 
different issues, such as content, purpose of writing, target readership and 
genre during this process. 
Scardamalia & Bereiter (1987) argued that unskilled writers who use the 
knowledge telling approach do not seem to employ planning or goal setting at 
the macro level because they write a text following a process where they 
retrieve relevant ideas from long-term memory. On the other hand, skilled 
writers who use the knowledge transforming approach tend to put explicit 
effort into macro-planning. Field (2004) shared a similar notion that skilled 
writers pay a lot more attention to planning than do unskilled writers. Eysenck 
& Keane (2005) further argued that it is the planning process which helps to 
differentiate skilled from unskilled writers.  Similar results that L2 writers tend 
to plan less than L1 writers were reported by Hyland (2002). L2 writers are 
also found to encounter more difficulty in setting goals. Researchers have been 
attempting to reveal what writers actually plan by using think-aloud protocols.  
The results of Burtis, Bereiter, Scardamalia & Tetroe's (1983) study showed 
that the planning protocols of immature writers closely resemble the ideas 
presented in the text they produced. In contrast, the planning protocols of 
advanced writers consist of 'provisional ideas, goal statements, comments, and 
problem-solving attempts' (Burtis et al, ibid: 154). The process of macro-
planning is believed to be influenced by contextual features of the task (Grabe 
& Kaplan, 1996; Shaw & Weir, 2007).  It is necessary for test developers to 
know how the contextual setting in reading-into-writing tasks impacts on the 
task takers' macro-planning process.   
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Higher-level reading processes 
On a reading-into-writing task, an important activity is to 'read' the input data. 
Reading input data is usually used in reading-into-writing studies as an 
umbrella term to reveal the occurrence (i.e. location and length) of input data 
reading processes during task completion.  It is straightforward to identify 
when and for how long a writer reads the input data, yet it is much more 
important to investigate which reading processes are involved in reading-into-
writing tasks. However, such empirical evidence is seemingly very limited in 
the literature.   
Khalifa & Weir (2009), based on Weir (1983) and Urquhart & Weir (1998), 
identified two major types of reading: careful and expeditious reading which 
students perform in real-life conditions. Careful reading involves 
comprehension of every part of the whole text while expeditious reading 
means processing texts selectively, quickly and efficiently to access desired 
information from a text.  Both careful and expeditious reading can be 
processed at global or local levels. Careful local reading involves primarily 
lower-level processes, such as decoding at the word or phrase levels and 
establishing propositional meaning at the sentence level. Careful global 
reading, on the other hand, is used to handle the majority information in the 
text(s), and thus involves the use of higher-level processes such as linking 
propositions in building a mental model, inferencing, building a mental model, 
creating a text level representation and creating an intertextual representation. 
Independent reading tests tend to test lower-level reading processes because a 
majority of the items focus on the microlinguistic level (for details see Weir 
(1990) for IELTS and TEEP; Urquhart & Weir (1998) for ELTS).  Academic 
reading-into-writing test tasks should aim to elicit high-level reading processes 
from test takers, especially creating a text level representation and creating an 
intertextual representation.  
Expeditious reading includes skimming, search reading and scanning.  These 
processes are similar to the selecting process in the discourse synthesis model 
(Spivey, 1884, 1990, 1997; Spivey & King, 1989). Selecting is a process 
whereby writers select relevant ideas to put in the new text from the source 
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texts or from their own prior knowledge based on a set of criteria perceived as 
appropriate. Spivey (1991) argued that selecting plays an important role in 
constructing meaning because the meaning constructed by the writers is 
blueprinted by what they have selected from internal and / or external sources. 
Scardamalia & Bereiter (1987) argued that advanced and immature writers 
select ideas in significantly different ways. Immature writers 'select' idea units 
by running a test of appropriateness, a process which is similar to what 
Gomulicki (1956) described as an unconscious process of ranking elements 
according to importance when recalling knowledge. In contrast, advanced 
writers select content which is relevant to the task with conscious cognitive 
effort. Their selecting process is guided by explicit sets of criteria regarding 
the writing goal, appropriateness for intended reader, structure of text, 
available linguistic resources.  
Previous studies have investigated what reading processes are tested by 
independent reading tests. Their results revealed that independent reading tests 
tend to be targeted at measuring careful local reading at the clause and 
sentence level rather than careful global reading, and rarely at expeditious 
forms of reading (Urquhart & Weir 1998, Khalifa & Weir 2009; Moore, 
Morton, & Price, 2010). However, there is seemingly a lack of discussion in 
the literature regarding the types of higher-level reading processes being 
elicited by academic reading-into-writing test tasks. 
Connecting and generating 
Connecting is a process in which writers generate links between ideas or new 
meaning by connecting ideas in the source texts with their own knowledge 
(Spivey, 1984, 1990, 1997). Barlett (1932) argued that a person cannot 
understand anything unless he or she 'connects something that is given with 
something other than itself' (p. 227). Spivey (1991) argued that writers 
generate new meaning by connecting content they select from source texts 
with knowledge they retrieve from memory, which can be world knowledge 
(Seifert, Robertson, & Black, 1985), topic knowledge (Pearson, Hansen, & 
Gordon, 1979) and/or schema of discourse knowledge (Rumelhart, 1975). The 
new 'meaning' generated can take the form of inferences of missing details 
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(Kintsch, 1974) or connections between present ideas from source texts and 
ideas stored in mind (Seifert, Robertson, & Black, 1985). 
When writers compose from sources, they actually construct meaning from 
two sources: ideas selected from source texts and ideas retrieved from their 
prior knowledge. According to Scardamalia & Bereiter's (1987) model, the 
writing process of knowledge telling writers is a rather linear and 
straightforward process, from identifying probes, retrieving ideas which are 
relevant to the task from long-term memory, to putting down the ideas. 
Although this meaning construction process itself can be repeated many times, 
the primary purpose of knowledge telling writers is text generation, e.g. to 
generate enough ideas. They tend not to connect ideas provided in the source 
texts with their own prior knowledge deeply. In other words, neither the ideas 
presented in the source texts nor prior knowledge are likely to be reconstructed. 
Therefore, it is not uncommon for large chunks of verbatim copying to be 
found in unskilled writers' texts (for details see Cumming et al. 2005). 
In contrast, regarding the knowledge transforming approach to writing, skilled 
writers constantly connect ideas selected from source texts with those 
retrieved from memory when they are solving the problem of what to write. In 
order to sort out what to write, skilled writers connect ideas from both sources 
to find out which ideas are most relevant or appropriate to the task context. 
However, these ideas from both sources are possibly repetitive or in a different 
order of importance according to the writers' goals. The process of organising 
(which will be discussed next) is usually activated to solve the problem of how 
to express these connected ideas. As a result of these processes, links between 
ideas or new representations of existing knowledge are always generated. 
Despite the important role of connecting and generating in academic writing, 
such processes are largely underrepresented in the majority of academic 
writing tests.  
Organising  
This is a process in which writers organise the ideas to be put into the next text. 
Writers may order the ideas based on an evaluation of the relevance or 
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importance. They may also identify the relationship between different ideas, 
and to the overall text. Spivey (1991) argued that when writers read the source 
texts on a reading-into-writing task, they not only try to comprehend the ideas 
but also to organise relationships between these ideas for the text they are 
about to produce.  Field (2004) argued that there is an abstract provisional 
organisation of ideas in the writers' mind. For example, if a task requires the 
writers to describe an event, most writers would have a sequential structure in 
mind. If the task asks writers to compare and contrast, most writers would 
have an advantages-vs-disadvantages structure in mind. These structures 
generated in writers' minds may or may not be the same as the source texts.  
Therefore, when organising ideas, some writers may retain a similar global 
structure as one presented in a single source text (Spivey, 1984) or generate a 
new structure in order to incorporate different idea chunks from multi-source 
texts (Spivey, 1991).  
Scardamalia & Bereiter (1987) argued that immature writers who adopt the 
knowledge telling approach rely largely on a natural flow of writing without 
devoting much effort to organising the ideas. As knowledge telling writers aim 
at a smooth text generation, they are likely to put down the ideas in the same 
order as they were retrieved from memory (i.e. put down what appeared in 
mind first) or as they were presented in the source texts. In other words, this is 
similar to a process of 'dumping all (the) knowledge at once', which is 
identified as a strategy employed by writing-disabled students whose ability to 
organise is disrupted (cited in Cherkes-Julkowski, Sharp, & Stolzenberg, 
1997:179). Johns & Mayes's (1990) study revealed that less proficient L2 
writers tend to copy without organising the ideas they have selected from the 
source texts.   
On the other hand, advanced writers approach a writing task as a problem-
solving exercise in which they have to solve three major problems of 'what to 
write' created in content problem space as well as 'how to write it' and 'whom 
to write to' in rhetorical problem space (Graham, 2006: 460). When goals and 
constraints in one problem space interact with the other, a process of 
organising is activated in order to settle these goals (e.g. to compare A and B), 
constraints (e.g. lack of a structure of comparison) and resources (e.g. ideas 
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retrieved from memory and/or selected from source texts). Most advanced 
writers would 'transform' available ideas into their own text by explicitly 
ordering them, identifying relationships between them and/or determining 
which are central to their writing goals and so on. 
It is interesting to note that Scardamalia & Bereiter (1987) warned that a 
cohesive text can also be produced by a mere knowledge telling process by 
'skilled' immature writers whenever there is a smooth retrieval of ideas from 
memory by probes identified from the task prompt. Shaw & Weir (2007) 
argued that organising is an important process as it is closely related to the 
organisational requirements and assessment employed in most large-scale 
writing tests, e.g. FCE, CAE and CPE.   
Micro-planning and translating 
Field (2004) argued that writers conduct planning and organising not only at a 
macro level of text production, but also at the sentence and paragraph level. 
For micro-planning, writers plan for the part of the text that is about to be 
produced. At the paragraph level, writers plan for the goal of a particular 
paragraph and possibly align it with the previously formed macro-plans (e.g. 
writing purpose, genre, readership and overall structure) as well as the text 
produced so far. At the sentence level, writers plan for the structure of an 
upcoming sentence. Field (2004:329) argued that the actual text is produced 
based upon these micro-plans rather than macro-plans. Translating is the 
process whereby a writer's internal ideas are translated into linguistic forms. 
Shaw & Weir (2007) argued that the language translated needs to be not just 
lexically and syntactically appropriate but functionally appropriate as well. 
Field (2005) further pointed out that the cognitive demand of translating for 
L2 writers may be so high that the execution of other processes is hindered.  
Micro-planning and translating are two important phases in writing. However, 
when compared to other processes, micro-planning and translating seem to be 
more difficult to be reported reliably unless through directed verbal protocols 
(Field, 2004). Previous studies which investigated these two processes usually 
focused on these individual processes solely under experimental settings (see 
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Kellogg, 1994 for a review). These two processes will not be investigated in 
this study (for more explanation, see Chapter Five).  
Monitoring and revising (editing) 
Although monitoring appears to receive less attention in previous models, 
Field (2004: 330) argued that writers actually monitor at different levels of 
their text production at different stages of the process. Nevertheless, he 
suggested that most writers are likely to 'monitor at only one level at a time, 
either the sentence, the paragraph, the text so far' or the completed first draft. 
Therefore, it is likely that lower-level features such as accuracy of spelling, 
punctuation and syntax are monitored during the text production process while 
higher-level features such as development of arguments are usually monitored 
at a post-production stage. Field (2004) found that unskilled writers encounter 
difficulties in assessing rhetorical impact and locating possible areas of 
revision. In contrast, monitoring plays an important role in skilled writers' 
processing. Field (2005) further argued that many L2 writers do not monitor 
because they may not be able to assess their plans during translation due to the 
additional cognitive demands of spelling, syntax and lexical retrieval.  
The process of revising is highly connected to the monitoring process as 
writers identify areas which need revising through the monitoring process. 
Although all areas identified will not necessarily be revised, it is very unlikely 
that revising occurs without monitoring.  Generally speaking, there are two 
levels of revising. The higher-level relates to aspects such as meaning and 
coherence whereas the lower-level relates to accuracy or range of grammar, 
vocabulary and sentence structure. In the EAP context, writers are also 
concerned with plagiarism. In other words, writers will revise unsatisfactory 
parts where quotations are poorly made or where sentences are copied directly 
from source texts.  
Many studies have compared the revising process employed by skilled and 
unskilled writers and found that skilled writers are better at revising than less 
skilled (Graham & Harris, 2000, 1996; Severinson Eklundh & Kollberg, 2003). 
Flower & Hayes (1980) found that fifteen per cent of the protocols made by 
skilled writers related to revising.  Perl (1979) found that writers who followed 
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the knowledge transforming model made revisions about goals and main ideas. 
With the aid of key-stroke logging technology, systematic analysis of 
revisions is now possible. Severinson Eklundh & Kollberg (2003) used it to 
investigate how texts were constructed by skilled writers (a group of 10 
university students) by tracking all the writers' revisions of the texts 
throughout the writing process. They found that these writers conducted 
revisions of different aspects: creating a new global content unit, revising the 
contrast, revising for consistency, revising for coherence, revising for clarity, 
explicitness, or emphasis, revising to eliminate repetition, revising to 
emphasize text structure.  
In contrast, unskilled writers tend to devote little attention to revising. They 
usually revise at lower level, e.g. correcting errors and making small changes 
in wording (Fitzgerald, 1987; MacArther, Graham, & Harris, 2004). Perl 
(1979) found that some unskilled writers would make revisions at the sentence 
level, but the revisions tend to focus on 'the order of adding an introductory 
sentence, adding a conclusion, providing additional descriptive information, 
and inserting missing information' (155). 
Scardamalia & Bereiter (1987) further showed that based on data collected 
from a 6-week group instruction on writing, it was possible to increase the 
number of revisions made by immature writers, but not to improve the level of 
the revisions they made. It seems likely that it is the level of revising rather 
than the number of revisions that distinguishes unskilled writers from skilled 
writers.  
Therefore, for the purpose of better distinguishing the processes employed by 
writers at different proficiency levels, it is important to investigate the level of 
the monitoring and revising processes elicited by the reading-into-writing test 
tasks. 
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2.5.2.2 Summary 
A glossary of the processes to be analysed in this study is provided in Table 
2.4. 
Table 2.4 Working definitions of the cognitive processes 
Cognitive 
processes 
Working definitions 
Task 
representation 
 Create an initial understanding of the task (e.g. the 
overall purpose of the test/assignment, structure of the 
test, time constraints, scoring criteria, word length, 
topic, genre and intended reader, rhetorical functions 
to perform)  
Macro-planning  Plan for writing goals, content and organisation of the 
text. 
 Identify major constraints (genre, readership, language 
resources) 
Higher-level 
reading  
 Careful reading to create textual and / or intertextual 
representations 
 Search reading (e.g. select ideas which are relevant to 
the task context  to put in the new text from the source 
texts based on a set of criteria perceived as 
appropriate) 
Organising   Organise the ideas to put in the next text (e.g. 
prioritize ideas in terms of relevance or importance, re-
order, re-combine, delete, categorise, create new 
structure) 
Connecting and 
generating 
 Generate links between ideas or new meaning by 
connecting ideas/discourse features provided in the 
source texts with their own knowledge.  
Micro-
planning* 
 Plan for the part of the text that is about to be 
produced 
Translating*  Translate abstract ideas into linguistic forms 
Monitoring and 
Revising 
(editing) 
 Higher-level: meaning and coherence, impact of reader 
 Lower-level: accuracy or range of grammar, 
vocabulary and sentence structure, plagiarism 
*The processes of micro-planning and translating are not analysed in this 
study. 
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2.5.3 Criterion-related validity considerations 
2.5.3.1 What is criterion-related validity? 
Criterion-related validity, unlike contextual and cognitive validity, is a form of 
external evidence for the validity of a test obtained post hoc using statistical 
procedures. It is  defined as 'a predominantly quantitative and a posteriori 
concept, concerned with the extent to which test scores correlate with a 
suitable external criterion of performance with established properties' (Weir, 
2005: 35).  The comparison between test scores on the test to be validated and 
the external criterion of performance may be either concurrent or predictive in 
nature. Concurrent validity is usually examined by 'comparing scores from a 
given test with some other measure of the same ability of the test takers taken 
at the same time as the test' (Shaw & Weir, 2007: 229), whereas predictive 
validity involves comparing the test scores with an external measure of the 
same candidate's performance some time later, after s/he has taken the test. The 
most commonly used external measures include test scores, rating by teachers, 
test takers' self-assessment, and real-life academic results (for examle, see 
Bachman et al., 1995; Davies & Criper, 1988; Weir, Chan, & Nakatsuhara, 
2013; Wu, 2012).  
According to the test linking literature, this body of research has four major 
purposes, a) to link parallel test forms; b) to link tasks of the same construct 
but different format, lengths or levels, c) to generate unidirectional prediction 
from one task to a different task; and d) to link different tasks via rating using a 
common scale (see Feuer, Holland, Green, Bertenthal, & Hemphill, 1999; Linn, 
1993; Mislevy, 1992). This study focuses on the third purpose, i.e. to 
investigate to what extent the reading-into-writing test scores relate to real-life 
academic scores. Nevertheless, establishing relationships between test scores 
and real-life performances is never an easy task. Previous studies, which will 
be reviewed in Section 2.5.3.2 below, showed contradictory findings regarding 
the correlations between test scores and real-life scores. One may question the 
value of establishing such criterion-related validity between test scores and 
real-life scores. However, for language tests which are used with a gate 
keeping function in the admission of students to university, it is necessary for 
test developers to demonstrate to what extent test scores relate to real-life 
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academic scores.  Users of the test scores can then decide how to interpret the 
test scores as an indication of whether the test taker possesses a certain level of 
proficiency in English sufficient to cope with the language demands in the 
real-life academic context. The value of validating tests against suitable 
external criteria has been advocated by professional testing bodies such as the 
Association of Language Testers in Europe (ALTE) (see ALTE, 1998). 
Clapham (1988) urged that 'however difficult this [to check a test's external 
validity] may be, we clearly have to make the external criteria as valid and 
reliable as possible' (p.49).  
 
As explained previously, the present study will put slightly more emphasis on 
establishing the a priori context and cognitive evidence of reading-into-writing 
tests than establishing the a posteriori criterion-related validity of reading-into-
writing tests. This is because any results of the criterion-related validity of a 
test need to be built upon valid context and cognitive parameters in the 
performances instantiated by the test itself. Therefore, the discussion below 
will be shorter than the previous discussion on contextual parameters (Section 
2.5.1) and cognitive parameters (Section 2.5.2).   
2.5.3.2 Previous studies on criterion-related validity 
This sub-section reviews the relevant studies on criterion-related validity in 
the literature and highlights a few issues related to research nature and sample 
size, results of correlations between overall test scores and academic outcomes, 
and results of correlations between writing test scores and academic outcomes. 
Research nature and sample size 
Previous studies of criterion-related validity between test scores and academic 
outcomes are predominantly quantitative. Most studies measure academic 
achievement by Grade Point Averages (GPA)  (e.g. Allwright & Banerjee, 
1997; Archibald, 2001; Avdi, 2011; Cotton & Conrow, 1998; Dooey & Oliver, 
2002; Dooey, 1999; Feast, 2002; Green, 2005; Humphreys et al., 2012; Read 
& Hayes, 2003). Some used coursework grades (e.g. Ingram & Bayliss, 2007; 
Ushioda & Harsch, 2011). The sample size of the criterion-related validity 
studies varies widely from 17 (Read & Hayes, 2003) to thousands (Cho & 
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Bridgeman, 2012). However, most studies had a sample size less than a 
hundred.  
Results of correlations between overall test scores and academic outcomes 
The findings of the correlations between overall test scores and academic 
outcomes in the literature are contradictory. Some studies showed no 
significant correlations between the two measurements.  Cotton & Conrow 
(1998), who studied 33 students, found no significant correlations between the 
participants' IELTS bands and the language difficulties they experienced in 
their course work. Ingram & Bayliss (2007) studied 28 non-native students' 
language behaviour by students' self-assessment, interview, teachers' rating 
and researcher's observation. They found that while the students were 
generally able to produce the target language, there was no significant 
relationship between their IELTS scores and course-related task scores. Other 
studies such as Kerstjens & Nery (2000) shared similar results. They 
investigated the correlations between 113 first-year international students' 
overall IELTS bands and their GPA, and reported a non significant correlation 
coefficient of 0.15. Dooey (1999) investigated the university admission 
threshold level of IELTS 6.0 in particular. The results showed no evidence that 
students who did not meet such level are more likely to fail.  
Some others found significant, but usually low, correlations between the two 
measurements. Criper & Davies (1988), one of the earliest studies, found a 
correlation of 0.3 between participants' English Language Testing Service 
(ELTS) scores and their GPA. Two decades later, Feast (2002) similarly found 
a significant but weak regression coefficient of 0.39 for between IELTS scores 
and GPA, with 101 international students in an Australian university. Cho and 
Bridgeman (2012), in their study of 2594 students, also found a weak 
correlation between TOEFL iBT and GPA. Their study was one of the largest 
scale studies of this kind. Yen & Kuzma (2009) investigated 77 
undergraduates at a British University and found that their IELTS scores 
correlated significantly with their first semester GPA 0.46 and their second 
semester GPA at 0.25.  
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Results of correlations between writing test scores and academic 
outcomes 
On the other hand, some studies compared the predictive power of the 
individual macro-skills, i.e. reading, listening, speaking and listening. 
Generally speaking, receptive reading and listening test scores tend to have 
better correlations to academic outcomes than productive speaking and writing 
test scores. Writing test scores tend to have lower correlations to academic 
outcomes; that could also be because speaking and writing tests usually use a 
more limited point-scale than reading and listening tests. A limited range of 
scores has been seen as one of the problems of criterion-related validity 
studies (Ingram & Bayliss, 2007).  
Similar to the results of studies into the predictive power of overall test scores, 
the results of studies comparing writing test scores and academic outcomes are 
inconclusive. Cotton & Conrow (1998) found no significant correlation 
between 17 students' IELTS writing scores and their GPA. Humphreys et al. 
(2010), who studied 51 students from different disciplines, found no 
significant correlation between the participants' IELTS Writing test scores and 
their academic grades in either first or second term. Ingram & Bayliss (2007) 
investigated the relationships between students' IELTS writing scores and their 
self-rating regarding the difficulty they experienced in completing essays and 
reports. The findings revealed no correlation between the two measurements. 
However, studies with a larger sample size tend to report significant results. 
The earlier mentioned Kerstjens & Nery's (2000) study found a significant 
correlation of 0.25 between IELTS writing scores and GPA.  Ushioda & 
Harsch (2011) found that IELTS Writing explained over 33% of the variance 
in academic coursework grades. While these results comparing writing test 
scores and academic outcomes are inconclusive, they have suggested the range 
of correlations found between writing tests and academic outcomes.  
 
Implications from previous studies 
While the above mentioned studies have provided insights into the 
relationships between test scores and academic outcomes, the use of GPA as a 
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measurement of academic outcomes has been criticised.  Many researchers 
argue that final academic success arguably depends on a range of non-
linguistic factors rather than solely on language proficiency (Davies & Criper, 
1988; Ingram & Bayliss, 2007; Weir, 2005). Affective factors/motivation, 
learning strategy and social-cultural factors are the most commonly discussed 
factors in the literature (See for example, Cotton & Conrow, 1998; Ingram & 
Bayliss, 2007; Kerstjen & Nery, 2000). It is beyond the scope of this study to 
discuss these non-linguistic factors. However, the limitations of using GPA as 
the measurement of academic outcomes mean that it should be avoided. This 
study therefore will select more relevant external measurements of test-takers' 
real-life writing performance than using their GPA. 
Secondly, previous studies tended to focus on the overall test scores, which are 
reasonable for their own research purposes, e.g. establishing the general 
degree of accuracy against external (final) measurements. However, 
information regarding individual papers is more useful for the purpose of test 
improvement. As reviewed above, only a limited number of studies 
investigated the correlations between writing test scores and academic 
outcomes. And none of them investigated the predictive power of writing test 
tasks which involve multiple verbal inputs or multiple verbal and non-verbal 
inputs.  
 
While reading-into-writing tasks have been in use for a long time (see Section 
2.3), the criterion-related validity evidence of reading-into-writing tests is 
scarce in the literature. The present research aims to examine the extent to 
which reading-into-writing tasks can provide predictive information about 
students' writing ability in a real-life academic context and if reading-into-
writing tests would provide any new information which has not been revealed 
by writing-only tests.  
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2.6 Research Questions 
In light of the literature reviewed in this chapter, the three main research  
questions to be addressed in this study are: 
 
1. What are the contextual characteristics of the academic writing tasks that 
students would normally encounter in real life? To what extent do the 
reading-into-writing test tasks resemble these contextual features under 
test conditions? 
 
2. What are the cognitive processes that students would normally employ 
to complete the real-life academic writing tasks? To what extent do the 
reading-into-writing test tasks elicit these cognitive processes from test 
takers? 
 
3. To what extent can performances on the reading-into-writing tests 
predict test takers' ability to perform on real-life academic writing tasks? 
 
Building on Weir's (2005) socio-cognitive framework, the present study 
attempts to establish the construct validity of integrated reading-into-writing 
tests by investigating their context, cognitive and criterion-related validity. 
This study first of all investigates the contextual features of real-life academic 
writing tasks and the cognitive processing employed to complete these tasks, in 
order to define the qualities of a valid task in assessing academic writing 
ability. It then examines the contextual features of two types of reading-into-
writing test tasks (essay with multiple verbal inputs and essay with multiple 
verbal and non-verbal inputs) and the cognitive processes elicited by them. 
The results collected from both the real-life and test conditions are compared 
to provide empirical evidence of the contextual and cognitive validity of 
reading-into-writing tests in assessing academic writing ability. 
In other words, RQ1 investigates whether the characteristics of the reading-
into-writing tasks are an adequate and comprehensive representation of those 
that would be normally encountered in the real-life context. RQ2 investigates 
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whether the cognitive processes required to complete the reading-into-writing 
test tasks sufficiently resemble the cognitive processes which a test taker 
would normally employ in non-test conditions, i.e. are they construct relevant 
(Messick, 1989). Is the range of processes elicited by the test tasks sufficiently 
comprehensive to be considered representative of real-world behaviour, i.e. not 
just a small subset of those which might then give rise to fears about construct 
under-representation? Finally, comparisons are made between performances on 
the real-life tasks and the reading-into-writing tests to find out the extent to 
which performances on reading-into-writing tests predict test takers' ability to 
perform on real-life academic writing tasks (RQ3). 
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3 METHODOLOGY 
3.1 Introduction 
Firstly this chapter describes how the two academic writing tasks and the two 
reading-into-writing test tasks were selected as being representative of real-life 
academic and test tasks in this study, and describes the basic features of these 
tasks (Section 3.2).  The chapter then describes the research design of this 
study with respect to the investigation of the three components of language test 
validity: context validity (Section 3.3), cognitive validity (Section 3.4) and 
criterion-related validity (Section 3.5).  Each of these research design sub-
sections presents the details of participants, data collection methods and 
instruments, data collection procedures and methods of data analysis (See 
Table 3.1 for an overview of the study). A summary of the chapter is provided 
in Section 3.6.  
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Table 3.1 Overview of the study 
Focus Data collection in both real-life and test conditions Data analysis 
Context 
validity  
(RQ1) 
 Investigated the overall task setting by expert judgement (n=10) 
on 7 categories, i.e. purpose, topic domain, genre, cognitive 
demands, rhetorical functions, intended reader and knowledge of 
criteria 
 Investigated the input text features by expert judgement (n=2) on 
7 categories, i.e. input format, verbal input genre, non-verbal input, 
discourse mode, concreteness, textual organisation and cultural 
specificity, and automated textual analysis (17 indices measuring 
lexical complexity and syntactic complexity and degree of 
cohesion) 
 Descriptive analyses of the expert judgement results 
 Non parametric independent sample tests to compare the 
automated textual indices between a) real-life input texts and Test 
Task A (with multiple verbal inputs) input texts, and, b) between 
real-life input texts and Test Task B (with multiple verbal and 
non-verbal inputs) input texts 
Cognitive 
validity  
(RQ2) 
 
 Investigated the cognitive processing elicited in both the real-life 
and test conditions by a Cognitive Process Questionnaire (a total 
of 443 questionnaires were collected from 219 participants – 70 on 
real-life task A, 73 on real-life task B, 160 on reading-into-writing 
Test Task A, 140 on reading-into-writing Test Task B) 
 Exploratory factor analyses to show the underlying structure of the 
cognitive processes elicited in each condition 
 Non parametric independent sample tests to investigate whether 
the cognitive parameters distinguished the processes employed by 
high-achieving and low-achieving participants in each condition. 
 Non parametric related-sample tests to investigate whether the 
cognitive processes elicited by the each of the two reading-into-
writing tests resembled the processes employed by the test takers 
(whole population and in groups of proficiency) in the real-life 
conditions 
Predictive 
validity 
(RQ3) 
 Collected the participants' performances on real-life task A, real-
life task B, two other real-life tasks (i.e. question-and-answer test 
and case-study exam) and the two reading-into-writing test tasks 
 Descriptive analyses of the performances on each task. 
 Analyses of the correlation between performances on the real-life 
tasks and Test Task A, and between the real-life tasks and Test 
Task B 
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3.2 Reading-into-writing tasks 
3.2.1 Real-life academic writing tasks 
The first step to understanding what makes a reading-into-writing task valid for 
assessing academic writing was to investigate what tasks are used in the target 
real-life academic context (Hamp-Lyons & Kroll, 1996). This sub-section 
describes the real-life academic writing tasks used in this study. Based on the 
literature review in the last chapter, it is now clear that academic writing tasks 
almost always involve the use of reading materials as well as the writer's 
internal resources, and that high-level knowledge transformation processes 
play an important role in academic success (See Section 2.2). It is beyond the 
scope of this thesis to conduct a comprehensive survey of academic tasks as 
previous studies have done (See Section 2.2.1 for a review of these studies). 
Nevertheless, for the purpose of this empirical validation study, it was first of 
all necessary to sample the real-life academic writing tasks within the local 
context of the study. 
To the researcher's knowledge, the present thesis is the first EAP reading-into-
writing validation study covering both contextual and cognitive validity as 
well as predictive power. It was felt appropriate that the present study limits its 
scope to a single British university and to a single discipline. As mentioned in 
Section 1.1.2, University of Bedfordshire (UoB) is one of the twenty largest 
recruiters of international students (UKCISA, 2012).  The Business discipline 
was chosen for the purposes of investigation because Business and 
Administrative Studies contained the highest proportion of international 
students in the UK (36%) (UKCISA, 2012). In addition, the Business School 
at the UoB is the largest Business School in the region with six departments, 
4000 students and over 100 teaching and research staff (University of 
Bedfordshire, 2013).  
Sampling the predominant real-life tasks started with a survey of the writing 
task types assigned to students at the Business School of UoB. Eight module 
handbooks were collected from the University's Business School. The 
specifications and assessment plan of each module were assessed according to 
the following criteria: 
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 Enrolment rate of the module  
The Business School offers students a choice of different selective 
modules to complete their programme. In order to guarantee an 
adequate sampling of the number of students of each module, modules 
which had an enrolment rate of less than 50% of the population were 
not considered. 
 Individual writing assignments only  
Group/collective assignments were sometimes used in the Business 
School but this thesis focuses on individual writing tasks only. These 
tasks were therefore not considered. 
 The type of input source involved 
The type of input source involved in each task was examined. All tasks 
involved multiple input types.  
 The type of response text (genre) required 
Essay and report were apparently the most common genres assigned in 
the modules. Repeated genres were not considered.   
As a result, two writing tasks were selected from two different modules to 
represent the predominant real-life tasks in this study (see Appendix 3.1.1 and 
3.1.2 for the two real-life tasks). Table 3.2 describes the basic features of these 
two real-life tasks. To define the target constructs of a valid academic writing 
task, the two real-life tasks were analysed in terms of their contextual and 
cognitive parameters as well as students' performances (See Section 3.3, 3.4 
and 3.5 for details of the research design of each component).  
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Table 3.2  Basic features of these two real-life tasks 
Real-
life 
tasks 
Genre Task instructions Input Output 
A Essay Write an essay on a given 
topic  
- Summarise salient 
issues 
- Discuss the issues with 
justified personal views 
 Verbal (a 
stimulus article)  
 Non-verbal  
 Students are 
expected to used 
other input texts 
of their choice 
5000  
words 
 
B Report Write a report to forecast 
the business of a company  
- Describe the data 
- Discuss and justify 
ways of analysis 
- Make 
recommendations  
 Verbal 
 Non-verbal (a 
numeric dataset) 
 Students are 
expected to used 
other input texts 
of their choice 
2000 
words 
 
A small corpus of the real-life input texts 
In the literature, there are a few studies investigating the features of texts 
students have to read in an academic context (e.g. Green, Unaldi, & Weir, 
2010; Weir, Hawkey, Green, Unaldi, & Devi, 2009). However, there is 
seemingly insufficient discussion regarding the difficulty level or features of 
the texts students read in order to complete writing tasks in an academic 
context.  A reasonable start was to build a small corpus of real-life input texts 
by sampling from the texts students read to complete the two selected real-life 
tasks by the following steps: 
1. 100 student scripts were collected from each of the selected real-life tasks, 
totalling 200 students' scripts.  
2. The bibliography of each script was examined. 
3. The ten most cited source texts from each of the two real-life tasks were 
identified. 
4. Three extracts (from the beginning, middle and end of each text) were 
obtained from each of the twenty selected source texts. Each extract was 
about 500 words long.  
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5. A small corpus of real-life input texts, containing 60 extracts from the 20 
most cited source texts, was computed. 
3.2.2 Reading-into-writing test tasks  
In order to investigate how closely the contextual and cognitive parameters of 
real-life academic writing tasks are being represented in the reading-into-
writing tests, a range of reading-into-writing test tasks from current large-scale 
language tests were collected (See Section 2.4.3 for a review of these reading-
into-writing test tasks). This sub-section describes the reading-into-writing test 
tasks used in this study. The tasks collected included IELTS Academic Task 1 
(with a non-verbal input), PTE Academic – Summarise Written text (with a 
single short verbal input), TOEFL iBT Integrated Writing (with verbal and 
listening inputs), GEPT Advanced Writing Task 1 (with multiple verbal inputs) 
and Task 2 (with multiple non-verbal inputs), and Trinity Integrated Skills in 
English (ISE) Level IV Task 1 (with multiple verbal and non-verbal inputs) 
and Task 2 (with multiple verbal inputs). The suitability of these tasks for this 
study was assessed based on: 
 Purpose of the test  
Reading-into-writing test tasks which are not for academic purposes 
were excluded.  
 Literature gap / use of multiple sources 
As reviewed in Section 2.3, reading-into-writing involving multiple 
input sources have largely been neglected in the literature. Preference 
was then given to tasks which involve multiple sources.  
 Access to authentic test tasks  
As the purpose of this thesis is to establish the construct validity of 
reading-into-writing tests, it was felt that using real test tasks, i.e. not 
practice tasks, would be more suitable. 
 Access to standardised scoring  
As RQ3 involves analysis of test scores, access to standardised scoring 
was necessary.  
As a result, the GEPT Advanced Writing Task 1 (hereafter Test Task A) was 
selected because this task type (i.e. summarising multiple verbal source texts 
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and giving personal opinions and justifications) has not received much 
attention in the literature and met the above criteria (for Test Task A, see 
Appendix 3.1.3). To the knowledge of the researcher, the cognitive processes 
elicited by such a task type have not been investigated under authentic test 
conditions. In addition, the researcher was able to obtain agreement from the 
examination board to supply authentic test tasks and provide standardised 
scoring of the scripts.  Ten testlets of Test Task A were used in the contextual 
analysis of this study. Two passages were collected from each of the ten 
testlets of the test, resulting in a collection of twenty Test Task input texts.  
Based on the results of sampling the real-life tasks in the context of this study, 
tasks with multiple verbal and non-verbal inputs were common in the target 
academic writing context. However, when this study was conducted, there 
seemed to be no publicly available standardised EAP reading-into-writing test 
tasks incorporating such a task type.  Therefore, the second test task (hereafter 
Test Task B) for the study was chosen from a newly developed University in-
house diagnostic test (for Test Task B, see Appendix 3.1.4). As mentioned in 
Section 1.1.2, in the local context of this research, there was a need to assess 
newly arrived international students' academic writing abilities by a valid 
diagnostic test at the University of Bedfordshire. The reading-into-writing task 
which requires the use of multiple verbal and non-verbal inputs was developed 
by the Centre for Research in English Language Learning and Assessment 
(CRELLA) to be used in the University's diagnostic test
3
 (The researcher was 
part of the test development team). As Test Task B was a newly developed test, 
at the time of the study, only one operationalised testlet was available.  
The basic features of the two selected reading-into-writing test tasks are 
provided in Table 3.3. 
 
 
 
                                                          
3
 Details of the test development and test specifications are available in a separate construct 
document (CRELLA, forthcoming) 
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Table 3.3 Basic features of Test Task A and Test Task B 
Test 
task 
Test instructions Time 
allowance 
Input Output Function Level 
A   Write a 
comparative 
essay 
summarising the 
main ideas from 
the verbal inputs 
and stating own 
viewpoints 
 
60 
minutes 
2 articles 
without 
non-
verbal 
input 
At 
least 
250 
words 
Criterion-
referenced 
level 
specific 
test 
CEFR 
C1 
B  Summarise the 
main ideas from 
both verbal input 
and non-verbal 
inputs and 
express opinions 
60 
minutes 
2 articles 
with a 
non-
verbal 
input 
each 
180-
200 
words  
 
University 
in-house 
diagnostic 
test 
CEFR 
B2 
 
Section 2.3 has described the procedures of selecting the two real-life 
academic writing tasks and two reading-into-writing test tasks to be used in 
this study. These four tasks will be used in the investigation of the three 
validation components described in Sections 3.3, 3.4 and 3.5 below.  
3.3 Research design: context validity  
Context validity of a writing task addresses the particular performance 
conditions, the setting under which it is to be performed (such as purpose of 
the task, time available, length, specified addressee, known marking criteria as 
well as the linguistic demands inherent in the successful performance of the 
task) (Shaw & Weir, 2007: 64). This sub-section describes how contextual 
features of the real-life and reading-into-writing test tasks were analysed in 
this study.  
3.3.1 Participants 
Ten judges with experience in language testing and/or language teaching were 
recruited to form an expert panel to evaluate the contextual features of the 
real-life tasks and test tasks. Figure 3.1 presents the profile of the judges' 
experiences.  
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Figure 3.1The profile of the judges' experiences 
 
3.3.2 Data collection methods and instruments 
3.3.2.1 Contextual parameter proforma for expert judgement 
A Contextual Parameter Proforma was developed to address the task variables 
reviewed in Section 2.5.1. The proforma aimed to facilitate an 
operationalisable analysis of the contextual variables of the reading-into-
writing tasks by a group of judges. Two pilot studies informed the 
development of the proforma. 
First pilot 
The first version of the proforma was drafted based on Shaw & Weir's (2007) 
contextual proforma for writing tests and Wu's (2012) contextual proforma for 
reading tests. A range of categories which are appropriate to the context of this 
study were chosen. Other materials such as Chapter Two of Weigle's 
Assessing Writing (2002) and the CEFR grid for writing tasks (ALTE, 2011) 
were consulted to develop the choice under each category. The draft proforma 
in this study included 10 categories of contextual feature: genre, purpose, 
topic domain, rhetorical task, cognitive demands, cultural specificity, input 
text abstractness, writer-reader relationships, language functions and 
knowledge of criteria. It was piloted with 10 judges (7 language testing 
experts, 1 Business subject lecturer, 2 language teachers). They were 
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instructed to use the proforma to analyse one real-life task and one test task 
individually. Verbal feedback regarding the effectiveness of the proforma and 
their experience of the analysis was collected. Changes were made to address 
the following concerns raised in the pilot: 
(1) Regarding genre, topic domain, rhetorical task and language functions, 
there was confusion about which part of the tasks these categories should be 
applied to, e.g. the prompt, the input texts, or the output text. It was decided 
that the categories would be divided into two sections: overall task setting 
(considering the prompt and the output) and input texts features. New 
categories were added to address the contextual features of the input texts. As 
a result, the second version of the proforma in this study included a total of 14 
categories. Categories 1 to 7 address the overall task setting which included 
genre, purpose, topic domain, cognitive demands, clarity of intended reader, 
knowledge of criteria and language functions to perform. Categories 8 to 14 
address variables of the task input demands, which cannot be effectively 
analysed by automated textual tools (The procedures of automated textual 
analysis are described in Section 3.3.3). They were, namely, input format, 
verbal input genre, non-verbal input type, discourse mode, concreteness of 
ideas, explicitness of textual organisation and cultural specificity.  
(2) Regarding the writer-reader relationship, respondents were asked to 
identify the relationship between the writer and intended reader(s). However, 
it was felt that asking respondents to rate the clarity of the intended reader 
presented in the task could be more effective. In the second version, 
respondents were asked to rate how clearly the intended reader was presented 
in the task by using a 5-point Likert scale.  
(3) Regarding the language functions, some functions were felt to be too 
similar, e.g. justifying and reasoning. Reasoning was kept. Some respondents 
expressed confusion between summarising and synthesising. An explanation 
of synthesising was added. The respondents also identified additional language 
functions, such as predicting, citing sources and illustrating visuals. 
(4) Respondents had difficulty in analysing the topic domain of the task. In 
most cases, respondents felt that one task fell into two or even three domains. 
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They also felt that this category was more subjective, i.e. involving more 
personal perception, than the others. It was decided that instead of choosing 
one topic domain, the judges would be asked to rate the degree to which the 
task falls into each domain.  
(5) After completing the analysis individually, the respondents were asked to 
discuss their responses with the whole group. While the discussion was 
engaging and insightful, it might not be the most effective way as the 
discussion was sometimes dominated by a few respondents. It was decided 
that, in the main study, the judges would be asked to share and discuss their 
individual responses in pairs and to fill in a separate proforma for their agreed 
responses.  
(6) The judges recommended that the entire expert judgment exercise should 
not take more than three hours to maintain the effectiveness of the judgement. 
As each real-life task had 10 selected input texts (the selection procedures was 
presented in Section 3.2), it was felt that it would not be feasible for the ten 
judges to analyse all input texts within a three-hour slot. Considering the fact 
that the input texts will also be analysed by automated textual tools (see 
Section 3.3.2.2), a solution generated by the feedback discussion of the first 
pilot was that, in the context of this study, it was deemed advantageous to have 
a separate meeting to analyse the input texts with only two of the judges.  
Second pilot 
The second version of the proforma was piloted with 2 judges. They were 
asked to analyse all four tasks (2 real-life tasks and 2 test tasks). While the 
issues raised in the first pilot were resolved, it was felt that the provision of a 
glossary of the analysis categories (see Appendix 3.2) would facilitate the 
researcher's verbal explanation.  Recommendations of analysing the contextual 
features of reading-into-writing tasks for future research will be provided in 
Chapter Seven.  
The finalised Contextual Parameter Proforma (see Table 3.4) consisted of two 
parts: overall task setting and input texts. Items 1 to 7 address the overall task 
setting which includes genre, purpose, topic domain, cognitive demands, 
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intended reader, knowledge of criteria and language functions to perform. 
Items 8 to 14 address input text features, which cannot be effectively analysed 
by automated textual analysis tools. The variables include input format, genre, 
discourse mode, concreteness of ideas, concreteness of textual organisation 
and cultural specificity.  
Table 3.4 Contextual Parameter Proforma 
Part 1 - Overall task setting 
1. Purpose  
 
1 
Unclear 
 
 
2 3 4 5 
Clear 
2. Topic Domain 
(Please circle a 
rating for each 
domain) 
 
Personal    
 
Social 
 
Academic 
 
Professional 
  
 Not              Definitely 
 at all   
 1   2   3   4   5 
 
Not            Definitely 
at all 
1    2    3   4   5     
 
  
 Not          Definitely 
 at all 
1   2    3    4   5     
 
 
 Not           Definitely 
 at all 
 1   2   3   4   5     
 
3.  Genre  
Essay 
 
Report 
 
Case Study 
 
Summary 
Others 
(Please 
specify): 
 
 
 
4. Cognitive 
demands  
 
1. Telling personal 
experience / 
viewpoints 
 
2. Summarising / 
organising given 
ideas 
 
 
3. Transforming  
given ideas into new 
representations 
5. Language 
functions to 
perform (you 
may choose 
more than 1) 
Classifying Citing 
sources 
Describing Defining Evaluating 
Persuading Predicting Recommending Reasoning Summarising 
Synthesising 
(to combine 
different (parts 
of) texts to 
form a new 
text with own 
interpretations) 
Expressing 
personal 
views 
Illustrating 
visuals 
Others (Please specify): 
 
 
 
6. Clarity of 
intended reader 
1 
Unclear 
 
2 3 4 5 
Clear 
7. Knowledge of 
criteria 
1 
Unclear 
 
 
2 3 4 5 
Clear 
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Part 2 - Input text features 
8.  Input format Single 
verbal 
Single non-
verbal 
Multiple 
verbal 
Multiple  
non-verbal 
Multiple 
verbal 
and 
multiple 
non-
verbal 
Others (Please specify): 
9. Verbal input 
genre 
Book 
Chapter 
Journal 
article 
News / 
Magazine 
article 
Proposal Report Review 
Others (Please specify): 
10. Non-verbal input   
Table 
 
Graph 
 
Diagram 
 
Picture 
11. Discourse mode  
(Consider the 
primary purpose 
of the text) 
 
Narrative 
 
Descriptive 
 
Expeditionary 
 
Argumentative 
12. Concreteness of 
ideas 
1 
Abstract 
2 
 
3 4 5 
Concrete 
13. Explicitness of 
textual 
organisation 
1 
Inexplicit 
2 3 4 5 
Explicit 
14. Cultural 
specificity 
1 
Neutral 
2 3 4 5 
Specific 
 
3.3.2.2 Automated textual analysis tools 
In addition to expert judgement, automated textual analyses were performed to 
analyse a range of textual features of the input texts in this study. Automated 
textual analysis has been regarded as a more systematic and efficient way to 
assess textual features than the more traditional expert judgement method, 
especially when a large number of texts are involved. Many researchers have 
used automated textual analytic tools to evaluate the features of different types 
of texts such as L1 students' scripts (e.g. Crossley & McNamara, 2010), L2 
students' scripts (e.g. Crossley & McNamara, 2012), reading materials (e.g. 
Crossley, Louwerse, McCarthy, & McNamara, 2007; Green, 2012), 
undergraduate reading texts (e.g. Green et al., 2010), reading texts in language 
tests (e.g. Green et al., 2012; Wu, 2012), and L2 test takers' scripts (e.g. Weir, 
2012)  
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In this study, two automated textual analysis tools were chosen - CohMetrix 
version 2.1 (Graesser, McNamara, Louwerse, & Cai, 2004) and VocabProfile 
version 3 (Cobb, 2003). CohMetrix was used in all the above-mentioned 
textual analysis studies. It is one of the most popular textual analysis tools in 
the literature. It is freely assessable on the Internet and it produces a very 
comprehensive list of about 60 textual indices. More importantly, CohMetrix 
was designed to explore attributes of cognitive language use. Graesser, 
McNamara & Kulikowich (2011) argued that CohMetrix's automated indices 
measure 'deep-level factors of textual coherence and processing' (223). 
VocabProfile (Cobb, 2003) is another popular textual analysis tool which 
provides a profile of texts in terms of different vocabulary frequency bands 
based on BNC (The British National Corpus, 2007) (e.g. the most frequent 
1000 words) and different types of vocabulary (e.g. academic words based on 
Coxhead, 2000). The tool has been used to assess the difficulty level of 
reading texts in many studies.  
Both tools have been used in the testing literature. For instance, Green et al 
(2010) compared IELTS reading texts and undergraduate texts at British 
universities, Green (2012b) investigated reading texts targeted at different 
levels of the Common European Framework of Reference for Languages 
(Council of Europe, 2001), Green et al (2012) investigated the features of 
reading texts in CAE, and Wu (2012) compared Cambridge Main Suite and 
GEPT Taiwan examinations at the B1 and B2 levels. Weir (2012) investigated 
features of the test takers' scripts of the TEAP test in Japan. 
While CohMetrix and VocabProfile allow researchers to automate a large 
number of textual indices in an objective and reliable way, the results have to 
be interpreted with caution. Researchers have argued that not all indices 
produced are equally useful or interpretable. Green et al (2012) criticised the 
fact some of the indices seem to overlap and Green (2012b) attempted to 
identify those indices which are helpful to distinguish texts between adjacent 
CEFR levels.    
It is seemingly important for individual researchers to establish which of the 
indices are helpful in their context of study. Green et al. (2012) showed that 17 
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CohMetrix and 2 VocabProfile indices meaningfully exhibited significant 
differences in the reading texts across three levels of Cambridge examinations: 
FCE (B2), CAE (C1) and CPE (C2).  Based on 25 CohMetrix indices and 6 
VocabProfile indices, Wu (2012) compared the features of reading texts 
between the GEPT and Cambridge examinations at B1 and B2 levels. Weir 
(2012) found that 12 CohMetrix indices were useful in establishing criterial 
differences in the L2 test takers' scripts rated at the A2 and B1 levels. Green et 
al. (2010) compared the features of undergraduate texts and IELTS reading 
texts by 19 CohMetrix and 5 VocabProfile indices. 
Drawing upon previous studies, especially those looking at reading texts (e.g. 
Green et al., 2010; Green et al., 2012 and Wu, 2012), the usefulness of the all 
CohMetrix and VocabProfile indices were examined by the researcher in a 
pilot analysis. 30% of the real-life input texts were analysed in the pilot 
analysis. Based on the results of the pilot analysis, 13 CohMetrix and 4 
VocabProfile indices were selected to analyse the features of the input texts 
and draw comparisons between the real-life and reading-into-writing test tasks 
(See Table 3.5 for a glossary of the selected indices).  The selection of the 
indices in this study was similar to the previous studies. However, it was 
considered more appropriate to categorise the selected indices in terms of 
lexical complexity, syntactic complexity and degree of cohesion for the 
context of this study (i.e. reading-into-writing tasks for academic purposes), 
rather than categories such as vocabulary, grammar, readability, cohesion and 
text abstractness used in Green et al's (2010) study. The list of the deleted 
indices and reasons for deletion are presented in Table 3.6.  
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Table 3.5 Selected automated textual indices 
Contextual index Definition  
(Extracted from the official documents of the 
two tools) 
Automated 
analysis tool 
Lexical 
High frequency 
words (K1) 
The ratio of words which appear in the first 
most frequent 1000 BNC (2001) wordlist to 
the total number of words per text 
VocabProfile  
High frequency 
words (K2) 
The ratio of words which appear in the second 
most frequent 1000 BNC (2001) wordlist to 
the total number of words per text 
VocabProfile  
Academic words The ratio of words which appear in the 
Academic Wordlist (Coxhead, 1998) to the 
total number of words per text 
VocabProfile  
Low frequency 
words (Offlist) 
The ratio of words that do not appear in either 
the most frequent 15000 BNC wordlist to the 
total number of words per text 
VocabProfile  
 Log frequent 
content words   
The log frequency of all content words in the 
text 
Cohm 46 
 Average syllables 
per word 
The mean number of syllables per content 
word, a ratio measure 
Cohm 38 
Type-token ratio 
(content words) 
The number of unique words divided by the 
number of tokens of these words 
Cohm 44 
Syntactic 
Average words 
per sentence 
The mean number of words per sentence 
 
Cohm 37 
Sentence syntax 
similarity 
The proportion of intersection syntactic tress 
nodes between all sentences  
Cohm 56 
Mean number of 
modifiers per 
noun-phrase 
The mean number of modifiers per noun-
phrase 
Cohm 41  
Mean number of 
words before the 
main verb  
The mean number of words before the main 
verb of the main clause in sentences 
Cohm 43  
Logical operator 
incidence  
The incidence of logical operations (i.e. 
connectives), such as and, or, not, if, then, etc 
Cohm 26 
Cohesion 
Adjacent overlap 
argument  
The proportion of adjacent sentences that 
share one or more arguments (i.e. noun, 
pronoun, noun-phrase) or has a similar 
morphological stem as a noun 
Cohm 16 
Adjacent overlap 
stem  
The proportion of adjacent sentences that 
share one or more word stems 
Cohm 17  
Adjacent overlap 
content word  
The proportion of content words in adjacent 
sentences that share common content words 
Cohm 58 
Proportion of 
adjacent anaphor 
references  
The proportion of anaphor references between 
adjacent sentences 
Cohm 18 
Adjacent semantic 
similarity (LSA) 
The measure of conceptual similarity between 
adjacent sentences  
Cohm 27 
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Table 3.6 List of deleted CohMetrix indices and reasons for deletion 
 Reasons CohMetrix indices deleted 
1 They overlapped with other 
indices – they showed very 
similar or no difference in 
results of other indices. For 
instance, 40 (Flesch-
Kincaid grade level) and 39 
(Flesch reading ease) are 
already covered by 38 
(Average syllables per 
word and 37 (Average 
words per sentence). Celex 
measures are covered by 
word frequency measures. 
 Cohm 24 Number of conditional 
expressional, incidence score 
 Cohm 25 Number of negations, 
incidence score 
 Cohm 34 Number of sentences 
 Cohm 39 Flesch Reading Ease 
 Cohm 40 Flesch-Kincaid Grade Level4  
 Cohm 55 Sentence syntax similarity 
adjacent 
 Cohm 57 All within paragraphs 
2 They were difficult to 
interpret in terms of text 
complexity. For instance, 
23 (ratio of pronouns to 
noun phrase) is affected by 
text type. 
 Cohm 12 Incidence of negative additive 
connections 
 Cohm 13 Incidence of negative temporal 
connections 
 Cohm 14 Incidence of negative causal 
connections 
 Cohm 23 Ratio of pronouns to noun 
phrase 
 Cohm 30 Personal pronoun incidence 
score 
 Cohm 36 Average sentences per 
paragraph 
3 They were not applicable to 
the data in this study due to 
the sampling procedures of 
the real-life texts. 
 Cohm 33 Number of paragraphs 
 Cohm 35 Number of words  
4 They were not useful or 
effective in determining the 
complexity of a text 
because 
a)  the index produced a 
score which is difficult to 
interpret; 
b)  insufficient explanation 
was provided in the 
CohMetrix menu; and/or 
c)  results obtained 
contradict human judgment.  
 Cohm 7 Incidence of causal  verbs, links 
and particles 
 Cohm 8 Ratio of causal particles to 
causal verbs  
 Cohm 9 Incidence of positive additive 
connectives 
 Cohm 10 Incidence of positive temporal 
connectives  
 Cohm 11 Incidence of positive causal 
connectives 
 Cohm 15 Incidence of all connectives 
 Cohm 19 Argument Overlap, all 
distances 
 Cohm 20 Stem overlap all distances 
unweighted 
                                                          
4
 Most previous studies reported a scale of 0-16 but Coh-metrix provides the scale of 0-12. 
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 Cohm 21 Anaphor reference, all 
distances 
 Cohm 22 Noun phrase incidence score 
(per thousand words) 
 Cohm 28 LSA all sentences combination 
mean 
 Cohm 29 LSA paragraph to paragraph 
mean  
 Cohm 31 Mean hyponymy values of 
nouns 
 Cohm 32 Mean hyponym value of verbs 
 Cohm 42 Higher level constituents per 
word 
 Cohm 45 Celex, raw, mean for content 
words  
 Cohm 47 Celex raw minimum in 
sentence for content words  
 Cohm 48 Celex, logarithm, minimum in 
sentence for content words (0-6)  
 Cohm 49 Concreteness, mean for content 
words 
 Cohm 51 Incidence of negative logical 
connectives 
 Cohm 52 Ratio of intentional particles to 
intentional content 
 Cohm 53 Incidence of intentional 
actions, events and particles 
 Cohm 54 Mean of tense and aspect 
repetition scores 
 Cohm 59 Mean of location and motion 
ratio scores 
 Cohm 60 Concreteness  
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3.3.3 Data collection procedures  
Regarding expert judgement of the contextual features between the real-life 
academic writing tasks and the reading-into-writing test tasks, the judges were 
trained prior to the panel meeting with the adapted Familiarisation and 
Specification procedures (Council of Europe, 2009) as below: 
1. The researcher explained the Contextual Parameter Proforma (Part 1 - 
overall task setting only) to the judges. An explanation sheet of the 
analytical categories was provided (See Appendix 3.2). The judges sought 
clarification of any unclear points. 
2. The judges were grouped into pairs.  
3. The judges were assigned to analyse one of the four tasks (two real-life 
and two reading-into-writing test tasks) individually and filled in the 
Proforma. The order of the tasks assigned to each pair was counter-
balanced.  After they had completed the individual analyses, they 
discussed their responses in pairs. They were asked to record the reasons 
for any disagreement. They then filled in another Proforma to record their 
agreed responses. The judges handed in their responses (both individual 
and pair) to the researcher.  
4. The judges analysed the other three tasks one by one following Step 3.  
5. The judges completed the Feedback Evaluation Questionnaire (See 
Appendix 3.3). 
As explained earlier, a second expert judgement meeting focusing on the input 
texts was conducted. The input text analysis involved 1) ten sample texts for 
each of the two real-life tasks, and 2) two passages from ten testlets of Test 
Task A and two passages from one testlet of Test Task B, totalling 20 real-life 
input texts and 22 test task input texts in all. Following the same procedures 
detailed above, the two judges used Part 2 (Input text features) of the 
Contextual Parameter Proforma (See Table 3.4) to analyse all the 
corresponding input texts from the four tasks (two real-life and two reading-
into-writing tasks). They analysed each input text individually and then in 
pairs.   
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The input texts were also analysed by automated textual tools. 60 extracts 
from the 20 real-life input texts (see Section 3.2.1), 20 passages from 10 
testlets of Test Task A, and two passages from one testlet of Test Task B were 
analysed using the 13 CohMetrix and 4 VocabProfile indices (see Table 3.5) 
by the researcher. 
3.3.4 Method of data analysis 
The purpose of the contextual analysis in this study was to investigate what 
features are important in determining the level of a reading-into-writing task, 
so that the results can be used to inform decision making in task development 
as well as a priori validation procedure. 
The expert judgement responses on the 14 categories regarding the overall 
task setting and input text features were reported. For the classification 
categories (i.e. Items 3-5, 8-11), results of the percentage of each option were 
presented. For the rating categories (i.e. Items 1-2, 6-7, 12-14), the mean and 
standard deviation on the five-point Likert scale were presented. Descriptive 
comparisons were made between the real-life tasks and the test tasks. 
Descriptive statistics instead of inferential statistics were used due to a small 
sample size. Graphic presentation of the data was provided for further 
illustration where necessary (see Section 4.2 for the results of the overall task 
setting and Section 4.3.1 for the results of the input text features by expert 
judgement). 
Regarding the automated textual analyses of the input text features, the mean 
and standard deviation of the 17 selected indices were obtained. Results were 
compared for the each of the two test tasks with the real-life textual indices. 
As the comparisons involved non-normally distributed data, non-parametric 
Mann-Whitney tests were performed, where appropriate, for inferential 
statistics analyses between the conditions (for results of the input text features 
by automated textual analyses, see Section 4.3.2). 
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3.4 Research design: cognitive validity 
Cognitive validity (Glaser, 1991) addresses the extent to which a test elicits 
from test takers cognitive processes that correspond to the processes which 
they would normally employ in a real-life context. The cognitive processes 
elicited by the real-life tasks and the reading-into-writing test tasks in this 
study were investigated through a self-report Writing Process Questionnaire to 
identify the target processes of academic writing and to investigate the 
processes elicited by the reading-into-writing test tasks. 
3.4.1 Participants 
As argued in Chapter Two, a homogenous sampling would be suitable for the 
context of this study. According to UK Council for International Students 
Affair (UKCISA, 2012), Chinese students formed the largest international 
population studying in the UK.  219 Chinese students studying on a full-time 
collaborative undergraduate programme at the Business School, the University 
of Bedfordshire, were recruited.  Their English proficiency was estimated to 
be between CEFR B2 and C1 (For more details, see Chapter Six). They were 
pursuing one of four majors: Business Administration, Advertising and 
Marketing Communications, Human Resource Management, Marketing and 
Accounting (For the profile of the participants, see Tables 3.7, 3.8 and 3.9).  
Table 3.7 Overview of the gender proportion 
Gender Frequency Per cent 
Male 110 50.2 
Female 109 49.8 
Total 219 100.0 
 
Table 3.8 Participants' majors 
 Majors at the Business Department Frequency Per cent 
Business Administration 43 19.6 
Advertising and Marketing Communications 37 6.9 
Human Resource Management 48 21.9 
Marketing 50 22.8 
Accounting 41 19.7 
Total 219 100.0 
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Table 3.9 Participants' IELTS scores 
 IELTS Reading IELTS Writing 
Mean 5.86 5.52 
Std. Deviation 0.60 0.50 
Minimum 4.5 4.5 
Maximum 7.5 7 
 
3.4.2 Data collection methods and instruments 
Many studies on cognitive processing in the writing and reading-into-writing 
literature use the method of think-aloud, which involves participants thinking 
aloud (i.e. describing the cognitive processes) as they are completing a task (J. 
R. Hayes & Flower, 1980, 1983; Plakans, 2008, 2010; Spivey, 1990; Spivey & 
King, 1989). This method allows researchers to conduct an online 
investigation of the cognitive processes employed by the participants. Think-
aloud protocols can provide comprehensive, in-depth information about the 
cognitive processes employed by the participants, if they are well-trained (J. R. 
Hayes & Flower, 1983). Despite its usefulness in showing the participants' 
cognitive processes online, it is not suitable for the context of this study which 
involves a large number of L2 participants in both real-life academic and 
testing conditions. As think-aloud is a very time-consuming method, it is 
usually used in studies with a small number of participants. Think-aloud has 
been criticised because of the reactivity and disruption imposed on the actual 
cognitive processes, especially with L2 participants (Smagorinsky, 1994; 
Stratman & Hamp-Lyons, 1994). In addition, the method, by its very nature, is 
unsuitable for use in authentic test conditions.  
Many other studies used questionnaire as a non-intrusive method to investigate 
the cognitive processes employed by the participants during writing or 
reading-into-writing tasks (e.g. Esmaeili, 2002; Weir, O'Sullivan, Jin, & Bax, 
2007). The method can report the cognitive processes employed by a large 
number of participants in different conditions in a systematic and efficient way. 
Nevertheless, Purpura (1998) pointed out three concerns regarding the use of 
cognitive process questionnaires. He suggested that researchers should (1) use 
human information processing theory as a basis for the questionnaire construct, 
(2) examine the psychometric characteristics of their instruments before 
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relating them to performance, and (3) use statistical techniques to assess the 
underlying construct validity of the questionnaire (ibid., 113). With reference 
to these concerns, this research aims to develop a Writing Process 
Questionnaire which would serve as a reliable instrument in test validation 
procedures in the future. The procedures of developing the questionnaire are 
reported below. 
3.4.2.1 Writing Process Questionnaire 
A writing process questionnaire was developed in this study to allow the 
participants to self-report the processes they employed after completing a) the 
two selected real-life writing tasks, and b) the two reading-into-writing test 
tasks (Test Task A and Test Task B).  
Theoretically, the framework of the questionnaire was developed based upon 
Field's (2004, 2008, 2011, 2013) model of different phases of receptive and 
productive skills, and Shaw & Weir's (2007) model of writing processes. The 
questionnaire was designed to measure the processes involved in five 
hypothesised phases of academic writing, namely a) conceptualisation, b) 
meaning and discourse construction, c) organisation, d) low-level monitoring 
and revising and e) high-level monitoring and revising, which are considered 
to be relevant to the context of this study (See Section 2.5.2.1 for a detailed 
discussion). In addition, a number of relevant cognitive models including 
Hayes and Flower's (1980, 1983)  writing model, Spivey's (1984, 1990, 1997, 
2001) discourse synthesis model, and Khalifa & Weir's (2009) reading model 
were studied to determine the cognitive processes involved when writers write 
from sources in the academic context. The following 7 cognitive processes 
were identified from the literature:  
 Task representation 
 Macro-planning 
 High-level reading 
 Connecting and generating 
 Organising ideas 
 Low-level editing 
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 High-level editing 
Working definitions for each cognitive process were also developed as a result 
of the literature review (for details, see Table 2.4). 
Individual questionnaire items were largely developed by adapting items from 
the work of Weir et al's (2007) writing processing questionnaire, Weir et al's 
(2007) survey on reading behaviours, Segev-Miller's (2007) taxonomy of 
discourse synthesis strategies, and Esmaeili's (2002) writing strategies for 
integrated reading and writing tasks. These items were then reviewed for 
content, form and classification by the researcher. The results were discussed 
by the researcher and two members of the CRELLA research team. The 
questionnaire was then translated to Chinese by the researcher. The translation 
was checked by an independent qualified English-Chinese translator. The 
questionnaire was then ready for trialling prior to a bigger pilot study. 
The preliminary Writing Process Questionnaire consisted of 60 items, which 
were organised in five sections: reading task prompt, reading input texts, 
before writing, writing the first draft and after writing the first draft.  
The participants can score the extent to which they agree or disagree with each 
item's description (4= definitely agree; 3=mostly agree; 2=mostly disagree; 
1=definitely disagree).  
Trial 
The questionnaire was trialled with two Chinese MA students. Both 
participants finished the questionnaire in about fifteen minutes. They were 
asked to identify items which were unclear to them. The original English 
version of the questionnaire was also reviewed by three other members of the 
CRELLA research team. Based on their feedback, six items were removed 
because they were too similar to other items or were difficult to understand. 
As a result, the questionnaire was reduced to 54 items (See Appendix 3.4 for 
the pilot questionnaire). 
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Pilot 
The questionnaire was then piloted with 97 undergraduates. The participants 
were encouraged to write down any processes they employed which were not 
mentioned in the questionnaire. The data was submitted to a series of item and 
reliability analyses. The subsequent changes made to the questionnaire after 
the pilot are presented below. 
(1) Items dropped due to inadequate sampling  
The sampling adequacy of each individual item, i.e. whether an item was 
completed by an adequate proportion of the population, was assessed by 
examining the anti-image correlation matrix
5
. A value less than 0.05 indicates 
an inadequate sampling. Therefore, one item (Item 11) with a value of below 
the threshold was eliminated from the questionnaire. 
(2) The revision of items with unsatisfactory correlation with other items.  
An initial analysis of the correlations of individual items was then performed 
to investigate if any items either have no correlation to any other items or 
correlate too closely to other individual items (i.e. >0.70). The results showed 
that all items had a correlation coefficient higher than 0.30 with at least some 
items in the questionnaire.  However, some items measuring the low-level 
editing processes seemed to correlate too highly to each other (i.e. >0.70). In 
other words, some items were perhaps redundant. As these processes 
contained more items than the others in the questionnaire, it was felt 
appropriate to revisit the items with unsatisfactorily high correlations with 
each other. As a result, four items were combined into two items:  
New combined items: 
I checked the accuracy and range of the sentence structures. 
I checked the appropriateness and range of vocabulary. 
(3) Qualitative feedback 
                                                          
5
 Anti-image correlations matrix indicates the part of a variable which is not predictable by 
regressing each variable on all the other variables. The matrix is a matrix of the negatives of 
the partial correlations among variables. Partial correlations represent the degree to which the 
factors explain each other in the results. The diagonal of the anti-image correlation matrix is 
the KMO measure of sampling adequacy for the individual variables.  
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Some open space was provided at the end of each section in the questionnaire. 
The participants were asked to provide some qualitative feedback, e.g. to 
identify items that were unclear, to name any additional processes that they 
employed. Four items were dropped from the questionnaire because the 
participants thought that they were too general and were already covered by 
other items in the questionnaire. On the other hand, three items were added to 
include the processes commonly reported by the participants in the open space 
provided.  
I prioritised these ideas in my mind. 
My initial writing plan was changed while or after reading the source texts. 
My writing plan (e.g. structure, content) was changed while I was writing.  
(4) The examination of internal consistency of each cognitive process  
The questionnaire was designed to measure seven cognitive processes, i.e. task 
representation, macro-planning, high-level reading, connecting and 
generating, organising ideas, low-level editing and high-level editing involved 
in five hypothesised academic writing phases, i.e. conceptualisation, meaning 
and discourse construction, organising, low-level monitoring and revising. A 
series of reliability analyses were performed to assess the internal consistency 
of the questionnaire items designed to measure the same cognitive process. 
Overall estimated reliability of each of the seven cognitive processes and each 
of the academic writing phases (using Cronbach's alpha) were obtained. Item-
total correlations for each item within each cognitive process were obtained. 
The adjusted alpha if the item were to be deleted was also used to inform 
possible changes to the questionnaire. Cognitive processes which had an alpha 
lower than 0.50 and items whose item-total correlations were 0.30 were 
revisited.  The overall estimated reliability of the individual items within each 
cognitive process was also obtained. 
The results are presented in Table 3.10. The reliability analysis showed that all 
five academic writing phases achieved an alpha of 0.50 or above, ranging from 
0.52 to 0.84.  Out of the seven cognitive processes, items assigning to task 
representation (r=0.39) and macro-planning (r=0.35) did not report 
satisfactory internal reliability of 0.50 or above.  Out of the 54 individual 
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items, only two individual items (Item 1 and Item 8) did not report satisfactory 
item-total correlation of 0.30 or above.  
Item 1 reads as: I read the task prompt (i.e. instructions) carefully to 
understand each word in it. This item was meant to measure a process of task 
representation, i.e. building an initial understanding of the writing task. 
However, it did not yield an item-total correlation higher than 0.30, which 
means that the participants did not employ this process similarly as how they 
employed other task representation processes. As the wording of the item 
contained 'read' and 'carefully', the item might measure a careful reading 
process. The item was regrouped to reading. It reported an item-total 
correlation to the reading process at 0.48. After removing Item 1 from task 
representation, the process's internal consistency improved to 0.54. 
Item 8 reads as: I used my knowledge of how texts like these are organised to 
find parts to focus on. This item was meant to measure a process of generating 
and connecting - relating a writer's priori genre knowledge to the source texts.  
However, it did not yield an item-total correlation higher than 0.30 as other 
generating and connecting items did. As the wording of the item contained 
'organised', the item was regrouped to organising ideas. It reported an item-
total correlation to the organising ideas process at 0.56. 
The results from the above-mentioned four analyses (i.e. sampling adequacy, 
correlations, internal consistency and qualitative feedback) conducted with the 
pilot data and the subsequent changes made to the questionnaire are 
summarised in Table 3.10.  As a result, the revised questionnaire for the main 
study consisted of 48 items (See the revised questionnaire in Appendix 3.5).  
The structure of the main study questionnaire is presented in Table 3.11 below. 
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Table 3.10 Reliability analysis on pilot questionnaire (54 items) 
Item 
No. 
Questionnaire items Mean Std. dev. Item-total 
correlation 
Reliability Changes made  
 
New item 
no. 
Conceptualisation phase    
Task representation       
1 I read the task prompt (i.e. 
instructions) carefully to 
understand each word in it. 
2.851 0.857 <0.300 0.386 Item1 dropped from Task 
Representation. The 
reliability increased to 0.538. 
The item was added to high-
level reading.  
1.1 
4 I understood the 
instructions for this writing 
task very well. 
3.361 0.575 0.379 1.4 
12 I read the task prompt 
again while reading the 
source texts. 
2.753 0.915 0.314 2.6 
25 I re-read the task prompt 
while writing. 
2.557 0.903 0.398 4.4 
Macro-planning       
 2 I thought of what I might 
need to write to make my 
essay relevant and adequate 
to the task. 
3.219 0.658 0.427 0.349 2 new items added based on 
qualitative data 
1.2 
 3 I thought of how my essay 
would suit the expectations 
of the intended reader. 
2.552 0.807 0.324 1.3 
 5 I thought about the purpose 
of the task. 
2.887 0.794 0.363 1.5 
Final overall reliability: 0.522 
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Meaning and discourse construction phase 
High-level reading       
 6 I read through the whole of 
each source text carefully. 
2.744 0.815 0.407 0.592 Item 1was added.  2.1 
 7 I read the whole of each 
source text more than once. 
2.536 0.927 0.301 2.2 
 9 I searched quickly for part(s) 
of the texts which might 
answer the question. 
3.371 0.660 0.538 2.4 
 10 I read some relevant part(s) 
of the texts carefully. 
3.323 0.692 0.494 2.5 
 13 I took notes on or underlined 
the important ideas in the 
source texts. 
3.392 0.815 0.363 2.7 
 26 I selectively reread the 
source texts. 
2.660 0.868 0.396 4.5 
Connecting and generating       
8 I used my knowledge of 
how texts like these are 
organized to find parts to 
focus on. 
3.340 0.768 <0.300 0.629 Item 8 was dropped from 
connecting and generating. It 
was added to organising. 
2.3 
11 I used my knowledge of the 
topic to help me to 
understand the texts. 
Dropped due to inadequate sampling - 
14 I linked the important ideas 
in the source texts to what I 
know already. 
2.866 0.841 0.531 2.9 
16 I developed new ideas or a 
better understanding of 
existing knowledge. 
2.833 0.899 0.303 2.12 
23 I developed new ideas 
while I was writing. 
2.705 0.819 0.431 4.2 
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24 I made further connections 
across the source texts. 
2.729 0.749 0.529 4.3 
Final overall reliability: 0.683  
Organising phase       
Organising       
15 I worked out how the main 
ideas across the source 
texts relate to each other. 
3.216 0.732 0.408 0.575 Item 8 was added. 
Another new item was added 
based on qualitative data 
 
 
2.11 
19 I prioritised the important 
ideas in the source texts in 
my mind. 
2.771 0.762 0.412 2.8 
17 I organized the ideas I plan 
to include in my essay. 
3.280 0.774 0.364 3.1 
18 I recombined or reordered 
the ideas to fit the structure 
of my essay. 
2.773 0.863 0.406 3.2 
20 I removed some ideas I 
planned to write.  
2.557 0.914 0.405 3.3 
21 I tried to use the same 
organizational structure as in 
one of the source texts.  
3.072 0.799 0.392 3.4 
22 I sometimes paused to 
organize my ideas. 
3.255 0.728 0.457 4.1 
Final overall reliability: 0.630  
Low-level monitoring and revising phase     
Low-level editing       
33 I checked that the 
quotations were properly 
made. 
3.155 0.799 0.434 0.839 
 
 
Nil 4.12 
34 I checked that I had put the 
ideas of the source texts into 
my own words. 
3.227 0.749 0.422 4.13 
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36 I monitored and edited the 
linguistic aspect of my text. 
Dropped due to qualitative feedback - 
37 I checked the accuracy of the 
sentence structures. 
Item 37 and 38 were combined due to high correlation 
between two items 
4.15 
38 I checked if the range of 
sentence structures was 
adequate. 
39 I checked the 
appropriateness of 
vocabulary. 
Item 39 and 40 were combined due to high correlation 
between two items 
4.16 
40 I checked the range of 
vocabulary. 
47 After revising the first draft, 
I checked that the 
quotations were properly 
made. 
2.990 0.909 0.359 5.12 
48 After revising the first draft, 
I checked that I had put the 
ideas of the source texts into 
my own words. 
2.969 0.897 0.477 5.13 
50 After revising the first draft, 
I monitored and edited the 
linguistic aspect of my text. 
Dropped due to qualitative feedback -- 
51 After revising the first draft, 
I checked the accuracy of the 
sentence structures. 
Item51 and 52 were combined due to high correlation 
between two items. 
5.13 
52 After revising the first draft, 
I checked if the range of 
sentence structures was 
adequate. 
53 After revising the first draft, 
I checked the 
Item 53and 54 were combined due to high correlation 
between two items. 
5.14 
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appropriateness of 
vocabulary. 
54 After revising the first draft, 
I checked the range of 
vocabulary. 
Final overall reliability: 0.841  
High-level monitoring and revising phase    
High-level editing     
27 I monitored and edited the 
content development of my 
text. 
Dropped due to qualitative feedback 
 
0.738 Nil - 
28 I checked that the content 
was relevant.  
3.082 0.8532 0.631 4.7  
29 I checked that I included all 
appropriate main ideas from 
all the source texts. 
3.242 0.7244 0.608 4.10  
30 I checked that I included my 
own viewpoint on the topic. 
3.216 0.8110 0.531 4.11  
31 I checked that the essay was 
well-organized  
2.979 0.8804 0.632 4.8  
32 I checked that the essay was 
coherent. 
3.103 0.8267 0.659 4.9 
35 I checked the possible effect 
of my writing on the 
intended reader. 
2.495 0.9596 0.403 4.14  
47 After revising the first draft, 
I monitored and edited the 
content development of my 
text. 
Dropped due to qualitative feedback 
 
- 
42 After revising the first draft, 
I checked that the content 
was relevant.  
3.011 0.974 0.663 5.7  
113 
 
 
 
 
 
 
 
 
 
 
 
 
43 After revising the first draft, 
I checked that I included all 
appropriate main ideas from 
all the source texts. 
3.168 0.816 0.706 5.10  
44 After revising the first draft, 
I checked that I included my 
own viewpoint on the topic. 
3.198 0.841 0.709 5.11  
45 After revising the first draft, 
I checked that the essay was 
well-organized  
2.947 0.884 0.710 5.8 
46 After revising the first draft, 
I checked that the essay was 
coherent. 
3.115 0.856 0.561 5.9  
49 After revising the first draft, 
I checked the possible effect 
of my writing on the 
intended reader. 
2.432 0.955 0.447 5.14  
Final overall reliability: 0.738  
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Table 3.11 Structure of the main study questionnaire (48 items) 
 
 
 
 
Phases of academic 
writing 
 
Cognitive 
processes 
Sections of the questionnaire  
 
No.  
of 
items 
Reading  
task 
prompt 
Reading  
source 
texts 
Before 
writing 
While 
writing 
the  
1
st
 
draft 
After 
writing 
the  
1
st
 
draft 
Conceptualisation Task 
representation 
1.4  2.6   4.4    
 
 
8 
Macro-
planning 
1.2   
1.3  
1.5  
2.13   4.6   
Meaning and 
discourse 
construction 
High-level 
reading 
1.1  
 
2.1  
2.2  
2.4  
2.5  
2.7  
 4.5    
 
 
 
 
 
11 
Connecting 
and 
generating 
 2.9  
2.12  
 4.2  
4.3  
 
Organising Organising   2.3  
2.8  
2.10  
2.11  
3.1 
3.2  
3.3  
3.4  
4.1 
 
  
 
 
9 
Low-level 
monitoring and 
revising 
Low-level 
editing 
   4.12  
4.13  
4.14 
4.16  
5.12  
5.13 
5.15 
5.16 
 
 
 
8 
High-level  
monitoring and 
revising 
High-level 
editing 
   4.7  
4.10 
4.11 
 4.8  
4.9  
4.14 
5.7  
5.10  
5.11  
5.8  
5.9  
5.14 
 
 
 
 
 
12 
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3.4.3 Data collection procedures 
A total of 443 writing process questionnaires were collected from the 219 
participants in two phases.  The data on test tasks was collected at the 
beginning of the term while the data on the real-life writing tasks was 
collected during the term. 
Phase 1: Collecting data on test tasks at the beginning of the term 
The data on test tasks was collected at the beginning of the term. The two test 
tasks were administered to the participants under strict test conditions during 
their language classes, following the instructions provided by the test 
providers (i.e. LTTC for Test Task A and CRELLA for Test Task B).  
Immediately after the participants had completed a test task (see Appendix 
3.1.3 and Appendix 3.1.4), the questionnaire was used to prompt the 
participants to self-report the extent to which they employed different 
cognitive processes when completing the task. The ideal setting would be to 
assign all participants to do both test tasks (Test Task A and Test Task B). 
However, this was not achievable due to practical constraints. As a result, 
about 40% of the participants (n=81, from 4 classes) did both tasks to serve as 
anchor students. The order of the test administered to them was counter-
balanced. Two classes did Test Task A first and the other two classes did Test 
Task B first. 
The remaining 138 students (from 6 classes) did either one of the test tasks. 
Three classes (n=79) were assigned to do Test Task Aand the other three 
classes Test Task B (n=59).  Independent samples t-tests were performed on 
the IELTS reading and writing bands of these 129 students who did either Test 
Task A or Test Task B. The results (see Table 3.12) showed that there was no 
significant difference between the two groups' proficiency level in terms of 
their IELTS reading and writing bands.  
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Table 3.12 Comparisons of the proficiency of the participants who did 
Test Task A and Test Task B 
 Participants who 
did only Test Task 
A (n=79) 
Participants who 
did only Test Task 
B (n=59) 
 
 
 
Independent samples 
t-test 
Mean Std Dev Mean Std Dev 
IELTS Reading 5.91 0.481 5.73 0.601 t(275)=1.901, 
p=0.060 (n.s.) 
IELTS Writing 5.59 0.534 5.58 0.513 t(270)=1.177, 
p=0.860 (n.s.) 
 
Phase 2: Collecting real-life data during the term 
Real-life data, on the other hand, was collected during the term. As described 
earlier, two writing tasks (see Appendix 3.1.1 and Appendix 3.1.2), were 
selected from two different modules (Module A and Module B) for 
investigation in this study. The 219 participants in the study, like other 
students in the Business School, were allowed to choose two to four selective 
modules, depending on the structure of their programme. As a result, 70 of the 
Module A students and 73 of the Module B students participated in the 
cognitive investigation of this study.   
Although the researcher did not have any control over which modules the 
participants chose to enrol on, it was felt appropriate to investigate the 
comparability of the level of these two groups of students. Independent 
samples t-tests were performed on the two groups' IELTS reading and writing 
bands. The results showed that there was no significant difference between the 
two groups' proficiency level in terms of their IELTS reading and writing 
bands (See Table 3.13).  
Table 3.13 Comparisons of the proficiency between the participants who 
did Real-life task A and Real-life task B 
 Students who did real-
life  
Task A (n=70) 
Students who did real-
life  
Task B (n=73) 
 
Independent 
samples  
t-test Mean Std Dev Mean Std Dev 
IELTS 
Reading 
5.92 0.690 5.95 0.649 t(254)=0.212, 
p=0.832 (n.s.) 
IELTS 
Writing 
5.51 0.462 5.53 0.471 t(210)=0.260, 
p=0.796 (n.s) 
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During the term, 70 students completed Real-life Task A (Essay) and 73 
completed real-life Task B (Report) as part of their course work. The 
questionnaire was administered online through an online survey tool called 
Survey Monkey one week ahead of the submission deadline of each of the 
real-life tasks (in middle of the term for Real-life Task A and at the end of the 
term for Real-life Task B). Students were encouraged to complete the 
questionnaire online as soon as they had finished their writing assignment task. 
For those students, about 15 %, who did not complete the questionnaire online, 
their responses were collected by the researcher during the subject class in the 
week following the submission. 
In summary, a total of 443 writing process questionnaires were analysed in the 
study, 143 real-life questionnaires and 300 testing questionnaires (See Table 
3.14 for the number of questionnaires collected on each task). 
Table 3.14 Questionnaire data collected for RQ2 
Conditions Tasks N Total 
Real-life  A (Essay)  70  
143 B (Report) 73 
Test A (Multiple verbal 
inputs) 
160 (81 did both + 79 did only A)  
300 
B (Multiple verbal and 
non-verbal inputs) 
140 (81 did both + 59 did only B) 
Total 443 
3.4.4 Methods of data analysis  
The purpose of RQ2 was to find out what cognitive constructs should be 
targeted when we assess academic writing ability. Through the self-report 
questionnaire, the cognitive processes employed by the participants in the real-
life academic context were identified in order to define the target cognitive 
constructs. Using the same instrument, the cognitive processes employed by 
the participants under the test conditions were also measured to investigate 
how well the two types of reading-into-writing test tasks elicited from the 
participants processes that resembled the real-life cognitive constructs. This 
sub-section explains how the questionnaire data was analysed.  
The 443 questionnaires collected from the participants on the two real-life 
tasks and the two reading-into-writing test tasks, were computed for statistical 
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analysis. The real-life data was analysed first, and the data on the two test 
tasks were analysed second. 
Investigating the real-life cognitive constructs.  
Descriptive statistics of individual questionnaire items from each of the real-
life tasks were obtained. The Mann-Whitney U test, which is a non-parametric 
independent-sample test, was performed on individual questionnaire items to 
compare the results of the two real-life tasks. Based on the results that the 
means of the majority of the questionnaire items showed no significant 
difference between the two tasks, the data sets collected from the two real-life 
tasks were analysed together in the subsequent factor analyses (for details, see 
Section 5.2.2 in Chapter Five). 
The real-life data was then submitted to exploratory factor analysis (EFA) to 
investigate the underlying structure of the cognitive processes involved in each 
of the five academic writing phases elicited by the real-life tasks. As explained 
in Chapter Two, this study builds on Field's models of receptive and 
productive language skills, and considers five of the cognitive phases to be 
most relevant to the discussion of the cognitive validity of academic writing. 
The exploratory factor analysis conducted was not to build an overall model of 
the cognitive phases involved in academic writing, but to examine the number 
of distinctive cognitive processes and the underlying structure of these 
cognitive processes involved in the five phases of academic writing.  
After defining a set of EFA-generated target cognitive processes involved in 
each academic writing phase, further comparisons between the two real-life 
tasks was made to compare the extent to which each cognitive process was 
elicited by the two real-life tasks.  
Finally, another set of Mann-Whitney U tests was conducted to examine if 
these EFA-generated cognitive parameters could reflect a difference in how 
high-achieving and low-achieving participants approached each of the real-life 
tasks.   
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Investigating the cognitive processes elicited by test tasks 
Descriptive and inferential statistics on each cognitive process elicited from 
the participants as a whole group by Test Task A and Test Task B were 
obtained. The means and standard deviations of each individual item were 
obtained. Wilcoxon signed ranks test, which is a non-parametric related-
sample test, was performed on the processing data from a) Test Task A 
(n=160) and the two real-life tasks (n=143), and b) Test Task B (n=140) and 
the two real-life tasks (n=143) to examine the extent to which the processes 
elicited by two types of reading-into-writing test tasks are comparable to those 
elicited by the real-life tasks. 
A set of Mann-Whitney U tests was then performed to investigate if high-
achieving and low-achieving participants performed the cognitive processes 
differently on Test Task A and Test Task B. 
After that, another set of descriptive and inferential (Wilcoxon signed ranks 
test) statistics was performed to compare the processes employed by the high-, 
medium-, and low-achieving participants on a) Test Task A and the two real-
life tasks, and b) Test Task B and the two real-life tasks. 
Finally, exploratory factor analysis (EFA) was then performed on the Test 
Task A and Test Task B data separately to investigate the underlying structure 
of the cognitive processes involved in each of the five cognitive phases 
elicited by each of the reading-into-writing test types. These analyses were to 
reveal the extent to which the processes elicited by the two reading-into-
writing test tasks resemble the target real-life cognitive constructs. 
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3.5 Research methods for establishing criterion-related validity  
Following the description of the research methods for establishing the context 
and cognitive validity of reading-into-writing test tasks to assess academic 
writing ability, this section will describe the research methods used to 
establish the criterion-related validity of reading-into-writing test tasks. 
The purpose of analysing students' performances was to investigate the extent 
to which the reading-into-writing test tasks would demonstrate a link between 
test performance and test takers' real-life academic writing performance. 
Without such evidence, we cannot be confident that reading-into-writing tasks 
are a good format for assessing academic writing ability.  
3.5.1 Participants  
The 219 participants who participated in the investigation of the criterion-
related validity of the reading-into-writing test tasks were the same 
participants who participated in the investigation of the cognitive validity of 
the reading-into-writing test tasks (RQ2) of this study (For the profile of the 
participants, See Section 3.4.1). 
3.5.2 Data collection methods and instrument 
3.5.2.1 Real-life scores 
As the primary purpose of this analysis was to investigate the relationship 
between the students' performance on the two test tasks and their real-life 
performance, it was felt that more points of reference as external criteria of the 
test performance were needed.  Therefore, apart from the real-life essay task 
and the real-life report task, one in-class question and answer test and one end-
of-term case study examination from two other modules were collected. Table 
3.15 summarises the basic features of the additional real-life measurements. 
For the real-life tasks, all marking followed university departmental marking 
procedures (see Appendix 3.1.1 and 3.1.2 for the marking schemes of the two 
real-life tasks, presented in the sample tasks). Lecturers who marked the real-
life performances were not informed of the present study and they did not 
know the students' IELTS scores, or their scores on the two reading-into-
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writing test tasks. All score data used in this study were the final standardised 
marks submitted to the University.  
Table 3.15 Additional real-life measurements selected for RQ3 
Module Tasks Task instructions Input Time Output 
C In-
class 
test 
Demonstrate 
understanding of core 
concepts and theories  
A few 
questions 
(about 30 
words 
each) 
1 
hour 
No specific 
word limits. 
Students were 
expected to 
answer each 
question with 
about 100 
words. 
D End-
of-
term 
exam 
Write an essay based 
on a case study 
(provided in advance)  
- Critically analyse 
the issues 
presented in the 
case study 
- Make 
recommendations 
and justify with 
reasons 
Verbal and 
non-verbal 
inputs 
(about 
2500 
words) 
2 
hours 
No specific 
word limits 
 
3.5.2.2 Reading-into-writing test scores 
As presented earlier, a total of 160 participants completed Test Task A, 140 
completed Test Task B, 70 completed the real-life task A, and 73 completed 
the real-life Task B. The two test tasks were marked by the test providers 
following their standard procedures (see Appendix 6.1 and 6.2 for the marking 
schemes of the two test tasks). Test Task A was rated by LTTC while Test 
Task B by CRELLA. Reliability of the test results was checked by the test 
providers respectively.  
3.5.3 Data collection procedures  
Real-life scores were collected from the Business School at the end of the term. 
Test Task A scores were collected from LTTC whereas Test Task B scores 
were collected from CRELLA about three-months after the test events (See 
Table 3.16). 
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Table 3.16 Scores collected for RQ3 
Condition Tasks No of scores 
collected 
Real-life academic context Essay 161 
Report 136 
In-class question and 
answer test 
145 
End-of-term case study 
examination 
143 
Reading-into-writing 
language tests 
Test Task A 160 
Test Task B 140 
 
3.5.4 Method of data analysis 
The first step was to analyse the participants' performance on individual tasks. 
Descriptive statistical analyses of the participants' scores were performed on 
individual tasks regarding the overall pattern and the score distribution across 
levels (For results, see Section 6.2).  
The second step was to analyse the predictive power of the test tasks. 
Correlational analyses were performed on scores between a) Test Task A and 
real-life measurements (i.e. essay, report, in-class question and answer test and 
end of term case study examination) and b) Test Task B and real-life 
measurements.  Correlations between the performances in the real-life and test 
conditions as well as the percentage of variance explained were discussed 
(For results see Sections 6.3.1 and 6.3.2). After that, using scatterplots, the 
patterns of the correlations between the test scores and overall real-life scores 
were analysed to discuss the strengths and weaknesses of the correlations, i.e. 
whether the test scores predicted real-life academic outcome at some levels 
better than the other. The findings would provide information about how well 
two types of reading-into-writing test tasks could predict the test takers' real-
life academic performance in their degree courses. 
3.6 Summary 
The chapter has presented the research design of this study with respect to the 
investigation of the context validity, cognitive validity and criterion-related 
validity of the two EAP reading-into-writing test tasks.  
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Expert judgement and automated textual analysis were used to investigate the 
contextual features of the two real-life tasks and the two reading-into-writing 
test tasks. A self-report questionnaire was used to investigate the cognitive 
processes involved in five academic writing cognitive phases elicited by the 
two real-life tasks and the two reading-into-writing test tasks. Three sets of 
exploratory factor analyses were used to investigate the number of distinct 
cognitive processes and the underlying structure of these cognitive processes 
within each cognitive phase elicited by the two real-life tasks, Test Task A, and 
Test Task B. Participants' performances on the two reading-into-writing test 
tasks and four real-life measurements (i.e. essay, report, question-and-answer 
test, case-study exam) were collected. Correlations between the test scores and 
real-life scores were analysed.    
The next chapter presents the results of the contextual features of the two real-
life tasks and the two reading-into-writing test tasks in terms of overall task 
setting and input text features, and discusses the extent to which the salient 
contextual features of target academic writing tasks are represented by the test 
tasks. 
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4 ESTABLISHING THE CONTEXT VALIDITY OF READING-
INTO-WRITING TESTS TO ASSESS ACADEMIC WRITING 
ABILITY 
 
4.1 Introduction 
This chapter concerns the context validity of EAP reading-into-writing tests. 
The chapter reports the results of the salient contextual features of the two 
selected real-life academic writing tasks (the essay task and the report task) 
and the two types of reading-into-writing test tasks (Test Task A essay task 
with multiple verbal inputs and Test Task B essay task with multiple verbal 
and non-verbal inputs), and discusses the extent to which two reading-into-
writing test tasks resemble the contextual features of the writing tasks in the 
real-life academic context (see Appendix 3.1.1 for the real-life essay task, 
Appendix 3.1.2 for the real-life report task, Appendix 3.1.3 for  Test Task A 
and Appendix 3.1.4 for Test Task B). Chapter Two identified a range of 
contextual parameters that are likely to influence the difficulty of a reading-
into-writing task in terms of overall task setting and input text features (See 
Section 2.5.1).  The overall task setting was analysed by expert judgement 
while the input text features were analysed by both expert judgement and 
automated textual analysis (For details of the research methods, see Section 
3.3). 
First of all, Section 4.2 reports and discusses the results of the overall task 
setting between the real-life writing tasks and the reading-into-writing test 
tasks. The overall task setting of tasks were analysed by expert judgement in 
this study. Ten judges analysed, individually and then in pairs, the four tasks 
in terms of genre, purpose, topic domain, cognitive demands, language 
functions, clarity of intended reader and knowledge of criteria, i.e., item 1-7 of 
the Contextual Parameter Proforma (See Table 3.4).  
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Section 4.3 then reports and discusses the results of the input text features of 
the real-life tasks and the reading-into-writing test tasks. The analysis of the 
input texts in this study involved 1) ten sample texts for each of the two real-
life tasks, and 2) two passages from ten testlets of Test Task A and two 
passages from one testlet of Test Task B, totalling 20 real-life input texts and 
22 testing input texts in all (The procedures of sampling the input texts were 
reported in Section 3.2). Two methods: expert judgement and automated 
textual analysis were used to analyse the features of the input texts of the tasks. 
Section 4.3.1 reports and discusses the results from expert judgement. Expert 
judgement was used to analyse the textual features which cannot be analysed 
effectively by automated tools. Two judges analysed all the sampled input 
texts of the four tasks in terms of input format, verbal input genre, non-verbal 
input, discourse mode, concretenesss of ideas, explicitness of textual 
organisation and cultural specificity (i.e. item 8-14 of the Contextual 
Parameter Proforma, see Table 3.4). Section 4.3.2 reports and discusses the 
results from automated textual analysis. CohMetrix version 2.1 (Graesser et al., 
2004) and VocabProfile version 3 (Cobb, 2003) were used to analyse the input 
texts in terms of lexical complexity (7 indices), syntactic complexity (5 indices) 
and degree of cohesion (5 indices) (The procedures of selecting the indices 
were reported in Section 3.3.2.2). The results of the real-life input texts are 
reported first in terms of lexical complexity, syntactic complexity and degree 
of cohesion (Section 4.3.2.1 - 4.3.2.3). Section 4.3.2.4 compares the textual 
indices of the real-life input texts in this study with those reported in Green et 
al's (2010) study of real-life undergraduate reading texts. Section 4.3.2.5 and 
4.3.2.6 then compare the textual indices of the real-life input texts with the 
textual indices of the two reading-into-writing test tasks. The chapter 
concludes with a synopsis of the main results concerning the context validity 
of reading-into-writing tests to assess academic writing ability (Section 4.4).  
 
 
4.2 Overall task setting between real-life writing tasks and reading-into-
writing test tasks 
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Based on the ten judges' responses in pairs to the Contextual Parameter 
Proforma Item 1- 7, the overall task setting of the two real-life tasks and the 
two reading-into-writing test tasks are presented and discussed below  (The 
tasks are provided in Appendix 3.1). 
4.2.1 Genre 
Regarding the genre of the output text of the two real-life tasks, the judges' 
responses showed total agreement on their responses. For real-life task A, 
students were expected to produce an essay whereas for real-life task B, 
students were expected to produce a report (Real-life task A hereafter will be 
called the essay task, real-life task B the report task).  
Regarding the genre of the output text of the two reading-into-writing test 
tasks, there was some variation among the judges' responses. For Test Task A, 
four pairs of the judges considered the genre to be essay while one pair 
decided that it was 'essay and summary'. For Test Task B, three pairs of the 
judges considered the genre was essay while two pairs regarded it as 'essay 
and summary'. Pair 1 explained that, 'although the test tasks both require the 
test takers to write “an essay”, both tasks require the test takers to write a 
summary in more specific terms. Essay can be anything'. While the majority 
of the judges considered the two reading-into-writing test tasks to be an essay 
task. One to two pairs of the judges argued that the test tasks incorporated the 
characteristics of different genres in a single task.    
Hyland (2002), in his book on genre, argued that genre represents 'how writers 
typically use language to respond to recurring situations' (p.4). It is important 
for writers to be able to identify the genre when they approach a task because 
their 'choices of grammar, vocabulary, content, and organisation depend on the 
situations in which they are writing' (p.9). It might be problematic if test takers 
are required to produce a combined form of different genres that only exist in 
the testing conditions. Real-life tasks in this study apparently presented the 
genre of the output text more clearly than the two test tasks did. Another issue 
is that, as pointed out by one pair of the judges, the genre 'essay' is often used 
in a too general sense, especially in the test papers.   
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4.2.2 Purpose of the task 
Regarding the clarity of the communicative purpose set in the task, i.e. 'a 
reason for completing the task that goes beyond a ritual display of knowledge 
for assessment' (Shaw & Weir, 2007: 71), the judges' responses fell toward the 
positive end of a five-point Likert scale for all four tasks (see Figure 4.1). 
    
 
(1=unclear; 5=clear) 
Figure 4.1 Clarity of the purpose of the tasks 
                                      
However, it is interesting that Test Task A and Test Task B seemed to present 
a clearer purpose than the real-life tasks did.  Pair 5 commented that the 
communicative purpose presented in the two test tasks were straightforward 
and unambiguous. The purpose of the real-life essay task was perceived to be 
the least clear among the four. Pair 2 commented that 'there was hardly a real 
communicative purpose to achieve on this task, apart from following the 
instructions.' Nevertheless, although the communicative purpose presented on 
the two real-life tasks seemed to be less transparent than the test tasks, 
students may well receive further explanations from the lecturer. As the test 
takers would not receive any verbal explanation of the test task under test 
conditions, it is essential for the test tasks to present a clear communicative 
purpose. The two reading-into-writing test tasks in this study did very well in 
this regard.  
4.8 
4.6 
4.4 
3.6 
0 1 2 3 4 5
Test Task B
Test Task A
Report
Essay
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4.2.3 Topic domain 
While topic is regarded as one of the major contextual variables which have a 
significant impact on writing performance (Clapham, 1996; Douglas, 2000; 
Feak & Dobson, 1996; Read, 1990), it is not always straightforward to analyse 
the topic domain of a reading-into-writing task. The topic domain of a task can 
be determined intrinsically by, for instance, the context described in the 
prompt, the suggested title of the output text, the common theme of the input 
texts which typically include different perspectives of the 'topic', and the 
original sources of the input texts. Determining the topic domain of a task by 
looking at these intrinsic contextual features can be complicated enough. For 
example, a reading-into-writing task may have an 'academic' context (e.g. 
writing an academic essay), a 'professional' topic (e.g. Business Law) and 
input texts originally from a comparatively more 'social' domain (e.g. 
newspaper and magazine articles).    In addition, the topic domain can be 
determined extrinsically by how the writer would interpret the comparative 
importance among these contextual features. 
In this study, as explained in Section 3.3.2.1, the judges were asked to rate the 
extent to which each task falls into each of the four topic domains, i.e. 
professional, academic, social and personal. The results showed that all tasks 
fell into more than one topic domain (see Figure 4.2). 
 
 
(1=Not at all; 5=Definitely) 
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Figure 4.2 Topic domains of the tasks 
 
Based on the judges' response, the topic domain of the essay task was largely 
professional, i.e. Business in the context of the study, but also, to a slightly 
lesser degree, academic. The topic domain of the report task was regarded as 
primarily academic, followed by professional.  Both the real-life tasks were 
predominantly in the professional and academic domains. Agreeing with the 
literature (Khalifa & Weir, 2009), the personal and social domains did not 
play an important role in the academic writing context. Tasks are seen to be in 
the academic domain when they are concerned with the teaching/learning 
sectors. The topic in the academic domain can be related to a particular 
discipline or field of study which may have no practical purpose or use. The 
professional domain refers to the occupational contexts.  The topic is usually 
related to the specialised knowledge of a profession.  According to judges' 
responses, both real-life tasks fell into the academic and professional domains 
but the essay task was more 'professional' while the report task was more 
'academic'.  
The two test tasks also possessed multiple topic domains. However, based on 
the judges' responses, Test Task A was both academic and social while Test 
Task B fell into the professional and social domains. The social domain refers 
to the contexts connected with general social interaction in a public domain, 
one usually adopted in language tests of general proficiency. The topic of Test 
Task A was about whether it is worth saving endangered languages, whereas 
topic of Test Task B was about the causes of work-related stress and its 
solutions. The academic domain and professional domain involve specific 
content. However, the judges felt that although Test Task A fell into the 
academic domain and Test Task B fell into the professional domain, both test 
tasks' input texts contained rather general content, which was usually 
connected to the social domain. 
Test Task A serves as a means of measuring the English language ability of 
Taiwanese applicants who wish to pursue further studies overseas (LTTC, 
2012). Test Task B is a university diagnostic test which aims to differentiate 
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the new international students who would need to receive support in writing 
and diagnose the weaknesses in their academic writing ability. As both test 
tasks serve in academic contexts, the social domain does not seem to be 
entirely appropriate from this perspective.  It is, however, understandable why 
both reading-into-writing test tasks did not contain very specific content.   As 
argued in Chapter Two, one advantage of reading-into-writing tasks is that 
they can provide an equal access of background knowledge of the topic to 
prevent bias against test takers. If the content provided in the input texts is too 
specific, it may impose the background effect on test takers (J. M. Ackerman, 
1990; Clapham, 1996; Kellogg, 1987). Unlike ESP tests, writing tasks in EAP 
language tests should not require a high level of specific knowledge (Douglas, 
2000). 
4.2.4 Cognitive demands 
The cognitive demand of a reading-into-writing task depends largely on the 
expected 'scope' of the interaction between input and output (Douglas, 2000: 
65). Building upon the literature review (Bereiter & Scardamalia, 1987; 
Galbraith & Torrance, 1999; Purves et al., 1984), the level of cognitive 
demand of a writing task can be broadly divided into three levels:  
1. Telling/retelling content 
2. Organising/reorganising content 
3. Transforming content 
The judges were asked to determine the level of the cognitive demands the 
tasks impose on the writers by considering the nature of the cognitive 
processes required and in what way writers should draw upon the input texts. 
The results are shown in Figure 4.3.  
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(1=telling/retelling content;  
2=organising/reorganising content; 3=transforming content)  
Figure 4.3 The cognitive demand of the tasks 
 
Writing tasks at the lowest level of cognitive demand require writers to retell 
their own priori knowledge on the topic and/or reproduce information 
provided in the input texts. This primarily involves a linear process of 
retrieving the writer's internal resources from long-term memory and/or 
reproducing (i.e. without using the writer's own words or ideas) relevant 
information from the input texts in response to the communicative purpose of 
the writing task. Galbraith & Torrance (1999: 3) described such a writing 
process as 'think-say' or 'what next?' writing. Writing tasks at this level do not 
explicitly require writers to organize the information they retrieved from long-
term memory and/or copied from the input texts. Hence, the structure of most 
texts produced on such tasks would largely reflect the sequences of how the 
writer has retrieved the content from the internal resources and/or select the 
information from the external input texts. Scardamalia & Bereiter (1987) 
regarded such writing process as knowledge telling writing, which is an 
approach typically employed by immature writers.  The standard test format of 
the impromptu writing-only task type has been criticised as being inauthentic, 
knowledge-telling tasks, which merely require writers to draw upon internal 
resources (Cumming, 1997; Feak & Dobson, 1996; Lumley, 2005; Weigle, 
2002, 2004; Weir et al., 2013). As shown in Figure 4.3, none of the real-life 
tasks or the reading-into-writing test tasks were knowledge telling tasks. 
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Writing tasks at the level of organising and/or reorganising content require 
writers to develop an explicit representation of the rhetorical problem of the 
writing task and purposefully organise the content they retrieved from long-
term memory and/or selected from the input texts in order to solve the 
rhetorical problem of the writing task. Examples include letters to inform, 
statements of personal views, technical descriptions, summaries, letters of 
advice (Purves et al., 1984).  
Writing tasks at the highest level of cognitive demand: transforming content 
require writers to establish a high awareness of the rhetorical situation of the 
writing task. Writers are required to strategically organise as well as transform 
the content they retrieved from long-term memory and/or selected from the 
input texts to fulfil writing goals. Such tasks require from the writers a 
contribution of transformed or new knowledge through the activation of high-
level processes, such as defining the rhetorical situation of the writing tasks, 
integration of (contradictory) content from multiple internal and external 
sources as well as interpreting, elaborating, evaluating, and modifying ideas to 
satisfy rhetorical goals. Flower (1990), therefore, argued that writing tasks at 
the highest level would promote the development of 'critical literacy' (See 
Section 2.2.2 for a discussion of the nature of academic writing as knowledge 
transforming). Examples include book reviews, commentaries, critical essays, 
reports (Purves et al, 1984).  
As shown in Figure 4.3, the two real-life tasks and the reading-into-writing 
test tasks were mapped towards the knowledge-transforming end of the 
cognitive demand's continuum (Scardamalia & Bereiter, 1987). The real-life 
report task scored an average of 3 out of a scale of 1 (telling/retelling content), 
2 (organising/reorganising content) and 3 (transforming content), the real-life 
essay task an average of 2.8. On the other hand, Test Task A scored an 
average of 2.2, and Test Task B an average of 2.6. The results showed that the 
real-life tasks were deemed to be more towards the highest level of 
transforming content, whereas the two reading-into-writing tasks were deemed 
to be more towards the level of organising/reorganising content.  
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In other words, the real-life academic writing tasks were knowledge 
transforming tasks. In order to complete a knowledge transforming task, 
writers are expected to employ high-level processes mentioned above, such as 
planning rhetorical goals, integrating ideas from different sources and 
transforming ideas (The actual processes elicited by the tasks are discussed in 
Chapter Five). The two reading-into-writing test tasks were apparently easier 
than the real-life tasks in terms of the cognitive demands. Both required the 
test takers to transform the ideas by selecting, organising and summarising 
relevant ideas from the input sources as well as evaluating different points of 
view. However, the test tasks might not require test takers to interpret, 
evaluate, and apply ideas in context to the extent that the real-life tasks did. 
Perhaps this is not surprising given the constraints on an exam essay as 
compared to the wider possibilities of transformational activity in university 
writing tasks. 
4.2.5 Language functions to be performed 
The judges were asked to analyse the language functions that the writers are 
expected to perform on the four tasks. The judges' evaluations of the language 
functions varied the most among all categories in the exercise (See Figure 4.4). 
Pair 4 explained that it was comparatively subjective to determine what 
language functions are expected from a task because different people might 
approach the task differently.   
The findings showed that, according to the judges, the real-life report task 
required students to perform more language functions than the essay task and 
the two test tasks. The judges deemed that the most important functions (i.e. 
those determined by three or more pairs of the judges) included describing, 
defining, reasoning, illustrating visuals and citing sources, followed by 
evaluating, predicting, recommending, synthesising and expressing personal 
views. The most important language functions elicited by the essay task were 
deemed to be reasoning, expressing personal view and citing sources, 
followed by evaluating, persuading and synthesising. Three pairs of the judges 
regarded  describing and summarising to be also necessary (See Figure 4.4).   
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According to the judges, Test task A apparently required fewer language 
functions. Only two language functions, i.e. expressing personal view and 
summarising, were determined by five pairs of the judges as necessary and 
one function, i.e. citing sources, by four pairs. Two or more pairs of judges 
identified evaluating, recommending, reasoning, synthesising and describing. 
One pair of judges identified persuading, predicting and defining (See Figure 
4.4). 
The judges deemed that Test Task B required test takers to perform, mostly 
necessarily, reasoning, summarising and express personally viewpoints, 
followed by evaluating, recommending, synthesising and illustrating visuals 
(See Figure 4.4). 
The real-life essay task 
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Test Task B 
 
 
Figure 4.4 Language functions required by the tasks 
The findings reveal that some language functions, e.g. reasoning, expressing 
personal views, evaluating, synthesising and citing sources, were deemed to 
be important for both real-life tasks. This indicates the need for these 'core' 
language functions to be tested in EAP tests. It is worth noting that these core 
functions were also considered to be those expected in Test Task A by at least 
two of the pairs of judges. These core language functions, apart from citing 
sources, were considered essential in Test Task B by at least three pairs of the 
judges.  While expert judgements offered useful information about the 
language functions likely to be elicited by these test tasks, it is also essential to 
check at the piloting stage of test development whether the expected functions 
are actually carried out by test takers (Weir & Wu, 2006). 
4.2.6 Clarity of intended reader 
With respect to the clarity of intended reader presented, the judges considered 
that both real-life tasks did not do very well (See Figure 4.5). Pair 5 
commented that while it might be obvious to the students that the 'real' 
intended reader of the real-life tasks were the lecturers, both tasks did not 
provide any information about the intended reader.  Mature writers would 
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consider the needs of the reader while they plan, write and edit their text 
(Scardamalia & Bereiter, 1987). A valid writing task should always clearly 
present the intended reader, e.g. self, well known other, distant other (Shaw & 
Weir, 2007).  
 
 (1=Unclear; 5=Clear) 
Figure 4.5 Clarity of intended reader of the tasks 
 
The judges gave an average of 3.2 out of 5 for the Test Task A (see Figure 
4.6). However, there was some obvious disagreement in the focus group 
meeting (the rating ranged from 2 to 5).   The context of the task was a 
national essay contest. While some judges considered the implied reader was 
clear, i.e. the judges of the writing contest, while other judges thought that no 
actual information was provided regarding the intended reader. It was unclear 
to them whether the reader would be a single judge, a group of judges, or even 
a bigger community which could get access to the writing contest.  
Test Task B received the highest rating (4.5 out of a score of 5) regarding its 
clarity of the intended reader among the tasks (see Figure 4.5).  Test Task B 
required the test takers to write to a single lecturer. The judges believed that 
the relationship between test takers and the intended reader was made clear.  
4.2.7 Knowledge of criteria 
The overall ratings concerning the provision of the knowledge about marking 
criteria on the tasks are presented in Figure 4.6.  
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 (1=Unclear; 5=Clear) 
Figure 4.6 Provision of the knowledge of criteria 
 
The judges felt that both real-life tasks provided students with very clear and 
detailed marking criteria. On the other hand, the judges gave an average rating 
of 3.8 out of 5 for Test Task A. The task stated that test taker's performance 
would be scored according to four criteria, a) relevance and adequacy, b) 
coherence and organisation, c) lexical use and d) grammatical use. However, 
most judges reported that some more specific descriptions of the criteria 
would be helpful.  Regarding Test Task B, the judges thought that although 
the descriptions of the marking criteria were much less detailed than those 
provided on the real-life tasks, the criteria were clear and precise enough in a 
test situation (4.6 out of 5). Shaw & Weir (2007) argued that test takers' 
knowledge of criteria would have an impact on whether and how they monitor 
and revise their texts.   
The chapter has so far discussed the overall task setting of the two real-life 
tasks and the two reading-into-writing test tasks. The next section looks at the 
results regarding input text features analysed by expert judgement and 
automated textual analysis tools.  
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4.3 Features of input texts between real-life writing tasks and reading-
into-writing test tasks 
Ten sample texts were analysed for each of the real-life tasks, twenty from ten 
testlets of Test Task A and two from one testlet of Test Task B (see Section 
3.2.1 for the procedures of sampling the input texts). Results from the expert 
judgement will firstly be presented and discussed, followed by the automated 
analysis results.  
4.3.1 Results from expert judgement 
Two judges individually analysed all the input texts in terms of input format, 
verbal input genre, non-verbal input, discourse mode, concreteness of ideas, 
explicitness of textual organisation and cultural specificity (i.e. item 8-14 of 
the Contextual Parameter Proforma, see Table 3.5).  
For the classification criteria, the judges showed total agreement on the input 
format, verbal input genre, and non-verbal verbal input type. Their agreement 
rate on the discourse mode was 93%. All divergent responses lay between the 
options of expository and argumentative. The judges explained that some 
input texts seemed to serve both discourse modes.  They were asked to 
identify together the primary discourse mode in those texts.  
For the three rating scale criteria, i.e. concreteness of ideas, explicitness of 
textual organisation and cultural specificity, the majority of the two judges' 
responses (97%) closely coincided with 62% in exact agreement and 35% 
within one scale point. The remaining 3% of responses displayed a disparity of 
two scale points. Their responses, if different, were averaged.  
4.3.1.1 Input format, verbal input genre and non-verbal input types  
The input format of the two reading-into-writing test tasks was standardised. 
Test Task A contained two reading passages while Test Task B contained two 
passages with a non-verbal input in each. For the two real-life tasks, verbal 
input was more dominant on the essay task while the combination of verbal 
and non-verbal input was more dominant on the report task (See Figure 4.7).  
80% of the essay input texts were verbal and 20% contained both verbal and 
non-verbal information. In contrast, 30% of the report input texts were verbal 
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and 70% was verbal and non-verbal. None of the input texts contained solely 
non-verbal input.  
  
Figure 4.7 Distribution of input format 
Regarding the distribution of the verbal input genres, the real-life tasks 
consisted of a wider range of different genres than the test tasks (See Figure 
4.8).  News / magazine articles (50%) and journal articles (30%) were the 
most frequently occurring genres read by the participants on the real-life essay 
task while book chapters (60%) were the dominant genre for the real-life 
report task. 
  
Figure 4.8 Distribution of verbal input genre 
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As mentioned earlier, each Test Task A contained two input texts. All input 
texts from the 10 testlets collected in this study were more difficult to 
associate with these genres and seemed to belong to a rather non-specific text 
created specifically for the exam, perhaps a simplified version of the essay 
genre. For Test Task B, only one testlet was available at the time of the study. 
Test Task B contained two input texts, of which one was identified by the 
judges as a news/magazine article and the other as a report.  Nevertheless, Pair 
3 commented that although they were able to identify the genres of the input 
texts in Test Task B, they did not appear totally authentic. This raises an issue 
of how to develop or modify texts for test purposes. Recommendation of test 
design of reading-into-writing tests for item writers will be provided in 
Chapter Seven.   
Regarding the non-verbal input identified in the real-life input texts, diagrams 
(50%) or pictures (50%) were the most frequently occurring non-verbal 
information read by the participants for the real-life essay task. In contrast, 
graphs (71%) and tables (29%) were used more frequently for the report task 
(See Figure 4.9).  Test Task A contained no non-verbal input. Test Task B 
contained two non-verbal inputs - both were diagrams. 
  
Figure 4.9 Distribution of non-verbal input type 
 
4.3.1.2 Discourse mode 
As discussed earlier, both real-life tasks were knowledge-transforming tasks. 
Students were expected to actively interact with the input texts. The discourse 
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mode of the input texts would have a direct impact on the task difficulty.  
Brewer (1980: 225) argued that processing descriptive texts would require the 
reader to build a visual and spatial cognitive structure; narrative texts would 
require creating a mental representation of a series of occurring events; and 
expository texts would require the cognitive processes of constructing 
induction, classification and comparison. 
With respect to the primary discourse mode of the input texts, both real-life 
texts contained expository and argumentative texts (See Figure 4.10). The 
report task contained more expository texts while the essay task contained 
more argumentative texts. No input texts on both real-life tasks were 
considered as narrative or descriptive.  
  
Figure 4.10 Distribution of the discourse mode 
 
In contrast, the input texts on the test tasks were dominated by single discourse 
mode. All texts in Test Task A were identified as argumentative texts (100%) 
while all texts in Test Task B contained only expository texts.  
4.3.1.3 Concreteness of the ideas 
With respect to the concreteness of the ideas in the input texts, the ideas in the 
test task input texts were considered more concrete than those in the real-life 
input texts (See Figure 4.11). This is perhaps not surprising. As discussed 
40% 
60% 
0%
20%
40%
60%
80%
100%
Essay 
70% 
30% 
0%
20%
40%
60%
80%
100%
Report 
143 
 
earlier, the real-life tasks were in the topic domains of academic and 
professional, whereas the test tasks incorporated the social domain as well. 
Therefore, the input texts of the test tasks contained more concrete (i.e. less 
knowledge specific) ideas.   
 
 
                                           (1=abstract; 5=concrete) 
Figure 4.11 Concreteness of ideas 
For example, the input texts of one tasklet of the real-life essay task were 
related to the phenomenon of the feminization in the public relations (PR) 
industry, another tasklet related to the advertisement strategies of John Lewis 
to focus on core family values. The input texts of one tasklet of the real-life 
report task were related to business-specific knowledge such as different 
techniques to predict the uncertain nature of business trends and graphics 
useful for modeling and forecasting time series.  On the other hand, the input 
texts of the two test tasks are much less knowledge-specific. For example, one 
testlet of Test Task A was about the reasons why saving the disappearing 
languages is important (e.g. every language has unique characterises) as well 
as the reasons why people should not be concerned about saving disappearing 
languages (e.g. resources need to be allocated to more important concerns 
such as education, health and jobs). The input texts of Test Task B were about 
different methods of handling work-related stress. 
The content that test takers are required to process under the test conditions 
should be more concrete than the content they have to process in a real-life 
academic context. In other words, the content of the input texts should not be 
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too specialised or abstract to hinder test takers' ability to apply their writing 
skills. 
4.3.1.4 Explicitness of the textual organisation 
Regarding the explicitness of the textual organisation of the input texts, the 
input texts of the test tasks were more explicitly organised than the real-life 
input texts (See Figure 4.12). The judges felt that most of the test task input 
texts were organised mechanically into 3 to 5 paragraphs, each containing a 
main idea. And these paragraphs were sometimes too explicitly linked with the 
use of formulaic markers such as 'firstly', 'in addition' and 'lastly'.  On the other 
hand, formulaic markers were found to be less frequent in real-life input texts. 
There was a higher demand for the students to figure out how each paragraph 
relates to each other, and to the whole text (i.e. the process of discourse 
construction).  
 
 
(1=Inexplicit; 5=Explicit) 
Figure 4.12 Explicitness of textual organisation 
 
4.3.1.5 Cultural specificity 
Regarding the cultural specificity of the input texts, all input texts were rated 
towards the specific end of the cultural specificity. Test Task A input texts 
were considered more culturally specific than Test Task B and the two real-
life tasks (See Figure 4.13). Many of the Test Task A input texts referred to 
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subjects which are believed to be familiar to test takers from the Taiwanese 
testing context. 
 
(1=Neutral; 5=Specific)  
Figure 4.13 Degree of cultural specificity 
 
The results of the expert judgement have been reported so far. Next sub-
section reports the feedback of the judges regarding their experience of the 
exercise.  
4.3.1.6 Feedback from judges  
To evaluate how confident the judges felt when evaluating the contextual 
features of the two real-life tasks and the two reading-into-writing test tasks 
using the Contextual Parameter Proforma (see Table 3.4 in Chapter Three), an 
evaluation questionnaire (see Appendix 3.3) was developed to collect the 
judges' feedback of their experience. Overall, the judges reported that they 
were confident when responding to the items of the Proforma in a scale of 4 
(4=very confident; 3=confident; 2=not confident; 1=not confident at all) (see 
Table 4.1). However, they were comparatively least confident when 
responding to the item of topic domain.   
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Table 4.1 Feedback from judges 
 
Mean 
Standard 
Deviation 
Part 1  (No. of judges: 10) 
Purpose 3.80 0.42 
Topic domain 2.60 0.52 
Genre 4.00 0.00 
Cognitive demands 3.30 0.48 
Language functions 3.50 0.71 
Clarity of intended reader 3.60 0.52 
Clarity of knowledge of criteria 3.60 0.70 
Part 2 (No. of judges: 2) 
Input format 4.00 0.00 
Verbal input genre 4.00 0.00 
Non-verbal input 4.00 0.00 
Discourse mode 3.50 0.71 
Concreteness of ideas 3.50 0.71 
Explicitness of textual 
organisation 3.00 0.00 
Cultural specificity 3.50 0.71 
 
As argued in Section 4.2.3, it is complicated to determine the topic domain of 
a reading-into-writing task. The decision might be influenced by a range of 
task features, such as the context described in the prompt, the suggested title 
of the output text, the common theme of the input texts, and the original 
sources of the input texts. The participants commented in the first pilot that it 
was difficult to choose one topic domain (For details, see Section 3.3.2.1 in 
Chapter Three). In the second pilot and the main study, the judges were asked 
to rate the extent to which each task falls into each of the four topic domains, 
i.e. professional, academic, social and personal. While the judges commented 
that the change was helpful, the results of the evaluation questionnaire showed 
that they were still least confident in responding to this item. Further research 
might need to provide sample tasks in each topic domain to help with the 
evaluation.  
The next sub-section discusses the results regarding the level of difficulty of 
the input texts analysed by automated textual analysis tools.  
147 
 
4.3.2 Results from automated textual analysis 
Regarding the automated textual analyses, 60 extracts from the 20 real-life 
input texts, 20 passages from 10 testlets of Test Task A, and two passages 
from one testlet of Test Task B were analysed. Three aspects of textual 
features of the input texts in terms of the lexical complexity, syntactic 
complexity and degree of cohesion were analysed by the 17 selected indices 
generated by two automated tools: CohMetrix and VocabProfile (The 
procedures of selecting the indices were reported in Section 3.3.3). The textual 
features of the real-life input texts will be discussed in terms of lexical 
complexity, syntactic complexity and degree of cohesion (See Section 
4.3.2.1 – Section 4.3.2.3). The results are then compared descriptively to the 
textual indices reported in Green et al's (2010) study of undergraduate reading 
texts (Section 4.3.2.4). Section 4.3.2.5 and 4.3.2.6 compare the textual indices 
of the real-life input texts with the textual indices of the two reading-into-
writing test tasks.  
The two real-life tasks have been analysed and discussed separately so far, but 
the 60 sample extracts collected from the two tasks will be treated together in 
this section. The purpose of the automated textual analysis was to determine 
the difficulty level of the input texts in terms of lexical complexity, syntactic 
complexity and degree of cohesion. It was felt more beneficial to analyse all 
the real-life input texts as a whole group, so that the results will provide a 
more generalisable picture of the appropriate difficulty level of the input texts.  
4.3.2.1 Lexical complexity of the real-life input texts 
Lexical complexity has long been used to determine the difficulty level of 
reading texts in the second language learning context (Green, 2010). The 
lexical complexity of the input texts was analysed by 7 indices, namely, high 
frequency words (K1), High frequency words (K1+K2), academic words, low 
frequency words (offlist), log frequent content words, average syllables per 
word and type-token ratio (content words). Table 4.2 presents the mean, 
standard deviation, minimum and maximum of these indices obtained from all 
real-life input texts.  
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Table 4.2 Lexical complexity of the real-life texts 
 Real-life input texts 
Mean Std. Dev. Minimum Maximum 
High frequency words (K1) 77.20 4.60 68.96 85.94 
High frequency words (K1+K2) 87.76 2.98 82.06 93.63 
Academic words 10.37 3.79 2.62 19.83 
Low frequency words (Offlist) 2.41 1.85 0.00 6.87 
 Log frequent content words   2.10 0.15 1.83 2.38 
 Average syllables per word 1.70 0.11 1.46 1.93 
Type-token ratio (content 
words) 
0.69 0.08 0.47 0.85 
 
Proportion of high frequency, academic word and low frequency words 
The first four lexical indices measure the frequency of all words in the real-life 
texts. The first two, i.e. the first 1000 and 2000 most frequent words in the 
BNC corpus, showed the proportion of frequent words in the real-life input 
texts. 77.2% of the real-life input texts were taken from the first 1000 frequent 
words and 87.76% the first 2000.    
Real-life input texts on average consisted of 10.37% academic words. 
However, the percentage of academic words in this study ranged from 2.62% 
to 19.83%. The rather large variation seems to be associated with the results 
shown in the previous sub-section that the real-life input texts belonged to 
different genres. Apart from course books, participants also read non-
academic texts, e.g. business articles, which probably contain much fewer 
academic words.  
Real-life input texts contained a very low percentage (2.41%) of low 
frequency words (i.e. those are not included in frequency list of 15000 on the 
BNC). Some input texts contained no low frequency words. This study 
focused on a single discipline, i.e. Business. However, the input texts students 
used to complete the writing tasks did not seem to contain a high proportion of 
specialised or low frequent vocabulary. 
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Frequency level, average syllables and type-token ratio of content words   
The next three lexical indices concern the content words in the real-life source 
text. Content words, i.e. nouns, main verbs, adjectives and adverbs, are those 
contain conceptual meaning. 
The index (frequency level) showed the frequency level of the content words 
in the real-life texts. It computes the log frequency of all content words in the 
text, ranging from zero to six.  The lower the score is, the less frequent the 
content word is. The mean score of the frequency level of the content words in 
the real-life input texts was 2.10. Undergraduate course book texts in Green et 
al's (2010) reported a similar score of 2.14. This means the frequency levels of 
the content words of the real-life input texts and the course book texts were 
very close. The comparison of the level of difficulty of the real-life input texts 
and course book texts is further discussed in Section 4.3.2.4 below. 
The index (average syllables) measures the average syllables per content word 
in the real-life input texts. The content words in real-life input texts on average 
contained 1.70 syllables, ranging from 1.46 to 1.93.  Content words with more 
syllables are more difficult to process because decoding multisyllabic word 
takes more time and cognitive effort than decoding a monosyllabic one 
(Rayner & Pollatsek, 1989). This index therefore partly reflects the decoding 
demand of the real-life input texts.   
The last lexical index (type-token ratio of content words) measures the type-
token ratio of all content words in the real-life input texts.  The ratio reflects 
the proportion of unique content words which need to be decoded. The higher 
the ratio is, the more unique content words there are in the real-life texts. A 
type-token ratio of 1 means that all words of the text occur only once. Real-
life input texts on average had a type-token ratio of 0.69.   
4.3.2.2 Syntactic complexity of the real-life input texts 
Syntactic complexity is believed to be an important indicator of the difficulty 
of a text. Researchers, for instance Crossley, Greenfield & McNamara  (2008), 
have demonstrated that the more complex sentence structures a text contains, 
the more difficult it is for readers to process the text.  Syntactic complexity is 
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particularly important in determining the difficulty of a reading-into-writing 
task where higher-level reading processing (such as creating textual and 
intertextual representations) rather than low-level lexical decoding is targeted.  
Based on the literature review (see Section 3.3.3), the syntactic complexity of 
the real-life input texts was analysed by five indices in this study. Table 4.3 
below summarises the results. 
Table 4.3 Syntactic complexity of the real-life texts 
 
 
Average words per sentence 
The first syntactic index (average words per sentence) measures the average 
number of words per sentence in the real-life input texts. Generally speaking, 
the longer a sentence is, the more complex it is because it might contain more 
phrases and clauses. A text with many complex sentences is demanding to 
process because the reader needs to build many elaborate syntactic structures. 
 
Processing long sentences is demanding also because it requires more working 
memory while the reader is building the syntactic structure (Graesser, Cai, 
Louwerse, & Daniel, 2006). Such process of building and analysing the 
syntactic pattern in a string of words is known as parsing (Rayner & Pollatsek, 
1989). Real-life input texts on average contained 21.38 words per sentence, 
ranging from 15.32 to 28.56. Undergraduate course book texts in Green et al's 
(2010) study also contained a very similar number of words (i.e., 21.47) per 
sentence. The comparison of the difficult level of the real-life input texts and 
course book texts is further discussed in Section 4.3.2.4 below. 
 
 
Real-life input texts 
Mean 
Std. 
Dev. Minimum Maximum 
Average words per sentence 21.38 3.27 15.32 28.56 
Logical operator incidence score 45.12 12.97 16.17 77.28 
Mean number of modifiers per noun-
phrase 
1.03 0.17 0.67 1.38 
Mean number of words before the 
main verb of main clause in sentences 
5.50 1.46 2.62 10.65 
Sentence syntax similarity  0.08 0.02 0.05 0.11 
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Syntax similarity index 
This index (syntax similarity index) measures how syntactically similar the 
sentences in the real-life input texts are, by calculating the proportion of nodes 
in the two syntactic tree structures that are intersecting nodes between all 
sentences and across paragraphs. It is easier to process a text with more 
syntactically similar sentences than with more syntactically different sentences 
due to a syntactic parsing effect. The parsing effect is used to describe the high 
possibility that a speaker would produce an utterance with a structure similar 
to the previous utterance he or she produced (Pickering & Branigan, 1998). 
Ledoux, Traxler & Saab (2007) found that the syntactic parsing effect also 
presented in comprehension processes. The syntax similarity index between all 
sentences of the real-life input texts was 0.08, which means 8% of the nodes in 
the two syntactic tree structures are intersecting nodes between all sentences 
and across paragraphs.  Undergraduate course book texts in Green et al's (2010) 
reported a mean syntax similarity index of 0.09. This means the range of 
sentence structures used in the real-life input texts was very close to the course 
book texts.  The comparison of the difficult level of the real-life input texts 
and course book texts is further discussed in Section 4.3.2.4 below. 
Mean number of modifiers per noun phrase and mean number of words 
before the main verbs of the main clauses 
The next two syntactic indices concern the noun phrases and main clauses of 
the real-life input texts. They measure the mean number of modifiers per noun 
phrase and the mean number of words before the main verbs of the main 
clauses respectively. Noun phrases and main verbs in a text are believed to 
carry the key meaning of a text. Modifiers, e.g. adjectives, adverbs, or 
determiners, are used to describe the property of the head of a noun phrase or 
the main verb.   
These two indices reflect the difficulty of building the syntactic structures in a 
text. The more modifiers or words the reader has to read before getting to the 
head nouns or the main verbs, the more demanding it is to build the syntactic 
structures.  
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In addition, the indices also reflect the complexity of the ideas in the text.  The 
more modifiers before the head nouns and more words before the main verbs 
mean the more qualities these key ideas possess.  One important aspect of 
academic writing ability is to synthesise, i.e. select, connect and organise, the 
ideas from the input texts based on the writing purpose. The more qualities the 
ideas in the source texts possess, the more demanding it is to synthesise these 
ideas.  
The mean number of modifiers per noun-phrase in real-life input texts was 
1.03, ranging from 0.67 to 1.38.  The mean number of words before the main 
verbs of the main clauses in the real-life input texts was 5.5, ranging from 2.62 
to 10.65.  
Logical operator incidence score 
The next syntactic index deals with the density of logical operators 
(connectives) in the real-life texts. Logical operators can be used to explicitly 
express the relations among the ideas in a text. According to CohMetrix, texts 
with a high density of these logical operators are difficult. This is perhaps true 
for low proficiency readers who have problems processing complex sentences. 
Otherwise, many researchers, e.g. Brown & Yule (1983) and Green et al 
(2012), argue that the lack of connectives actually increase the difficulty of a 
text because the reader has to build the relationships between the ideas. 
Building intertextual and intratextual representations from the input texts is 
another important aspect of academic writing abilities. Similarly to the 
previous two indices, this index not only reflects the difficulty of building the 
syntactic structures, but another academic writing process. The lower the mean 
logical operator incidence score is, the more difficult it is to build textual 
representations. Real-life input texts had a mean logical operator incidence 
score of 45.12, with a wide range from 16.17 to 77.28. However, as 
CohMetrix did not provide sufficient information concerning how the 
incidence was computed, the meaning of the index can only be interpreted 
indirectly as a direction that the lower the score is, the less density of logical 
operators (connectives) a text contains. 
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4.3.2.3 Degree of cohesion of the real-life input texts 
Measurement of cohesion is used less frequently to determine the difficult 
level of a reading text than the measurements of lexical and syntactic 
complexity. However, the degree of cohesion of the input texts is particularly 
relevant to the discussion of the reading-into-writing tasks in the study. The 
more cohesive a text is, the easier it would be for the reader to build the 
textual representation because a cohesive text contains 'explicit features, 
words, phrases or sentences that guide the reader in interpreting the 
substantive ideas in the text, in connecting ideas with other ideas and in 
connecting ideas to higher level global units, e.g. topics and themes' (Graesser 
et al., 2004: 193).  
It is certainly easier for the reader to create textual representation of a more 
cohesive text. However, one reason why the measurement of cohesion is less 
popular in determining the text difficulty is because the cohesion of a text may 
not be reflected directly by the occurrence of cohesive devices. Kennedy & 
Thorp (2007) argued that, especially concerning a more advanced level, an 
overt occurrence of cohesive devices does not necessarily improve the 
cohesion of a text. Therefore, the results have to be interpreted with caution. 
The cohesion of the real-life input texts were analysed by five indices in this 
study. Table 4.4 summarises the results. 
Table 4.4 Degree of cohesion of the real-life input texts 
 
Real-life input texts 
Mean 
Std. 
Dev. Minimum Maximum 
Adjacent overlap argument  0.55 0.18 0.17 0.89 
Adjacent overlap stem  0.58 0.19 0.09 0.83 
Adjacent overlap content word  0.10 0.04 0.04 0.22 
Proportion of adjacent anaphor 
references  
0.25 0.18 0.03 0.74 
Adjacent semantic similarity (LSA) 0.23 0.09 0.09 0.49 
 
Overlap arguments, stems and content words between adjacent sentences 
The first three indices (adjacent overlap argument, adjacent overlap stem and 
adjacent overlap content word) measure the proportion of adjacent sentences 
sharing one or more arguments (i.e. nouns, pronouns, noun-phrases), stems 
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and content words respectively.  The occurrence of repeated arguments, stems 
or content words would make the text more cohesive and hence easier to be 
processed. These previously-occurring ideas would ease the demand on the 
reader to process new ideas.  
Real-life input texts had a mean adjacent argument overlap score of 0.55, a 
mean adjacent stem overlap score of 0.58, and a mean adjacent content word 
overlap score of 0.10. In other words, about the 50% of the adjacent sentences 
shared one or more argument and word stem, and 10% of the content words in 
adjacent sentences shared one or more common content words.  
 
Anaphor reference adjacent 
The next index (anaphor reference adjacent) measures the proportion of 
anaphor references between adjacent sentences. It is easier for the reader to 
resolve the anaphor reference when the referent is in an adjacent sentence, 
rather than at a distance of a few sentences. Real-life input texts showed a 
mean adjacent anaphor reference score of 0.25. In other words, 25% of the 
anaphor references in the real-life input texts referred to their referents in an 
adjacent sentence.  
Adjacent semantic similarity (LSA) 
The last selected index (adjacent semantic similarity) measures how 
conceptually similar each sentence is to the next sentence by comparing the 
Latent Semantic Analysis (LSA) dimensions of their lexical items. The higher 
the score was, the more conceptually similar the adjacent sentences are with 
each other. A high proportion of adjacent sentences with conceptually-related 
words can help the reader to build the textual representation, e.g. the themes of 
the text.  Green et al (2012) summarised the reasons as below:  
a) Enhancing the reader to draw upon stored schematic knowledge relating to 
the theme (Barlett, 1932); 
b) Supporting spreading activation of word/meaning recognition (Hutchison, 
2003); and 
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c) Assisting the reader in building up a coherent information structure for the 
text (Gernsbacher, 1990). 
Real-life input texts have a mean adjacent semantic similarity score of 0.23. 
The score can vary from 0 (low cohesion) to 1 (high cohesion). Undergraduate 
course book texts in Green et al's (2010) reported a mean adjacent semantic 
similarity score of 0.26. This means that the real-life input texts were slightly 
less conceptually similar across the text than the course book texts, though the 
difference was very small. The comparison of the difficult level of the real-life 
input texts and course book texts is further discussed in Section 4.3.2.4 below. 
4.3.2.4 Comparison between the real-life input texts and undergraduate 
texts 
The textual features of the real-life input texts have been discussed so far. In 
order to further discuss the level of difficulty of the input texts students read 
for their writing assignments, the textual features of the undergraduate course 
texts reported in Green et al (2010) are provided as a reference. They 
computed the values from 42 passages extracted from 14 undergraduate 
textbooks at a British university. Their results were compared descriptively to 
the results obtained from the real-life input texts in this study to explore if 
there was a difference in the difficulty level between undergraduate course 
book texts and the texts undergraduates used to complete their writing 
assignments.   
Regarding the lexical complexity, as shown in Table 4.5, the real-life input 
texts showed similar figures to the undergraduate course texts analysed in 
Green et al (2010) in terms of the frequency level of the content words, 
average syllables per content word and the type-token ratio of all content 
words. Nevertheless, the real-life input texts had a slightly lower percentage of 
academic words than the undergraduate texts, though the difference was small. 
In addition, there were more frequent words (the first 1000 and the first 2000) 
and less low frequency words in the real-life input texts than the 
undergraduate course texts. This implies that the real-life input texts were 
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easier than the undergraduate course book texts in terms of the proportion of 
word frequency bands.  
With regards to the five indices related to the syntactic features of the texts, 
the difficulty levels of the real-life input texts collected in this study and the 
undergraduate course book texts collected by Green et al (2010) were largely 
comparable (See Table 4.5). They contained almost the same average length 
of sentences (average words per sentence). In addition, the range of sentence 
structures (sentence syntax similarity) and the average number of modifiers 
per noun phrase were very close between the real-life input texts and the 
undergraduate course book texts. However, the real-life input texts contained a 
slightly higher number of words before the main verbs of the main clauses 
than the undergraduate texts, and a slightly lower logical operator incidence 
score than the undergraduate texts. The results indicate that it might be 
slightly more demanding to work out the meaning and syntactic structure 
embedded in the main clauses in the real-life input texts, and slightly more 
demanding to build the textual representation of the real-life input texts.  
Based on the five indices which indicate text cohesion, the real-life input texts 
and undergraduate course book texts apparently had a very close degree of text 
cohesion (See Table 4.5). The only difference was that the real-life input texts 
had a slightly lower adjacent semantic similarity score than the undergraduate 
course book texts. In other words, sentences in the real-life input texts seemed 
to be less conceptually similar to the next sentence than those in the 
undergraduate course book texts. 
In short, the difficulty level of the input texts undergraduates used to complete 
their writing assignments was very close to the undergraduate course book 
texts.
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Table 4.5 Descriptive comparison between real-life input texts and undergraduate course book texts 
 
Real-life input 
texts  
(60 extracts 
from 20 texts) 
 
 
Mean 
Course book 
texts  
(Green et al, 
2010)  
(40 extracts) 
 
Mean 
 
 
 
 
Descriptive comparison of the difficulty level between real-life input texts and 
undergraduate course book texts 
Lexical features    
High frequency words 
(K1) 
77.20 74.00 The real-life input texts had more first 1000 frequency words in proportion than the 
course book texts.  
High frequency words 
(K1+K2) 
87.76 85.89 The real-life input texts had more first 2000 frequency words in proportion than the 
course book texts. 
Academic words 10.37 10.51 The real-life input texts had slightly fewer academic words in proportion than the 
course book texts. 
Low frequency words 
(Offlist) 
2.41 4.33 The real-life input texts had fewer low frequency words in proportion in proportion 
than the course book texts. 
Log frequent content 
words   
2.10 2.14 The real-life input texts had similar frequency level of the content words as the 
course book texts.  
Average syllables per 
word 
1.70 1.72 The real-life input texts had similar number of syllables per words as the course 
book texts. 
Type-token ratio (content 
words) 
0.69 0.65 The real-life input texts had similar type-token ratio as the course book texts. 
Syntactic features    
Average words per 
sentence 
21.38 21.47 The real-life input texts had a similar average sentence length as the course book 
texts. 
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Sentence syntax 
similarity 
0.08 0.07 The range of sentence structures used in the real-life input texts was very close to 
the course book texts. 
Mean number of 
modifiers per noun-
phrase 
1.03 0.95 The real-life input texts had a similar number of modifiers per noun-phrase than the 
course book texts. 
Mean number of words 
before the main verb  
5.50 4.59 The real-life input texts had more words before the main verb per verb-phrase than 
the course book texts. 
Logical operator 
incidence  
45.12 46.14 The real-life input texts input texts had slightly lower proportion of connectives 
than the course book texts. 
Cohesion    
Adjacent overlap 
argument  
0.55 0.56 The real-life input texts had a similar percentage of the adjacent sentences that 
shared one or more arguments (i.e. nouns, pronouns, noun-phrases) as the course 
book texts. 
Adjacent overlap stem  0.58 0.58 The real-life input texts had almost the same percentage of the adjacent sentences 
that shared one or more word stems as the course book texts. 
Adjacent overlap content 
word  
0.10 0.10 The real-life input texts had almost the same percentage of the adjacent sentences 
that shared one or more content words as the course book texts. 
Proportion of adjacent 
anaphor references  
0.25 0.24 The real-life input texts had a similar percentage of the adjacent sentences that 
shared one or more argument as the course book texts. 
Adjacent semantic 
similarity (LSA) 
0.23 0.26 The real-life input texts were conceptually less similar across the text than the 
course book texts. 
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4.3.2.5 Comparison between the real-life and Test Task A input texts 
Having investigated the difficulty level of the real-life input texts in terms of 
the automated indices, this section examines the extent to which the input texts 
set in the two reading-into-writing test tasks were similar to the real-life texts. 
The 17 indices obtained from Test Task A and Test Task B input texts were 
compared with those obtained from the real-life input texts. The differences 
between the real-life and Test Task A input texts were analysed by the Mann-
Whitney test, which is a non-parametric, between-subjects test (The results 
will be discussed below). The differences between the real-life and Test Task 
B input texts were compared descriptively only, due to a small sample size of 
the Test Task B input texts (The results will be discussed in Section 4.3.2.6.  
Overall, the difficulty level of sampled Test Task A input texts was 
comparable to the level of the real-life input texts (See Table 4.6). The 
differences in the 14 out of the 17 indices obtained between the two conditions 
were non-significant. In the remaining three indices, with the exception of low 
frequency words (Offlist), the differences obtained were slight.  
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Table 4.6 Comparison of the difficulty level between real-life and Test 
Text A input texts 
 
Real-life 
tasks 
(60 
extracts 
from 20 
texts) 
Mean 
Test 
Task A 
(20 
texts) 
 
 
Mean 
 
 
Mann-
Whitney 
U 
 
 
Wilcoxon 
W 
 
 
 
z Asymp. 
Sig. (2-
tailed) 
 
Lexical features       
High frequency 
words (K1) 
77.20 76.54 556.000 766.000 -.489 0.63 
High frequency 
words (K1+K2) 
87.76 87.69 600.000 810.000 .000 1.00 
Academic words 10.37 8.84 437.000 647.000 -1.811 0.07 
Low frequency 
words (Offlist) 
2.41 10.41 11.000 1841.000 -6.545 0.00 
Log frequent content 
words   
2.10 2.05 508.000 718.000 -1.022 0.31 
Average syllables 
per word 
1.70 1.72 591.000 2421.000 -.100 0.92 
Type-token ratio 
(content words) 
0.69 0.72 448.000 2278.000 -1.689 0.09 
Syntactic features       
Average words per 
sentence 
21.38 20.49 514.000 724.000 -.956 0.34 
Sentence syntax 
similarity 
0.08 0.09 401.500 2231.500 -2.206 0.03 
Mean number of 
modifiers per noun-
phrase 
1.03 0.91 336.000 546.000 -2.933 0.00 
Mean number of 
words before the 
main verb  
5.50 5.76 493.500 2323.500 -1.183 0.24 
Logical operator 
incidence  
45.12 43.76 560.500 770.500 -.439 0.66 
Cohesion       
Adjacent overlap 
argument  
0.55 0.60 520.500 2350.500 -.884 0.38 
Adjacent overlap 
stem  
0.58 0.65 500.500 2330.500 -1.106 0.27 
Adjacent overlap 
content word  
0.10 0.09 490.500 700.500 -1.217 0.22 
Proportion of 
adjacent anaphor 
references  
0.25 0.28 457.000 2287.000 -1.589 0.11 
Adjacent semantic 
similarity (LSA) 
0.23 0.25 488.000 2318.000 -1.245 0.21 
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With regards to lexical complexity, Test Task A input texts contained similar 
proportions of high frequency words (K1 and K1+K2) as the real-life input 
texts. However, they contained slightly fewer academic words (though the 
difference was not significant) (See Table 4.6). Interestingly Test Task A 
contained significantly (z=-6.545, p<0.01) more low frequency words than the 
real-life input texts and the mean difference was as large as 8% (real-life: 
2.41%, Test Task A: 10.41%). The low frequency words on the Test Task A 
input texts were mainly proper names of places and organisations/companies.  
For the remaining lexical indices concerning the content words, there was not 
much difference in terms of the frequency of content words and the average 
syllables per word. Test Task A input texts had a slightly higher type-token 
ratio but the difference was not significant.  
Regarding the syntactic complexity, there was no significant difference in 
three syntactic indices (average words per sentence, mean number of words 
before the main verb and logical operator incidence) between the Test Task A 
and real-life input texts (See Table 4.6). However, Test Task A input texts had 
a significantly higher sentence syntax similarity index than the real-life input 
texts, and contained significantly fewer modifiers per noun-phrase than the 
real-life input texts. This suggests that the Test Task A texts might be less 
complex to process than the real-life input texts in terms of syntactic 
complexity, although the actual mean differences were very small. 
The degree of text cohesion in Test Task A and the real-life input texts was 
similar. There was no significant difference in all cohesion indices obtained 
between Test Task A and the real-life input texts (See Table 4.6).  
4.3.2.6 Comparison between the real-life and Test Task B input texts 
At the time of the study, only one set of operationalised Test Task B was 
available. Due to a limited sample size, only descriptive statistics of the textual 
indices of the two Test Task B input texts are presented here (See Table 4.7). 
The indices obtained from the real-life input texts are provided in the table for 
a descriptive comparison.  For the 17 textual indices, larger descriptive 
discrepancies were found in 6 indices (2 lexical, 1 syntactic and 3 coherence 
indices) between the Test Task B input texts and the real-life input texts.   
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Table 4.7 Descriptive comparison of the difficulty level between real-life source texts and Test Task B input texts 
 
Real-life tasks 
(60 extracts 
from 20 texts) 
Mean 
Test 
Task B 
(2 texts) 
 
Mean 
 
Descriptive comparison of the difficulty level  
between real-life and Test Task B input texts 
Lexical features    
High frequency words 
(K1) 
77.20 81.9 The Test Task B input texts had slightly more first 1000 frequency words in proportion 
than the real-life input texts.  
High frequency words 
(K1+K2) 
87.76 91.99 The Test Task B input texts had slightly more first 2000 frequency words in proportion 
than the real-life input texts. 
Academic words 10.37 14.46 The Test Task B input texts had more academic words in proportion than the real-life 
input texts. 
Low frequency words 
(Offlist) 
2.41 6.63 The Test Task B input texts had more low frequency words in proportion in proportion 
than the real-life input texts. 
Log frequent content 
words   
2.10 2.11 The Test Task B input texts had almost the same frequency level of the content words 
as the real-life input texts. 
Average syllables per 
word 
1.70 1.79 The Test Task B input texts had almost the same number of syllables per word as the 
real-life input texts. 
Type-token ratio (content 
words) 
0.69 0.77 The Test Task B input texts had a slightly higher type-token ratio than the real-life input 
texts. 
Syntactic features    
Average words per 
sentence 
21.38 20.32 The Test Task B input texts had a slightly shorter average sentence length than the real-
life input texts. 
Sentence syntax 
similarity 
0.08 0.10 The sentence structures used in the Test Task B input texts were slightly more similar to 
each other than those in the real-life input texts. 
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Mean number of 
modifiers per noun-
phrase 
1.03 1.41 The Test Task B input texts had slightly more modifiers per noun-phrase than the real-
life input texts. 
Mean number of words 
before the main verb  
5.50 4.75 The Test Task B input texts had fewer words before the main verb per verb-phrase than 
the real-life input texts. 
Logical operator 
incidence  
45.12 28.16 The Test Task B input texts input texts had a much lower proportion of connectives than 
the real-life input texts. 
Cohesion    
Adjacent overlap 
argument  
0.55 0.73 The Test Task B input texts had a higher percentage of the adjacent sentences that 
shared one or more arguments (i.e. nouns, pronouns, noun-phrases) than the real-life 
input texts. 
Adjacent overlap stem  0.58 0.73 The Test Task B input texts had a higher percentage of the adjacent sentences that 
shared one or more word stems as the real-life input texts. 
Adjacent overlap content 
word  
0.10 0.80 The Test Task B input texts had a higher percentage of the adjacent sentences that 
shared one or more content words as the real-life input texts. 
Proportion of adjacent 
anaphor references  
0.25 0.18 The Test Task B input texts had a lower proportion of adjacent anaphor references than 
the real-life input texts. 
Adjacent semantic 
similarity (LSA) 
0.23 0.28 The Test Task B input texts were slightly more conceptually similar across the text than 
the real-life input texts. 
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Regarding the lexical complexity, Test Task B input texts seemed to be 
slightly easier than the real-life input texts due to a higher proportion of the 
first 1000 and 2000 frequency words. However, larger discrepancies were 
obtained in other indices (academic words and low frequency words), which 
apparently suggested that Text Task B input texts were actually more difficult 
than the real-life input. Text Task B input texts contained more academic 
words (14.46% vs 10.37%) and low frequency words (6.63% vs 2.41%) than 
the real-life input texts. In addition, Text Task B input texts had a slightly 
higher type-token ratio of the content words than the real-life input texts.  
There was not much difference between the Test Task B input texts and the 
real-life input texts in terms of the frequency level of the content words and 
the number of syllables per word. Therefore, while containing a slightly higher 
proportion of high frequency words, Test Task B input texts could be more 
difficult to process than the real-life input texts, due to a higher proportion of 
academic words and low frequency words and a higher proportion of unique 
content words (type-token ratio).  
Regarding the syntactic features, Test Task B had a much lower proportion of 
connectives (logical operator incidence score) and a slightly more modifiers 
per noun-phrase than the real-life input texts. This could indicate a higher 
demand to process the noun-phrases and to sort out the logical connections 
between ideas in the Test Task B input texts than in the real-life input texts.  
On the other hand, Test Task B input texts contained a lower average number 
of words per sentence, a higher sentence syntax similarity score, and a lower 
number of words before the main verbs in verb phrases, but the actual 
differences were very small. Therefore, the results seemed to suggest that Test 
Task B input texts were more syntactically challenging than the real-life input 
texts due to a noticeable lower proportion of connective in the texts.   
Regarding the degree of text cohesion, the Test Task B input texts had a lower 
proportion of adjacent anaphor references than the real-life input texts. This 
indicates a more demanding process of resolving the anaphor references in the 
Test Task B input texts and the real-life input texts.  However, the other four 
text cohesion indices seemed to suggest that Test Task B input texts had a 
better cohesion than the real-life input texts, and hence were less challenging.  
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Test Task B input texts had higher proportions of adjacent sentences sharing 
one or more arguments (i.e. nouns, pronouns, noun-phrases), word stems and 
content words than the real-life input texts. This means it would be easier to 
process the main themes in Test Task B input texts than in the real-life input 
texts.  Test Task B input texts also had a higher adjacent semantic similarity 
score than the real-life input texts, which indicates that the adjacent sentences 
in the Test Task B input texts were more conceptually similar than those in the 
real-life input texts. 
In short, when compared descriptively to real-life input texts, Test Task B 
input texts were more demanding in terms of lexical complexity (more 
academic words and more low frequency words) and syntactic complexity 
(less proportion of connectives), but less demanding in terms of text cohesion 
(higher proportions of shared arguments, words stems and content words). 
Due to the small number of testlets available for Test Task B, it was not 
possible to do any inferential statistics on the textual indices between Test 
Task B and real-life input texts. The descriptive results reported here are only 
suggestive. 
4.4 Summary 
Chapter Four aims to address RQ1: What are the most appropriate contextual 
parameters of the EAP writing tasks? To what extent do the reading-into-
writing tests resemble these contextual features in the testing conditions? 
The chapter has reported the results of the salient contextual features of the 
two selected real-life writing tasks to shed light on the most appropriate 
contextual parameters for EAP writing tests. The chapter has also reported the 
contextual features of two types of reading-into-writing test tasks (essay with 
multiple verbal inputs and essay with multiple verbal and non-verbal inputs), 
and discussed the extent to which the contextual features of the reading-into-
writing test tasks resembled the target contextual features of the real-life 
academic writing tasks. This section provides a summary of the findings 
regarding the contextual validity of the two reading-into-writing test tasks. 
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4.4.1 Overall task setting 
The results regarding the overall task setting are summarised in Table 4.8. 
Based on the expert judgement analysis, the two reading-into-writing test tasks 
resembled the overall task setting of the real-life tasks in a number of 
important ways. Both reading-into-writing test tasks (Test Task A and Test 
Task B) required an output of an essay, which was one of the most common 
genres required in the real-life academic context in this study. In terms of topic 
domains, the academic and professional domains were dominant in the 
selected real-life tasks. Test Task A was considered to be in the academic and 
social domains while Test Task B fell into the professional and social domains. 
Regarding the cognitive demands imposed on the writer, both real-life tasks 
were knowledge-transforming tasks which required high-level processes. The 
two reading-into-writing test tasks were apparently easier than the real-life 
tasks in terms of the cognitive demands. Both required the test takers to 
transform the ideas by selecting, organising and summarising relevant ideas 
from the input sources as well as evaluating different points of view. 
Nevertheless, the test tasks might not require test takers to interpret, evaluate, 
and apply ideas in context to the extent that the real-life tasks did. In terms of 
language functions, real-life tasks seemed to have elicited a wider range of 
language functions than the test tasks. However, core language functions such 
as reasoning, expressing personal views, evaluating, synthesising and citing 
sources were also considered to be expected in the test tasks. With respect to 
the clarity of intended reader presented, the judges considered that both real-
life tasks did not do very well. Test Task B received higher rating than the 
real-life tasks while Test Task A received a similar rating to the real-life tasks. 
Regarding the knowledge of criteria, the judges felt that both real-life tasks 
provided students with very clear and detailed marking criteria. For Test Task 
A, most judges considered that the criteria were presented clearly but some 
additional descriptions of the criteria might be helpful. For Test Task B, the 
judges thought that although the descriptions of the marking criteria were 
much less detailed than those provided on the real-life tasks, the criteria were 
clear and precise enough in the test conditions.  
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Table 4.8 Summary of results of the overall task setting (Expert 
judgement) 
 
4.4.2 Input text features 
The results regarding the input text features analysed by expert judgement are 
summarised in Table 4.9. The features of the input texts provided on Test Task 
A and Test Task B were largely comparable to the real-life input texts. As 
shown in Table 4.8, both real-life tasks required students to write upon 
multiple external reading resources. Test Task A resembled the context by 
requiring the test takers to write upon two passages. Test Task B resembled 
the real-life context by requiring the test takers to write upon two passages 
containing non-verbal information. Nevertheless, the real-life input texts 
contained a variety of genres, such as news / magazine articles, journal 
Overall task setting Real-life 
essay task 
Real-life 
report task 
Test Task A Test Task B 
1. Clarity of purpose  
(1=unclear; 5=clear) 
3.6 4.4 4.6 4.8 
2. Topic Domain 
(1=not at all; 
5=definitely) 
Professional 
(3.8) 
Academic 
(3) 
Academic 
(4.2) 
Professional 
(3.8) 
Academic 
(3.6) 
Social (3.2) 
Professional 
(3.8)  
Social (3.2) 
3.  Genre Essay Report Essay Essay 
 
4. Cognitive demands 
       (1=telling/retelling 
content; 
2=organising/reorgan
ising content; 
3=transforming 
content) 
2.8 3.0 2.2 2.6 
5. Language functions 
to perform  
(agreed by 2 or more 
pairs of judges) 
Reasoning  
Express 
personal 
views  
Cite sources  
Evaluate 
Persuade 
Synthesise 
Describe 
Summarise 
Define 
Describe  
Define  
Reasoning  
Illustrate 
visuals  
Cite sources  
Evaluate 
Predict 
Recommend 
Synthesise 
Express 
personal 
views 
Summarise 
Express 
personal 
views 
Cite sources 
Evaluate 
Recommend 
Reasoning  
Synthesise 
Describe  
 
 
 
Reasoning 
Summarise 
Express 
personal 
views 
Evaluate 
Recommend 
Synthesise 
Illustrate 
visuals 
 
6. Clarity of intended 
reader 
2.8 3.0 3.2 4.3 
7. Clarity of marking 
criteria 
4.6 4.5 3.8 4.6 
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articles and book chapters. All input texts on Test Task A were regarded as 
belonging to a simplified version of the essay genre. Test Task B, on the other 
hand, contained texts belonging to simplified versions of the report and 
news/magazine article genre. Regarding the discourse mode, the real-life input 
texts were dominantly expository and argumentative / evaluative texts. Test 
Task A required test takers to process argumentative texts while Test Task B 
required test takers to process expository texts.  In addition, the ideas in the 
test task input texts were considered more concrete than those in the real-life 
input texts, and the textual organisation of the test task input texts was more 
explicitly organised than the real-life input texts. With respect to the cultural 
specificity of the input texts, all input texts were rated towards the specific end 
of the cultural specificity scale.  
Table 4.9 Summary of the results of the input text features (Expert 
judgement) 
  
4.4.3 Difficulty level of the input texts 
Generally speaking, the difficulty level between the real-life input texts and 
undergraduate input texts (Green et al, 2010) was similar in terms of most 
Input text 
features 
Real-life  
essay task 
Real-life report 
task 
Test Task A Test Task B 
8. Input format verbal (80%) 
verbal and non-
verbal (20%) 
verbal (30%) 
verbal and non-
verbal (70%) 
2 passages 2 passages 
with non-
verbal 
information 
9. Verbal input 
genre  
book Chapter (60%) 
report (10%) 
journal article (10%) 
news article (10%) 
case study (10%) 
news article (50%) 
journal article 
(30%) 
review (10%) 
report (10%) 
 
essay (100%) report (50%) 
news article 
(50%) 
10. Non-verbal 
input  
pictures (50%) 
diagrams (50%) 
 
graphs (71%) 
tables (29%) 
Nil diagrams 
(100%) 
11. Discourse 
mode  
argument/ 
evaluation (60%) 
exposition (40%) 
exposition (70%) 
argument/ 
evaluation (30%) 
argument/ 
evaluation 
(100%) 
exposition 
(100%) 
 
12. Concreteness 
of ideas 
3.3 2.9 4.1 4 
13. Explicitness 
of textual 
organisation 
3.5 3.15 3.9 4 
14. Cultural 
specificity 
3.3 3.4 4.2 3.6 
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lexical, syntactic and cohesion automated indices investigated in the study. 
The only discrepancies were that  
(1) the real-life input texts contained more high frequency words (the first 
1000 and the first 2000) but less low frequency words than the 
undergraduate course texts.  
(2) the real-life input texts contained slightly higher number of modifiers per 
noun phrase and words before the main verbs of the main clauses than the 
undergraduate texts, and had a slightly lower logical operator incidence 
score than the undergraduate texts.  
In other words, the real-life input texts were apparently easier than the 
undergraduate course book texts in terms of the proportion of word frequency 
bands. However, it would be slightly more demanding to work out the 
meaning and syntactic structure embedded in the noun phrases and main 
clauses in the real-life-input texts, as well as more demanding to build the 
textual representation of the real-life-input texts than the undergraduate texts. 
Regarding the comparison of the difficulty level between the real-life input 
texts and the test task input texts, the results again showed more similarities 
than discrepancies. The major discrepancies are summarised below: 
(1) Out of 17 indices, only 3 indices obtained significant differences between 
Test Task A and real-life input texts. Test Task A input texts had a 
significantly greater density of low frequency words, mostly proper nouns, 
than the real-life input texts. This would probably increase the difficulty of 
processing the texts if the test takers were not familiar with these proper nouns. 
However, Test Task A input texts had a significantly higher sentence syntax 
similarity index than the real-life input texts, and contained significantly fewer 
modifiers per noun-phrase than the real-life input texts. This suggests that it 
would be less demanding to build the textual representation of the Test Task A 
input texts than that of the real-life-input texts. The degree of text cohesion in 
Test Task A and the real-life input texts was similar. There was no significant 
difference in the cohesion indices obtained between Test Task A and the real-
life input texts.  
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(2) Due to the small number of testlets available for Test Task B, only 
descriptive statistics analysis was performed. Test Task B input texts 
contained more high frequency words (the first 1000 and 2000) than the real-
life input texts. However, Test Task B input texts had a higher proportion of 
academic words and low frequency words and a higher type-token ratio of all 
content words than the real-life input texts. This indicates that the lexical 
complexity of Test Task B input texts was seemingly more demanding than 
the real-life input texts. Regarding the syntactic complexity, Test Task B had a 
much lower logical operator incidence score and a higher mean number of 
modifiers per noun-phrase than the real-life input texts. This indicates a higher 
demand on reader to process the noun-phrases and to sort out the logical 
connections between ideas in Test Task B input texts. Lastly, Test Task B 
input texts had higher proportions of adjacent sentences sharing one or more 
arguments, word stems and content words, and a higher adjacent semantic 
similarity score than the real-life input texts.  All these indicated that Test Task 
B input texts were more cohesive than the real-life input texts. 
As summarised above, the results of this study showed that the linguistic 
complexity of real-life input texts and those used in the two test tasks was 
largely comparable with only a few discrepancies. Nevertheless, it is worth 
investigating the issue of whether the apparent major disjunctions, such as 
proportion of academic words, proportion of low frequency words, sentence 
syntax similarity index, and modifiers per noun-phrase, were a result of test 
writers modifying or developing input reading texts for test design purposes.  
For example, in addition to requirements such as style and genre, test writers 
are often required to include a certain number of 'idea units' into an input text 
with a certain number of words.  It is interesting to investigate how test writers 
select and edit real-life texts for test design purposes and the effects of such 
practice in further studies. Recommendations for test takers on developing 
appropriate input texts for reading-into-writing test tasks for academic 
purposes are provided in Chapter Seven. 
According to the literature review, the difficulty level of a test task is largely 
determined by its contextual features (Khalifa & Weir, 2009; Shaw & Weir, 
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2007; Weigle, 2002; Weir & Wu, 2006; Wu, 2012). Many studies were 
conducted to survey the common writing tasks in the real-life academic 
context and these studies concluded that most academic writing tasks involved 
integration of reading materials (e.g. Bridgeman & Carlson, 1983; Carson, 
2001; Horowitz, 1986; Johns, 1993; Weir, 1983). However, while revealing 
the general features of academic writing tasks, very few studies in the 
literature to date systematically provided detailed information of the 
contextual features of these academic writing tasks. With the use of expert 
judgement and automated textual analysis, this study analysed the features of 
two selected real-life academic writing tasks (the essay task and the report task) 
and the two reading-into-writing task type in terms of 7 parameters of overall 
task setting, 7 parameters of the features of input texts and 17 automated 
textual indices of the linguistic difficulty level of the input texts. In addition, 
researchers believe that the reading-into-writing task type has good context 
validity because such integrated task type can arguably reflect the 
characteristics of real-life academic writing tasks (e.g. Johns, 1993; Read, 
1990; Weir et al., 2013). To the knowledge of the researcher, this study was 
the first study to compare the characteristics of the authentic real-life academic 
writing tasks and operationalised reading-into-writing test tasks in terms of a 
range of contextual parameters. The results of this study showed that the two 
reading-into-writing test tasks largely resembled the contextual parameters of 
the real-life academic writing tasks. 
This chapter has reported and discussed the contextual validity of the two 
reading-into-writing tests. Chapter Five will shift the attention to the cognitive 
validity, which concerns to what extent the selected real-life tasks and the two 
reading-into-writing tasks elicited from the participants in this study the same 
cognitive processes. 
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5 INVESTIGATING THE COGNITIVE VALIDITY OF READING-
INTO-WRITING TESTS TO ASSESS ACADEMIC WRITING 
ABILITY 
 
5.1 Introduction 
Chapter Four presented and discussed the results of the context validity of the 
reading-into-writing tests to assess academic writing ability. This chapter 
presents and discusses the results of their cognitive validity which is 
concerned with the extent to which a test elicits from test takers cognitive 
processes that correspond to the processes that they have to use in the target 
language context (Glaser, 1991; Shaw & Weir, 2007). There are two major 
steps involved in investigating cognitive validity. First we need to define the 
target cognitive processes to be measured in a writing test by investigating the 
processes that students employ in a real-life context. Secondly we need to 
investigate the extent to which these target cognitive processes can be elicited 
by the test tasks.  
This study investigated the cognitive processes employed by over 200 
participants in both real-life academic and authentic test conditions through a 
carefully developed and validated Writing Process Questionnaire (See Section 
3.4.1 for the procedures of developing the questionnaire). As explained in 
Chapters Two and Three, the processes of translation and micro-planning, 
which also play an important role in the writing production, were not 
investigated in this study based on the following reasons: 
 When compared to other processes such as macro-planning and 
organising, writers tend to be less aware of the use of translation and 
micro-planning processes because these processes are usually not 
 173 
 
taught explicitly in normal classroom settings. Methods such as think-
aloud protocols would be more appropriate for the investigation of 
these processes. Previous studies tended to investigate these processes 
solely under experimental settings (see Kellogg, 1994 for a review) 
 Previous studies have indicated that writing-only and reading-into-
writing tasks each elicit a distinct set of processes from writers. For 
example, the processes of creating textual or intertextual 
representations are not addressed by writing-only tasks.  The processes 
of translation and micro-planning, on the other hand, might not differ 
as much as other processes between the independent and integrated test 
types.  
A total of 443 questionnaires were collected from the real-life and test 
conditions in the study - 70 questionnaires on the real-life essay task, 73 on the 
real-life report task, 160 on the reading-into-writing Test Task A, and 140 on 
the reading-into-writing Test Task B (See Section 3.4.2 for the details of data 
collection).  
This chapter begins with the results pertaining to the cognitive processes 
performed by the participants in real-life conditions. Descriptive statistics of 
individual questionnaire items from each of the real-life tasks and the 
comparison of the cognitive processes employed on the two real-life tasks are 
reported in Section 5.2.1. Results from the exploratory factor analysis (EFA) 
of the number of distinct cognitive processes involved in five academic 
writing cognitive phases and the underlying structure of these processes are 
reported in Section 5.2.2. After defining the EFA-generated underlying 
structure of the real-life cognitive constructs, further comparisons of the two 
real-life tasks, to compare the extent to which each cognitive process was 
elicited, are presented in Section 5.2.3. In the context of language tests, it is 
important to collect evidence to show if the cognitive parameters can 
distinguish how more proficient writers and less proficient writers employ 
these processes. A comparison of the cognitive processes employed by high-
achieving and low-achieving participants in the real-life context is presented in 
Section 5.2.4. Sections 5.2.5 summarises the results of the data relating to real-
life academic writing processes.  
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After investigating the target cognitive constructs, Section 5.3 reports the 
results elicited by the two reading-into-writing test tasks.  Section 5.3.1 
compares the cognitive processes elicited by Test Task A and real-life tasks 
(Section 5.3.1.1), and by Test Task B and real-life tasks (Section 5.3.1.2).   
Section 5.3.2 discusses the comparison of the cognitive processes employed 
by high and low achieving groups on Test Task A (Section 5.3.2.1) and Test 
Task B (Section 5.3.2.2). Section 5.3.3 discusses the comparison of the 
processes, in groups of high-, medium- and low-achievement, elicited by Test 
Task A and real-life tasks (Section 5.3.3.1), and by Test Task B and real-life 
tasks (Section 5.3.3.2). A summary is given in Section 5.3.3.3.  Section 5.3.4 
discusses the underlying structure of the cognitive processes elicited by the 
test tasks (Section 5.3.4.1 – Section 5.3.4.5). A summary is given in Section 
5.3.4.6. Section 5.4 provides a brief synopsis of the whole chapter. 
5.2 Investigating the target cognitive constructs in the real-life context 
The cognitive processes the participants used when they were completing 
writing tasks in the real-life academic conditions were measured by the 
Cognitive Process Questionnaire (See Appendix 3.5). A total of 143 
questionnaires were collected on the two real-life tasks: essay and report. 70 
participants who completed the real-life essay task and 73 who completed the 
report task filled out the Cognitive Process Questionnaire.  The questionnaire 
consisted of 48 items, measuring five major phases (i.e. conceptualisation, 
meaning and discourse construction, organising, low-level monitoring and 
revising, and high-level monitoring and revising) and the cognitive processes 
within each phase (i.e. task representation, macro-planning, high-level 
reading, connecting and generating, organising, low-level editing and high-
level editing) that writers most likely go through when writing from external 
sources. (A glossary of the phases and the cognitive processes was presented 
in Table 2.4 in Chapter Two).  
5.2.1 Significant differences between the two real-life tasks in terms of 
individual questionnaire items 
First, the means and standard deviations of the rating (4=definitely agree; 
3=mostly agree; 2=mostly disagree; 1=definitely disagree) of the 48 items 
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from the two sets of real-life data were obtained. Mann-Whitney U tests were 
performed to test the differences between the means of the rating to investigate 
if the participants employed the individual items differently between the two 
real-life tasks.  The results showed that apart from 3 items (i.e. Item 1.4, 4.1 
and 4.14), the differences in all items between the two real-life tasks were non 
significant (The results of the items with significant difference are presented in 
Table 5.1; the results of all items are provided in Appendix 5.1). This indicates 
that the participants rated the extent to which they employed most items in a 
similar way on the two real-life tasks, and the actual differences were 
relatively slight. 
Table 5.1 Significant differences between the two real-life tasks in terms 
of individual items 
  Essay Report 
Mann-
Whitney U 
Wilcoxon 
W 
 
 
 
z 
 
 
 
p 
Mean Std 
Dev 
Mean Std 
Dev 
1.4 I understood the 
instructions for this writing 
task very well. 
3.03 .636 3.25 .703 2091.500 4576.500 -
2.105 
.035 
4.1 While I was writing I 
sometimes paused to 
organise my ideas. 
3.16 .673 2.86 .751 2040.500 4741.500 -
2.292 
.022 
4.14 I checked the possible 
effect of my writing on the 
intended reader while I 
was writing. 
3.06 .814 2.75 .846 2059.500 4760.500 -
2.162 
.031 
 
As shown in Table 5.1, the participants reported that they understood the 
instructions for the report task better on a scale from 1 (definitely disagree) to 
4 (definitely agree) than the essay task. This agrees with the results in the 
contextual analyses, reported in Section 4.2, where the expert judges regarded 
that the report task presented clearer information about the communicative 
purpose and the intended reader than the essay task. In addition, participants 
rated the extent to which they paused to organise their ideas and checked the 
possible effect on the intended reader during writing higher on a scale from 1 
(definitely disagree) to 4 (definitely agree) on the essay task than on the report 
task.  
 176 
 
The essay task seemed to have elicited from the participants a higher 
awareness of the needs of the intended reader than the report task. The results 
in the contextual analyses may offer an explanation. According to the judges, 
the essay task requires students to persuade whereas the report task does not.   
The marking schemes of the two real-life tasks may offer more details. The 
report task was scored based on four categories: (1) examination of the data 
and description of the nature of the dataset; (2) discussion and justification of 
the techniques chosen; (3) reasons for rejecting the inappropriate techniques; 
and (4) discussion of other relevant issues. The essay task was scored based on: 
(1) problem definition and structure of the text; (2) information identification 
(the number of sources, relevance to the topic, reliability of the sources); (3) 
critical reasoning; and (4) persuasion and influencing.  In comparison to the 
report task, the quality of the essay is more dependent on the persuasiveness of 
the content. This may be why the participants checked the possible effect on 
the intended reader significantly more on the essay task than the report task.  
For the remaining 45 items, the results of the Mann-Whitney U tests showed 
no significant difference in the participants' rating between the two real-life 
tasks (see Appendix 5.1). With regards to individual questionnaire items, the 
participants seemed to have employed the processes very similarly between 
the real-life essay and report tasks. Further comparisons of the cognitive 
processes employed on the two real-life tasks are reported in Section 5.2.3. 
5.2.2 Factor analyses of real-life academic writing cognitive processes 
As mentioned previously, the 48 questionnaire items were categorised (based 
on the literature review) to measure the cognitive processes, i.e. task 
representation, macro-planning, high-level reading, connecting and 
generating, organising, low-level editing and high-level editing, that writers go 
through during the five cognitive phases (i.e. conceptualisation, meaning and 
discourse construction, organising, low-level monitoring and revising, and 
high-level monitoring and revising) of academic writing when they write from 
external sources. The internal reliabilities of the questionnaire items measuring 
the same phase and the same cognitive process were checked in the pilot study 
(See Section 3.4.1). In the main study, exploratory factor analysis (EFA) was 
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conducted to investigate the number of distinct cognitive processes within 
each of the five cognitive phases and the underlying structure of these 
cognitive processes elicited by the two real-life academic writing tasks.  
Considering the three reasons given below, it was decided to analyse the data 
collected from the two real-life tasks together in the subsequent factor 
analyses. 
(1) The means of 97% of the questionnaire items showed no significant 
difference between the two tasks; 
(2) The primary purpose of the study was to define the cognitive constructs 
measured by predominant real-life academic writing tasks, so that these 
constructs can be targeted in the test conditions. Provided that the participants 
reported using individual processes similarly between the two real-life tasks, 
analysing the data as a whole group would improve the generalisability of the 
results.  
(3) Analysing the data together would increase the size of the data which is 
beneficial for factor analysis.  
Based upon the literature review, writers are likely to go through several 
cognitive phases when they write from external sources, though the phases can 
be overlapping or looping back. This study aimed to measure the cognitive 
processes that the participants employed at these five hypothesised phases: (1) 
conceptualisation, (2) meaning and discourse construction, (3) organising, (4) 
low-level monitoring and revising and (5) high-level monitoring and revising 
(Field, 2004, 2008, 2011, 2013; Kellogg, 1996, 1999; Shaw & Weir, 2007). 
Exploratory factor analysis was performed to investigate number of distinct 
cognitive processes employed at these hypothesised phases and the underlying 
structures of these processes on the real-life tasks. In other words, the study 
investigated what cognitive processes were involved in each of these 
hypothesised academic writing phases.  The findings provided statistical 
evidence of (1) how many distinct cognitive processes loaded on each 
academic writing phase, and (2) the extent to which each distinct cognitive 
process loaded on the academic writing phase. 
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First of all, the Kaier-Meyer-Olkin (KMO) measure of sampling adequacy and 
the Bartlett's test of sphericity were performed to test the real-life processing 
data's appropriateness for factor analysis (See Appendix 5.2). The results 
showed that the data passed both tests, indicating its suitability for factor 
analysis. In addition, the data was analysed by Kolmogorov-Smirnov test with 
regards to its normal distribution. The results showed that the real-life 
processing data was not normally distributed (p<0.01). Following Fabrigar et 
al's (1999) recommendation for non-normally distributed data in factor 
analysis, the Principal Axis Factor Method was performed to extract the initial 
factors. The eigenvalues
6
 and scree plot
7
 were examined for an initial 
indication of the possible number of factors extracted by the data. Rotated 
solutions of the factor loadings, which avoid maximising the variance 
accounted by the first factor, were obtained by an oblique promax rotation.  
Oblique rotation method is often used in social science and language studies 
because it allows the factors to be correlated. To determine the ultimate 
number of underlying factors to be extracted, the possibilities were interpreted 
and evaluated based on both statistical results and theoretical rational.  
The underlying structure of the five hypothesised academic writing phases: (1) 
conceptualisation, (2) meaning and discourse construction, (3) organisation, (4) 
low-level monitoring and revising, and (5) high-level monitoring and revising 
elicited on the real-life tasks are presented and discussed below.  
5.2.2.1 The underlying structure of the conceptualisation phase (real-
life) 
Conceptualisation is the first phase of productive skills (Kellogg, 1996, Field, 
2004, 2011) where writer develops an initial task representation, i.e. an initial 
understanding of the rhetorical situation of the writing task (Flower, 1990) and 
where writer sets macro-plans, i.e., to establish writing goals in different 
aspects such as intended readership, genre, content and style (Shaw & Weir, 
2007). Lower-level reading processes, i.e. decoding, lexical search, and 
parsing, were not sampled in the questionnaire of this study because students 
                                                          
6
 Factors with an eigenvalues below 1 need to be dropped.  
7
 The point (also called an elbow) where there is a sudden drop of the steepness of the curve 
indicates signals that the factors on its left are significant. 
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at the undergraduate level presumably have mastered high automaticity in 
these lower-level reading processes. 
The conceptualisation phase was measured by 7 questionnaire items in this 
study.  The initial factor extraction for the conceptualisation phase elicited in 
the real-life conditions yielded two factors with eigenvalues greater than 1.0. 
The scree plot also suggested a two-factor solution (See Table 5.2).  
Table 5.2 Eigenvalues and scree plot for the conceptualisation phase (real-
life) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 2.829 35.363 35.363 
2 1.401 17.517 52.880 
3 .934 11.670 64.550 
4 .765 9.567 74.117 
5 .615 7.690 81.806 
6 .541 6.757 88.563 
7 .489 6.112 94.675 
8 .426 5.325 100.000  
 
The two-factor suggestion was accepted. The rotated two-factor solution for 
the conceptualisation phase and the interacted correlations of the factors are 
presented in Table 5.3.  The percentage in brackets indicates the extent to 
which each factor accounts for the variance.   As shown in Table 5.3, Factor 1 
contains the majority of the 8 items, which include three macro-planning 
processes (i.e. Item 1.2, 1.3, 1.5) with regards the relevance and adequacy of 
content, purpose of the task and effect on intended reader, and three task 
representation processes at different stages of the writing process (i.e. Item 1.4, 
2.6, 4.4). The factor was named task representation and macro-planning. 
Factor 2 contains two items only, both relating to the process of changing 
macro plans at different stages of the writing production, one after reading the 
source texts (Item 2.13), another while writing the first draft (Item 4.6). The 
factor was named revising macro plan. 
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Table 5.3 Pattern and interfactor correlations matrix for the 
conceptualisation phase (real-life) 
 F1 
Task 
representation 
and macro-
planning 
(34%) 
 
F2 
Revising 
macro plan 
(19.09%) 
1.2 I thought of what I might need to write to 
make my text relevant and adequate to 
the task. 
.806  
1.5 After reading the prompt, I thought about 
the purpose of the task. 
.688  
1.4 I understood the instructions for this 
writing task very well. 
.588  
1.3 I thought of how my text would suit the 
expectations of the intended reader. 
.519  
4.4 I re-read the task prompt while I was 
writing. 
.449  
2.6 I went back to read the task prompt again 
while I was reading the source texts. 
.445  
2.13 I changed my writing plan while reading 
the source texts. 
 .804 
4.6 I changed my writing plan (e.g. structure, 
content, etc) while I was writing. 
 .583 
                              Interfactor correlations 
Factor 1 (Task representation and macro-
planning) 
1.000  
Factor 2 (Revising macro plan) .061 1.000 
 
The results suggested that, as indicated by Factor 1, task representation and 
macro-planning processes were employed by the participants together in a 
similar way when they conceptualised an understanding of the writing task 
and established their macro plans to complete the task in the real-life academic 
context. On the other hand, Factor 2 empirically supports Hayes & Flower's 
(1983) writing model that planning is a not a one-off process employed in the 
beginning of the writing process, but a recursive process employed throughout 
the writing production process. The results showed that participants revised 
their macro plans at different stages of the writing production in real-life 
academic writing. Interestingly, as shown in Table 5.3, the two factors 
correlated weakly (r=0.061). In other words, the process of revising macro 
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plan at later stages of the writing production is apparently an academic writing 
ability distinctive from the other conceptualisation processes.  
5.2.2.2 The underlying structure of the meaning and discourse 
construction phase (real-life) 
Meaning and discourse construction is a higher-level phase where the writer (1) 
contextualises abstract meanings based on the contextual clues provided in the 
writing task, (2) identifies what information (which could be retrieved from 
long-term memory or selected from input texts) is relevant to the context, and 
(3) identifies how information from different sources connects to each other 
and to the task (Field, 2013; Spivey, 1997). The meaning and discourse 
construction phase was measured by 11 questionnaire items in this study. The 
initial factor extraction for the meaning and discourse construction phase 
elicited in real-life academic conditions produced three factors with 
eigenvalues greater than 1.0. The scree plot suggested one- or two-factor 
solutions (See Table 5.4).  
Table 5.4 Eigenvalues and scree plot for the meaning and discourse 
construction phase (real-life) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 3.454 34.541 34.541 
2 1.388 13.880 48.420 
3 1.016 10.161 58.582 
4 .863 8.627 67.209 
5 .849 8.485 75.694 
6 .698 6.982 82.676 
7 .562 5.619 88.295 
8 .473 4.732 93.027 
9 .356 3.560 96.587 
10 .341 3.413 100.000  
 
The one-factor solution was not examined. The rotated two-factor and three-
factor solutions were compared. The two-factor solution (provided in 
Appendix 5.3 Table 1) showed that Factor 1 includes reading processes to 
select relevant ideas and some processes of connecting and generate while 
Factor 2 includes careful reading processes and a process of generating new 
 182 
 
ideas or better understanding. However, three items loaded on both factors. 
Therefore the solution was rejected.  
The three-factor solution, on the other hand, showed a clearer distinction 
between the factors.  Based on the initial three-factor solution (see Table 5.5), 
Factor 1 includes mostly connecting and generating items, while Factor 2 and 
3 include reading items. However, Item 4.5 and 1.1 loaded on more than one 
factor. Based on the reliability analyses presented in Section 3.4.1, both items 
are reading items. The fact that these two reading items loaded on more than 
one factor implies that these items might have contributed to other underlying 
constructs. Another reason could be that participants employed these reading 
processes differently from other reading processes. Future study should 
investigate into this issue. They were dropped from the factor analysis. 
Table 5.5 Pattern matrix for the meaning and discourse construction 
phase (real-life): initial three-factor solution 
Items  F1 F2 F3 
2.12 I developed new ideas or a better understanding 
of existing knowledge while I was reading the 
source texts. 
.739   
4.5 I selectively re-read the source texts while 
writing. 
.588 .498  
2.9 I linked the important ideas in the source texts to 
what I know already. 
.548   
4.2 I developed new ideas while I was writing. .407   
4.3 I made further connections across the source 
texts while I was writing. 
.274   
2.5 I read some relevant part(s) of the texts 
carefully. 
 .866  
2.7 I took notes on or underlined the important ideas 
in the source texts. 
 .569  
2.4 I searched quickly for part(s) of the texts which 
might help complete the task. 
 .462  
2.1 I read through the whole of each source text 
slowly and carefully. 
  .979 
1.1 I read the whole task prompt (i.e. instructions) 
carefully. 
.391  .451 
2.2 I read the whole of each source text more than 
once. 
  .414 
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The final rotated three-factor pattern and interfactor correlations matrix is 
presented in Table 5.6.  
Table 5.6 Pattern and the interfactor correlations matrix for the meaning 
and discourse construction phase (real-life) 
 F1 F2 F3 
Connecting 
and 
generating 
(33.27%) 
 
Selecting 
relevant 
ideas 
(12.53%) 
 
Careful 
global 
reading 
(9.57%) 
 
2.12 I developed new ideas or a better 
understanding of existing knowledge 
while I was reading the source texts. 
.665   
2.9 I linked the important ideas in the 
source texts to what I know already. 
.528   
4.2 I developed new ideas while I was 
writing. 
.514   
4.3 I made further connections across the 
source texts while I was writing. 
.274   
2.5 I read some relevant part(s) of the texts 
carefully. 
 .767  
2.7 I took notes on or underlined the 
important ideas in the source texts. 
 .715  
2.4 I searched quickly for part(s) of the 
texts which might help complete the 
task. 
 .383  
2.1 I read through the whole of each source 
text slowly and carefully. 
  .846 
2.2 I read the whole of each source text 
more than once. 
  .509 
Interfactor correlations matrix 
 Factor 1 (Connecting and generating) 1.000   
 Factor 2 (Selecting relevant ideas) .595 1.000  
 Factor 3 (Careful global reading) .377 .223 1.000 
 
Researchers argued that meaning and discourse construction involves high-
level processes such as selecting relevant information, connecting ideas from 
different sources, and building a consistent discourse pattern (Field, 2003, 
2008; Spivey, 1990, 1991, 1997). The results here showed that the meaning 
and discourse construction phase elicited on the real-life tasks in this study 
involved three distinct yet correlated cognitive processes. As shown in Table 
5.6, Factor 1 includes four items of connecting ideas from different sources 
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and generating new representations. The factor was named connecting and 
generating.  
Factor 2 includes three reading items of identifying ideas which are relevant 
and important to the context of the writing task.  The factor was named 
selecting relevant ideas. Factor 3 includes two global careful reading items. 
The factor was named global careful reading. According to the interfactor 
correlation matrix (See Table 5.6), Factor 2 (selecting relevant ideas) and 
Factor 3 (global careful reading) correlated weakly at 0.223. This supports the 
hypothesis that selective and search reading skills are different from global 
careful comprehension skills (Khalifa & Weir, 2009; Weir, Yang, & Jin, 2000). 
The results also reveal that Factor 1 (connecting and generating) correlated 
with Factor 2 (selecting relevant ideas) more than with Factor 3 (global 
careful reading). Both results indicate a need to test selective reading skills in 
EAP tests.  
5.2.2.3 The underlying structure of the organisation phase (real-life) 
Organisation is a phase 'where the writer provisionally organises the ideas, still 
in abstract form, (a) in relation to the text as a whole and (b) in relation to each 
other (Field, 2004, 329)'. The organisation construct was measured by 9 
questionnaire items in this study. The initial factor extraction for the 
organisation construct produced three factors with eigenvalues greater than 1.0. 
The scree plot suggested one-, two- or three- factor solutions (See Table 5.7).  
Table 5.7 Eigenvalues and scree plot for the organising phase (real-life) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 3.488 38.753 38.753 
2 1.360 15.110 53.863 
3 1.190 13.228 67.091 
4 .736 8.178 75.268 
5 .609 6.771 82.040 
6 .500 5.557 87.596 
7 .461 5.124 92.721 
8 .395 4.393 97.113 
9 .260 2.887 100.000  
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The rotated two- and three-factor solutions were compared. The three-factor 
solution (provided in Appendix 5.3 Table 2) showed that Factor 1 is related to 
organising main ideas. Factor 2 is related to organising the structure of the 
texts. However, Factor 3 is difficult to interpret. In addition, 2 items loaded on 
two factors.  Therefore this solution was rejected.  
The two-factor solution, on the other hand, provides a clearer distinction 
between the factors. Based on the initial two-factor solution (see Table 5.8), 
Factor 1 includes mostly the processes of organising ideas from the source 
texts while Factor 2 includes mostly the processes of organising ideas in 
relation to the writer's own text. However, Item 3.4 did not load on either of 
the factors at a level of 0.3 or above. It was dropped from the analysis.  
Table 5.8 Pattern matrix for the organising phase (real-life): initial two-
factor solution 
Items 
 
F1 F2 
2.10 I worked out how the main ideas in each source 
text relate to each other. 
.906  
2.11 I worked out how the main ideas relate across 
the source texts 
.880  
2.8 I prioritised important ideas in the source texts 
in my mind. 
.704  
2.3 I used my knowledge of how texts like the 
source texts are organised to find parts to focus 
on. 
.482  
3.2 I recombined or reordered the ideas to fit the 
structure of my text. 
 .836 
3.1 I organised the ideas for my text before starting 
to write. 
 .795 
3.3 I removed some ideas I planned to write.  .688 
4.1 While I was writing, I sometimes paused to 
organise my ideas. 
 .513 
3.4 I tried to use the same structure as in the source 
texts to organise my text. 
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After removal, the rotated two-factor solution was extracted (See Table 5.9).  
Table 5.9 Pattern and interfactor correlations matrix for the organising 
phase (real-life) 
 
 F1 
Organising 
ideas in 
relation to 
input texts 
(34.73%) 
F2 
Organising 
ideas in 
relation to 
new text 
(16.60%) 
2.11 I worked out how the main ideas relate 
across the source texts 
.984  
2.10 I worked out how the main ideas in each 
source text relate to each other. 
.761  
2.8 I prioritised important ideas in the source 
texts in my mind. 
.564  
2.3 I used my knowledge of how texts like the 
source texts are organised to find parts to 
focus on. 
.437  
3.3 I removed some ideas I planned to write.  .691 
3.2  I recombined or reordered the ideas to fit the 
structure of my text. 
 .627 
3.1 I organised the ideas for my text before 
starting to write. 
 .441 
4.1 While I was writing, I sometimes paused to 
organise my ideas. 
 .314 
Interfactor correlations matrix 
Factor 1  
(Organising ideas in relation to input texts) 
1.000  
Factor 2 (Organising ideas in relation to new text) .533 1.000 
 
Factor 1 involved four items of organising ideas in relation to a single input 
text or in relation to multiple input texts. The factor was named organising 
ideas in relation to input texts.  Factor 2 involved four items of organising 
ideas in relation to the writer's own text. The factor was named organising 
ideas in relation to own text. 
In the writing literature, the ability to organise ideas according to the 
communicative purpose of the task has been regarded as an important writing 
skill (e.g. Hayes & Flower, 1983; Shaw & Weir, 2007). In the reading-into-
writing literature, the ability to organise has also been regarded as important 
when writers use external sources (e.g. Flower et al., 1990; Plakans, 2009; 
Segev-Miller, 2007; Spivey & King, 1989; Spivey, 1984).  
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The results of this study showed that the organisation phase elicited by the 
real-life tasks involved two distinct underlying cognitive processes - 
organising ideas in relation to input texts and organising ideas in relation to 
own text. This supports Spivey's notion that organising is a core process of 
writing from sources – a writer constructs their text by organising the ideas 
he/she selected from the input texts. The results of this study reveal that the 
process of organising ideas in relation to textual and intertextual representation 
of the input texts is distinctive from the process of organising ideas in relation 
to the writer's own text.  The pattern matrix showed that the two types of 
organising processes correlate moderately at 0.533 (See Table 5.9).  As both 
organising processes were elicited in the real-life academic conditions, it is 
important for EAP tests to sample both processes from the test takers. The 
process of organising in relation to textual and intertextual representation of 
the input texts has been neglected in most standardised academic writing tests 
which use the impromptu writing task type. 
5.2.2.4 The underlying structure of the low-level monitoring and revising 
phase (real-life) 
Low-level monitoring involves primarily checking the linguistic accuracy, e.g. 
spelling, grammar and sentence structure of the text. After monitoring, a writer 
will usually revise the unsatisfactory parts of the text (Field, 2004, 330). The 
low-level monitoring and revising processes can be done at any time during 
writing at the word, sentence or paragraph level, or after the whole draft has 
been completed. The low-level monitoring and revision construct was 
measured by 8 questionnaire items in this study.  
The initial factor extraction for the low-level monitoring and revision 
construct produced two factors with eigenvalues greater than 1.0. The scree 
plot suggested two- or four- factor solutions (See Table 5.10).  
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Table 5.10 Eigenvalues and scree plot for the low-level monitoring and 
revision phase (real-life) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 3.816 47.703 47.703 
2 1.847 23.087 70.790 
3 .895 11.190 81.979 
4 .632 7.899 89.879 
5 .311 3.884 93.762 
6 .225 2.808 96.571 
7 .157 1.965 98.535 
8 .117 1.465 100.000  
 
The rotated two- and four- factor solutions were compared. The four-factor 
solution reflected to some extent the categorisation of different types of low-
level monitoring and revising processes, e.g. grammar vs. use of own words. 
However, Factor 3 and Factor 4 consisted of one item only. In addition, two 
items loaded on two factors. Therefore, the four-factor solution (provided in 
Appendix 5.3 Table 3) was rejected. 
On the other hand, the two-factor solution reflected clearly the distinction 
between the low-level monitoring and revising processes employed during the 
writing process and those employed after the whole draft has been completed 
(see Table 5.11).  
Factor 1 contained four low-level monitoring and revising processes employed 
after the whole draft has been completed. The factor was named low-level 
editing after writing. Factor 2 contained four low-level monitoring and 
revising processes employed during the writing process. The factor was named 
low-level editing during writing. 
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Table 5.11 Pattern and interfactor correlations matrix for the low-level 
monitoring and revision phase (real-life) 
 
F1 F2 
Low-level 
editing after 
writing 
(47.70%) 
Low-level 
editing during 
writing 
(23.9%) 
5.12 After I had finished the first draft, I 
checked that the quotations were 
properly made. 
.898  
5.13 After I had finished the first draft, I 
checked that I had put the ideas of the 
source texts into my own words. 
.872  
 
5.15 
After I had finished the first draft, I 
checked the accuracy and range of the 
sentence structures. 
.848  
 
5.16 
After I had finished the first draft, I 
checked the appropriateness and range 
of vocabulary. 
.847  
4.16 I checked the appropriateness and range 
of vocabulary while I was writing. 
 .908 
4.15 I checked the accuracy and range of the 
sentence structures while I was writing. 
 .783 
4.12  I checked that the quotations were 
properly made while I was writing. 
 .515 
4.13 I checked that I had put the ideas of the 
source texts into my own words while I 
was writing. 
 .488 
Interfactor correlations matrix 
Factor 1 (Low-level editing after writing) 1.000  
Factor 2 (Low-level editing during writing) .347 1.000 
 
In this study, the participants were asked to report the extent to which they 
revised different aspects of linguistic accuracy of their text while they were 
writing their text and after they had completed their first draft. Researchers 
(Field, 2004; Kellogg, 1996; Shaw & Weir, 2007) argued that monitoring and 
revising are highly demanding in terms of cognitive effect. Writers, especially 
L2 writers, tend to focus on one aspect of the text at a time due to short-term 
memory constraints. With attentional constraints, many writers would set 
aside the revising process to a later stage of the production. The results here 
confirm this notion. The results showed that the low-level editing processes 
employed by the participants in the real-life conditions clustered based on the 
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stages of the writing process when they employed these editing processes, i.e. 
during the writing process and at the final stage after drafting the text. 
5.2.2.5 The underlying structure of the high-level monitoring and 
revising phase (real-life) 
High-level monitoring involves primarily checking the effect of the text, such 
as clarity and appropriateness of ideas, coherence of arguments, style, and 
possible effect on reader. Similar to the low-level revising and monitoring 
construct, after high-level monitoring, a writer will usually revise the 
unsatisfactory parts of the text (Field, 2004, 330). 
The high-level monitoring and revision phase elicited on the real-life tasks 
was measured by 12 questionnaire items in this study.  The initial factor 
extraction for the high-level monitoring and revising construct produced two 
factors with eigenvalues greater than 1.0. The scree plot also suggested a two-
factor solution (See Table 5.12).  
Table 5.12 Eigenvalues and scree plot for the high-level monitoring and 
revising phase (real-life) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 5.150 42.920 42.920 
2 2.922 24.351 67.271 
3 .864 7.198 74.469 
4 .681 5.673 80.141 
5 .603 5.023 85.164 
6 .536 4.464 89.628 
7 .370 3.081 92.709 
8 .272 2.271 94.980 
9 .213 1.777 96.757 
10 .175 1.454 98.211 
11 .140 1.170 99.381 
12 .074 .619 100.000  
 
Similar to the low-level monitoring and revising phase, the rotated two-factor 
solution (See Table 5.13) produces simple and interpretable factor loadings 
which reflect the underlying distinction between the high-level editing 
processes employed while the participants were writing and those employed 
after they had completed the first draft.  
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Table 5.13 Pattern and interfactor correlations matrix for the high-level 
monitoring and revising phase (real-life) 
 
F1 F2 
High-level 
editing 
after 
writing 
(42.92%) 
High-level 
editing 
during 
writing 
(24.35%) 
5.9 After I had finished the first draft, I checked 
that my text was coherent. 
.903  
5.8  After I had finished the first draft, I checked 
that my text was well-organised. 
.880  
 
5.11 
After I had finished the first draft, I checked 
that I included my own viewpoint on the topic. 
.877  
5.7 After I had finished the first draft, I checked 
that the content was relevant. 
.865  
 
5.10 
After I had finished the first draft, I checked 
that I included all appropriate main ideas from 
all the source texts. 
.797  
 
5.14 
After I had finished the first draft, I checked 
the possible effect of my writing on the 
intended reader. 
.748  
4.9 I checked that my text was coherent while I 
was writing. 
 .747 
4.7 I checked that the content was relevant while I 
was writing. 
 .618 
4.8 I checked that my text was well-organised 
while I was writing. 
 .613 
4.10 I checked that I included all appropriate main 
ideas from all the source texts while I was 
writing. 
 .581 
4.11 I checked that I included my own viewpoint on 
the topic while I was writing. 
 .575 
4.14 I checked the possible effect of my writing on 
the intended reader while I was writing. 
 .446 
Interfactor correlations matrix 
Factor 1 (High-level editing after writing) 1.000  
Factor 2 (High-level editing during writing) .208 1.000 
 
Factor 1 contained six high-level monitoring and editing processes employed 
after the whole draft has been completed. The factor was named high-level 
editing after writing. Factor 2 contained six high-level monitoring and revising 
processes employed during the writing process. The factor was named high-
level editing during writing. 
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5.2.2.6 Summary of the underlying structure of the cognitive processes 
(real-life) 
The results of the underlying structure of the cognitive processes involved in 
the five writing phases elicited during real-life academic writing tasks have 
been discussed. Exploratory factor analysis proved invaluable in providing 
empirical information about the clustering of the individual processes within 
each writing phase elicited by the real-life tasks. The results showed that the 
hypothesised academic writing phases arising from the literature review were 
largely supported by the statistical analysis of the questionnaire data collected 
in this study. The majority of cognitive processes loaded on their 
corresponding writing phases at a level of 0.3 or above. Results of EFA here 
revealed that each hypothesised academic writing phase elicited under the 
real-life academic conditions in this study involved two or more distinct yet 
correlated underlying cognitive processes.  Table 5.14
8
 summarises the EFA-
generated underlying structure of the real-life academic writing cognitive 
constructs.  
Table 5.14 Summary of the EFA-generated underlying structure of the 
real-life academic writing processes 
Academic writing 
phases 
Cognitive processes 
Conceptualisation F1: Task representation and macro-planning (34%) 
F2: Revising macro plan (19.9%) 
Discourse 
construction 
F1: Connecting and generating (34.54%) 
F2: Selecting relevant ideas (13.88%) 
F3: Careful global reading (10.16%) 
Organisation F1: Organising ideas in relation to input texts (34.73%) 
F2: Organising ideas in relation to own text (16.60%) 
Low-level 
monitoring and 
revising 
F1: Low-level editing after writing (47.70%) 
F2: Low-level editing during writing (23.9%) 
High-level 
monitoring and 
revising 
F1: High-level editing after writing (42.92%) 
F2: High-level editing during writing (24.35%) 
The percentage in brackets indicates the extent to which each factor (i.e. 
cognitive process) accounts for the variance (i.e. how participants reported 
employing the cognitive processes within each cognitive phase). In summary, 
                                                          
8
 The structure reflects the factor loadings of how individual processes clustered together 
based on the exploratory factor analyses, and not the original categorisation of the 
questionnaire items. 
 193 
 
the conceptualisation phase in the real-life academic context involved the task 
representation and macro-planning processes to conceptualise an 
understanding of the writing task and establish their macro plans. In addition, 
the process of revising macro plan is particularly important in real-life 
academic writing. The two processes explained 53.9% of the variance of the 
conceptualisation phase. The meaning and discourse construction phase 
involved three underlying processes: connecting and generating, selecting 
relevant ideas and global careful reading. The three processes explained 
58.58% of the variance of the meaning and discourse construction phase. The 
organising phase involved the processes of organising ideas in relation to 
input texts as well as organising ideas in relation to writer's own text. The two 
processes explained 51.33% of the variance of the organising phase. For both 
low-level monitoring and revising and high-level monitoring and revising 
phases, there was a clear distinction between the editing processes employed 
while writing and those employed after the first draft has been completed. The 
two low-level monitoring and revising processes explained 71.6% of the 
variance of the low-level monitoring and revising phase whereas the two high-
level monitoring and revising processes explained 67.27% of the variance of 
the low-level monitoring and revising phase. While the results of this study 
identified 11 processes involved in the five cognitive phases elicited by the 
real-life academic writing tasks, the results indicated that the variance of each 
cognitive phase was not fully accounted. Future study should explore the 
additional cognitive processes involved in each phase, perhaps with a different 
research method, such as keystroke logging and stimulated recall.  
5.2.3 Further comparisons of the cognitive process elicited by the two 
real-life tasks 
Section 5.2.1 has showed that participants in this study rated the extent to 
which they employed the individual 48 questionnaire items similarly on the 
two real-life tasks (essay and report).  Section 5.2.2 has identified the eleven 
underlying cognitive processes involved in five phases of academic writing. 
This sub-section further examines how the participants employed these eleven 
cognitive processes on the two real-life tasks.  The means of the average rating 
(4=definitely agree; 3=mostly agree; 2=mostly disagree; 1=definitely 
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disagree) of the cognitive processes employed by the participants on the real-
life essay and report tasks are presented in Figure 5.1.  
 
Figure 5.1 Comparison between the 2 real life tasks in terms of the 
cognitive processes employed 
  
As indicated in Figure 5.1, with regards to the conceptualisation phase, the 
participants reported employing the processes of task representation and 
macro-planning slightly more on the report task than on the essay task. They 
also reported revising macro plan more on the report task than on the essay 
task. Regarding the meaning and discourse construction phase, the participants 
reported employing the processes of connecting and generating to a similar 
extent between the two real-life tasks. However, the report task seemed to 
have elicited the processes of careful global reading and selecting relevant 
ideas slightly more than the essay task did. With regards to the organising 
phase, the participants reported the extent they organised ideas in relation to 
the input texts similarly between the two real-life tasks. However, they 
reported organising ideas in relation to own text more on the essay task than 
the report task. Regarding the two monitoring and revising phases, the essay 
task seemed to have elicited from the participants the processes of low-level 
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editing while writing, low-level editing after writing and high-level editing 
after writing more than the report task did.  
Shaw & Weir (2007) argued that among other task features, the presentation 
of a clear communicative purpose for completing the task and a clear intended 
reader would engage students in active macro planning.  As previously 
presented, the expert judgement on the overall task setting showed that the 
report task presented the students with a clearer purpose and a clear intended 
reader. Their argument that a writing task with clear communicative purpose 
and intended reader would encourage macro-planning is supported by the 
results of this study.  
The differences may also be due to the amount of reading required by the tasks. 
The participants' qualitative responses on the questionnaire suggested that they 
had to read more materials for the report task than for the essay task. The 
materials included textbooks about business theories and analysing techniques, 
some basic information about the business of a company provided by the 
lecturer, and some additional information about the company or other similar 
companies searched by them. On the other hand, for the essay task, they were 
given a single article to read. They were required to search for additional 
articles in order to complete the task but they commented that five articles 
would be enough. Due to the different amount of external reading required by 
the tasks, the participants seemed to have devoted their attention slightly 
differently. They put more attention on the source texts for the report task but 
more attention on their own text for the essay task.  
The descriptive comparison of the cognitive processes employed on the two 
real-life tasks has been discussed so far. The difference obtained between the 
means of each process was analysed by Mann-Whitney U test (independent 
samples). The results from the Mann-Whitney U tests together with the means 
and standard deviations
9
 of the average rating are presented in Table 5.15.  
                                                          
9
 Regarding the results of the Mann-Whitney U tests, median value is usually reported instead 
of mean and standard deviation. However, means and standard deviations are reported here for 
better consistency with other results in this thesis. 
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Table 5.15 Comparison of the cognitive processes employed between the 
two real-life tasks (inferential) 
 
As shown in Table 5.15, the results from the Mann-Whitney U tests showed 
that all differences between the two real life tasks in terms of the mean ratings 
of each process were non significant (p>0.05). In other words, apart from the 
descriptive differences discussed above, the participants rated the extent to 
which they used the eleven cognitive processes similarly between the two real-
life tasks. Even with considerable differences in contextual features as 
reported in the last chapter, the two real-life tasks elicited the same cognitive 
processes from the participants to a similar extent.  The findings seem to 
suggest that factors other than immediate contextual features might have 
impacted on the way the participants employed the processes. Possible factors 
 
Report 
(n=73) 
Essay 
(n=70) 
 Mann-
Whitney 
U 
Wilcoxon 
W Z 
Asymp. 
Sig. (2-
tailed) 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation         
Task representation 
and macro-planning 
3.25 .52 3.20 .47 2348.500 4833.500 -.839 .401 
Revising macro plan 2.83 .68 2.71 .74 2325.500 4810.500 -.949 .342 
Meaning and discourse construction      
Careful global reading  2.97 .73 2.90 .65 2379.000 4864.000 -.728 .467 
Selecting relevant 
ideas  
3.28 .58 3.18 .54 2189.000 4674.000 -1.507 .132 
Connecting and 
generating 
3.21 .57 3.20 .44 2396.000 4881.000 -.647 .518 
Organisation         
Organising ideas in 
relation to source 
texts 
2.92 .55 2.93 .43 2407.000 4892.000 -.601 .548 
Organising ideas in 
relation to new text 
3.10 .57 3.17 .45 2432.000 5133.000 -.502 .616 
Low-level monitoring and revising      
Low-level editing 
while writing 
3.07 .65 3.18 .56 2377.500 5078.500 -.729 .466 
Low-level editing 
after writing 
2.78 .88 2.85 .93 2360.500 5061.500 -.793 .428 
High-level monitoring and revising     
High-level  editing 
while writing 
3.17 .59 3.15 .49 2413.500 4898.500 -.574 .566 
High-level  editing 
after writing 
2.74 .89 2.85 .95 2270.000 4971.000 -1.158 .247 
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include a common academic writing condition applied to both real-life tasks 
and the level of writer's academic writing experience. Future studies might 
take these factors into consideration. The findings, on the other hand, confirm 
that all eleven cognitive processes are important for completing real-life 
academic writing tasks which require the use of external reading materials.  
In order to better define the target academic writing cognitive processes, it is 
worth discussing a few similar patterns in how participants employed the 
cognitive processes between the two real-life tasks.   
In terms of the meaning and discourse construction phase, the participants 
reported employing the processes of expeditiously selecting relevant ideas 
more than careful reading processes on both real-life tasks. Urquhart & Weir 
(1998) argued for the importance of quick, efficient and selective reading, i.e. 
expeditious reading.  Weir et al (2013) in their book reviewing the history of 
testing observed that reading tests in the first part of the 20th century tended to 
target careful local reading at the clause and sentence level rather than careful 
global reading, and rarely expeditious forms of reading beyond the United 
States (Urquhart & Weir 1998, Khalifa & Weir 2009; Moore, Morton & Price 
2010).  
Second, in terms of the organising phase, the participants reported organising 
ideas in relation to their own text more than the extent to which they organised 
ideas in relation to the input texts on both real-life tasks. 
Lastly, in terms of the monitoring and revising phases, participants reported 
editing (at both low and high levels) while they were writing more than the 
extent to which they edited after the first draft had been completed.  
In the later discussion of the processes elicited under test conditions, attention 
should be paid to these similar patterns observed on the two real-life tasks.  
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5.2.4 Comparisons between high-achieving and low-achieving 
participants 
The purpose of RQ2 was to define the cognitive parameters which are 
appropriate for reading-into-writing tests for academic purposes. The above 
results of exploratory factor analysis have defined the eleven cognitive 
processes which students employed to complete the real-life academic writing 
tasks. A further step was to investigate whether these defined cognitive 
parameters can effectively distinguish how more proficient and less proficient 
writers employ these processes.   
The 143 participants who completed either one of the real-life tasks were 
ranked according to their scores. Each performance can be scored from 0-16 
(Participants' performances will be presented in detail in Chapter Six). The 
participants were divided into four groups (i.e. high, higher middle, lower 
middle and low) representing roughly 25% of the population of participants 
who completed the tasks (i.e. the exact number of participants in each group 
varies). As a result, 40 participants were classified as the high-achieving group 
(a score of 12 or above) and 39 participants were classified as the low-
achieving group (a score of 7.5 or below). The means and standard deviations 
of the average rating (4=definitely agree; 3=mostly agree; 2=mostly disagree; 
1=definitely disagree) of the eleven underlying cognitive process reported by 
the high-achieving and low-achieving groups are presented in Table 5.16. The 
means reported by the two groups were analysed by Mann-Whitney U tests 
(See Table 5.16).  
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Table 5.16 Comparisons between high-achieving and low-achieving 
participants 
 
As shown in Table 5.16, the high achieving participants reported employing 
eight of the eleven cognitive processes (i.e. task representation and macro-
planning, careful global reading, selecting relevant ideas, connecting and 
generating, organising ideas in relation to input texts, organising ideas in 
relation to own text, low-level editing while writing and high-level editing 
while writing) more than the low achieving groups.  Apart from task 
representation and macro-planning and careful global reading, all differences 
were significant.  There was not much difference in the average rating of the 
processes of revising macro plan, low-level editing after writing and high-
 
High-
achieving 
(n=40) 
 
Low-
achieving 
(n=39) 
 Mann-
Whitney 
U 
Wilcoxon 
W Z 
Asymp. 
Sig. (2-
tailed) 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation         
Task representation 
and macro-planning 
3.29 .442 3.09 .474 585.500 1365.500 -1.917 .055 
Revising macro plan 2.78 .847 2.80 .713 747.000 1567.000 -.330 .741 
Meaning and discourse construction    
Careful global 
reading  
3.09 .823 2.91 .648 639.500 1419.500 -1.412 .158 
Selecting relevant 
ideas  
3.47 .488 3.10 .525 474.500 1254.500 -3.058 .002 
Connecting and 
generating 
3.35 .432 3.12 .487 553.500 1333.500 -2.243 .025 
Organising         
Organising ideas in 
relation to input texts 
3.03 .443 2.86 .399 521.500 1301.500 -2.552 .011 
Organising ideas in 
relation to own text 
3.28 .507 3.01 .503 542.000 1322.000 -2.360 .018 
Low-level monitoring and revising      
Low-level editing 
while writing 
3.36 .543 3.00 .691 522.500 1302.500 -2.578 .010 
Low-level editing 
after writing 
2.83 .866 2.84 .920 747.500 1567.500 -.322 .747 
High-level monitoring and revising     
High-level  editing 
while writing 
3.30 .467 3.01 .540 553.500 1333.500 -2.233 .026 
High-level  editing 
after writing 
2.82 .857 2.84 .915 749.000 1569.000 -.306 .760 
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level editing after writing between the high-achieving and low-achieving 
groups (See Table 5.16). 
For the conceptualisation phase, the high-achieving participants employed the 
processes of task representation and macro-planning more than the low-
achieving participants, though the difference was not significant. On the other 
hand, there was not much difference in the extent to which they employed the 
processes of revising macro plan at later stages of the writing process. 
According to Scardamalia & Bereiter's (1987) continuum of writing expertise, 
mature writers are cautious about the rhetorical situation of the writing task 
and therefore actively establish writing goals to fulfil the communicative 
purpose of the task. In contrast, most immature writers might not be able to 
establish a complete representation the writing task (e.g. communicative 
purpose, intended readership, genre, content and style) and therefore would 
not establish comprehensive macro plans before they start to write. The results 
here seem to support this notion. Researchers (Field, 2004; Kellogg, 2001; 
Shaw & Weir, 2007) further argued that due to attentional constraints, L2 
writers may have extra difficulty in building a comprehensive task 
representation and establishing macro plans because most of their of attention  
may be devoted to lower-level reading processes, e.g.  lexical decoding and 
parsing (i.e. connecting words to meaning).  Another challenge for weaker L2 
writers is that they may not be able to hold their task representation and 
macro-plan in working memory while they are executing their plans (Field, 
2013).  
With regards to the meaning and discourse construction phase, the high-
achieving participants reported employing the processes of careful global 
reading, selecting relevant ideas and connecting and generating more than the 
low-achieving group (See Table 5.16). Field's model of receptive skills (2004, 
2011, 2013) argued that meaning construction and discourse construction are 
more cognitively demanding than decoding, lexical searching and parsing. He 
argued that less proficient language users would focus on the lower processes 
while the proficient language users would have high automaticity in executing 
these lower processes.  The proficient language users would then be able to 
focus on meaning construction and discourse construction when they read. 
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Khalifa & Weir's (2007) model of reading skills similarly argued that lower 
proficiency L2 readers would focus on establishing understanding at local 
level (words, phases, sentences) while high proficiency readers would be able 
to establish understanding at global textual and intertextual level. In addition, 
researchers (e.g. Spivey 1991) argued that mature writers are able to connect 
ideas from different internal sources (e.g. topical knowledge and discourse 
knowledge) and external sources (e.g. input texts) to the context of writing 
task and generate new understanding of the rhetorical challenge presented by 
the writing task.  Scardamalia & Bereiter (1987) argued that this is why 
mature writers are able to transform knowledge as they write. The results of 
this study showed that in the real-life academic context, these high-level 
processes of careful and selective reading skills at global textual and 
intertextual level and the processes of connecting and generating distinguish 
the high-achieving the low-achieving participants. In other words, these high 
level processes are important for success in academic writing. Therefore, it is 
important that these processes are targeted in academic writing tests.  
With regards to the organising phase, the high-achieving participants reported 
organising ideas both in relation to input texts and the writer's own text 
significantly more than the low-achieving participants.  
Regarding the low-level and high level monitoring and revising phases, the 
high-achieving participants reported employing the processes of while writing 
low-level editing and high-level editing significantly more than the low-
achieving participants did. However, there was not much difference in the 
extent to which they reported the use of after writing low-level and high-level 
editing. Field (2004) argued that monitoring and revising processes are highly 
cognitively demanding, particularly for L2 writers. While monitoring and 
revising can be employed at any time during the writing process, most writers 
can only focus on one aspect of the editing at one time (e.g. grammatical 
accuracy at low level, or argument coherence at high level). Therefore, weaker 
writers who have not acquired high automaticity in the translating process tend 
not to be able spare attention on monitoring and revising.  The results reported 
here confirm this notion. The high-achieving participants in this study seemed 
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to be more capable of performing editing at both low- and high- levels while 
they were writing than the low-achieving participants.  
5.2.5 Summary of the results of real-life academic writing processes  
This chapter has thus far discussed the results of the real-life academic writing 
processes. The main results can be summarised as follows. 
The findings of the study have identified the cognitive processes employed at 
each of the five hypothesised writing phases when completing real-life 
academic tasks. Each phase involved two or more distinct yet correlated 
underlying cognitive processes. The conceptualisation phase involved the 
processes of task representation and macro-planning to conceptualise an 
understanding of the writing task and establish macro plans, and the processes 
of revising macro plans at later stages of the writing production. The meaning 
and discourse construction phase involved three underlying processes: 
connecting and generating, selecting relevant ideas and global careful reading. 
The organising phase involved the processes of organising ideas in relation to 
the input texts as well as organising ideas in relation to writer's own text. For 
both low-level monitoring and revising and high-level monitoring and revising, 
each phase involved editing processes employed while writing and those 
employed after the first draft has been completed. The findings suggested that 
these eleven cognitive processes would be the target cognitive processes for a 
valid academic writing test.  
The findings showed that the participants reported the extent to which they 
employed these eleven cognitive processes on the two real-life tasks with 
some descriptive differences. For example, the report task, which was 
regarded by the judges to have clearer information about communicative 
purpose and intended reader than the essay task, seemed to have engaged the 
participants in macro-planning and revising macro plans slightly more than the 
essay task. In addition, the report task, which required the use of more 
extensive reading materials than the essay task, seemed to have engaged the 
participants in the processes of careful reading and selective reading more than 
the essay task. The essay task, on the other hand, seemed to have engaged the 
participants to organising ideas in relation to their own text and to edit their 
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text more than the report task. While individual contextual features seemed to 
have influenced to some extent how the participants employed the processes 
on the two real-life tasks, the differences described were non significant.  
Future studies which aim to explore in detail how individual contextual 
features might impact on the use of cognitive processes might need to consider 
other variables. However, for the purpose of this study, the findings support 
the importance of targeting these cognitive processes in academic writing tests.  
In addition, the results have shown some similar patterns of how the 
participants employed the cognitive processes on both real-life tasks. These 
patterns need to be addressed in the discussion of cognitive processes elicited 
under conditions later in the chapter. The pattern included: (i) the participants 
reported employing the processes of selecting relevant ideas more than careful 
reading; (ii) the participants reported employing the processes of organising 
ideas in relation to their own text more than organising ideas in relation to the 
input texts, and (iii) the participants reported employing editing (at both low- 
and high-level) while writing more than after the first draft had been 
completed.  
Last but not least, the results showed that the high achieving participants 
reported employing eight of the eleven cognitive processes more than low 
achieving participants, the difference in six processes was significant. 
Academic performance is known to be impacted by many factors other than 
academic writing ability. The results of this study, however, showed that there 
are significant differences in the extent to which the high-achieving and low-
achieving students employed the cognitive processes.  This argues strongly for 
the need to have cognitively valid academic writing tests which assess the 
same cognitive processes that are required in real-life conditions.    
The chapter will next examine the cognitive processes elicited by the two 
reading-into-writing tests and discuss the cognitive validity of the task types.  
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5.3 Investigating the cognitive validity of reading-into-writing tasks 
RQ2 aims to examine the extent to which the two types of reading-into-writing 
test tasks elicited the same cognitive processes as the real-life writing tasks did 
in this study.  Therefore, after investigating the cognitive constructs elicited in 
real-life academic conditions, the next step was to investigate the cognitive 
processes that the participants used when they were completing the two types 
of reading-into-writing tasks under test conditions. 160 participants completed 
Test Task A (essay with multiple verbal inputs) and 140 participants 
completed Test Task B (essay with multiple verbal and non-verbal inputs) (see 
Appendix 3.1.3 and Appendix 3.1.4 for a sample of the two test tasks). They 
filled out the Cognitive Process Questionnaire (Appendix 3.4) immediately 
after they had completed the test tasks.   
Based on the results from the exploratory factor analyses of the real-life 
processing data, this study identified eleven cognitive parameters which are 
appropriate for reading-into-writing tests of academic writing: (1) task 
representation and macro-planning, (2) revising macro plan, (3) connecting 
and generating, (4) selecting relevant ideas, (5) careful global reading, (6) 
organising ideas in relation to input texts, (7) organising ideas in relation to 
own text, (8) low-level editing during writing, (9) low-level editing after 
writing, (10) high-level editing during writing, and (11) high-level editing 
after writing. The results also showed that these parameters distinguished well 
how high-achieving and low-achieving students completed the real-life tasks.   
The following Section 5.3.1 presents the results of the comparison of how 
these cognitive processes were employed by all participants as a whole group 
under the test and real-life conditions. Section 5.3.2 reports the investigation 
of how well the cognitive parameters distinguished the cognitive processes 
employed by high-achieving test takers and those employed by low-achieving 
test tasks on each of the reading-into-writing test tasks.  Section 5.3.3 reports a 
further comparison of cognitive processes elicited under test and real-life 
conditions in groups of high-, medium- and low-achievement. The results 
reported in these three sub-sections (5.3.1-5.3.3) will indicate if these eleven 
cognitive parameters can a) distinguish how high-achieving and low-achieving 
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test takers completed the individual reading-into-writing test task; and b) 
sufficiently resemble the cognitive processes which the test takers (as a whole 
group as well as in groups of high-, medium, or low- achievement) would 
normally employ in non-test conditions.  
Section 5.3.4 presents the results of the exploratory factor analysis of the 
cognitive processes elicited by the test tasks. The results will review the 
underlying structure of the cognitive processes elicited by the reading-into-
writing test task types. The extent to which the two reading-into-writing test 
task types elicited the same underlying cognitive processes as those reviewed 
by the real-life data was discussed thoroughly.   
5.3.1 Comparisons of the cognitive processes elicited under test and 
real-life conditions (whole group) 
The means and standard deviations of the average rating (4=definitely agree; 
3=mostly agree; 2=mostly disagree; 1=definitely disagree) of these processes 
reported by all participants as a whole group on Test Task A and the real-life 
tasks are presented in Table 5.17.  The differences obtained between test and 
real-life conditions were then analysed by Wilcoxon signed ranks test (non-
parametric related sample) (See Table 5.17). The corresponding results from 
Test Task B and real-life tasks are presented in Table 5.18. 
5.3.1.1 Comparison of the cognitive processes employed on Test Task A 
and real-life tasks (Whole group) 
As shown in Table 5.17, the participants reported employing all the eleven 
cognitive processes more on a scale from 1 (definitely disagree) to 4 
(definitely agree) in the real-life conditions than under the test condition.  The 
differences reported in six processes (which include revising macro plan, 
organising ideas in relation to own text, low-level editing during writing, low-
level editing after writing, high-level editing during writing, and high-level 
editing after writing) were significant (p<0.05) (see Table 5.17).  
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Table 5.17 Comparison of the cognitive processes employed between Test 
Task A and real-life tasks (whole group) 
 
In terms of the conceptualisation phase, the difference in the use of task 
representation and macro-planning processes between real-life and test 
conditions was non significant. However, the participants revised their macro 
plans significantly more on the real-life tasks than on Test Task A (See Table 
5.17) though the differences were for the most part slight in real terms.  In 
terms of the meaning and discourse construction phase, the participants 
reported using the processes of careful global reading, selecting relevant ideas, 
and connecting and generating more on the real-life tasks than on Test Task A. 
However, the differences were non significant (see Table 5.17). As mentioned 
earlier, there has been a call to test careful global reading and expeditious 
selective reading skills (Khalifa & Weir, 2009; Moore et al., 2010; Urquhart & 
Weir, 1998). The results suggested that the reading-into-writing test type 
would be a good format to test these reading skills.  In addition, the ability to 
connect and generate is an important skill when writing from sources (Spivey, 
 
Test Task A 
(n=160) 
Real-life 
tasks 
(n=142) 
 
Z 
 
Asymp. 
Sig. 
(2-tailed) 
 
Mean Std Dev Mean Std 
Dev 
Conceptualisation       
Task representation and macro-
planning 
2.92 .66 3.17 .49 -1.814 .070 
Revising macro plan 2.56 .71 2.78 .71 -2.890 .004 
Meaning and discourse construction    
Careful global reading  2.86 .74 2.94 .69 -.577 .564 
Selecting relevant ideas  3.22 .82 3.24 .56 -1.403 .161 
Connecting and generating 2.89 .70 3.20 .51 -1.861 .063 
Organising       
Organising ideas in relation to 
input texts 
2.91 .62 2.95 .49 -1.069 .285 
Organising ideas in relation to own  
text 
3.01 .72 3.13 .52 -2.355 .019 
Low-level monitoring and revising    
Low-level editing while writing 2.81 .74 3.12 .61 -3.562 .000 
Low-level editing after writing 2.43 .99 2.80 .90 -3.595 .000 
High-level monitoring and revising   
High-level editing while writing 2.86 .72 3.16 .54 -3.889 .000 
High-level editing after writing 2.44 1.04 2.79 .92 -2.808 .005 
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1990; Spivey & King, 1989). Expert writers, who are able to transform 
existing knowledge into new knowledge as a result of their writing process, 
tend to purposefully connect ideas from different resources (Scardamalia & 
Bereiter, 1987). The process of connecting and generating is believed to 
facilitate the occurrence of knowledge transformation. One key function of 
academic writing is to create knowledge (Weigle, 2004). For knowledge 
transformation to take place, a writer has to connect the relevant ideas which 
have been selected from external input texts and their internal personal 
knowledge based on the communicative purpose of the writing task.  
Regarding the organising phase, the participants reported organising ideas in 
relation to the input texts to a similar extent in both real-life and test 
conditions. However, the mean rating of organising in relation to the writer's 
own text was significantly higher on the real-life tasks than on Test Task A 
(See Table 5.17) though again in real terms the difference was slight.  With 
respect to the monitoring and revising phase, the participants reported 
employing low-level editing while writing, low-level editing after writing, 
high-level editing while writing, and high-level editing after writing 
significantly more in the real-life conditions than on Test Task A (See Table 
5.17).   
It must be remembered of course that in real life students have considerably 
more time to monitor and revise and iteratively revisit their work. Few tests 
give dedicated time for either planning or monitoring and exam tasks are 
performed under serious time pressure. Time for monitoring and revising is 
more limited in the exam situation. 
5.3.1.2 Comparison of the cognitive processes on Test Task B and real-
life tasks (whole group)  
The participants reported employing eight cognitive processes more on a scale 
from 1 (definitely disagree) to 4 (definitely agree) in the real-life conditions 
than on Test Task B (See Table 5.18) though the differences were not 
substantial.  
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Table 5.18 Comparison of the cognitive processes between Test Task B 
and real-life tasks (whole group) 
 
As shown in Table 5.18, the extent to which the participants reported 
employing the processes of task representation and macro-planning and 
revising macro plan were slighter higher for the conceptualisation phase in the 
real-life conditions than on Test Task B. However, the differences were non 
significant. Regarding the meaning and discourse construction phase, the 
participants reported employing the processes of careful global reading and 
selecting relevant ideas more on Test Task B than on the real-life tasks. The 
difference in careful global reading was significant. This could be because the 
input texts on Test Task B were comparatively short due to the inclusion of 
non-verbal inputs. The seeming over-eliciting of careful global reading on 
Test Task B should be noted and reviewed.  On the other hand, the participants 
reported the use of the processes of connecting and generating significantly 
more on the real-life tasks than on Test Task B.  
 
Test Task B 
(n=140) 
 
Real-life 
tasks 
(n=142) 
 
Z 
 
Asymp. Sig. 
(2-tailed) 
 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation       
Task representation and macro-
planning 
3.12 .55 3.17 .49 -1.108 .268 
Revising macro plan 2.61 .71 2.78 .71 -1.450 .147 
Meaning and discourse construction     
Careful global reading  3.17 .66 2.94 .69 -2.429 .015 
Selecting relevant ideas  3.28 .63 3.24 .56 -.421 .674 
Connecting and generating 2.87 .64 3.20 .51 -4.658 .000 
Organising       
Organising ideas in relation to 
input texts 
3.07 .57 2.95 .49 -2.118 .034 
Organising ideas in relation to 
own  text 
3.01 .68 3.13 .52 -2.254 .024 
Low-level monitoring and revising    
Low-level editing while writing 2.89 .73 3.12 .61 -3.063 .002 
Low-level editing after writing 2.37 1.06 2.80 .90 -3.995 .000 
High-level monitoring and revising   
High-level editing while writing 2.99 .66 3.16 .54 -2.892 .004 
High-level editing after writing 2.40 1.06 2.79 .92 -3.503 .000 
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In terms of the organising phase, the participants reported organising ideas in 
relation to the input texts more on Test Task A than on the real-life tasks. In 
contrast, they reported organising ideas in relation to writer's own text more 
on the real-life tasks than Test Task B. Both differences were significant 
(p<0.05). With respect to the monitoring and revising phases, similar to Test 
Task A, the participants reported employing low-level editing while writing, 
low-level editing after writing, high-level editing while writing, and high-level 
editing after writing significantly (p<0.05) more in the real-life conditions 
than on Test Task B. However, the caveat expressed above about the time 
available for this applies equally here as well. 
Comparison of the extent to which the participants (as a whole group) in this 
study employed the cognitive processes under test conditions compared to the 
real-life conditions has been reported so far. Further comparison will be 
reported and discussed in Section 5.3.3 with consideration of the resulting 
performances. The results so far showed that the participants tended to employ 
cognitive processes more on a scale from 1 (definitely disagree) to 4 
(definitely agree) in real-life conditions than under test conditions (both Test 
Task A and Test Task B). The results might be expected because of the much 
tighter time constraints under test conditions when compared to real-life 
conditions.  
The common discrepancies between real-life conditions and the two test 
conditions were that the participants reported employing the processes of 
connecting and generating, organising ideas in relation to own text, low-level 
editing while writing, high-level editing while writing and high-level editing 
after writing significantly more on the real-life tasks than on the Test Task A 
or Test Task B. Lastly, there seemed to be an over-eliciting of the processes of 
careful global reading on Test Task B possibly due to shortness of text.  
The next section presents the results of the extent to which these cognitive 
parameters distinguished the cognitive processes employed by high- and low- 
achieving participants on the two test tasks. Unlike the other productive 
language skill - speaking, the processes of writing are not assessed in most 
standardised writing tests. The processes of writing are sometimes assessed 
 210 
 
indirectly in some classroom-based assessments by requiring students to 
submit multiple drafts. These multiple drafts can reflect to some extent how 
writers produce a text, especially the processes of organising ideas and editing.  
It is beyond the scope of this thesis to discuss about classroom-based 
assessments. Nevertheless, even though most standardised writing assessments 
for academic purposes might aim to evaluate the products rather than the 
processes of writing, it is essential for test developers to demonstrate empirical 
evidence which indicates a relationship between the processes the test takers 
perform on the test task and the scores they eventually receive.  
5.3.2 Comparisons of the cognitive processes employed by high- and 
low-achieving groups (test tasks)  
As previously discussed, results on the real-life tasks showed that high-
achieving participants reported employing eight of the eleven cognitive 
processes more than low-achieving students, six of the differences were 
significant (see Section 5.2.4). The next step was to investigate if these 
cognitive parameters distinguished the high-achieving and low-achieving test 
takers. 
The 160 participants who completed Test Task A and the 140 participants who 
completed Test Task B were ranked according to their scores (Their 
performances will be presented and discussed in Chapter Six). They were 
divided into four groups (i.e. high, higher middle, lower middle and low 
achieving) representing roughly 25% of the population each. As a result, on 
Test Task A, 36 participants were classified as high-achieving (with a score of 
10.5 or above out of 20) and 34 participants were classified as low-achieving 
(with a score of 7.5 or below). On Test Task B, 27 participants were classified 
as the high-achieving group (with a score of 7 or above out of 9), and 34 were 
classified as the low-achieving group (with a score of 3 or below)
10
. The 
comparisons between how the high-achieving and low-achieving participants 
employed the cognitive processes on Test Task A are shown in Table 5.19, the 
results on Test Task B in Table 5.20.  
                                                          
10
 There is a noticeable disparity between the cut of scores of different levels of achievement 
on the two test tasks because Test Task A is a level-specific criterion-referenced test whereas 
Test Task B is a university diagnostic test. 
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5.3.2.1 Comparison between high- and low- achieving groups on Test 
Task A  
On Test Task A, the high-achieving participants reported employing six of the 
processes (which include revising macro plan, selecting relevant ideas, 
organising ideas in relation to own text, low-level editing while writing, low-
level editing after writing, and high-level editing after writing) more than the 
low-achieving group. However, all differences were non-significant (p>0.05) 
(See Table 5.19).  
Table 5.19 Comparison between high-achieving and low-achieving (Test 
Task A) 
 
High-
achieving 
(n=36) 
 
Low-
achieving 
(n=34) 
 Mann-
Whitney 
U 
Wilcoxon 
W Z 
Asymp. 
Sig. (2-
tailed) 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation         
Task representation 
and macro-planning 
3.04 .54 3.06 .54 609.500 1275.500 -.030 .976 
Revising macro 
plan 
2.56 .59 2.53 .82 586.000 1181.000 -.313 .754 
Meaning and discourse construction 
Careful global 
reading  
2.74 .91 3.16 .59 461.500 1127.500 -1.813 .070 
Selecting relevant 
ideas  
3.51 .44 3.33 .70 545.500 1140.500 -.803 .422 
Connecting and 
generating 
2.92 .65 2.95 .68 589.000 1255.000 -.273 .785 
Organisation         
Organising ideas in 
relation to input 
texts 
3.07 .46 3.08 .53 599.500 1265.500 -.148 .882 
Organising ideas in 
relation to own  
text 
3.20 .68 3.00 .69 510.000 1105.000 -1.235 .217 
Low-level monitoring and revising      
Low-level editing 
while writing 
3.02 .67 2.82 .78 528.000 1123.000 -.994 .320 
Low-level editing 
after writing 
2.43 .90 2.23 1.15 553.500 1148.500 -.698 .485 
High-level monitoring and revising     
High-level editing 
while writing 
3.02 .68 3.06 .55 608.000 1203.000 -.047 .962 
High-level editing 
after writing 
2.56 1.09 2.20 1.11 496.500 1091.500 -1.381 .167 
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On the other hand, the low-achieving group reported using the processes of 
task representation and macro-planning, careful global reading, connecting 
and generating, organising ideas in relation to source texts and high-level 
editing while writing more than the high-achieving group. All differences were 
non significant (p>0.05). Apart from the process of careful global reading, the 
differences were very slight. The high achieving test takers reported an 
average rating of 2.74 for their use of careful global reading on Test Task A 
whereas the low achieving test takers reported an average rating of 3.16. The 
low achieving test takers might have relied too much on careful global reading 
under the test conditions. The results showed no significant difference in the 
extent to which high-achieving and low-achieving participants employed the 
processes on Test Task A.  The finding is perhaps unexpected. However, 
while interpreting the results, it should be noted that Test Task A was a level-
specific test targeting at C2 level while most of the participants in this study 
were at B2 level.  In addition, the range of the participants' performances on 
Test Task A was the narrowest among all tasks. (The participants' 
performances on all tasks will be discussed in detail in Chapter Six). Therefore, 
the range of performance elicited on Test Task A in this study might have 
limited the difference which can be obtained in the use of cognitive processes 
between high-achieving and low-achieving participants. 
5.3.2.2 Comparison between high and low achieving groups on Test 
Task B  
The results of the comparison of the cognitive processes employed by the 
high- and low- achieving groups on Test Task B are presented in Table 5.20. 
Regarding Test Task B, the high-achieving participants reported employing 
nine of the cognitive processes more than the low-achieving group (see Table 
5.20). 
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Table 5.20 Comparison between high-achieving and low-achieving (Test 
Task B) 
 
The differences of seven processes (which include task representation and 
macro-planning, selecting relevant ideas, organising ideas in relation to 
source texts, low-level editing while writing, low-level editing after writing, 
high-level editing while writing and high-level editing after writing) between 
the two groups were significant (p<0.05). The results largely resemble the 
results of the same analysis on the real-life tasks.  
Similar to the results reported on the real-life tasks (see Table 5.16), the low-
achieving group reported that they revised macro plans more than the high-
achieving group. The difference here was significant.  The results seem to 
 
High-
achieving 
(n=27) 
Low-
achieving 
(n=34) Mann-
Whitney 
U 
Wilcoxon 
W Z 
Asymp. 
Sig. (2-
tailed) 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation         
Task representation 
and macro-planning 
3.31 .39 3.04 .50 300.000 895.000 -2.331 .020 
Revising macro 
plan 
2.28 .92 2.94 .56 243.000 621.000 -3.199 .001 
Meaning and discourse construction 
Careful global 
reading  
3.20 .76 3.10 .66 406.500 1001.500 -.784 .433 
Selecting relevant 
ideas  
3.69 .31 3.17 .56 201.500 796.500 -3.840 .000 
Connecting and 
generating 
3.00 .80 3.00 .60 441.500 1036.500 -.257 .797 
Organising         
Organising ideas in 
relation to input 
texts 
3.44 .48 2.98 .46 220.000 815.000 -3.499 .000 
Organising ideas in 
relation to own text 
3.16 .55 3.10 .58 423.000 1018.000 -.546 .585 
Low-level monitoring and revising      
Low-level editing 
while writing 
3.28 .64 2.80 .74 279.500 874.500 -2.633 .008 
Low-level editing 
after writing 
2.84 1.14 2.01 .99 251.000 846.000 -3.097 .002 
High-level monitoring and revising     
High-level editing 
while writing 
3.37 .47 2.92 .63 249.500 844.500 -3.063 .002 
High-level editing 
after writing 
2.88 1.10 2.00 .89 218.500 813.500 -3.555 .000 
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suggest that the low-achieving test takers changed their minds more at the later 
stages of the writing process than the high-achieving test takers. As argued 
previously, this is probably because they were less capable of establishing a 
complete representation of the writing task (e.g. communicative purpose, 
intended readership, genre, content and style) and comprehensive macro plans 
before they started to write than the high-achieving test takers. 
Valid cognitive parameters should not only distinguish the processes 
employed by high-achieving and low-achieving test takers on the test task, but 
also sufficiently resemble the cognitive processes which a test taker with high-, 
medium, or low- achievement would normally employ in non-test conditions. 
The following section reports a further comparison of cognitive processes 
elicited under test and real-life conditions in groups of high-, medium- and 
low-achievement.  
5.3.3 Comparisons between the cognitive processes elicited under test 
conditions and the real-life conditions (in groups of high-, medium- 
and low-achievement) 
Section 5.3.1 reported the comparison of the extent to which the participants, 
as a whole group, employed the cognitive processes under test conditions 
compared to real-life. The results showed that the participants, as a whole 
group, rated the extent they employed most cognitive processes significantly 
more in real-life conditions than under test conditions (both Test Task A and 
Test Task B). In order to further explore how test tasks elicited the processes 
from the participants when compared to the real-life tasks, the comparative 
analyses between the real-life and test conditions were performed again, 
taking the level of performance into consideration. The participants were 
divided into the following three groups: 
(1) High-achieving group – the participants who were identified as high-
achieving on both the test task (which is to be analysed) and the real-life 
tasks  
(2) Low-achieving group – the participants who were identified as low-
achieving on both the test task (which is to be analysed) and the real-life 
tasks 
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(3) Medium-achieving group – the participants who were identified as either  
higher-medium or  lower-medium on both the test task (which is to be 
analysed) and the real-life tasks 
Results of the inferential analysis using the Wilcoxon signed ranks tests 
between the processes employed on Test Task A and real-life data are reported 
according to the three levels of performance in Table 5.21, and results on Test 
Task B and real-life data in Table 5.22. The means and standard deviations of 
the rating (1=definitely disagree; 2=mostly disagree; 3=mostly agree; 
4=definitely agree) per cognitive process are reported. 
5.3.3.1 Comparison of the processes elicited on Test Task A and real-life 
tasks (in groups of high-, medium- and low-achievement) 
As shown in Table 5.21 below, the high-achieving participants, those whose 
performances were ranked the top 25% on both Test Task A and real-life tasks, 
reported employing all cognitive processes similarly in both conditions. Any 
differences obtained were not significant. The low-achieving group (those 
whose performances were ranked the bottom 25% on both Test Task A and 
real-life tasks) reported employing most of the cognitive processes similarly in 
both conditions. However, they employed the low-level and high-level editing 
processes after writing significantly more on the real-life tasks than on Test 
Task A. The low-achieving participants reported an average rating of 1.61 
(4=definitely agree; 3=mostly agree; 2=mostly disagree; 1=definitely disagree) 
for low-level editing after writing and 1.74 for high-level editing after writing 
on Test Task A. This implies that they did not employ these after writing 
editing processes on Test Task A, probably because the low-achieving test 
takers simply did not have the processing capacity to deal with these editing 
processes as less was available for this activity than in the case of the higher 
proficiency group.  
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Table 5.21 Comparisons between Test Task A and real-life cognitive processing data 
 
High-achieving group Middle-achieving group Low-achieving group 
Test Task A 
(n=14) 
Real-life tasks 
(n=14)  
 
Z 
 
Sig. 
 
Test Task A 
(n=85) 
Real-life tasks 
(n=85) 
 
Z 
 
Sig. 
 
Test Task A 
(n=13) 
Real-life tasks 
(n=13) 
Z 
 
Sig. 
 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation      
Task representation and 
macro-planning 
3.21 .58 3.14 .47 -.566 .572 2.94 .64 3.15 .525 -2.005 .045 2.98 .56 2.98 .28 -.039 .969 
Revising macro plan 2.39 .59 2.75 .80 -1.650 .099 2.3 .75 2.69 .90 -2.248 .025 2.53 .74 2.76 .64 -1.08 .280 
Meaning and discourse construction                 
Careful global reading  2.42 1.17 2.89 1.07 -1.767 .077 2.93 .65 2.83 .65 -.947 .344 3.15 .51 2.81 .63 -1.218 .223 
Selecting relevant ideas  3.66 .36 3.50 .53 -.654 .513 3.21 .82 3.17 .55 -1.031 .303 3.43 .58 3.05 .67 -1.620 .105 
Connecting and generating 2.92 .74 3.28 .44 -1.446 .148 3.00 .68 3.15 .53 -1.261 .207 3.00 .47 2.96 .46 -.356 .722 
Organising                   
Organising ideas in relation 
to source texts 
3.10 .62 3.00 .46 -.594 .552 2.92 .60 2.89 .49 -.705 .481 3.06 .39 2.78 .46 -1.505 .132 
Organising ideas in relation 
to own  text 
3.11 .62 3.41 .51 -1.259 .208 2.97 .65 3.10 .53 -1.732 .083 2.76 .52 2.86 .33 -.768 .443 
Low-level monitoring and revising                
Low-level editing while 
writing 
3.10 .82 3.35 .55 -.595 .552 2.75 .72 3.08 .59 -3.262 .001 2.59 .62 2.88 .67 -.994 .320 
Low-level editing after 
writing 
2.37 1.01 2.66 .95 -.971 .331 2.37 1.01 2.81 .90 -3.140 .002 1.61 .92 2.63 1.06 -2.558 .011 
High-level monitoring and revising               
High-level editing while 
writing 
3.15 .79 3.23 .51 -.118 .906 2.81 .65 3.11 .54 -3.904 .000 2.98 .53 2.93 .38 -.223 .823 
High-level editing after 
writing 
2.61 1.25 2.76 1.00 -.070 .940 2.36 1.02 2.76 .92 -2.69 .010 1.74 1.04 2.61 1.02 -2.572 .010 
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In comparison to the other two groups, the middle-achieving group showed 
greater discrepancy in how the participants employed the processes when 
comparing Test Task A and real-life tasks (See Table 5.21).  There was no 
significant difference in the extent to which they reported employing the 
processes of the meaning and discourse construction and organising phases 
(i.e. careful global reading, selecting relevant ideas, connecting and 
generating, organising ideas in relation to input texts, and organising ideas in 
relation to own text) similarly between the two conditions. However, they 
reported employing the processes of the conceptualisation phase (i.e. task 
representation and macro-planning and revising macro plan) and of the 
monitoring and revising phases (i.e. low-level editing during writing, low-level 
editing after writing, high-level editing during writing, and high-level editing 
after writing) significantly more in the real-life conditions than under the test 
conditions (See Table 5.21).  
In short, the results provided empirical evidence supporting the cognitive 
validity of this reading-into-writing task type (essay task with multiple verbal 
inputs). There was no significant difference in the extent to which the high-
achieving participants reported employing all processes on Test Task A and 
the real-life tasks. The high-achieving group seemed to be able to utilise the 
processes under both conditions. This suggests that provided that the test 
takers were proficient in academic writing, Test Task A was able to elicit the 
same processes from test takers to a similar extent as they employed them on 
the real-life tasks. Apart from the processes of after writing low-level and 
high-level editing, the low-achieving participants reported employing all 
cognitive processes on Test Task A in a similar manner as they employed 
them in the real-life academic contexts. The middle group reported employing 
five of the processes on Test Task A in a similar manner as they did on the 
real-life tasks. The middle group seemed to show greater discrepancy in how 
they employed the processes under the test and real-life conditions. This is 
probably because they were in transitional state of developing their academic 
writing skills and perhaps more affected by the performance conditions, e.g. 
stricter time allowance.  
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In addition, it is encouraging that all three groups of participants employed all 
processes of the meaning and discourse construction phase and the organising 
phase (i.e. careful global reading, selective reading, connecting and 
generating, organising ideas in relation to input texts, and organising ideas in 
relation to own text) on Test Task A and in real-life conditions in a statistically 
similar manner. This evidence supports the literature that the reading-into-
writing task type is a valid task type to test the process of discourse synthesis 
(Spivey, 1984, 2001; Spivey & King, 1989), which is a core set of academic 
writing skills. These processes are also believed to play an important role in 
critical academic literacy (Flower et al, 1990).    
5.3.3.2 Comparison of the processes elicited on Test Task B and real-life 
tasks (in groups of high-, medium- and low-achievement) 
As presented in Table 5.22, there was no significant difference in the extent to 
which the high-achieving participants (those whose performances were ranked 
in the top 25% on both Test Task B and real-life tasks) reported employing 
eight of the eleven cognitive processes on Test Task B and the real-life tasks. 
Nevertheless, the high-achieving participants employed the processes of 
revising macro plan and low-level editing while writing significantly more on 
the real-life tasks than on Test Task B whereas they reported organising ideas 
in relation to input texts significantly more on Test Task B than on real-life 
tasks.  
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Table 5.22 Comparisons between Test Task B and real-life cognitive processing data 
 
High-achieving group Middle group Low-achieving group 
Test Task B 
n=11) 
 
Real-life 
tasks 
n=11) 
Z 
 Sig. 
Test Task B 
(n=65) 
Real-life 
tasks 
(n=63) 
Z 
 Sig. 
Test Task B 
(n=13) 
Real-life 
tasks 
(n=13) 
Z 
 Sig. 
Mean Std  
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Mean Std 
Dev 
Conceptualisation 
Task representation and macro-planning 3.25 .31 2.95 .45 -1.782 .075 3.13 .54 3.15 .55 -.642 .521 3.06 .518 3.11 .35 -.035 .972 
Revising macro plan 1.63 .60 2.5 1.01 -2.102 .036 2.85 .90 2.92 .49 -.259 .796 2.62 .77 2.73 .66 -.815 .415 
Meaning and discourse construction               
Careful global reading  3.04 .61 2.81 1.12 -.850 .396 3.21 .59 2.88 .65 -2.769 .006 3.03 .47 2.92 .81 -.171 .864 
Selecting relevant ideas  3.66 .33 3.57 .51 -.680 .497 3.31 .52 3.13 .62 -.959 .338 3.12 .64 3.33 .43 -.738 .461 
Connecting and generating 2.78 .95 3.02 .42 -.045 .964 2.90 .58 3.20 .57 -3.539 .000 3.10 .516 3.12 .51 -.275 .783 
Organising                   
Organising ideas in relation to input texts 3.54 .50 2.83 .44 -2.762 .006 3.08 .54 2.86 .56 -1.947 .052 3.06 .45 2.92 .36 -1.434 .152 
Organising ideas in relation to own  text 2.86 .50 3.00 .68 -.106 .916 3.06 .69 3.08 .54 -.485 .628 3.00 .40 3.11 .59 -.677 .498 
Low-level monitoring and revising                
Low-level editing while writing 2.95 .75 3.25 .79 -2.081 .037 2.87 .78 2.97 .67 -.872 .383 2.82 .56 3.17 .49 -1.740 .082 
Low-level editing after writing 2.52 1.15 2.34 1.06 -.340 .734 2.40 1.14 2.86 .90 -2.996 .003 1.86 .927 2.71 .92 -2.336 .019 
High-level monitoring and revising               
High-level editing while writing 3.21 .54 3.06 .57 -1.137 .256 2.92 .70 3.10 .61 -1.683 .092 3.07 .45 3.21 .515 -.666 .505 
High-level editing after writing 2.62 1.12 2.65 1.12 -.422 .673 2.43 1.14 2.85 .94 -2.695 .007 1.97 .95 2.65 .88 -1.887 .059 
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It is interesting to explore why the high-achieving participants did not revise their 
macro plans as they did in the real-life context. One participant in the high-
achieving group commented on the questionnaire that 'I planned the writing 
following closely the instructions' (P37). The task prompt of Test Task B lists the 
key points need to be covered in the text (See Appendix 3.1.4). This might have 
offered too much help to the high-achieving participants and therefore they did 
not seem to revise their macro plans as much as they did on the real-life tasks.  
This should not be a big concern to the cognitive validity because the discussion 
below will show that the other two groups reported the extent to which they 
revised macro-plans similarity on Test Task B and in real-life conditions. Another 
interesting finding is that the high-achieving participants edited at low level while 
writing on Test Task B significantly less than they did in the real-life conditions. 
Low-level revisions primarily concern grammatical accuracy. 
For the low-achieving group (those whose performances were ranked the bottom 
25% on both Test Task B and real-life tasks), the participants reported employing 
most cognitive processes similarly between the two conditions. Except for the 
processes of low-level editing after writing, all differences reported were 
insignificant.  
The middle-achieving participants reported employing seven of the cognitive 
processes similarly between Test Task B and the real-life tasks.  They employed 
the processes of connecting and generating, low-level editing after writing and 
high-level editing after writing significantly more in the real-life conditions than 
on Test Task B. On the other hand, they employed the processes of global reading 
significantly more on Test Task B than in the real-life conditions. As discussed 
earlier, the seemingly over-eliciting of global reading processes could be due to 
the fact that length of the input texts on Test Task B were comparatively short. 
While these participants might have over-employed careful global reading 
processes, the results showed that they employed selective reading processes on 
Test Task B similarly as they did in the real-life conditions. The task requires the 
use of multiple verbal and non-verbal inputs within a limited time. To solve the 
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issue, further evidence is needed to determine the most appropriate length of the 
verbal texts on Test Task B.  
In short, the results reveal that Test Task B (essay task with multiple verbal and 
non-verbal inputs) elicited use of the majority of the cognitive processes by the 
participants in a similar manner as the processes were employed in the real-life 
academic contexts. The results also reveal that a slightly increased difference in 
use of cognitive processes on Test Task B compared to real-life tasks was 
reported by the middle-achieving participants. As discussed earlier, the middle 
group was perhaps more affected by the different performance conditions.  Under 
a stricter time allowance performance condition, they employed the processes of 
connecting and generating, low-level editing after writing and high-level editing 
after writing on Test Task B significantly less than the extent to which they did 
under the real-life conditions which provided much longer time-allowance.  
5.3.3.3 Summary of the cognitive processes employed by the proficiency 
groups between real-life and test conditions 
The results comparing the extent to which the eleven cognitive processes were 
employed by the high-, middle- and low-achieving groups between real-life and 
test conditions have been discussed.  
It is encouraging that both reading-into-writing test tasks were able to elicit from 
high-achieving and low-achieving participants most of the cognitive processes to 
a similar extent as participants employed the processes on the real-life tasks. The 
middle group showed greater discrepancy in how they employed the processes 
under the test and real-life conditions. They tended to employ some processes 
more in the real-life conditions than the test conditions. They employed the 
processes of the conceptualisation, low-level monitoring and revising, and high-
level monitoring and revising phases significantly less on Test Task A than on 
real-life tasks.  They employed the processes of connecting and generating, low-
level editing after writing and high-level editing after writing significantly less on 
Test Task B than on real-life tasks.  When compared to the high-achieving group, 
the middle-achieving group might not be able to employ all processes with full 
automaticity as they were at the transitional stage of developing their academic 
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writing ability. Due to limited cognitive capacity, they may need more time to 
complete the processes.  Many participants commented on the questionnaire that 
they did not have sufficient time for different processes, such as 'read the passages 
and understand better', 'proofread the mistakes', 'improve the writing', 'think more 
carefully' etc. It would be essential in future research to investigate why, under 
test conditions, the middle-achieving participants employed some of the real life 
processes but not others on these two types of reading-into-writing tasks. 
This next sub-section will continue to examine the number of distinct cognitive 
processes involved in the five cognitive phases and the underlying structure of 
these cognitive processes elicited under the test conditions. 
5.3.4 Factor analyses of the cognitive processes elicited by the test tasks 
The last step of investigating the cognitive validity of the reading-into-writing test 
was to examine the underlying structure of the cognitive processes elicited by the 
two reading-into-writing test task types. Exploratory factor analysis was used to 
examine the underlying structure of the cognitive processes elicited at each 
hypothesised writing phases in real-life conditions (Section 5.2.2).  The results 
showed that each writing phase involved two or more distinct yet correlated 
underlying cognitive processes. Here, exploratory factor analysis was used again 
to examine the underlying structure of the five hypothesised writing phases 
elicited by two test tasks (Test Task A and Test Task B). It was thought that 
exploratory factor analysis would be more appropriate for the analysis here rather 
than confirmatory factor analysis. Confirmatory factor analysis is usually used to 
test whether a particular data set fit a measurement model, i.e. a model of 
cognitive processes in this case. Since there is apparently insufficient empirical 
evidence of the cognitive processes elicited by reading-into-writing tests in the 
literature, exploratory factor analysis seems most appropriate to examine the 
underlying structure of the cognitive processes elicited by the two reading-into-
writing task types. Future studies can then use confirmatory factor analysis to 
evaluate the results of this study.  
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Kaier-Meyer-Olkin (KMO) test and Bartlett's test of sphericity were performed on 
the data of each of the five academic writing phases to show the data 
appropriateness for factor analysis. The results showed that the processing data on 
both Test Task A and Test Task B (See Appendix 5.4) were appropriate for factor 
analysis. Similar to the real-life data, the data of the cognitive processes on the 
test tasks were not normally distributed (K-S test: sig<0.01). The principal axis 
factor method with the promax rotation procedure was performed. Eigenvalues of 
the factors (i.e. factors below the value of 1) and scree plot (i.e. the factors on the 
left of the point of the curve where there is a sudden change of steepness are 
significant) were consulted for initial factor solutions. The possible factor 
structures were evaluated to determine the final underlying structure of cognitive 
processes at each writing phase elicited by the two test tasks. 
5.3.4.1 The underlying structure of the conceptualisation phase (Test Task 
A and Test Task B) 
Conceptualisation is the first phase of the writing process where writers 
conceptualise the writing task and set macro plans. As presented in Section 5.2.2.1, 
the conceptualisation phase elicited by the real-life tasks in this study involved the 
processes of task representation and macro-planning (which was measured by six 
questionnaire items) and revising macro plan (which was measured by two items). 
On Test Task A data, the initial factor extractions yielded two factors with 
eigenvalues greater than 1.0 and the scree plot also suggested a two-factor 
solution (See Table 5.23). The two-factor suggestion was accepted. The pattern 
matrix and the interfactor correlations for the conceptualisation construct on Test 
Task A are presented in Table 5.24. The percentage in brackets indicates the 
extent to which each factor accounts for the variance.    
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Table 5.23 Eigenvalues and scree plot for the conceptualisation phase (Test 
Task A) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance Cumulative % 
1 2.720 33.996 33.996 
2 1.527 19.090 53.086 
3 .970 12.123 65.210 
4 .757 9.457 74.667 
5 .658 8.228 82.895 
6 .557 6.968 89.863 
7 .460 5.751 95.614 
8 .351 4.386 100.000 
 
 
Table 5.24 Pattern and interfactor correlations matrix for the 
conceptualisation phase (Test Task A) 
 
F1 
Task representation and 
macro-planning 
(33.98%) 
 
F2 
Revising 
macro plan 
(19.04%) 
1.2 I read the whole task prompt (i.e. 
instructions) carefully. 
.805  
1.5 I thought about the purpose of the 
task.  
.663  
1.4 I understood the instructions for this 
writing task very well. 
.584  
 1.3 I thought of how my text would suit 
the expectations of the intended 
reader. 
.510  
2.6 I went back to read the task prompt 
again while I was reading the source 
texts. 
.465  
4.4 I re-read the task prompt while I was 
writing. 
.445  
2.13 I changed my writing plan while 
reading the source texts. 
 .799 
4.6 I changed my writing plan (e.g. 
structure, content etc) while I was 
writing. 
 .584 
Interfactor correlations 
Factor 1 (Task representation and macro-
planning) 
1.000  
Factor 2 (Revising macro plan) .042 1.000 
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The two-factor solution presented in Table 5.24 resembles the two factors 
generated by the real-life data. In comparison to the conceptualisation phase 
elicited by the real-life tasks, the same six items loaded on Factor 1 (which was 
named task representation and macro-planning) and the same two items loaded 
on Factor 2 (which was named revising macro plan). 
On Test Task B data, the initial factor extraction for the processes at the 
conceptualisation phase yielded three factors with eigenvalues greater than 1.0. 
The scree plot suggested two- or three- factor solutions (See Table 5.25). The 
rotated two- and three- factor solutions were compared. The two-solution 
(provided in Appendix 5.7 Table 1) was rejected because one item (i.e. Item 2.13) 
did not load on either of the factors. Besides, Factor 2 was difficult to interpret. 
Table 5.25 Eigenvalues and scree plot for the conceptualisation phase (Test 
Task B) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 2.888 36.101 36.101 
2 1.293 16.164 52.265 
3 1.207 15.086 67.350 
4 .662 8.278 75.629 
5 .643 8.041 83.670 
6 .497 6.210 89.880 
7 .411 5.134 95.014 
8 .399 4.986 100.000 
 
 
The three-factor solution was accepted because it provides additional information 
about the conceptualisation phase elicited by Test Task B (See Table 5.26). The 
four items loaded on Factor 1 were mainly related to setting macro plans. Factor 1 
was named macro-planning. Compared to the real-life data, Factor 2 involved the 
same two items of revising macro plan employed at later stages of the writing 
process. It was named revising macro plan. However, the conceptualisation phase 
elicited by Test Task B showed an additional Factor 3, which involved two items 
of reading the task prompt again at later stages of the writing process.  It was 
named rereading task prompt. As shown in Table 5.26, the processes of macro-
planning correlated with the processes of revising macro plan at the level of 0.462.  
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However, the processes of macro-planning barely correlated with the processes of 
rereading task prompt. 
Table 5.26 Pattern and interfactor correlations matrix for the 
conceptualisation phase (Test Task B) 
 
F1 
Macro-
planning 
(31.98%) 
F2 
Revising 
macro 
plan 
(16.16%) 
F3 
Rereading 
task prompt 
(15.09%) 
1.2 I thought of what I might need to 
write to make my text relevant and 
adequate to the task. 
.710   
1.5 I thought about the purpose of the 
task. 
.705   
1.4 I understood the instructions for this 
writing task very well. 
.680   
1.3 I thought of how my text would suit 
the expectations of the intended 
reader. 
.560   
4.6 I changed my writing plan (e.g. 
structure, content etc) while I was 
writing. 
 .584  
2.13 I changed my writing plan while 
reading the source texts. 
 .583  
4.4 I re-read the task prompt while I 
was writing. 
  .793 
2.6 I went back to read the task prompt 
again while I was reading the 
source texts. 
  .467 
 Interfactor correlations 
 Factor 1 (Macro-planning) 1.000   
 Factor 2 (Revising macro plan) .462 1.000  
 Factor 3 (Rereading task prompt) .152 .132 1.000 
 
The conceptualisation phase elicited by Test Task B showed an additional Factor 
3 (rereading task prompt). The processes of reading task prompt again were not 
identified as a distinct factor in real-life conditions. Based on the qualitative data 
collected on the questionnaire, the most commonly mentioned reasons why the 
participants reported reading their task prompt again at later stages of the writing 
production on Test Task B were as follows: 
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 I wanted to check whether I am following the instructions (P24) 
 I was checking the key points I have to finish (P154) 
 I checked the marking criteria (P64) 
According to Scardamalia & Bereiter (1987), writers who use a knowledge 
transforming approach are highly aware of different rhetorical problems (e.g. what 
to write, how to write, to whom to write) during the entire writing process. They 
would constantly evaluate their progress against available resources (which can be 
obtained from long-term memory and/or external reading materials) and 
constraints (e.g. remaining time). The results from the contextual analysis of task 
setting reported in Chapter Four showed that Test Task B was rated the highest for 
the clarity of purpose, clarity of intended reader and clarity of the knowledge 
criteria in a scale of 1 (unclear) to 5 (clear), when compared to the real-life tasks 
and Test Task A. It seems that a clear presentation of these contextual features in 
the task prompt would encourage test takers to monitor their progress by checking 
the task prompt from time to time during the writing process.  
5.3.4.2 The underlying structure of the meaning and discourse construction 
construct (Test Task A and Test Task B) 
Meaning and discourse construction is a higher-level phase where students 
contextualise meaning and establish discourse representations from different 
sources. As presented in Section 5.2.2.2, the meaning and discourse construction 
phase elicited on the real-life tasks involved three distinct underlying cognitive 
processes. The first process was careful reading at global level (careful global 
reading). The second one was to select ideas which are relevant to the writing task 
(selecting relevant ideas).  The last one was to generate links between ideas or 
new meaning by connecting ideas/discourse features provided in the source texts 
(connect and generate).   
On Test Task A, the initial factor extraction for the meaning and discourse 
construction construct produced three factors with eigenvalues greater than 1.0. 
The scree plot suggested two- or three- factor solutions (See Table 5.27). The 
rotated two- and three- factor solutions were compared. The three-factor solution 
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(provided in Appendix 5.6 Table 1) was rejected because factor 3 includes one 
item only. Besides, Item 4.2 did not load on any factors at the level of 0.3 or 
above.  
Table 5.27  Eigenvalues and scree plot for the discourse and meaning 
construction phase (Test Task A) 
 
Factor 
Initial Eigenvalues 
Total % of Variance 
Cumulative 
% 
1 3.171 31.712 31.712 
2 1.413 14.128 45.840 
3 1.070 10.702 56.542 
4 .945 9.455 65.996 
5 .876 8.757 74.753 
6 .750 7.502 82.256 
7 .547 5.472 87.728 
8 .521 5.207 92.935 
9 .431 4.307 97.242 
10 .276 2.758 100.000 
 
 
The two-factor solution was accepted (See Table 5.28). Compared to the meaning 
and discourse construction phase elicited by real-life tasks, Factor 1 (selecting 
relevant ideas) included the same three items of search reading for ideas which 
are relevant to the task. However, Factor 2 on Test Task A included four items, 
which were loaded as separate factors in real-life conditions. Factor 2 on Test 
Task A was named connecting and generating with careful global reading.  
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Table 5.28 Pattern matrix and interfactor correlations for the discourse and 
meaning construction phase (Test Task A) 
 
F1 
Selecting 
relevant ideas 
(33.38%) 
F2 
Connecting 
and generating 
with careful 
global reading 
(14.09%) 
 2.5  
 
I read some relevant part(s) of the texts 
carefully. 
.892  
 2.4  I searched quickly for part(s) of the texts 
which might help complete the task. 
.807  
 2.7  I took notes on or underlined the important 
ideas in the source texts. 
.607  
 2.9  I linked the important ideas in the source 
texts to what I know already. 
 .649 
 4.3 I made further connections across the source 
texts while I was writing. 
 .531 
 2.1  I read through the whole of each source text 
slowly and carefully. 
 .489 
 4.2  I developed new ideas while I was writing.  .476 
 2.2  I read the whole of each source text more 
than once. 
 .447 
 
2.12  
I developed new ideas or a better 
understanding of existing knowledge while I 
was reading the source texts. 
 .402 
Interfactor correlations matrix 
Factor 1 (Selecting relevant ideas) 1.000  
Factor 2 (Connecting and generating with careful 
global reading) 
.175 1.000 
 
It is interesting to explore why the processes of careful global reading employed 
on Test Task A did not represent a stand-alone factor. Descriptive results reported 
in Section 5.3.1.1 showed that the mean rating of the careful reading was 2.86 (on 
a scale of 1 to 4) whereas the use of selecting relevant ideas was 3.22 on Test 
Task A. When compared to real-life conditions, Test Task A imposes a tighter 
time constraint on test takers. The contextual analysis reported in Chapter four 
may also offer an explanation why the participants employed less global careful 
reading on Test Task A than real-life tasks. When compared to real-life tasks, 
according to the judges, Test Task A was placed more towards to the lower end of 
the cognitive demands of transforming content from source texts to writer's own 
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text.  In addition, the content of Test Task A source texts was more concrete and 
the textual organisation of Test Task A source texts was clearer than real-life 
source texts.  
On Test Task B, the initial factor extraction for the meaning and discourse 
construction phase produced three factors with eigenvalues greater than 1.0. The 
scree plot suggested one- or four-factor solutions (see Table 5.29). The rotated 
three- and four-factor solutions were compared.  The four-factor solution 
(provided in Appendix 5.7 Table 2) reflected interesting results of how reading 
processes interact with the processes of connecting and generating. The solution 
was, however, rejected because Factor 4 did not reach an eigenvalue of 1.0 or 
above, which indicates that the last factor is non significant.  
Table 5.29 Eigenvalues and scree plot for the discourse and meaning 
construction phase (Test Task B) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative  
% 
1 2.371 26.341 26.341 
2 1.485 16.495 42.836 
3 1.230 13.661 56.497 
4 .974 10.823 67.320 
5 .710 7.886 75.206 
6 .690 7.671 82.877 
7 .557 6.190 89.067 
8 .526 5.844 94.911 
9 .458 5.089 100.000 
 
 
The three-factor solution was taken. Based on the initial three-factor solution, 
Item 4.3 did not load on any factors at the level of 0.3 or above (see Table 5.30). It 
was therefore dropped from the analysis.  
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Table 5.30 Pattern matrix for the meaning and discourse construction phase 
(Test Task B): initial three-factor solution 
Items F1 F2 F3 
   
2.4 I searched quickly for part(s) of the texts which might help 
complete the task. 
.766   
2.7 I took notes on or underlined the important ideas in the 
source texts. 
.585   
2.5 I read some relevant part(s) of the texts carefully. .501   
4.3 I made further connections across the source texts while I 
was writing. 
   
2.12 I developed new ideas or a better understanding of existing 
knowledge while I was reading the source texts. 
 .713  
4.2 I developed new ideas while I was writing.  .597  
2.9 I linked the important ideas in the source texts to what I 
know already. 
 .448  
2.2 I read the whole of each source text more than once.   .723 
2.1 I read through the whole of each source text slowly and 
carefully. 
  .469 
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After removal, the rotated three-factor solution is presented in Table 5.31. In 
common to the meaning and discourse construction phase elicited by real-life 
tasks, Factor 1 (selecting relevant ideas) involved the same three items of search 
reading, and Factor 3 (global careful reading) involved the same two items as 
identified by the real-life data. Factor 2 (connecting and generating) involved 
three instead of four items. 
Table 5.31 Pattern and interfactor correlations matrix for the meaning and 
discourse construction phase (Test Task B) 
 F1 F2 F3 
Selecting 
relevant 
ideas 
(28.20%) 
Connect 
and 
generate 
(18.45%) 
Global 
careful 
reading 
(15.07%) 
 2.4  I searched quickly for part(s) of the texts 
which might help complete the task. 
.723   
 2.5  I read some relevant part(s) of the texts 
carefully. 
.564   
 2.7  I took notes on or underlined the 
important ideas in the source texts. 
.555   
 
2.12  
I developed new ideas or a better 
understanding of existing knowledge 
while I was reading the source texts. 
 .758  
4.2 I developed new ideas while I was 
writing. 
 .546  
 2.9  I linked the important ideas in the source 
texts to what I know already. 
 .499  
 2.2  I read the whole of each source text more 
than once. 
  .678 
 2.1  I read through the whole of each source 
text slowly and carefully. 
  .504 
Interfactor correlations matrix 
 Factor 1 (Selecting relevant ideas) 1.000   
 Factor 2 (Connecting and generating) .284 1.000  
 Factor 3 (Global careful reading) .273 .304 1.000 
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5.3.4.3 The underlying structure of the organising phase (Test Task A and 
Test Task B)  
The use of organising processes is an important academic writing construct which 
provides evidence of distinguishing different levels of writing expertise. 
Scardamalia & Bereiter (1987) argued that immature writers tend to translate the 
ideas from their long-term memory to their text in the same order as the idea 
retrieval. In contrast, mature writers would explicitly organise the ideas which 
have been retrieved from long-term memory according to their macro writing 
plans. Section 5.2.2.3 showed the organising phase elicited by the real-life tasks 
involved two distinct cognitive processes. The first one (organising ideas in 
relation to input texts) was related to the processes of organising the textual and 
intertextual representations of the input texts. The second one (organising ideas in 
relation to new text) was related to the processes of organising the ideas to be put 
in the writer's own text. 
On Test Task A, the initial factor extraction for the organisation construct 
produced three factors with eigenvalues greater than 1.0. The scree plot, however, 
suggested one or two-factor solutions (See Table 5.32). The one-factor solution 
was not investigated. Rotated solutions with two or three factors were compared.  
Table 5.32 Eigenvalues and scree plot for the organising phase (Test Task A) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative  
% 
1 3.040 38.001 38.001 
2 1.047 13.092 51.093 
3 1.014 12.672 63.765 
4 .956 11.948 75.713 
5 .562 7.021 82.733 
6 .533 6.659 89.392 
7 .452 5.649 95.041 
8 .397 4.959 100.000 
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The three-factor solution (provided in Appendix 5.6 Table 2) was rejected because 
Factor 2 and Factor 3 included one primary item only. Besides, Item 3.1 loaded on 
two factors. The two-factor solution was accepted. The initial results showed that 
Item 3.2 loaded on both factors while Item 3.3 loaded on neither at a level of 0.3 
or above (See Table 5.33). They were dropped from the analysis. The process of 
reordering and recombining ideas (Item 3.2) loaded on both factors. This implies 
that while the participants reordered and recombined ideas, they might have 
focused on both organising their representation of the input texts as well as their 
own text. Further evidence is needed to confirm this. Besides, the process of 
removing ideas (Item 3.3) did not load on either of the factors at the level of 0.3 or 
above. This suggests that the participants did not employ the process of removing 
ideas from their plans in the same way as they employed other organising 
processes.  
Table 5.33 Pattern matrix for the organising phase (Test Task A): initial two-
factor solution 
Items 
 
F1 F2 
2.11 I worked out how the main ideas across the 
source texts 
.858  
2.10 I worked out how the main ideas in each source 
text relate to each other. 
.614  
2.8 I prioritised important ideas in the source texts 
in my mind. 
.587  
3.2 I recombined or reordered the ideas to fit the 
structure of my essay. 
.494 .309 
2.3 I used my knowledge of how texts like these are 
organised to find parts to focus on. 
.493  
3.3 I removed some ideas I planned to write.   
4.1 While I was writing I sometimes paused to 
organise my ideas. 
 .633 
3.1 I organised the ideas for my text before starting 
to write. 
 .426 
 
After the removal, the two-factor solution was extracted again (See Table 5.34). 
Similar to the real-life data, the underlying structure of the organising processes 
elicited on Test Task A yields two distinct cognitive processes. Factor 1 
(organising ideas in relation to input texts) consisted of the same four items of 
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organising the textual or intertexual representations of the input texts, as identified 
by the real-life data. However, Factor 2 (organising ideas in relation to own texts) 
elicited on Test Task A included less items than the same factor elicited by the 
real-life tasks. The two factors correlated at a level of 0.61 (See Table 5.34).  
Table 5.34 Pattern and interfactor correlations matrix for the organising 
phase (Test Task A) 
 
 F1 F2 
Organising 
ideas in 
relation to 
input texts 
(41.70%) 
Organising 
ideas in 
relation to 
own text 
(17.65%) 
2.11 I worked out how the main ideas across the 
source texts 
.842  
2.8 I prioritised important ideas in the source texts 
in my mind. 
.604  
2.10 I worked out how the main ideas in each 
source text relate to each other. 
.545  
2.3 I used my knowledge of how texts like these 
are organised to find parts to focus on. 
.447  
3.1 I organised the ideas for my text before starting 
to write. 
 .637 
4.1 While I was writing I sometimes paused to 
organise my ideas. 
 .505 
Interfactor correlations matrix 
Factor 1 (Organising ideas in relation to input texts) 1.000  
Factor 2 (Organising ideas in relation to own text) .612 1.000 
 
On Test Task B, the initial factor extraction for the organisation phase produced 
two factors with eigenvalues greater than 1.0. The scree plot, however, suggested 
a one-factor solution (see Table 5.35). The one-factor solution was rejected 
because the two-factor solution provided more information about the underlying 
structure of the organisation construct.  
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Table 5.35 Eigenvalues and scree plot for the organising phase (Test Task B) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
 % 
1 3.293 41.168 41.168 
2 1.149 14.366 55.534 
3 .912 11.401 66.935 
4 .708 8.855 75.790 
5 .617 7.717 83.507 
6 .563 7.038 90.545 
7 .424 5.301 95.846 
8 .332 4.154 100.000 
 
 
The initial solution showed that Item 3.1 loaded on both factors (See Table 5.36). 
It was dropped from the analyses. The item reads as: I organised the ideas for my 
text before starting to write.  
Table 5.36 Pattern matrix for the organising phase (Test Task B): initial two-
factor solution 
Items  F1 F2 
2.10 I worked out how the main ideas in each source text relate to 
each other. 
.916  
2.11 I worked out how the main ideas across the source texts .688  
2.8 I prioritised important ideas in the source texts in my mind. .567  
3.1 I organized the ideas for my text before starting to write. .466 .323 
2.3 I used my knowledge of how texts like these are organised to 
find parts to focus on. 
.408  
4.1 While I was writing I sometimes paused to organise my ideas.  .636 
3.2 I recombined or reordered the ideas to fit the structure of my text.  .622 
3.3 I removed some ideas I planned to write.  .430 
 
After removal, the rotated two-factor solution was extracted again (See Table 
5.37). The underlying structure of the organisation phase elicited on Test Task B 
largely resembles the two distinct processes identified in the real-life data.  Factor 
1 (organising ideas in relation to input texts) consisted of the same four items. 
However, Factor 2 (organising ideas in relation to own text) included three 
instead of four items. The two factors correlated at the level of 0.53 (See Table 
5.37). 
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Table 5.37 Pattern and interfactor correlations matrix for the organising 
phase (Test Task B) 
 
F1 F2 
Organising 
ideas in 
relation to 
input texts 
(40%) 
Organising 
ideas in 
relation to 
own text 
(16.41%) 
2.10 I worked out how the main ideas in each 
source text relate to each other. .874  
2.11 I worked out how the main ideas across the 
source texts .649  
2.8 I prioritised important ideas in the source texts 
in my mind. .590  
2.3 I used my knowledge of how texts like these 
are organised to find parts to focus on. .431  
3.2 
I recombined or reordered the ideas to fit the 
structure of my text.  .671 
4.1 While I was writing I sometimes paused to 
organise my ideas.  .484 
3.3 I removed some ideas I planned to write.  .460 
Interfactor correlations matrix 
Factor 1 (Organising ideas in relation to input texts) 1.000  
Factor 2 (Organising ideas in relation to own  texts) .534 1.000 
 
5.3.4.4 The underlying structure of the low-level monitoring and revising 
phase (Test Task A and Test Task B) 
Low-level monitoring and revising is a phase where the writer monitors the 
quality of their own text (mainly in terms of grammatically accuracy) and revises 
the unsatisfactory parts of the text (Field, 2004). Section 5.2.2.4 showed that the 
low-level monitoring and revising phase elicited by the real-life tasks consisted of 
two distinct processes. The first one was low-level editing employed during 
writing, and the other one was low-level editing employed after the first draft has 
been produced.  
On Test Task A, the initial factor extraction for the low-level monitoring and 
revising processes produced three factors with eigenvalues greater than 1.0. The 
scree plot suggested one-, two- or three- factor solutions (See Table 5.38).  
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Table 5.38 Eigenvalues and scree plot for the low-level revising phase (Test 
Task A) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
 % 
1 3.855 48.187 48.187 
2 1.545 19.308 67.495 
3 1.123 14.032 81.527 
4 .517 6.460 87.987 
5 .415 5.181 93.168 
6 .261 3.267 96.436 
7 .183 2.291 98.727 
8 .102 1.273 100.000 
 
 
The one-factor solution was not analysed. Rotated solutions with two- and three- 
factor solutions were compared. The first factors extracted by both solutions were 
the same. According to the three-factor solution (provided in Appendix 5.6 Table 
3), Factor 2 focused on the linguistic accuracy whereas Factor 3 focused on the 
appropriate use of source texts. The two-factor solution (See Table 5.39) was 
taken because it resembled more closely the underlying structure extracted from 
the real-life data than the three-factor solution. As per the real-life data, the low-
level monitoring and revising phase elicited by Test Task A involved two 
distinctive cognitive processes: low-level editing after writing and low-level 
editing during writing. The items loaded on each factor were the same as 
identified by the real-life tasks. The two processes correlated moderately at a level 
of 0.45. 
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Table 5.39 Pattern and interfactor correlations matrix for the low-level 
revising phase (Test Task A) 
 
F1 F2 
Low-level 
editing after 
writing 
(48.18%) 
Low-level 
editing while 
writing 
(19.31%) 
5.12 After I had finished the first draft, I 
checked that the quotations were properly 
made.  
.857  
5.15 After I had finished the first draft, I 
checked the accuracy and range of the 
sentence structures. 
.832  
 
5.16 
After I had finished the first draft, I 
checked the appropriateness and range of 
vocabulary. 
.809  
 
5.13 
After I had finished the first draft, I 
checked that I had put the ideas of the 
source texts into my own words. 
.801  
4.15 I checked the accuracy and range of the 
sentence structures while I was writing. 
 .930 
4.16 I checked the appropriateness and range of 
vocabulary while I was writing. 
 .724 
4.12 I checked that the quotations were properly 
made while I was writing. 
 .501 
4.13 I checked that I had put the ideas of the 
source texts into my own words while I 
was writing. 
 .421 
Interfactor correlations matrix 
 Factor 2 (Low-level editing after writing) 1.000  
 
Factor 1 (Low-level editing while writing) .450 1.000 
 
On Test Task B, the initial factor extraction for the low-level monitoring and 
revising construct produced two factors with eigenvalues greater than 1.0. The 
scree plot also suggested a two-factor solution (see Table 5.40).  
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Table 5.40 Eigenvalues and scree plot for the low-level revising phase (Test 
Task B) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative  
% 
1 4.185 52.310 52.310 
2 1.988 24.846 77.156 
3 .660 8.248 85.404 
4 .537 6.716 92.120 
5 .263 3.282 95.402 
6 .145 1.808 97.210 
7 .135 1.690 98.901 
8 .088 1.099 100.000 
 
 
The low-level monitoring and revising phase elicited by Test Task B yielded the 
same underlying factors: low-level editing after writing and low-level editing 
during writing, as extracted by the real-life tasks. The two factors correlated at a 
level of 0.371 (See Table 5.41).  
Table 5.41 Pattern and interfactor correlations matrix for the low-level 
monitoring and revising phase (Test Task B) 
 
F1 F2 
Low-level 
editing after 
writing 
(52.31%) 
Low-level 
editing while 
writing 
(24.85%) 
 
5.16 
After I had finished the first draft, I checked 
the appropriateness and range of vocabulary. 
.951  
5.15 After I had finished the first draft, I checked 
the accuracy and range of the sentence 
structures. 
.923  
 
5.13 
After I had finished the first draft, I checked 
that I had put the ideas of the source texts into 
my own words. 
.893  
5.12 After I had finished the first draft, I checked 
that the quotations were properly made.  
.807  
4.15 I checked the accuracy and range of the 
sentence structures while I was writing. 
 .902 
4.16 I checked the appropriateness and range of 
vocabulary while I was writing. 
 .750 
4.12 I checked that the quotations were properly 
made while I was writing. 
 .651 
4.13 I checked that I had put the ideas of the source 
texts into my own words while I was writing. 
 .622 
Interfactor correlations matrix 
 Factor 2 (Low-level editing after writing) 1.000  
 
Factor 1 (Low-level editing while writing) .371 1.000 
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5.3.4.5 Underlying structure of the high-level monitoring and revising 
construct (Test Task A and Test Task B) 
Similar to the low-level monitoring and revising phase, Section 5.2.2.5 showed 
that the high-level monitoring and revising phase elicited by the real-life tasks 
consisted of two distinct processes. Factor 1 included the processes of high-level 
editing employed during writing, and Factor 2 included the processes of high-
level editing employed after the first draft has been produced.  
On Test Task A, the initial factor extraction for the high-level monitoring and 
revising phase produced three factors with eigenvalues greater than 1.0. The scree 
plot suggested a two-factor or four-factor solutions (See Table 5.42). Rotated two-, 
three- and four-factor solutions were compared. The three-factor (provided in 
Appendix 5.6 Table 4) was rejected because Factor 3 included only one primary 
item. The four-factor solution (provided in Appendix 5.6 Table 5) was rejected 
because Factor 3 included only one item and Factor 4 had no primary factor (i.e. 
all its items loaded more heavily on another factor).   
Table 5.42 Eigenvalues and scree plot for the high-level monitoring and 
revising phase (Test Task A) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
 % 
1 5.531 46.094 46.094 
2 2.457 20.477 66.571 
3 1.163 9.688 76.258 
4 .734 6.119 82.377 
5 .455 3.789 86.166 
6 .394 3.286 89.452 
7 .363 3.025 92.477 
8 .260 2.167 94.644 
9 .222 1.853 96.497 
10 .169 1.412 97.909 
11 .134 1.113 99.022 
12 .117 .978 100.000 
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The two-factor solution was accepted. The initial two-factor solution (See Table 
5.43) showed that Item 4.14 did not load on any factor at the level of 0.3 or above. 
The item was dropped from the analysis.   
Table 5.43 Pattern matrix for the high-level monitoring and revising phase 
(Test Task A): initial two -factor solution 
 
Items 
 
F1 F2 
5.7 After I had finished the first draft, I checked that the content 
was relevant. 
.914  
5.10 After I had finished the first draft, I checked that I included 
all appropriate main ideas from all the source texts. 
.878  
5.8 After I had finished the first draft, I checked that my text was 
well-organised. 
.861  
5.9 After I had finished the first draft, I checked that my text was 
coherent. 
.861  
5.11 After I had finished the first draft, I checked that I included 
my own viewpoint on the topic. 
.830  
5.14 After I had finished the first draft, I checked the possible 
effect of my writing on the intended reader. 
.806  
4.10 I checked that I included all appropriate main ideas from all 
the source texts while I was writing. 
 .789 
4.7 I checked that the content was relevant while I was writing.  .780 
4.8 I checked that my text was well-organised while I was 
writing. 
 .704 
4.11 I checked that I included my own viewpoint on the topic 
while I was writing. 
 .701 
4.9 I checked that my text was coherent while I was writing.  .686 
4.14 I checked the possible effect of my writing on the intended 
reader. 
  
 
After removal, the rotated two-factor solution was extracted again (See Table 
5.44). Similar to the real-life data, the high-level monitoring and revising phase 
elicited on Test Task A consisted of two distinctive processes: high-level editing 
after writing (F1) and high-level editing while writing (F2). However, Factor 2 
elicited by Test Task A did not include the process of checking the possible effect 
on the intended reader (Item 4.14).  
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Table 5.44 Pattern and interfactor correlations matrix for the high-level 
monitoring and revising phase (Test Task A) 
 
F1 F2 
High-level 
editing after 
writing 
(47.42%) 
High-level 
editing while 
writing 
(19.46%) 
 5.7 After I had finished the first draft, I 
checked that the content was relevant. 
.914  
 
5.10 
 
After I had finished the first draft, I 
checked that I included all appropriate 
main ideas from all the source texts. 
.879  
5.8 After I had finished the first draft, I 
checked that my text was well-organised. 
.866  
5.9 After I had finished the first draft, I 
checked that my text was coherent. 
.865  
 
5.11 
 
After I had finished the first draft, I 
checked that I included my own viewpoint 
on the topic. 
.832  
 
5.14 
After I had finished the first draft, I 
checked the possible effect of my writing 
on the intended reader. 
.800  
4.10 I checked that I included all appropriate 
main ideas from all the source texts while 
I was writing. 
 .802 
4.7 I checked that the content was relevant 
while I was writing. 
 .783 
4.11 I checked that I included my own 
viewpoint on the topic while I was writing. 
 .707 
4.8 I checked that my text was well-organised 
while I was writing. 
 .692 
4.9 I checked that my text was coherent while 
I was writing. 
 .669 
Interfactor correlations matrix 
 Factor 2 (High-level editing after writing) 1.000  
 Factor 1 (High-level editing after writing) .373 1.000 
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On Test Task B, the initial factor extraction for the high-level monitoring and 
revising construct produced two factors with eigenvalues greater than 1.0. The 
scree plot also suggested a two-factor solution (Table 5.45).  
Table 5.45 Eigenvalues and scree plot for the high-level monitoring and 
revising phase (Test Task B) 
 
Factor 
Initial Eigenvalues 
Total 
% of 
Variance 
Cumulative 
% 
1 5.656 47.137 47.137 
2 2.821 23.511 70.647 
3 .979 8.159 78.806 
4 .615 5.124 83.930 
5 .487 4.054 87.985 
6 .405 3.375 91.360 
7 .267 2.227 93.587 
8 .242 2.018 95.605 
9 .166 1.382 96.986 
10 .141 1.179 98.165 
11 .137 1.144 99.309 
12 .083 .691 100.000 
 
 
The high level monitoring and revising phase elicited by Test Task B yielded the 
exactly same underlying factors: high-level editing after writing (F1) and high-
level editing during writing (F2), as identified by the real-life data. The two 
factors correlated weakly at a level of 0.292 (See Table 5.46). 
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Table 5.46 Pattern and interfactor correlations matrix for the high-level 
monitoring and revising phase (Test Task B) 
 
F1 F2 
High-level 
editing after 
writing 
(47.14%) 
High-level 
editing while 
writing 
(23.51%) 
5.7 After I had finished the first draft, I checked 
that the content was relevant. 
.940  
5.8 After I had finished the first draft, I checked 
that my text was well-organised. 
.920  
5.10 After I had finished the first draft, I checked 
that I included all appropriate main ideas from 
all the source texts. 
.903  
5.11 After I had finished the first draft, I checked 
that I included my own viewpoint on the topic. 
.893  
5.9 After I had finished the first draft, I checked 
that my text was coherent. 
.847  
5.14 After I had finished the first draft, I checked the 
possible effect of my writing on the intended 
reader. 
.842  
4.8 I checked that my text was well-organised 
while I was writing. 
 .839 
4.7 I checked that the content was relevant while I 
was writing. 
 .817 
4.11 I checked that I included my own viewpoint on 
the topic while I was writing. 
 .742 
4.10 I checked that I included all appropriate main 
ideas from all the source texts while I was 
writing. 
 .673 
4.9 I checked that my text was coherent while I was 
writing. 
 .610 
4.14 I checked the possible effect of my writing on 
the intended reader while I was writing. 
 .470 
Interfactor correlations matrix 
 Factor 2 (High-level editing after writing) 1.000  
 Factor 1 (High-level editing while writing) .292 1.000 
 
 
 
 
 
 246 
 
5.3.4.6 Summary of the underlying structure of the cognitive processes 
(real-life and test tasks) 
Table 5.47 summarises the findings of the underlying structure of the cognitive 
processes employed at the five writing phases elicited by the real-life tasks and 
reading-into-writing test tasks (The order of the factor follows the results of the 
explanatory factor analyses).  
Table 5.47 Summary of the underlying structure of the cognitive processes of 
the five cognitive phases elicited between the real-life and test conditions 
 Real-life tasks Test Task A Test Task B 
 Conceptualisation phase 
F1: Task representation and 
macro-planning (34%) 
Task representation and 
macro-planning (33.98%) 
Macro-planning 
(31.98%) 
F2: Revising macro plan 
(19.9%) 
Revising macro plan 
(19.04%) 
Revising macro plan 
(16.16%) 
F3:   Rereading task prompt 
(16.16%) 
 Meaning and discourse construction phase 
F1: Connecting and 
generating (34.54%) 
Selecting relevant ideas 
(33.38%) 
Selecting relevant 
ideas (28.20%) 
F2: Selecting relevant ideas  
(13.88%) 
Connecting and generating 
with careful global reading 
(14.09%) 
Connecting and 
generating (18.45%) 
F3: Careful global reading 
(10.16%) 
- Careful global reading 
(15.07%) 
 Organising phase 
F1: Organising ideas in 
relation to input texts 
(34.73%) 
Organising ideas in relation 
to input texts (41.70%) 
Organising ideas in 
relation to input texts 
(40%) 
F2: Organising ideas in 
relation to own text 
(16.60%) 
Organising ideas in relation 
to own text (17.65%) 
Organising ideas in 
relation to own text 
(16.41%) 
 Low-level monitoring and revising phase 
F1: Low-level editing after 
writing (47.70%) 
Low-level editing after 
writing (48.18%) 
Low-level editing after 
writing (52.31%) 
F2: Low-level editing while 
writing (23.9%) 
Low-level editing while 
writing (19.31%) 
Low-level editing 
while writing (24.85%) 
 High-level monitoring and revising phase 
F1: High-level editing after 
writing (42.92%) 
High-level editing after 
writing (47.42%) 
High-level editing after 
writing (47.14%) 
F2: High-level editing while 
writing (24.35%) 
High-level editing while 
writing (19.46%) 
High-level editing 
while writing (23.51%) 
 
As presented in detail in Section 5.3.4.1 - Section 5.3.4.5 above, the underlying 
structures of the four out of five phases of academic writing, which included 
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conceptualisation, organising, low-level organising and revising, and high-
level monitoring and revising, elicited on Test Task A and the real-life tasks 
were identical. And seven factors within these phases, which included task 
representation and macro-planning, revising macro plan, selecting relevant ideas, 
organising ideas in relation to input texts, low-level editing after writing, low-
level editing while writing and high-level editing after writing, elicited by Test 
Task A contained the same individual questionnaire items as the corresponding 
factors identified by the real-life tasks.  
Besides, the underlying structures of the cognitive processes of four phases of 
academic writing, which included discourse and meaning construction, 
organising, low-level organising and revising, and high-level monitoring and 
revising, elicited on Test Task B and the real-life tasks were identical, though the 
order of the factors of the discourse and meaning construction was different 
between Test Task B and the real-life tasks. And eight factors, which included 
revising macro plan, selecting relevant ideas, careful global reading, organising 
ideas in relation to input texts, low-level editing after writing, low-level editing 
while writing, high-level editing after writing and high-level editing while writing, 
elicited by Test Task B contained the same individual questionnaire items as the 
corresponding factors identified by the real-life tasks. Confirmatory factor 
analysis should be employed in future studies to test the underlying structures 
extracted by the real-life and test data in this study.  
The results of the explanatory factor analysis revealed that the two reading-into-
writing test tasks were able to elicit most of the academic writing processes in the 
same manner as they were employed on the real-life tasks, especially for the 
cognitive processes of the organising, low-level organising and revising, and high-
level monitoring and revising phases. Nevertheless, some discrepancies were 
shown on the underlying structure of the cognitive processes of the meaning and 
discourse construction phase between Test Task A and the real-life tasks, and of 
the conceptualisation phase between Test Task B and the real-life tasks.  
Regarding the conceptualisation phase, both real-life tasks and Test Task A 
elicited two factors: task representation and macro-planning and revising macro 
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plan. However, the processes of reading task prompt again clustered as an 
additional factor on Test Task B. As discussed earlier, this is probably because 
Test Task B was rated the highest among all tasks in this study for its clarity of 
purpose, clarity of intended reader and clarity of the knowledge criteria. It seems 
that a clear presentation of these features would encourage test takers to monitor 
their progress by checking the task prompt from time to time during the writing 
process. Further evidence is needed to confirm this finding. 
Regarding the meaning and discourse construction phase, the processes of 
connecting and generating was identified as the first factor on the real-life tasks, 
selecting relevant ideas the second, and careful global reading the third. The 
order of the factors indicates the percentage of the variance explained by each 
factor. In other words, the process of connecting and generating accounted for the 
largest percentage (i.e. 34.54%) of the variance of all cognitive processes within 
the meaning and discourse construction phase elicited by the real-life tasks. In 
contrast, both reading-into-writing test tasks had the processes of selecting 
relevant ideas (search reading) as the first factor of the meaning and discourse 
construction phase. This implies that the process of selecting relevant ideas was 
most important within the meaning and discourse construction phase elicited by 
the test tasks. In addition, the process of careful global reading employed on Test 
Task A (essay task with multiple verbal inputs) did not yield a stand-alone factor. 
The processes of careful global reading clustered with the processes of connecting 
and generating as the second factor.  Test Task B (essay task with multiple verbal 
and non-verbal inputs) elicited careful global reading as a distinct factor but there 
was a seemingly over-eliciting of careful global reading on Test Task B.  Further 
studies should investigate into these issues. Nevertheless, although there were 
some discrepancies in the underlying structure of the meaning and discourse 
construction phase activated by the real-life academic writing tasks and the two 
test tasks, the participants reported employing the process of expeditiously 
selecting relevant ideas more than careful reading processes on the two reading-
into-writing test tasks as they did on the real-life tasks. 
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The organising phase elicited by the real-life tasks involved two distinct cognitive 
processes. The findings showed that the participants distinctively employed the 
processes to organise their representation of the input texts and those to organise 
their own text, with a stronger attention on the latter, under real-life conditions. 
Generally speaking, Test Task A and Test Task B were able to elicit these two 
distinct organising processes from the participants.  However, the factors of 
organising ideas in relation to own text elicited on both test tasks involved less 
process items than the corresponding factor identified by the real-life data. It 
requires further evidence to discuss why the participants did not organise their 
own text in the same way they did in real-life conditions. For example, the process 
of removing ideas (Item 3.3) did not load on any of the factors at the level of 0.3 
or above on Test Task A. It might be helpful to provide guidelines on task 
prompts to encourage test takers to devote equal attention to both organising 
processes.  
Both reading-into-writing tasks did well in eliciting the same underlying processes 
of the low-level and high-level monitoring and revising phases.  Both test tasks 
were able to elicit the processes of while writing and after writing low-level 
editing and high-level editing from test takers in the same manner as they were 
employed on the real-life tasks.  
5.4 Summary of the chapter 
Regarding the cognitive processes elicited by the real-life tasks, the results 
reported in this chapter revealed eleven cognitive processes: (1) task 
representation and macro-planning, (2) revising macro plan, (3) connecting and 
generating, (4) selecting relevant ideas, (5) careful global reading, (6) organising 
ideas in relation to input texts, (7) organising ideas in relation to own text, (8) 
low-level editing while writing, (9) low-level editing after writing, (10) high-level 
editing while writing, and (11) high-level editing after writing. There is a good 
case for considering these as the target cognitive processes for a valid academic 
writing test. The results also showed that high achieving participants reported 
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employing most of the eleven processes significantly more than low achieving 
participants in real-life conditions. 
The analysis comparing the extent to which these eleven processes were 
employed by the high-, middle- and low-achieving groups between real-life and 
test conditions revealed positive results for the cognitive validity of the reading-
into-writing test tasks. Both Test Task A (essay task with multiple verbal inputs) 
and Test Task B (essay task with multiple verbal and non-verbal inputs) were able 
to elicit from high-achieving and low-achieving participants most of the cognitive 
processes in a similar manner to the way the participants employed the processes 
on the real-life tasks. In comparison, the middle-achieving group showed greater 
discrepancy in the way they employed some processes on test tasks and real-life 
tasks. It would be interesting in future research to consider why, under test 
conditions, the middle-achieving participants employed some of the real life 
processes but not others on Test Task A and Test Task B. 
In addition, the results of the explanatory factor analysis provided positive 
evidence for the cognitive validity of the reading-into-writing test tasks as a tool 
to assess academic writing ability. Both Test Task A and Test Task B were able to 
elicit from the participants most of the underlying factors of cognitive processes 
yielded by the real-life data. Common factors of cognitive processes yielded by 
the test tasks and real-life tasks included the processes of revising macro plan, 
selecting relevant ideas, organising ideas in relation to input texts, low-level 
editing while writing, low-level editing after writing and high-level editing after 
writing.  
Chapter Six will shift the attention to an a posteriori component of test validity – 
criterion-related validity, to explore the extent to which the participants' reading-
into-writing test scores correlate with the scores on their real-life academic writing 
tasks. 
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6 ESTABLISHING THE CRITERION-RELATED VALIDITY OF 
READING-INTO-WRITING TESTS TO ASSESS ACADEMIC 
WRITING ABILITY 
 
6.1 Introduction  
Chapter Four and Chapter Five have reported and discussed the results of two key 
a priori components of the socio-cognitive test validation framework (Weir, 2005): 
context validity and cognitive validity. Context validity concerns the contextual 
parameters of the reading-into-writing test tasks in terms of overall task setting 
and input text features. Cognitive validity concerns the cognitive processes 
elicited by the reading-into-writing test tasks. Chapter Six focuses on an a 
posteriori component: criterion-related validity, which concerns 'the extent to 
which test scores correlate with a suitable external criterion of performance with 
established properties' (Weir, 2005:35).  This study investigated the correlations 
between the participants' reading-into-writing test scores and their real-life 
academic performances on different writing tasks in their degree course work and 
examinations. 
Section 6.2 presents the results of the participants' performances on the two 
reading-into-writing test tasks and their performances on a range of real-life 
writing tasks. Some details of the participants' proficiency level as measured by 
IELTS reading and writing scores are provided in Section 6.2.1 as a reference. 
Results on Test Task A and Test Task B are presented first in Sections 6.2.2 and 
6.2.3 respectively. After that, results on the selected real-life writing tasks in their 
degree course work and examinations are presented in Section 6.2.4. A summary 
is provided in Section 6.2.5. 
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Section 6.3 presents the results from the correlational analysis between the two 
reading-into-writing test scores and the real-life scores, and discusses the extent to 
which the reading-into-writing test scores relate to the test takers' ability to 
perform on real-life academic writing tasks. The results of the correlations 
between test scores and individual real-life scores are presented in Section 6.3.1 
whereas the results of the correlations between test scores and overall real-life 
scores are presented in Section 6.3.2. Section 6.3.3 further discusses the patterns 
of the correlations between the test scores and overall real-life scores. A summary 
of the chapter is provided in Section 6.3.4. 
6.2 Participants' performances  
Chapter Three reported the procedures of selecting the suitable writing tasks in the 
real-life academic context as the external criterion of the participants' 
performances on the two reading-into-writing test tasks (Test Task A and Test 
Task B). Four points of reference were selected for the analysis of the criterion-
related validity. In addition to the essay task and the report task used in the 
previous analysis of context validity and cognitive validity, an in-class question-
and-answer test task and an end-of-term case study examination task were 
selected (For the details of the procedures, see Section 3.5.2.1).  Table 6.1 
summarises the features of these four selected real-life tasks as well as the two 
reading-into-writing test tasks.  
 253 
 
Table 6.1 The 4 selected real-life tasks and 2 reading-into-writing test tasks for the correlational analysis 
Condition Task Task instructions Input Time Output 
 
R
ea
l-
li
fe
 a
ca
d
em
ic
 c
o
n
te
x
t 
Essay Write an essay on a given topic  
- Summarise salient issues  
- Discuss the issues with justified 
personal views 
A stimulus article with non-verbal, 
e.g. diagrams, pictures  
(Students are expected to make use 
of other input texts of their choice) 
N/A  5000 words 
 
Report Write a report to forecast the business of a 
company  
- Describe the data 
- Discuss and justify ways of analysis 
- Make recommendations  
A passage (less than 200 words) plus 
a numeric dataset 
(Students are expected to make use 
of other input texts of their choice) 
N/A 2000 words 
In-class 
question and 
answer test 
Demonstrate understanding of core concepts 
and theories:  
Examples: 
-     Critically examine X. Justify your 
answer using appropriate examples. 
-     Discuss the potential value of X. Give 
examples to support your arguments.  
4-5 questions  (about 20-30 words 
each) 
1 hour No specific word limits 
End-of-term 
case study 
examination 
Write an essay based on a case study 
(provided in advance)  
- Critically analyse the issues presented 
in the case study 
- Make recommendations and justify with 
reasons 
A case study with non-verbal input  
(2500 words) 
 
2 hours No specific word limits 
R
ea
d
in
g
-i
n
to
-
w
ri
ti
n
g
 
la
n
g
u
a
g
e 
te
st
s 
Test Task A Write a comparative essay summarising the 
main ideas from verbal input and stating 
own viewpoints 
 
2 articles without non-verbal input 1 hour At least 250 words 
Test Task B Summarise the main ideas from both verbal 
input and non-verbal input and express 
opinions 
2 articles with a non-verbal input 
each 
1 hour 180-200 words  
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6.2.1 Participants' proficiency level in English (measured by IELTS 
reading and writing) 
As reported in Chapter Three, the mean scores of the 291 participants' IELTS 
reading and writing were 5.88 and 5.54 respectively. As both reading-into-writing 
test tasks (Test Tasks A and B) and the selected real-life writing tasks involve 
considerable reading, the average of the participants' IELTS reading and writing 
bands were computed for analysis (See Table 6.2). 
Table 6.2 Participants' IELTS bands 
 Minimum Maximum Mean Std. Deviation 
IELTS Reading 5.00 7.50 5.88 0.60 
IELTS Writing 4.50 7.00 5.54 0.49 
Average IELTS  
Reading and Writing  
5.00 7.00 5.81 0.43 
 
The distribution of the participants' IELTS average reading and writing bands is 
presented in Table 6.3. All IELTS scores were effective at the time of the study in 
line with the University's admission policy, i.e. within 2 years for effectiveness. 
Students who score IELTS 6.0 can be offered places on 3-year Bachelor's; 
students who score IELTS 5.0 can be offered places on 4-year extended 
Bachelor's programmes, which include compulsory extra English classes in the 
first year. In this study, 54.4% of the participants had an IELTS average reading 
and writing band of 6.0 or above whereas 45.6% had an IELTS overall band of 
5.0 or 5.5. According to Figure 6.1, which showed the indicative IELTS bands at 
CEFR levels, 12.8% of the participants were at C1 level and 87.2% were at B2 
level. As described in Chapter Three, Test Task A is a level-specific test targeting 
CEFR C1 level whereas Test Task B is a University's diagnostic test at B2 level.   
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Table 6.3 Frequency table of the participants' average IELTS reading and 
writing bands 
 
 
 
 
 
 
 
Figure 6.1 Indicative IELTS band scores at CEFR levels 
 (http://www.ielts.org/researchers/common_european_framework.aspx) 
Although most participants in this study did not reach the target level of Test Task 
A, i.e. C1, the sampled proficiency range is still considered to be appropriate for 
the purpose of this thesis.  This is because the sampled range reflects a typical 
IELTS score distribution of overseas undergraduate students admitted to study at 
UK universities, and the results and implications drawn from this study therefore 
provide 1) a more realistic picture of the criterion-related validity of Test Task A, 
Average IELTS  
reading and writing band 
Frequency Per cent 
7.0 5 2.3 
6.5 23 10.5 
6.0 91 41.6 
5.5 83 37.9 
5.0 17 7.8 
Total 291 100 
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when the test is used as an admission test for UK universities; and 2) necessary 
criterion-related evidence of Test Task B as the University's diagnostic test of 
academic writing needs.  
6.2.2 Participants' performance on Test Task A 
160 performances on Test Task A were marked by the test provider, i.e. LTTC, 
following their standard operationalised procedures (see Appendix 6.1 for the 
marking scheme of Test Task A). All scripts were double marked and 5% were 
marked by a third rater. Each script was scored using four analytical marking 
categories: (1) relevance and adequacy, (2) coherence and organisation, (3) lexical 
use, and (4) grammatical use (The public marking scheme is provided in 
Appendix 6.1). Relevance and adequacy concerns whether the text is relevant to 
the writing task, and whether all parts of the writing task are fully addressed. 
Coherence and organisation concerns whether the text shows coherence and 
cohesion, and whether the organisational structure of the text at different levels is 
clear. Lexical use and grammatical use concern the range and appropriateness of 
the lexical use and of grammatical use of the text respectively. Each category can 
be scored from 1 to 5 with 3 being the threshold. An overall band 3 on all of the 
four analytical categories is required to pass Test Task A. In real-life 
operationalised contexts, LTTC reports only the overall band (1-5) to candidates.  
In this study, 17 participants (10.6%) passed Test Task A (i.e. obtained a 
minimum of total analytical scores of 12 with a minimum score of 3 on all 
analytical categories). The low passing rate on Test Task A was expected because 
only about 12 % of the participants were at C1 level based on their IELTS band. 
10 of the 17 participants who passed Test Task A had an average reading and 
writing band 6.5 or above. In order to generate more insightful information about 
the participants' performances on Test Task A, this chapter focuses the discussion 
on the participants' individual analytical scores and total analytical scores instead 
of the overall band. Descriptive statistics of the 160 participants' scores on 
individual analytical categories and their total analytical scores on Test Task A 
are presented in Table 6.4. The participants' mean total analytical score on Test 
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Task A was 8.72 with a standard deviation of 2.10. The means of the four 
analytical scores were seemingly close, ranging from 2.01 to 2.34. The mean 
score on coherence and organisation was highest whereas the mean score on 
grammatical use was lowest.  
Table 6.4 Descriptive statistics on Test Task A scores 
 
Max. 
possible 
score Min. Max. Mean 
Std. 
Dev. 
Test Task A total scores 20 4.0 13.5 8.72 2.10 
Relevance and adequacy 5 1.0 4.0 2.27 0.65 
Coherence and organisation 5 1.0 3.5 2.34 0.60 
Lexical use 5 1.0 3.0 2.15 0.58 
Grammatical use 5 1.0 3.0 2.01 0.57 
 
In order to understand more comprehensively the participants' performances on 
Test Task A, Table 6.5 presents the frequency of the four analytical scores on Test 
Task A. Test Task A is a criterion-referenced test which is aimed specifically at 
the C1 level. It reports how well candidates are doing relative to a pre-determined 
performance level on a specified set of goals. 12.8% of the participants in this 
study were presumably at C1 level according to their IELTS bands. As indicated 
in Table 6.5, more participants achieved Band 3, i.e. the pass band on the 
categories relevance and adequacy (30%) and coherence and organisation 
(31.2%) than on the categories of lexical use (19%) and grammatical use (15%).  
Table 6.5 Frequency table of analytical scores on Test Task A 
 Relevance and 
adequacy 
Coherence and 
organisation 
Lexical use 
 
Grammatical 
use 
Freq Percent Freq Percent Freq Percent Freq Percent 
Fail 1.0 17 10.6 13 8.1 15 9.4 19 11.9 
1.5 10 6.3 6 3.8 15 9.4 20 12.5 
2.0 52 32.5 51 31.9 67 41.9 85 53.1 
2.5 33 20.6 40 25.0 32 20.0 12 7.5 
Pass 3.0 47 29.4 49 30.6 31 19.4 24 15.0 
3.5 0 0 1 0.6 0 0 0 0 
4.0 1 0.6 0 0 0 0 0 0 
5.0 0 0 0 0 0 0 0 0 
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 Total 160 100.0 160 100.0 160 100.0 160 100.0 
 
The distribution of the total analytical scores on Test Task A is presented in 
Figure 6.2. The curve in the histogram represents the distribution curve. The 
curve is skewed towards the lower end of the range of total analytical scores. As 
mentioned before, a low pass rate on Test Task A was expected. However, even 
though 17 participants passed Test Task A, no participants in this study scored 
above 14 out of 20.   
 
Figure 6.2 Distribution of the total analytical scores on Test Task A 
 
The next sub-section presents the participants' performances on Test Task B. 
6.2.3 Participants' performance on Test Task B 
140 performances on Test Task B (essay task with multiple verbal and non-verbal 
inputs) were marked by the test provider, i.e. CRELLA (see Appendix 6.2 for the 
marking scheme of Test Task B). . 30% of the scripts were double marked. Each 
script was scored by three analytical marking categories, i.e., content, 
organisation and language (The marking scheme is provided in Appendix 6.2).  
Fail Pass 
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The content category refers to the extent to which the writer has responded 
appropriately to the task and the specific instructions given about the relationship 
between the input reading material and the written output. It covers the inclusion 
of all essential key points, as well as communicative effect on the reader. The 
organisation category refers to the way in which the written production has been 
structured and organised in terms of the overall format, the grouping and 
sequencing of ideas in paragraphs, and the coherence of the argumentation. It 
covers the notion of cohesion and coherence at levels of sentences and paragraphs. 
The language category refers to the clarity of linguistic expression in English, 
including the selection and control of grammar and vocabulary items. It also 
includes stylistic choices relating to academic register. 
Each category can be scored from 1 to 3. Score 1 indicates a significantly weak 
performance, score 2 indicates a below adequate performance and score 3 
indicates an adequate performance. Texts that are too short, completely off topic, 
illegible or plagiarised are scored 0. Test Task B was still at a trial stage when the 
study was conducted. Test scores were proposed to report both at the overall (i.e. 
the total analytical scores) and analytical levels. The trial grade boundaries were 
as follows:  
 
A score of 8-9     = Grade A (no intervention required) 
A score of 6/7          = Grade B (low-level intervention needed) 
A score of 5 or < = Grade C (high-level intervention needed) 
 
Descriptive statistics on the 140 performances on Test Task B are presented in 
Table 6.6. The participants' mean total analytical score on Test Task B was 4.99 
out of 9 with a standard deviation of 1.76. The mean score on organisation was 
higher than the mean scores on content and language (See Table 6.6).  
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Table 6.6 Descriptive statistics on Test Task B scores 
 
Max possible 
score Min. Max. Mean 
Std. 
Dev. 
Test Task B total scores 9 0 9 4.99 1.76 
Content  (coverage of key points) 3 0 3 1.64 0.66 
Organisation (cohesion and 
coherence) 
3 
0 3 1.78 0.68 
Language (choice and control of 
lexis and grammar) 
3 
0 3 1.60 0.70 
 
In order to understand more comprehensively the participants' performances on 
Test Task B, Table 6.7 presents the frequency of the three analytical scores on 
Test Task B. Test Task B is a university diagnostic test of test takers' academic 
writing ability. 8.6%, 12.9% and 10.7% of participants scored band 3 (which 
indicates an adequate or above adequate performance) on the categories of 
content, organisation and language respectively.  Most participants were scored 
band 2 (which indicates a below adequate performance) on content and 
organisation but most participants were scored band 1 (which indicates a 
significantly weak performance) on language.  Similar to the results indicated by 
Test Task A, the participants seemed to perform less successfully on the language 
category than other analytical categories. 
Table 6.7 Frequency table of analytical scores on Test Task B 
 
Content 
(coverage of 
key points) 
Organisation 
(cohesion and 
coherence) 
Language 
(choice and 
control of lexis 
and grammar) 
 
 
 
 
Implication of score Freq Percent Freq Percent Freq Percent 
0 2 1.4 2 1.4 2 1.4 too short, 
completely off 
topic, illegible or 
plagiarised 
1.0 
 
59 42.1 45 32.1 67 47.9 a significantly weak 
performance 
2.0 
 
67 47.9 75 53.6 56 40.0 a below adequate 
performance 
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3.0 
 
12 8.6 18 12.9 15 10.7 an adequate or 
above adequate 
performance  
Total 140 100.0 140 100.0 140 100.0  
 
The distribution of the total analytical scores on Test Task B is presented in 
Figure 6.3. The distribution curve reaches both ends of the score range.  The 
results indicated that 8.6%, who scored a total of 8 or above, did not require any 
intervention to their academic writing ability. 32.8% of the participants, who 
scored 6 or 7, required low-level intervention whereas 58.6% of the participants, 
who scored 5 or below, required high-level intervention. 
 
 
Freq Percent 
Cumulative 
Percent 
Implication of 
scores 
0 3 2.1  
 
58.6 
 
high-level 
intervention 
needed 
3 31 22.1 
4 23 16.4 
5 25 17.9 
6 30 21.4  
32.8 
low-level 
intervention 
needed 
7 16 11.4 
8 11 7.9  
8.6 
no 
intervention 
needed 
9 1 0.7 
Total 140 100.0   
 
Figure 6.3 Distribution of the total scores on Test Task B 
 
6.2.4 Participants' performance on the real-life tasks  
The participants' performances on the two test tasks have been discussed so far. 
This sub-section discusses their performances on the selected real-life tasks. Each 
real-life performance (i.e. the essay task, the report task, the in-class question-
and-answer test and the end-of-term case-study examination), can award a score 
from 0 to 16, representing 5 bands (See Table 6.8).  
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Table 6.8 Real-life scores and the corresponding grades 
Score Band Pass/Fail 
16-14 A+/A/A- Pass 
13-11 B+/B/B- 
10-8 C+/C/C- 
7-5 D+/D/D- 
4-0 E Fail 
 
Participants' performances on the four selected real-life tasks were scored by the 
lecturers at the University's Business School. As reported in Chapter Three, the 
four tasks were selected from four different modules. The four tasks were scored 
by different module teams. All marking followed university departmental marking 
procedures. Lecturers who marked the real-life performances were not informed 
of the present study. In addition, they were not informed of the students' IELTS 
scores or their performances on the two reading-into-writing test tasks.   
The essay task was scored based on four categories: (1) examination of the data 
and description of the nature of the dataset; (2) discussion and justification of the 
techniques chosen; (3) reasons for rejecting the inappropriate techniques; and (4) 
discussion of other relevant issues. The report task was scored based on: (1) 
problem definition and structure of the text; (2) information identification (the 
number of sources, relevance to the topic, reliability of the sources); (3) critical 
reasoning; and (4) persuasion and influencing (See Appendices 3.1.1 and 3.1.2). 
The marking scheme of the in-class test and the end-of-term examination was not 
available to the researcher. In addition, the sub-scores of the tasks were not 
available to the researcher. All marking was conducted by the lecturers following 
the university departmental marking procedures.  The real-life data reported in 
this chapter were the final standardised marks submitted to the University.  
Table 6.9 presents the descriptive statistics of the scores for each selected real-life 
task.  Participants in this study, as a whole group, performed best on the report 
task (mean: 9.72) while scoring lowest on the exam (mean: 6.03). The standard 
deviations of the four performances were moderate.  
 263 
 
Table 6.9  Descriptive statistics of real-life performances 
Task N
11
 Max possible score Minimum Maximum Mean Std. Deviation 
Essay 161
12
 16 2 15 9.27 2.99 
Report 136
13
 16 2 14 9.72 2.60 
Test 145 16 2 15 8.84 2.98 
Exam 143 16 2 14 6.03 2.56 
 
The distribution of the participants' scores on the four real-life tasks is presented 
in Figure 6.4. According to the histograms, participants' scores on the essay task 
and the in-class test largely follow the normal distribution curve. However, 
participants' scores on the report task clustered on the score of 10 (i.e. grade C+) 
and their scores on the end-of-term examination clustered between the score 4 to 
6 (i.e. E, D- and D correspondingly). A score of 4 or below indicates a fail on the 
task. 7.4% participants in this study failed the essay task, 3.7% failed the report 
task, 8.3% failed the question-and-answer test and 33.6% failed the case-study 
examination. It is perhaps not surprising that the pass rate on the case-study 
examination task was much lower than the other three tasks. According to one of 
the lecturers, one major purpose of the examination is for the participants to 
demonstrate the subject knowledge they had learnt on the module. The 
examination task was presumably more challenging than the other three tasks.  
                                                          
11
 For the 219 participants in this study, 56 enrolled one of the modules, 21 enrolled two of the 
modules, 80 enrolled three of the modules and 62 enrolled all the modules. 
12
 73 out of the 161 participated in the investigation of cognitive processes. 
13
 70 out of the 136 participated in the investigation of cognitive processes. 
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Figure 6.4 Score distribution of the four real-life tasks 
 
For the purpose of correlational analysis, the participants' mean scores of the four 
selected tasks i.e. the essay, report, question-and-answer test, case study 
examination tasks, were calculated. As shown in Table 6.10, the participants' 
mean real-life score was 8.59.  
Fail 
 
Fail 
l 
Fail 
il 
Fail 
ail 
il 
Pass Pass 
Pass Pass 
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Table 6.10 Descriptive statistics of mean real-life performances 
N 
Max 
possible 
score 
Minimum Maximum Mean 
Std. 
Deviation 
219 16 2 14 8.59 2.24 
 
Figure 6.5 below shows the frequency of participants at each corresponding grade 
based on their mean real-life scores. Only 1 participant (0.5%) in this study got an 
average Grade A. 21% of the participants got an average Grade B and about 30% 
got Grade D. Most participants (45.2%) got an average Grade D and 3.7% got an 
average Grade E (Fail).  
 
Figure 6.5 Mean real-life grade 
 
 
 
 
6.2.5 Summary  
There are reasons to be somewhat cautious in interpreting the participants' 
performances on the two reading-into-writing tests. The participants may have 
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been less familiar with reading-into-writing test tasks which involve multiple 
reading materials,  even though they had been briefed about the format of Test 
Task A (with multiple verbal inputs) and Test Task B (with multiple verbal and 
non-verbal inputs) one or two weeks before they did the test.  In addition, the 
participants might not have perceived Test Tasks A and B as high-stakes for them 
because their scores on Test Tasks A and B would not affect their university 
grades. Although Test Task B was a university diagnostic test, the participants 
completed the task solely for the research purpose and they did not receive any 
corresponding support based on their Test Task B scores. The functions of Test 
Task A (which is part of a level-specific proficiency test at C1 level) and Test 
Task B (which is part of an academic writing diagnostic test) are different. 
Therefore, it is not appropriate to make direct comparison of the test results 
between two test tasks.   
All participants in this study provided information of their IELTS bands. 12.8% of 
the participants in this study had an average IELTS reading and writing score 
between 6.5 and 8.0, a range which indicates a proficiency level at C1, and 87.2% 
between 5.0 and 6.5, a range which indicates a proficiency level at B2 (See Figure 
6.1).    
The results showed that 10.6% of the 160 participants who completed Test Task 
A passed the test task, which is at C1 level. Regarding Test Task B, 8.6% of the 
140 who completed the task got Grade A, which indicates that the test taker did 
not require any intervention to his/her academic writing ability. 32.8% got Grade 
B, which indicates the test taker's need of low-level intervention to his/her 
academic writing ability, and 58.6% got Grade C, which indicates the test taker's 
need of high-level intervention.  
Regarding the participants' performance on real-life academic writing tasks, 0.5% 
of the whole population in this study (i.e. 219 participants) got an average Grade 
A, 21% Grade B, and 29.7% Grade C. Most participants (45.2%) got an average 
Grade D whereas 3.7% got an average Grade E (Fail).  
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The results showed some similarities in the participants' performances on the two 
reading-into-writing test tasks. In terms of the analytical scores, the results 
showed that the participants in this study were scored highest for the organisation 
category, followed by the content category, and lowest on the linguistic category 
on both reading-into-writing test tasks. It appears that both reading-into-writing 
test tasks provided a similar picture of the participants' strengths and weaknesses 
in terms of analytical categories.  
The major difference found between Test Task A and Test Task B scores was the 
range of scores. On Test Task A, almost no performance was scored band 4 or 
band 5 from a scale of 5 on all the four marking categories. On Test Task B, the 
full range of scores was achieved. This is most likely because Test Task A was 
set at C1 level whereas Test Task B was set at B2 level.  
The results so far have shown the percentage of the participants who did not reach 
CEFR C1 level (based on Test Task A) or the percentage of those who were 
identified to have significantly weak academic writing ability (based on Test Task 
B). The percentage of the participants who got an overall real-life grade from A to 
E, which indicate the different degree of academic success, has also been reported. 
The correlations between reading-into-writing test scores and real-life writing task 
scores are discussed in the following section to provide insights of the extent to 
which academic performance could be predicted by these test scores.   
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6.3 Correlations between reading-into-writing test scores and real-life 
writing task scores 
The previous sections presented the participants' performances on the two 
reading-into-writing test tasks (Test Tasks A and B), and their performances on 
the four selected real-life academic writing tasks (i.e. essay, report, question-and-
answer test and case-study examination). This section examines the relationships 
of these scores obtained between the test conditions and the real-life academic 
conditions, and discusses the extent to which the performances on the two types 
of reading-into-writing test tasks accounted for the participants' writing 
performance on their course work, test and examination. Section 6.3.1 discusses 
the correlations between test scores and individual real-life scores whereas 
Section 6.3.2 discusses the correlations between test scores and the average scores 
of all real-life tasks. 
6.3.1 Correlations between test scores and individual real-life scores  
For the 160 participants who completed Test Task A, 96 completed the report task, 
111 completed the essay task, 109 completed the question-and-answer test, and 99 
completed the end-of-term case study examination as part of their degree 
programme. As indicated in Table 6.11 below, the correlations between Test Task 
A and individual real-life scores ranged from 0.126 to 0.343. Test Task A scores 
correlated moderately with report scores at r=0.343 (p<0.001), weakly with 
question-and-answer test scores at r=0.212 (p=0.027) and essay scores at r=0.187 
(p=0.050). Test Task A scores did not correlate significantly with the end-of-term 
examination scores.   
Table 6.11 Correlation between Test Task A scores and individual real-life 
scores 
 
Essay 
(n=111) 
Report 
(n=96) 
Test 
(n=109) 
Exam 
(n=99) 
Test Task A 
Pearson 
Correlation
14
 
.187
*
 .343
**
 .212
*
 .126 
                                                          
14
 Non-parametric correlation tests were also performed. The significant results were not affected 
by the use of parametric tests.  
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Sig. (2-tailed) .050 .001 .027 .215 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 
For the 140 participants who completed Test Task A, 96 completed the report task, 
111 completed the essay task, 109 completed the question-and-answer test, and 99 
completed the end-of-term case study examination as part of their degree 
programme. The correlations between Test Task B and individual real-life writing 
tasks ranged from 0.082 to 0.438 (See Table 6.12). Test Task B scores correlated 
moderately with question-and-answer test scores (r=0.438, p<0.001) and with 
essay scores (r=0.386, p<0.001), and weakly with report scores at r=0.283 
(p=0.005). Test Task B scores correlated weakly with case study examination at 
r=0.082 but, similar to Test Task A, the correlation between Test Task B scores 
and case-study examination scores was non significant.   
Table 6.12 Correlation between Test Task B scores and individual real-life 
scores 
 
Essay 
(n=93) 
Report 
(n=95) 
Test 
(n=75) 
Exam 
(n=69) 
Test Task B 
Pearson 
Correlation 
.386
**
 .283
**
 .438
**
 .082 
Sig. (2-tailed) .000 .005 .000 .484 
** Correlation is significant at the 0.01 level (2-tailed). 
* Correlation is significant at the 0.05 level (2-tailed). 
 
Most test tasks are not designed to predict test taker's writing ability on a single 
task type, but a representative range of task types that test takers are likely to 
encounter in the real-life context. The weak to moderate correlations between test 
scores and individual real-life scores are not surprising.  Nevertheless, the results 
of the two test scores seem to have predicted performances on particular real-life 
tasks better than the others. Comparing between two test scores, Test Task B 
scores have better correlations with the real-life essay and in-class test scores than 
Test Task A, whereas  Test Task A scores have better correlations with the real-
life report and end-of-term scores than Test Task B.   
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As discussed in Chapter Two, based on the results of contextual analysis, Test 
Task A seems to be more comparable to the real-life essay task in terms of task 
features whereas Test Task B seems to be more comparable to the real-life report 
task. Therefore, the results that Test Task A correlated with the real-life report 
task better whereas Test Task B correlated with the real-life essay task better are 
to some extent unexpected. It appears that task difficulty level might have had a 
bigger impact on the degree of correlation than task features. The real-life report 
task was regarded to be more challenging than the real-life essay task by the 
judges For example, the report task was regarded to be more challenging than the 
essay task in terms of cognitive demands, number of language functions to 
perform, and explicitness of textual organisation of the input texts (See Section 
4.2 and Section 4.3).   This may be one of the reasons why Test Task A (which is 
at C1 level) correlated with the real-life report task better whereas Test Task B 
(which is at a lower B2 level) correlated with the real-life essay task better.  
Another interesting finding is that both Test Task A and Test Task B scores did 
not correlate significantly with the end-of-term examination scores.  The first 
reason could be due to time effect. The participants completed the test tasks at the 
beginning of the term. The report task, the essay task, and the question-and-
answer task were assigned to the participants during the term whereas the case-
study examination was assigned towards the end of the term. The correlations 
between test scores and the real-life scores might have dropped due to the time 
effect. An increase of the time length between the two events means that many 
other factors may have interfered with the correlations. For example, the 
participants' proficiency might have improved. Their knowledge of academic 
writing might have improved. The amount of the subject knowledge required by 
the task could be another reason why the test scores did not have significant 
correlations to the examination scores. The case-study examination requires the 
students to a) critically analyse the issues presented in the case study, b) make 
recommendations and justify with reasons (See Table 6.1). According to one of 
the lecturers, one major purpose of the examination was for the participants to 
demonstrate the subject knowledge they had acquired on the module. Therefore, 
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the variable of subject knowledge might as well have contributed to the 
examination scores more than the participants' writing ability.  
 
As the results showed that Test Task A and Test Task B scores correlated with 
individual real-life tasks at different levels, it is recommended to collect evidence 
from more than one task type, especially in high stakes writing tests. As argued in 
the literature, such practice would help to generate a more comprehensive 
evaluation of test takers' academic writing ability (Weigle, 2002; Shaw & Weir, 
2007). 
6.3.2 Correlations between test scores and mean real-life scores  
As test scores are used to infer test takers' ability in performing different writing 
tasks in the target context, the next step was to examine the extent to which the 
test scores (total scores and analytical scores) relate to the average scores of the 
four real-life writing tasks (See Table 6.13).   
Table 6.13 Correlation between Test Task A scores and mean real-life scores 
 
 
 
Mean real-
life score 
  
Mean real-
life score 
 
Test Task A 
total scores 
(n=160) 
Pearson 
Correlation 
.306
**
 
Test Task B 
total scores 
(n=140) 
Pearson 
Correlation 
.379
**
 
Sig. (2-tailed) .000 Sig. (2-tailed) .000 
Relevance  
and adequacy 
Pearson 
Correlation 
.160
*
 
Content 
Pearson 
Correlation 
.300
*
 
Sig. (2-tailed) .043 Sig. (2-tailed) .000 
Coherence 
and 
organisation 
Pearson 
Correlation 
.226
**
 
Organisation 
Pearson 
Correlation 
.365
**
 
Sig. (2-tailed) .004 Sig. (2-tailed) .000 
Lexical use 
Pearson 
Correlation 
.306
**
 
Language 
Pearson 
Correlation 
.307
**
 
Sig. (2-tailed) .000 Sig. (2-tailed) .000 
Grammatical 
use 
Pearson 
Correlation 
.391
**
 
Sig. (2-tailed) .000 
** Correlation is significant at the 0.01 level (2-tailed).  
* Correlation is significant at the 0.05 level (2-tailed). 
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As shown in Table 6.13, Test Task A total scores correlated significantly with 
their mean real-life scores at a level of 0.31, explaining 9.36% variance of the 
real-life performances. Test Task B total scores correlated significantly with their 
mean real-life scores at a level of 0.38, explaining 14.36% variance of the real-life 
performances. The results of this study are better than most previously reported 
figures in the literature. As reviewed in Chapter Two, for correlations between 
overall test scores and academic outcome, some studies found no significant 
correlations between the overall IELTS test scores and academic scores (e.g. 
Cotton & Conrow, 1998; Ingram & Bayliss, 2007; Dooey, 1999). Some other 
studies found low correlations between overall test scores and academic scores 
(e.g. Cho & Bridgeman, 2012; Kerstjens & Nery, 2000). Some found low to 
medium correlations between overall test scores and academic outcome. For 
example, Davies and Criper (1988) reported a correlation of 0.3 between ELTS 
scores and academic outcome. They concluded that language proficiency can 
explain about 10% of the variance of academic outcome, which is frequently 
quoted as a benchmark level of predictive power of test scores.   Feast (2002) 
reported 0.39 between IELTS scores and academic outcome. Yen and Kuzma 
(2009) reported that IELTS scores correlated significantly with the first semester 
academic outcomes at 0.46 and the second semester's outcomes at 0.25 (For 
details, see Section 2.5.3.2). It is important to notice that these studies studied the 
relationships between overall test scores and academic outcomes whereas this 
study investigated the predictive power of two single reading-into-writing tasks. 
Overall test scores are expected to have a better predictive power than individual 
task scores. Nevertheless, both reading-into-writing test tasks reported a better 
correlation with the academic outcome than the results of most of the above 
studies.  
 
Most previous studies investigated the predictive power of the overall test scores 
rather than individual paper scores. Of the individual paper scores, writing test 
scores tend to have no or low correlations with academic success. For example, 
Cotton & Conrow (1998) and Humphreys et al. (2010) found no significant 
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correlation between the participants' IELTS writing scores (which include an 
independent writing task with input texts and an integrated writing task with non-
verbal inputs) and their academic achievement. Kerstjen & Nery (2000), on the 
other hand, reported a significant correlation of 0.25 between their participants' 
IELTS writing test and academic scores (For details, see Section 2.5.3.2). The 
results of this study showed that both the reading-into-writing test tasks (Test 
Task A: essay task with multiple verbal inputs and Test Task B: essay task with 
multiple verbal and non-verbal inputs) reported a better correlation with the 
academic outcome than the figure reported in Kerstjen & Nery's (2000) study. 
Results of RQ1 and RQ2 of this study showed that the two reading-into-writing 
test tasks represented a range of salient features of real-life academic writing tasks 
in terms of overall task setting and input texts features, and elicited most of the 
eleven identified target real-life academic cognitive processes from test takers. 
Weir (2005) argued that the more valid the context and cognitive parameters a test 
task possesses, the more accurate the estimate of the test takers' performance in 
the real-life target conditions the test can provide. The results here showed that 
the two reading-into-writing test tasks had a better predictive power than the other 
independent writing-only or reading-into-writing tasks with only non-verbal 
inputs investigated in the literature.    
The four analytical scores on Test Task A correlated with the mean real-life 
scores from 0.160 to 0.391 whereas the three analytical scores on Test Task B 
correlated with the mean real-life scores from 0.300 to 0.379 (See Table 6.14). It 
is encouraging that most categories on both test tasks correlated with the mean 
real-life scores at a level of 0.3 or above, except the categories of content 
(relevance and adequacy) and organisation (coherence and organisation) on Test 
Task A. Comparing the descriptors of both marking schemes, the descriptors of 
Test Task B appear to be more task specific than the descriptors of Test Task A 
(See Appendix 6.1 and 6.2). This could be because of the fact that the marking 
scheme of Test Task A was developed to assess Test Task A and another task 
(essay task with single non-verbal inputs) of the same test. In contrast, the 
marking scheme of Test Task B was developed specifically for Test Task B. The 
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results seem to suggest that a more task-specific marking scheme, especially for 
the categories of content and organisation, is beneficial. However, further 
evidence is needed to confirm this. 
6.3.3 Patterns of the correlations between test scores and mean real-life 
scores  
The correlations between the two reading-into-writing test scores and the real-life 
scores have been discussed. The last step was to examine the pattern of the 
correlations. The graphic representation of the correlations between the test scores 
and the mean real-life scores is presented in Figure 6.6 (Test Task A) and Figure 
6.7 (Test Task B). The size and density of the plots indicate the strength of the 
correlation between the test scores and the real-life scores. The bigger and more 
concentrated the plots are, the stronger the correlation between the test scores and 
real-life scores is. The scatterplots in Figure 6.6 and Figure 6.7 are divided into 
five sections (Grade E to Grade A) by dotted lines. The relationships between the 
test scores and real-life scores are discussed with reference to the corresponding 
grade of the real-life scores. 
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Figure 6.6 Relationships between Test Task A and real-life performance 
 
As reported previously, the participants' Test Task A scores (n=160) correlated 
with their mean real-life scores at 0.306. According to Figure 6.6, the correlation 
appears to be strongest/clearest between Test Task A score 12 and real-life Grade 
B. The plots at the real-life Grade B cluster most densely at the score of 12 on 
Test Task A.  In other words, most participants who obtained a total score of 12 
on Test Task A achieved an overall Grade B on the selected real-life tasks.  
The plots at the real-life Grade C spread densely along a wide range of Test Task 
A scores whereas the plots at the real-life Grade D cluster densely between Test 
Task A scores 7 and 9. It appears that for those participants who obtained an 
overall real-life Grade C, other factors might have had a bigger impact on their 
academic achievement than their writing ability. Criper & Davies (1998) argued 
that individual non-linguistic characteristics might have a stronger impact on 
one's academic success than language proficiency. 
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The results also showed that for the participants who scored between 7 and 9 on 
Test Task A, they were most likely to achieve an overall Grade D and Grade C on 
the real-life tasks. It is interesting for future study to explore why, with a similar 
academic writing ability, some of these participants (Grade C or even Grade B) 
achieved better in the target context than the others (Grade D).  
As mentioned previously, the passing requirement of Test Task A, which is a 
level-specific test at C1 level, requires a minimum of band 3 on all 4 categories. 
Test Task A is part of the GEPT Advanced, a test which has been recognised by 
many universities as a means to indicate if applicants have reached the minimum 
of English language requirement. Nevertheless, the latest UKBA regulations 
require students who wish to apply to study at the level of bachelor's degree in the 
UK under Tier 4 (General) of points-based system to have a minimum of level B2 
of the CEFR (UKBA, 2013). Results on Test Task A using a pass/fail dichotomy 
might no longer be entirely appropriate for university entry purposes. Although 
GEPT has a High-Intermediate test at B2 level, the test does not seem to target at 
the academic domain. It would seem more appropriate to adjust the score 
reporting method on the GEPT Advanced, which was developed in the academic 
domain, to indicate the test takers who have reached the minimum threshold of 
English requirement for higher education in the UK, i.e. B2 of CEFR. The results 
of this study showed that academic performance, especially at the levels of 
Grades D and B, could be predicted by different score ranges on Test Task A. 
The patterns of correlation between Test Task B scores and real-life scores are 
discussed next (See Figure 6.7). As reported previously, the participants' Test 
Task B scores (n=140) correlated with their mean real-life scores at 0.379. As the 
range of the total analytical scores on Test Task B is comparatively limited, i.e. 
from 0 to 9, the patterns of plots are expected to be less clear than those obtained 
on Test Task A.  
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Figure 6.7 Relationships between Test Task B and real-life performance 
 
According to Figure 6.7, the correlation pattern between Test Task B scores and 
real-life Grade D is the clearest.  The plots at the real-life Grade D cluster most 
densely at the score of 3 on Test Task B.  In other words, most participants who 
got a total score of 2.5 to 3.5 on Test Task B achieved an overall Grade D on the 
selected real-life tasks.  
Like the pattern obtained on Test Task A, the plots at the real-life Grade C bunch 
densely along a wide range of Test Task B scores. Presumably other factors, such 
as subject knowledge and motivation, might have impacted the participants' 
academic achievement more than their academic writing ability. As mentioned 
previously, it is unfortunately beyond the scope of this study to investigate what 
other non-linguistic factors might have impacted on their performances on the 
selected real-life tasks.  
Lastly, the plots at the real-life Grade B bunch most densely at the Test Task B 
score 5, and between 7 and 8. In other words, participants who scored 7 or 8 
E D C B A 
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tended to achieve an overall Grade B on the real-life writing tasks. In addition, 
some participants who scored 5 on Test Task B obtained a better overall grade 
(Grade B) than the others (Grade C).  It would be interesting in future studies to 
explore the reasons.  
Test Task B was designed to indicate the test takers' need for academic writing 
support. As mentioned previously, Grade A (a score of 8 and 9) indicates no need 
for academic writing support, Grade B (a score of 6 and 7) indicates a low-level 
need for academic writing intervention, whereas Grade C (a score of 5 or below) 
indicates a high-level need for academic writing intervention. Considering the 
variable of academic writing proficiency solely, the results of this study seem to 
suggest that the cut-off scores of Test Task B which indicate different levels of 
academic writing support required might not be the most effective. Further 
evidence is needed to confirm the results and to investigate the most appropriate 
cut-off scores for the need of different levels of academic writing support.    
6.3.4 Summary  
The major results of the correlations between test scores and real-life scores are 
summarised as follows: 
In terms of individual real-life tasks, both Test Task A and Test Task B scores 
correlated significantly with individual writing tasks (report, essay and question-
and-answer test) which were assigned during the term, but not with the end-of-
term case-study examination scores.  The reasons could be because a) the time 
between the language test event and the examination event was comparatively 
longest, and b) the demand for subject knowledge imposed by the examination 
task was comparatively highest. 
Both the two types of reading-into-writing tests (Test Task A with multiple verbal 
inputs and Test Task B with multiple verbal and non-verbal inputs) show 
significant moderate correlations to the participants' mean real-life academic 
scores at r=0.306 and r=0.369 respectively. When compared to similar studies in 
the relevant literature which investigated the predictive power of writing test 
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scores, most of which involved an independent essay writing task and an 
integrated reading-into-writing task with single non-verbal input, the results of the 
correlations between the two reading-into-writing test scores and real-life 
outcome reported in this study are encouraging (cf Cho & Bridgeman, 2012; 
Cotton & Conrow, 1998; Davies & Criper, 1988; Dooey, 1999; Feast, 2002; 
Humpreys et al., 2010; Ingram & Bayliss, 2007; Kerstjens & Nery, 2000; Yen & 
Kuzma, 2009). 
In terms of the effectiveness of predictive power, the reading-into-writing test 
scores seem to be able to 'predict' performance in the target context better at high 
and low levels than at the medium level. In other words, participants who 
achieved comparatively well (Grade B) on real-life tasks tended to have scored 
comparatively high on the reading-into-writing test scores. For participants who 
achieved comparatively poorly (Grade D) on real-life tasks tended to have scored 
comparatively poorly on the reading-into-writing test scores. However, for 
participants who achieved at the medium level (Grade C), their scores on the 
reading-into-writing test tasks ranged widely.  It appears that academic writing 
ability might have limited impact on the medium-level academic achievement in 
the context of this study. Therefore, any high-stakes decisions for these medium-
level test takers need to be made with extra caution, and supported by other forms 
of evidence. 
The results showed that the reading-into-writing task type has not only valid 
contextual validity and cognitive validity, as demonstrated in Chapters Four and 
Five respectively, but also has moderate predictive power for test takers' real-life 
academic writing performance. This study has provided empirical evidence of the 
three major components of validity in using reading-into-writing test tasks to 
assess academic writing ability.  
The results of the study presented in Chapters Four, Five and Six are further 
discussed in Chapter Seven to identify implications for test development of valid 
reading-into-writing tests to assess academic writing ability, test validation of 
such integrated task type and directions for further research.  
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7 CONCLUSIONS AND LIMITATIONS 
7.1 Introduction 
Regarding EAP academic writing tests, integrated reading-into-writing tasks are 
considered to have better context and cognitive validity than independent writing-
only tasks (Carson, 2001; Feak & Dobson, 1996; Hamp-Lyons & Kroll, 1997b; 
Johns, 1993; Plakans, 2009a, 2010; Weigle, 2004). However, when compared to 
the independent writing-only task type, there is insufficient empirical evidence of 
the context and cognitive validity of the integrated reading-into-writing task type 
in the literature to date (Plakans, 2008, 2010; Segev-Miller, 2007; Weigle, 2004). 
This study, building on Weir's (2005) socio-cognitive framework for test 
validation, developed a new framework for validating reading-into-writing tests to 
assess academic writing ability. Building on Khalifa & Weir's (2009) framework 
of reading tests and Shaw & Weir's (2007) framework of writing tests, this study 
aimed to establish an empirical framework for the development and validation of 
EAP reading-into-writing test tasks, and to identify parameters that are useful to 
explicitly describe the context and cognitive validity of such reading-into-writing 
test tasks. In addition, the study aimed to investigate the extent to which reading-
into-writing test scores predict real-life academic writing performance. The three 
research questions that this study set out to answer were: 
1. What are the contextual characteristics of the academic writing tasks that 
students would normally encounter in real life? To what extent do the reading-
into-writing test tasks resemble these contextual features under test conditions? 
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2. What are the cognitive processes that students would normally employ to 
complete the real-life academic writing tasks? To what extent do the reading-
into-writing test tasks elicit these cognitive processes from test takers? 
3. To what extent can performances on the reading-into-writing tests predict test 
takers' ability to perform on real-life academic writing tasks? 
In order to answer these research questions, this study investigated the target 
construct of academic writing ability involving integration of reading materials by 
investigating the contextual parameters of two real-life academic writing tasks 
and the cognitive parameters activated by these real-life tasks. After defining the 
target construct, the study investigated the contextual parameters of two reading-
into-writing test task types and the cognitive parameters activated by these 
reading-into-writing test tasks. The findings revealed the extent to which the real 
life contextual and cognitive parameters were represented by the two reading-
into-writing task types. Lastly, the study investigated the correlations between the 
reading-into-writing test scores and real-life academic writing performance to 
shed light on the criterion-related validity of reading-into-writing test tasks.  
The results of RQ1, RQ2, and RQ3 of this study are summarised in Sections 7.2.1, 
7.2.2 and 7.2.3 respectively. The limitations of this study and areas for future 
research are discussed in Section 7.3 in terms of sampling (Section 7.3.1) and 
research instruments (Section 7.3.2). Section 7.4 discusses the implications and 
contributions of this study (Section 7.4.1 - 7.4.5). 
7.2 Conclusions concerning the validity of EAP reading-into-writing tests 
The results of this study showed that the two reading-into-writing task types 
(essay task with multiple verbal inputs and essay task with multiple verbal and 
non-verbal inputs) have promising context validity, cognitive validity and 
criterion-related validity. This was supported by validity evidence collected based 
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on three major components of the Weir's (2005) socio-cognitive validity 
framework: 
(1) context validity (reported in Chapter Four): analysis of the contextual 
parameters of the two real-life academic writing tasks and the reading-into-
writing test tasks; 
(2) cognitive validity (reported in Chapter Five): analysis of the cognitive 
processing activated by the two real-life academic writing tasks and the 
reading-into-writing test tasks;  and 
(3) criterion-related validity (reported in Chapter Six): correlational analysis 
between the two reading-into-writing test scores and the real-life academic 
performance.  
7.2.1 Context validity of EAP reading-into-writing test tasks 
RQ1: What are the contextual characteristics of the academic writing tasks that 
students would normally encounter in real life? To what extent do the reading-
into-writing test tasks resemble these contextual features under test conditions? 
To answer RQ1, the study built on the procedures used in previous studies (e.g.  
Green et al, 2010; Green et al, 2012; Weir, 2012; Wu 2012) to analyse the overall 
task setting and the input text features of two real-life academic writing tasks and 
two reading-into-writing test tasks by expert judgment and automated textual 
analysis. Context validity evidence collected from expert judgment and automated 
textual analysis showed that the two reading-into-writing tasks resembled the 
contextual features of the real-life academic writing tasks in many important ways. 
The results, on the other hand, reveal some areas that may require improvement. 
Recommendations on task design are provided in Section 7.4.2. 
Overall task setting 
The results of the small-scale task survey in this study, as presented in Section 
3.2.1, showed that essays and reports are commonly assigned to students in the 
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academic context of this study. Therefore, a report task and an essay task were 
selected from two different modules to represent the predominant real-life 
academic writing tasks in this study. Both reading-into-writing test tasks (Test 
Task A and Test Task B) required the production of an essay. While essay tasks 
are commonly used in standardised academic writing tests, typical writing-only 
essay test tasks may represent the target genre but neglect some essential 
contextual features of real-life academic essay tasks, especially in terms of the use 
of external reading sources and language functions (Moore & Morton, 2005).  The 
results of this study showed that both reading-into-writing test tasks resembled the 
contextual features of the real-life academic writing tasks in many significant 
ways, which are described below.  
In terms of topic domains, the academic and professional domains were 
dominant in the selected real-life tasks. Test Task A was considered to be in the 
academic and social domains while Test Task B fell into the professional and 
social domains.  Regarding the cognitive demands imposed on the writer, the 
real-life tasks were knowledge-transforming tasks which required high-level 
processes. Both reading-into-writing tasks required the test takers to transform the 
ideas by selecting, organising and summarising relevant ideas from the input 
sources as well as evaluating different points of view. According to the judges, 
the test tasks did not require test takers to interpret, evaluate, and apply ideas in 
context to the extent that the real-life tasks did. However, they considered the 
level of cognitive demands of the test-tasks to be appropriate under the test 
conditions.  Both real-life task required students to perform a range of language 
functions. Core language functions, those that were judged by 2 or more pairs of 
the judges, required by the two real-life tasks included describing, defining, 
reasoning, citing sources, evaluating, synthesising and expressing personal views. 
In addition, the report task required the functions of illustrating visuals, 
predicting and recommending, whereas the essay task required the functions of 
persuading and summarising.  A majority of these language functions identified 
as necessary for the completion of the real-life academic writing tasks were also 
required by the two reading-into-writing test tasks. As judged by 2 or more pairs 
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of the judges, Test Task A required test takers to perform expressing personal 
views, summarising, citing sources, evaluating, recommending, reasoning, 
synthesising and describing. Test Task B required test takers to perform, mostly 
necessarily, reasoning, summarising, expressing personal viewpoints, evaluating, 
recommending, synthesising and illustrating visuals. 
Regarding the clarity of purpose, clarity of audience and clarity of marking 
criteria, the real-life tasks were rated towards the positive end of a five-point 
scale (1=unclear; 5=clear), though with better ratings on the clarity of purpose and 
clarity of audience. Shaw & Weir (2007: 71) argued strongly for the importance 
of providing clear and unambiguous information on the task purpose, intended 
audience and marking criteria in any valid writing test. It is important to consider 
the fact that students in real-life academic contexts are given plenty of 
opportunities to clarify any unclear information whereas test takers do not usually 
have the same opportunities under test conditions. The results showed that the two 
reading-into-writing test tasks functioned well with regards to clarity of task 
purpose, intended audience and marking scheme. Both Test Task A and Test Task 
B received higher ratings for clarity of task purpose and clarity of audience than 
the real-life tasks. The judges considered that the real-life academic writing tasks 
provided very detailed criteria (the report task scoring 4.5 and the essay task 
scoring 4.6 out of 5.0). The rating of the clarity of marking criteria for Test Task 
A (3.8) was slightly lower than the real-life tasks' ratings, whereas Test Task B 
scored 4.6.  
Input text features 
Previous studies showed that most academic writing tasks involve integration of 
external reading materials (Bridgeman & Carlson, 1983; Carson, 2001; Grabe, 
2003; Horowitz, 1986a, 1986b; Johns, 1993; Weir, 1983). Results of this study 
shared the same finding that the two real-life tasks required students to write 
based upon multiple reading resources of verbal and non-verbal materials, though 
integration of non-verbal materials seems to be more essential for the completion 
of the report task than the essay task. The results also revealed that the real-life 
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input texts contained a variety of genres, such as news / magazine articles, journal 
articles and book chapters, and different non-verbal materials, such as graphs, 
tables, pictures and diagrams. 
One of the most heavily criticised aspects of the use of writing-only tasks to 
assess academic writing ability is that such task types do not engage test takers 
with the use of reading materials and the corresponding cognitive processes 
necessary to integrate external resources into written production (Carson, 2001; 
Hamp-Lyons & Kroll, 1997a; Johns, 1993; Johns & Mayes, 1990; Plakans, 2008, 
2010; Weigle, 2002). The results of this study showed that Test Task A resembled 
the real-life academic performance conditions by requiring the test takers to write 
based upon two essays, whereas Test Task B resembled the real-life  performance 
conditions by requiring the test takers to write based upon one report and one 
news article, each passage containing a diagram.     
The difficulty level of a writing task can also be determined by the discourse 
mode of the input texts (Parodi, 2007). For example, when compared to an 
argumentative text, a narrative text tends to contain more factual information, and 
hence is usually less demanding to read. The results showed that the real-life input 
texts contained a combination of expository and argumentative/evaluative texts. 
The reading-into-writing test tasks contained either expository or 
argumentative/evaluative texts. Test Task A required test takers to process 
argumentative texts while Test Task B required test takers to process expository 
texts. 
In addition, based on the ratings of a five-point scale on the concreteness of ideas 
(1=abstract; 5=concrete), the explicitness of textual organisation (1=inexplicit; 
5=explicit), and the cultural specificity of the content (1=culturally neutral; 
5=culturally specific), content in the reading-into-writing test input texts was 
regarded to be noticeably more concrete and more explicitly organised than the 
content of the real-life input texts. Test Task A input texts were more culturally 
specific than the others, but this was considered by the judges as appropriate since 
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Test Task A is primarily targeted at a test population with a homogenous cultural 
background. 
Linguistic complexity of input texts 
This study built on the automated textual analysis procedures employed in recent 
studies (e.g. Green et al, 2010; Green et al, 2012; Weir, 2012; Weir et al, 2013, 
Appendix 2; Wu, 2012) in the language testing literature to analyse the lexical 
complexity, syntactic complexity and degree of cohesion of the real-life input 
texts and the reading-into-writing test tasks.  
The results, as reported in Section 4.3.2.1, revealed very specific information 
about the level of lexical complexity, syntactic complexity and degree of cohesion 
of the real-life input texts in terms of a set of carefully selected automated textual 
analysis indices (See Section 3.3.2.2 for the procedures).  These indices on the 
real-life input texts were compared descriptively with those obtained in Green et 
al's (2010) study on the textual features of undergraduate reading texts to better 
understand the level of the real-life input texts. Generally speaking, the difficulty 
level of the input texts undergraduates used to complete their writing assignments 
was close to the undergraduate course book texts. However, the results suggested 
three areas of discrepancy in the linguistic features between the real-life input 
texts and undergraduate course book texts:  
(1) The real-life input texts contained more frequent words (the first 1000 and the 
first 2000) and less low frequency words than the undergraduate texts. 
(2) The real-life input texts contained slightly more words before the main verbs 
of the main clauses than the undergraduate texts, and a slightly lower density 
of connectives (logical operator incidence score) than the undergraduate texts.  
(3) Sentences in the real-life input texts seemed to be less conceptually similar to 
the next sentence than those in the undergraduate course book texts. 
Based on descriptive statistics, the findings suggested some distinctive features of 
the texts which were used for general study purposes and those for writing 
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purposes in real-life academic contexts.  Real-life input texts for academic writing 
were slightly more challenging in syntactic features but less challenging in word 
frequency than the undergraduate course book texts. While further evidence is 
needed to confirm the results, the findings might provide insights for test 
developers when they develop input texts in reading-into-writing tests and those 
in reading comprehension tests. 
The study then compared the textual indices of the real-life input texts with those 
of the two reading-into-writing test task input texts.  
The difficulty level of sampled Test Task A input texts was comparable to the 
level of the real-life input texts, in terms of lexical complexity (as indicated by the 
proportion of first 1000 frequency words, proportion of first 2000 frequency 
words, proportion of academic words, frequency level of content words, average 
syllables per word and type-token ratio of all content words), syntactic complexity 
(as indicated by the average sentence length, mean number of words before the 
main verb in verb phrases and proportion of logical operators), and degree of text 
cohesion (as indicated by the percentage of adjacent sentences with one or more 
repeated arguments, word stems, content words, proportion of adjacent anaphor 
references, and adjacent semantic similarity). Still a few indices suggested that 
Test Task A input texts were more challenging than the real-life input texts in 
terms of lexical complexity due to a higher proportion of low frequency words, 
but less challenging than the real-life input texts in terms of syntactic complexity 
due to a higher similarity of sentence structures and a lower average number of 
modifiers per noun phrase in the texts. Recommendations are further discussed in 
Section 7.4.2. 
Due to the small number of testlets available for Test Task B, only descriptive 
statistical analysis was performed on the textual indices between Test Task B and 
real-life input texts. Results suggested that the Test Task B input texts appeared to 
be more challenging than the real-life input texts in terms of most lexical features 
and syntactic features, but were more cohesive than the real-life input texts In 
terms of the lexical complexity, even though Test Task B input texts contained a 
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slightly higher proportion of high frequency words than the real-life input texts, 
Test Task B input texts had a higher proportion of academic words and low 
frequency words and a higher proportion of unique content words (type-token 
ratio).  In terms of syntactic complexity, it seemed to be more demanding to 
process the noun-phrases and to sort out the logical connections between ideas in 
the Test Task B input texts than the real-life input texts.  Nevertheless, the results 
of the text cohesion indices indicated that it would be easier to process the main 
themes in Test Task B input texts than in the real-life input texts.   
Many researchers argued that, as far as academic writing is concerned,  the 
integrated reading-into-writing test type is perhaps the most valid task type to 
simulate real-life writing conditions (Hamp-Lyons & Kroll, 1996; L Plakans, 
2008; Weigle, 2004; Weir, et al., 2013). The results of RQ1 reported in this study 
showed that the two reading-into-writing test tasks had good contextual validity 
as they largely resembled the real-life academic writing tasks in terms of the 
overall task setting and input text features.    
7.2.2 Cognitive validity of EAP reading-into-writing test tasks 
RQ2: What are the cognitive processes that students would normally employ to 
complete the real-life academic writing tasks? To what extent do the reading-into-
writing test tasks elicit these cognitive processes from test takers? 
To answer RQ2, this study investigated the cognitive processes employed by 219 
participants on two real-life academic writing tasks and two reading-into-writing 
test tasks through a carefully developed and validated Writing Process 
Questionnaire (See Section 3.4.1 for the procedures of developing the 
questionnaire). A total of 443 questionnaires were collected regarding real-life 
and test conditions in the study - 70 questionnaires on the real-life essay task, 73 
on the real-life report task, 160 on the reading-into-writing Test Task A (essay 
task with multiple verbal inputs), and 140 on the reading-into-writing Test Task B 
(essay task with multiple verbal and non-verbal inputs).   
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Results collected from the two real-life academic writing tasks provided empirical 
evidence of the target cognitive processes to be measured in an academic writing 
test in terms of explicit cognitive parameters. Results collected from the two 
reading-into-writing test tasks revealed the extent to which the integrated task 
type activated these cognitive processes in the same manner as they were 
activated by the real-life academic writing tasks. Overall, both reading-into-
writing test tasks demonstrated good cognitive validity.  The results are 
summarised below.  
 
 
The underlying structure of the cognitive processes of the five academic 
writing phases elicited by the real-life tasks 
Based upon the literature review, writers are likely to go through several cognitive 
phases when they write from external sources, though the phases can be 
overlapping or looping back. The study considers the following five phases to be 
most relevant to the discussion of academic writing tests: (1) conceptualisation, (2) 
meaning and discourse construction, (3) organising, (4) low-level monitoring and 
revising and (5) high-level monitoring and revising (Field, 2004, 2008, 2011, 
2013; Kellogg, 1994; Shaw & Weir, 2007). Considering the constraints of the 
questionnaire, this study focused broadly on the phases which are more 
metacognitive (i.e. easier to be self-reported) and did not investigate phases such 
as execution and micro-planning. Although there is a rich body of research on the 
cognitive processes involved in each of these five cognitive phases (e.g. Flower et 
al, 1990; Hayes, 1996; Hayes & Flower, 1983; Kellogg, 1994, 1996; Khalifa & 
Weir, 2009; Shaw & Weir, 2007; Spivey, 1990, 1991, 1997; Spivey & King, 
1989), we still lack a comprehensive model which accounts for the processes 
involved in writing with the use of reading sources, especially in the L2 contexts 
(Hirvela, 2004).   Building upon these studies, this study investigated the 
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underlying structure of the cognitive processes activated within each cognitive 
phase by two real-life academic writing tasks by exploratory factor analysis.  
The results showed that the hypothesised academic writing phases arising from 
the literature review were largely supported by the statistical analysis of the 
questionnaire data collected in this study. Each academic writing phase activated 
under the real-life academic conditions involved two or more distinct yet 
correlated underlying cognitive processes. The conceptualisation phase involved 
the (1) task representation and macro-planning processes to conceptualise an 
understanding of the writing task and establish their macro plans. In addition, the 
process of (2) revising macro plan was particularly important in real-life academic 
writing. The meaning and discourse construction phase involved three 
underlying processes: (3) connecting and generating, (4) selecting relevant ideas 
and (5) global careful reading. The organising phase involved the processes of (6) 
organising ideas in relation to the input texts as well as (7) organising ideas in 
relation to the writer's own text. For the low-level monitoring and revising phase, 
there was a clear distinction between the (8) low-level editing processes employed 
while writing and the (9) low-level editing employed after the first draft has been 
completed. Similarly, the high-level monitoring and revising phase involved (10) 
while writing high-level editing and (11) after writing high-level editing. This 
study considers that these eleven cognitive processes involved within the five 
academic writing phases would be appropriate as the target cognitive processes 
for a valid academic writing test.  
Comparisons of the processes employed by the high-achieving and low-
achieving participants 
Having identified the target cognitive processes, the study investigated whether 
the high-achieving and low-achieving participants employed these processes 
differently on the real-life academic writing tasks. The findings would indicate if 
the target cognitive parameters identified could potentially distinguish the 
performances of stronger writers from those of weaker writers. Shaw & Weir 
(2007) argued that when identifying the cognitive parameters to be examined in a 
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test, it is important to demonstrate 'how writers at different levels would employ 
these cognitive processes with 'educationally significant differences' (p.142).  The 
results showed that the high achieving participants reported employing eight of 
the eleven cognitive processes (i.e. task representation and macro-planning, 
careful global reading, selecting relevant ideas, connect and generate, organising 
ideas in relation to source texts, organising in relation to new text, low-level 
editing while writing and high-level editing while writing) more than the low 
achieving groups.  Apart from task representation and macro-planning and 
careful global reading, all differences were significant. Interestingly, three 
process parameters including revising macro plan, low-level editing after writing 
and high-level editing after writing did not distinguish the high-achieving and 
low-achieving groups. Generally speaking, such findings that the high-achieving 
participants employed most of these processes more than the low-achieving 
participants on the real-life tasks add further support to the case for considering 
these eleven cognitive processes involved within the five academic writing phases 
as the target cognitive process parameters for a valid academic writing test.  
The study then investigated whether these cognitive parameters could also 
distinguish processes employed by the stronger test takers from those by the 
weaker test takers on the two reading-into-writing test tasks. The results showed 
that, on Test Task A, the high-achieving participants reported employing six of 
the processes (which included revising macro plan, selecting relevant ideas, 
organising ideas in relation to own text, low-level editing while writing, low-level 
editing after writing, and high-level editing after writing) more than the low-
achieving group. However, all differences obtained were non significant (p>0.05). 
Regarding Test Task B, the high-achieving participants reported employing nine 
of the cognitive processes more than the low-achieving group (See Table 5.20). 
The differences of seven processes (which included task representation and 
macro-planning, selecting relevant ideas, organising ideas in relation to source 
texts, low-level editing while writing, low-level editing after writing, high-level 
editing while writing and high-level editing after writing) between the two groups 
were significant (p<0.05).  
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The results showed that the majority of the eleven cognitive parameters were able 
to distinguish the processes reported by the high-achieving and low-achieving 
writers on the real-life tasks and Test Task B. However, high-achieving and low-
achieving writers did not report using these eleven cognitive parameters with 
significant differences. It should be noted that, as mentioned in Chapter Three, 
Test Task A was designed to indicate whether the test takers have reached a 
particular level, i.e. C1 in this context.  Most (87.2%) of the participants in this 
study were at B2 level, as indicated by their IELTS scores. The profile of the 
participants might have limited the effectiveness of these eleven cognitive 
parameters distinguishing the processes reported by high-achieving and low-
achieving writers on Test Task A. 
 
 
Comparisons of the cognitive processes elicited under test and real-life 
conditions  
Any writing test tasks, whether independent or integrated, which are cognitively 
valid should elicit from test takers the cognitive processes which they would 
normally employ in non-test conditions. In addition, Shaw & Weir (2007: 142) 
emphasised that valid cognitive parameters identified should also be able to 
demonstrate how writers at different levels would employ them differently. 
Therefore, this study examined the extent to which the eleven proposed cognitive 
parameters for reading-into-writing test tasks for academic purposes sufficiently 
resembled the cognitive processes which the test takers (as a whole group as well 
as in groups of high-, medium, or low- achievement) in non-test conditions.  
The participants as a whole group reported employing all the eleven cognitive 
processes more on a scale from 1 (definitely disagree) to 4 (definitely agree) on 
the real-life tasks than on Test Task A.  The differences reported in six processes 
were significant (p<0.05).  Regarding Test Task B and the real-life tasks, the 
participants reported employing eight cognitive processes more in the real-life 
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conditions than the test conditions. The differences reported in six processes were 
significant (p<0.05).  The results indicated that the participants employed most 
processes more on the real-life tasks than on the test tasks. While interpreting 
these findings, it is important to consider the fact that in real life contexts, 
students have considerably more time to utilise the cognitive processes and 
iteratively revisit their work. In contrast, few tests give dedicated time for either 
planning or monitoring. Most test tasks are performed under great time pressures. 
In addition, the real-life tasks were mainly produced by the computer whereas 
both test tasks used in this study were paper-based. The results implied that the 
fundamental discrepancies between the real-life and test conditions, such as time 
allowance and mode of writing, seem to have an impact on how writers employed 
these eleven processes.   
The analysis which took level of performance into consideration showed that both 
reading-into-writing test tasks were able to elicit from high-achieving and low-
achieving participants most of the cognitive processes to a similar extent as 
participants employed the processes on the real-life tasks. However, the middle 
group showed greater discrepancy in how they employed the processes under the 
test and real-life conditions. They tended to employ some processes more in the 
real-life conditions than the test conditions. They employed the processes of 
conceptualisation, low-level monitoring and revising, and high-level monitoring 
and revising phases significantly less on Test Task A than on real-life tasks.  They 
employed the processes of connecting and generating, low-level editing after 
writing and high-level editing after writing significantly less on Test Task B than 
on real-life tasks.  When compared to the high-achieving group, the middle-
achieving group might not be able to employ all processes with full automaticity 
as they were at the transitional stage of developing their academic writing ability. 
Due to limited cognitive capacity, they may need more time to complete the 
processes.  It would be essential in future research to investigate why, under test 
conditions, the middle-achieving participants employed some of the real life 
processes but not others on these two types of reading-into-writing tasks. 
Recommendations for further research will be discussed in detail in Section 7.3. 
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The underlying structure of the cognitive processes of the five academic 
writing phases elicited by the two reading-into-writing test tasks 
The results showed that both Test Task A and Test Task B were largely able to 
elicit from the participants the same underlying cognitive processes as the real-life 
tasks did. The underlying structures of four out of the five phases of academic 
writing, which included conceptualisation, organising, low-level organising 
and revising, and high-level monitoring and revising, elicited on Test Task A 
and the real-life tasks were identical. And seven factors within these phases, 
which included task representation and macro-planning, revising macro plan, 
selecting relevant ideas, organising ideas in relation to input texts, low-level 
editing after writing, low-level editing during writing and high-level editing after 
writing, elicited by Test Task A contained the same individual questionnaire items 
as the corresponding factors identified by the real-life tasks.  
On the other hand, the underlying structures of the cognitive processes of four 
phases of academic writing, which included discourse and meaning 
construction, organising, low-level organising and revising, and high-level 
monitoring and revising, elicited on Test Task B and the real-life tasks were 
identical, though the order of the factors of the discourse and meaning 
construction was different between Test Task B and the real-life tasks. Eight 
factors, which included revising macro plan, selecting relevant ideas, careful 
global reading, organising ideas in relation to input texts, low-level editing after 
writing, low-level editing during writing, high-level editing after writing and high-
level editing during writing, elicited by Test Task B contained the same individual 
questionnaire items as the corresponding factors identified by the real-life tasks. 
In short, the results of RQ2 provided strong evidence supporting the cognitive 
validity of the two integrated reading-into-writing test tasks. This particular 
integrated test type was able to elicit certain real-life processes, such as task 
representation, selecting relevant ideas, careful global reading, and organising 
ideas in relation to source texts, which might be elicited rather differently, if at all, 
in a standard writing only test. 
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7.2.3 Criterion-related validity of EAP reading-into-writing test tasks 
RQ3: To what extent can performances on the reading-into-writing tests predict 
test takers' ability to perform on real-life academic writing tasks? 
To answer RQ3, the study investigated the correlations between Test Task A 
(essay task with multiple verbal inputs) scores and real-life academic performance, 
and between Test Task B (essay task with multiple verbal and non-verbal inputs) 
scores and real-life academic performance. In this study, academic performance 
was measured by 2 writing tasks, 1 in-class question-and-answer test and 1 end-
of-term case study examination.  Indicated by the participants' IELTS reading and 
writing bands, 12.8% of them were at CEFR C1 level (IELTS: 6.5-7.0) and 87.2% 
were at B2 level (IELTS: 5.0-6.0). 
This sub-section summarises the results of 1) the participants' performance on 
Test Task A, Test Task B, and the real-life tasks, 2) correlations between test 
scores and real-life academic performance, and the pattern of the correlations. 
Participants' performance  
160 participants completed Test Task A, which is part of a criterion-referenced 
test at the C1 level. 10.5% (n=17) passed the task. The low pass rate on Test Task 
A was expected because, as indicated by IELTS reading and writing bands, only 
about 12 % of the participants were at the C1 level. Regarding individual marking 
criteria, more participants achieved Band 3, i.e. the pass band on the categories 
relevance and adequacy (30%) and coherence and organisation (31.2%) than on 
the categories of lexical use (19%) and grammatical use (15%). 
140 participants completed Test Task B, which is part of a University diagnostic 
test of academic English ability at the B2 level. 8.6% scored a total of 8 or 9 out 
of 9, which indicates no need for intervention in their academic writing ability. 
32.8% of the participants scored 6 or 7, which indicates a need for low-level 
intervention whereas 58.6% of the participants scored 5 or below, which indicates 
a need for high-level intervention. In terms of individual criteria, 8.6%, 12.9% 
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and 10.7% of participants scored band 3 (which indicates an adequate or above 
adequate performance) on the categories of content, organisation and language 
respectively.  Most participants were scored band 2 (which indicates a less than 
adequate performance) on content and organisation but most participants were 
scored band 1 (which indicates a significantly weak performance) on language.   
Four points of reference (i.e. 2 writing tasks, 1 in-class question-and-answer test 
and 1 end-of-term case study examination) were selected for the analysis of the 
criterion-related validity in this study. The 219 participants, as a whole group, 
performed best on the report task (mean: 9.72 out of 16) while scoring lowest on 
the exam (mean: 6.03 out of 16). 0.5% of the participants in this study got an 
average Grade A on these four tasks. 21% of the participants got an average 
Grade B and about 30% got Grade C. Most participants (45.2%) got an average 
Grade D and 3.7% got an average Grade E (Fail).  
Correlations between reading-into-writing test scores and real-life writing 
task scores 
Test Task A scores correlated significantly with the mean real-life scores at a 
moderate level of r=0.31 (p<0.001), explaining 9.36% variance of the real-life 
performances. Regarding Test Task A scores and individual real-life scores, the 
correlations between the two ranged from 0.126 to 0.343. Test Task A scores 
correlated moderately with report scores at r=.343 (p<0.001), weakly with 
question-and-answer test scores at r=0.212 (p=0.027) and essay scores at r=0.187 
(p=0.050). Test Task A scores did not correlate significantly with the end-of-term 
examination scores.   
Test Task B scores correlated significantly with their mean real-life scores at a 
moderate level of r=0.38 (p<0.001), explaining 14.36% variance of the real-life 
performances. The correlations between Test Task B and individual real-life 
writing tasks ranged from 0.082 to 0.438. Test Task B scores correlated 
moderately with question-and-answer test scores (r=0.438, p<0.001) and with 
essay scores (r=0.386, p<0.001), and weakly with report scores at r=0.283 
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(p=0.005). Test Task B scores correlated weakly with case study examination at 
r=0.082 but the correlation was non significant. 
The correlations between Test Task A scores and academic performance, and 
between Test Task B scores and academic performance reported in this study are 
apparently better than most previously reported figures in the literature.  Davies & 
Criper (1988) reported a correlation of 0.3 between overall language test scores 
and academic outcomes. They concluded that language proficiency can explain 
about 10% of the variance in academic outcomes, which is frequently quoted as a 
benchmark level of predictive power of test scores. Regarding the predictive 
power of academic writing test scores, Cotton & Conrow (1998) and Kerstjen & 
Nery (2000) found no significant correlation between the participants' IELTS 
writing scores and their academic achievement. Kerstjen & Nery (2000) reported 
a correlation of 0.25 between their participants' IELTS writing test and academic 
scores. This indicates that reading-into-writing test tasks have promising 
predictive validity.  
The patterns of the correlations between the two reading-into-writing test scores 
and academic performance were very similar. The two reading-into-writing test 
scores seemed to be able to 'predict' performance in the target context better at 
high and low levels than at the medium-level. There were clear correlations 
between Test Task A score 12 and real-life Grade B, and between Test Task A 
scores 7 to 9 and real-life the plots at the real-life Grade D. On the other hand, 
there were clear correlations between Test Task B score 7 to 8 and real-life Grade 
B, and between Test Task B score 3 and the real-life Grade D. The results showed 
that participants who achieved comparatively well (Grade B) on real-life tasks 
tended to have scored comparatively high on the reading-into-writing test scores. 
For participants who achieved comparatively poorly (Grade D) on real-life tasks 
tended to have scored comparatively poorly on the reading-into-writing test scores. 
However, for participants who achieved at the medium-level (Grade C), their 
scores on the reading-into-writing test tasks ranged widely.   
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In addition to the comparatively high correlations between reading-into-writing 
test scores and academic outcome, the reading-into-writing test scores seemed to 
be able to predict academic outcome at the comparatively high and low levels, i.e. 
Grade B and Grade D in this study. Nevertheless, the results showed that 
academic writing ability might have limited impact on medium-level academic 
performance.  
7.3 Limitations of the study and areas for future research 
The generalisability of the results obtained in this study on 1) the target 
parameters of the real-life academic writing tasks, and 2) the validation evidence 
of the two types of reading-into-writing test tasks is limited. There are several 
limitations which need to be considered when interpreting the results of this study. 
These limitations should be addressed in future research.   
7.3.1 Sampling  
Participants of the investigation of cognitive validity 
A total of 219 participants participated in this study. As indicated by the 
participants’ IELTS reading and writing bands, 12.8% of the participants were at 
C1 level whereas the majority of the participants (87.2%) were at B2 level. While 
the proficiency level of the participants was considered appropriate for the context 
of this study, future studies are advised to include more participants at C1 and C2 
levels.  
 
In addition, test takers’ background was homogenous in the sense that all test 
takers were from the Business School in the UK academic context. As argued in 
Section 3.4.1, a comparatively homogenous profile of background knowledge was 
suitable for the cognitive investigation in this study. Nevertheless, future studies 
are advised to investigate the cognitive processes and test results of participants 
from a variety of disciplinary backgrounds and/or from different national contexts.  
Real-life tasks and reading-into-writing test tasks  
 299 
 
This study used a small sample of real-life academic writing tasks and reading-
into-writing test tasks. Two real-life academic writing tasks and two reading-into-
writing test tasks were selected based on a range of carefully chosen criteria (see 
Section 3.2). Due to the limited scope of the study, for the cognitive and 
contextual investigation, only one version of each real-life task and one testlet of 
each test task were analysed. For the investigation of the predictive validity, two 
additional points of reference, i.e. in-class test and end-of-term examination, were 
added to the real-life tasks. For future studies, an analysis of multiple testlets 
would be recommended, especially when only only component of the validity is 
concerned in the study. As explained in Chapter Three, the test scores and real-
life academic writing scores reported in this study were achieved by standardised 
scoring procedures administrated by the test providers and the University. 
Therefore, the results of the predictive validity reported in Chapter Six need to be 
interpreted in light of  the appropriateness of the scoring procedures used.  
For the investigation of the input text features, the ten most cited input texts were 
selected for each real-life academic writing task for analysis (See Section 3.2.1). 
Twenty input texts from ten testlets of Test Task A were analysed. However, at 
the time of the study, limited test papers of Test Task B were available for 
analysis. Only two input texts from Test Task B were analysed. Therefore, the 
results regarding the contextual features of Test Task B should be interpreted as 
indicative.  
In addition, this study investigated the validity of two types of reading-into-
writing test tasks of academic purposes (i.e. essay with multiple verbal inputs and 
essay with multiple verbal and non-verbal inputs). Future studies are advised to 
investigate other reading-into-writing task types, giving priority to those which 
have not received much attention in the literature, for instance, tasks which 
require test takers to process multiple reading texts for both the reading 
comprehension section and writing section.  
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7.3.2 Research instruments  
Expert judgement and automatic textual analysis 
As discussed by different researchers in the literature, the methods of expert 
judgement and automatic textual analysis to investigate task features have their 
own limitations (See for example Green, et al, 2012; Weir, 2012; Wu, 2012). 
Therefore, it is not advisable to use either one of them alone.  
In this study, the procedures for expert judgement of the contextual features of the 
reading-into-writing tasks were refined based on the experience of the two pilots 
(see Section 3.3.2.1). First of all, it is necessary to clarify which part of the tasks 
the analytic categories in the proforma should be applied to, e.g. the prompt, the 
input texts, and/or the output. Besides, it appeared that some categories, e.g. 
cognitive demands, topic domains, concreteness of ideas, required subjective 
judgment. In order to minimise irregularity, this study required the judges to 
complete the judgment individually and then discuss their results in pairs (for the 
procedures, see Section 3.3.3). Results arising from the pair discussions instead of 
individual judgments were reported.  In addition, in the context of this study 
where a set of input texts needed to be analysed for each task, it was more 
effective to analyse the overall task setting and the features of input texts in two 
separate expert judgement meetings. The analysis of the linguistic complexity of 
the input texts, especially for lexical and syntactic complexity, should be 
supplemented by automated textual analysis tools. As demonstrated in the study, 
tools such as Coh-Metrix and VocabProfile could usefully supplement the expert 
judgment in comparing features of the test task input texts with those of real-life 
input texts in a systematic and quantitative manner. Nevertheless, as explained in 
detail in Section 3.3.2.2, some indices were difficult to interrupt, repetitive of 
each other, or not useful or effective in determining the complexity of a text. A 
careful selection of the indices was essential. Besides, these automatic tools are 
upgraded regularly. For example, this study used CohMetrix version 2.0. The tool 
was subsequently upgraded to version 3.0 in which substantial changes were 
made. The number of indices was increased to 108. The abbreviation and 
 301 
 
numbering of many indices were amended. These changes unfortunately make it 
difficult to compare the results of this study and previous studies with those of 
future studies.  
Writing process questionnaire  
As presented in Section 3.4.2, think-aloud protocol has been regarded as the most 
persuasive way of demonstrating the processes employed (for example see Hayes 
& Flower, 1983; Spivey, 1997; Plakans, 2010). However, as think-aloud is a very 
time-consuming method, it is usually used in studies with a small number of 
participants. The think-aloud method has also been criticised because of the 
reactivity and disruption imposed on the actual cognitive processes, especially 
with L2 participants (Smagorinsky, 1994; Stratman & Hamp-Lyons, 1994). Such 
a method was, therefore, not suitable for the context of this study which involved 
a large number of L2 participants in both real-life academic and test conditions. 
This study investigated the writing processes participants employed while 
completing the reading-into-writing test tasks and the real-life academic writing 
tasks. Following the recommendations of Purpura (1991) on the use of cognitive 
process questionnaires, the construct of the questionnaire was developed based 
upon human information processing theory (See Section 3.4.2.1). In addition, the 
psychometric characteristics of the questionnaire and the underlying construct 
validity of the questionnaire were verified by a series of statistical analyses (see 
Section 3.4.2.1). The questionnaire in this study was constructed paying particular 
attention to all the processes which seemed to be most relevant to our discussion 
of the cognitive validity of academic writing tests. The questionnaire, however 
well developed, can only seek evidence of the participants' perceptions of what 
they did. One should not rely upon these perceptions as evidence of actual 
performance. Future studies should attempt to triangulate the questionnaire data 
by another instrument, such as post-test interview or key-stroke logging.  
Besides, as this study aimed to investigate the cognitive processes elicited by 
authentic operationalised reading-into-writing test tasks and real-life academic 
writing tasks, the mode of writing was not investigated as a variable of the writing 
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process. Both test tasks were paper-based whereas the real-life test tasks were 
expected to be majorly computer-based (even though some participants might 
have completed the real-life tasks on paper and then typed out the script).  Future 
studies should investigate into how the mode of writing influences the 
employment of the cognitive processes. For example, paper-based writing might 
require more rigid organisational planning, which stronger test takers engage in 
but the weaker ones often do not. It would also require the rapid creation of 
graphic handwritten forms. By contrast, computer-based writing would allow for 
massive recursive editing and would rely upon a very different process of 
execution (Severinson Eklundh & Kollberg, 2003; Weir, O'Sullivan, Jin, & Bax, 
2007). Grammatical errors such as spelling can be corrected retrospectively, and 
therefore immediate accuracy would be far less of an issue.  
7.4 Implications of the findings and the contributions of this study  
To the best of the researcher's knowledge, this study is the first study to validate 
two types of operationalised reading-into-writing test tasks by 1) comparing the 
contextual features of the test tasks with those of the real-life academic writing 
tasks, 2) comparing the cognitive processes which they elicit from test takers with 
the cognitive processes elicited by the real-life academic writing tasks, and 3) 
investigating the relationships between the test scores and academic outcomes. 
Acknowledging the limitations mentioned above, the results of this study have 
numerous important implications for the development and validation of reading-
into-writing test tasks to assess academic writing ability.  
7.4.1 The application of the socio-cognitive framework extended to 
integrated reading-into-writing tests 
This study aimed to extend the application of Weir's (2005) socio-cognitive 
validation framework, of which current application is limited to tests of 
independent language skills, to integrated reading-into-writing tests. The 
framework is regarded to have 'direct relevance and value to an operational 
language testing/assessment context' and 'to be both theoretically sound and 
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practically useful' in relation to test development and validation (Taylor, 2011:2). 
However, while the framework has been widely used in test validation research 
(e.g. Geranpayeh and Taylor (eds) (2013) - Examining Listening; Khalifa & Weir 
(2009) - Examining Reading; Taylor (ed) (2011) - Examining Speaking; Shaw & 
Weir (2007) - Examining Writing), its current application is limited to 
independent language tests. This study went beyond the scope of the earlier 
studies to extend three components of the socio-cognitive framework for 
integrated reading-into-writing test tasks.  
Table 7.1 presents the framework with explicit contextual and cognitive 
parameters and a reference of the predictive power of reading-into-writing test 
tasks for academic writing purposes. The parameters proposed here were driven 
from the literature as well as the results of this study which investigated the 
contextual features of real-life academic writing tasks, the processes students 
employed to complete these real-life tasks, and the correlations between the 
reading-into-writing test scores and real-life performance.   Therefore, the 
framework proposed by this study has good theoretical and practical value for test 
development and validation of reading-into-writing tests for academic purposes. 
The framework aims to assist test developers and further researchers who intend 
to develop valid reading-into-writing test tasks for assessing academic writing 
ability and to conduct validity studies in such integrated task types.  
The instruments developed in this study to investigate the validity of reading-into-
writing test tasks including the contextual parameter proforma, the selection of 
the 17 automated textual analysis indices, and the writing process 
questionnaire would be useful resources for test development and validation of 
integrated reading-into-writing test tasks for academic purposes.  
Table 7.1 A framework for reading-into-writing tests for academic purposes  
Contextual validity parameters of academic writing tasks with integration 
of reading materials 
Overall task setting 
 Clarity of purpose 
 Topic domain  
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o Academic 
o Professional 
 Genre (e.g. essay, report) 
 Cognitive demands 
 Language functions to perform (e.g. describing, defining, 
reasoning, illustrating visuals, citing sources,  evaluating, 
predicting, recommending, synthesising, expressing personal 
views, summarising, reasoning)  
 Clarity of audience 
 Clarity of making criteria 
Input text features 
 Input format 
 Verbal input genre 
 Non-verbal genre 
 Discourse mode 
o Argumentative 
o Expository 
 Concreteness of ideas 
 Explicitness of textual organisation 
 Cultural specificity 
 Lexical complexity 
o High frequency words (K1) 
o High frequency words (K1+K2) 
o Academic words 
o Low frequency words (Offlist) 
o Log frequency content words 
o Average syllables per word 
o Type-taken ratio (content words) 
 Syntactic complexity 
o Average words per sentence 
o Logical operator incidence score 
o Mean number of modifiers per noun-phrase  
o Mean number words before the main clause in sentences 
o Sentence syntax similarity  
 Degree of cohesion 
o Adjacent overlap argument 
o Adjacent overlap stem 
o Adjacent overlap content word 
o Proportion of adjacent anaphor references 
o Adjacent semantic similarity (LSA) 
 
Cognitive validity parameters in academic writing with integration of 
reading materials 
Cognitive phases Cognitive processes 
Conceptualisation  Task representation and macro-planning 
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 Revising macro plans 
Meaning and discourse 
construction 
 Careful global reading 
 Selecting relevant ideas 
 Connecting and generating 
Translation and micro-
planning
15
 
 Translating ideas into linguistic forms 
 Micro-planning 
Organising  Organising ideas in relation to input texts 
 Organising ideas in relation to own texts 
Low-level monitoring and 
revising 
 Low-level editing while writing 
 Low-level editing after writing 
High-level monitoring and 
revising 
 High-level editing while writing 
 High-level editing after writing 
Predictive validity of reading-into-writing test tasks  
Correlations between Test Task A (essay with multiple 
verbal inputs) scores and academic outcome 
r=0.31 
(p<0.001) 
Correlations between Test Task B (essay with multiple 
non-verbal inputs) scores and academic outcome 
r=0.38 
(p<0.001) 
In addition to the recommendations for future studies to address the limitations of 
the present study provided in Section 7.3, the following areas would also be 
important for future studies to further extend the validation framework for 
integrated tests: 
a) further investigation into the cognitive validity parameters, including task 
representation, careful global reading, organising ideas in relation to own text 
and high-level editing while writing, which showed some discrepancy in the 
underlying structure between the test and real-life condition, preferably by more 
different  research instruments such as think-aloud and keystroke logging.   
b) equivalent evidence demonstrating how these target cognitive processes are 
addressed by other operationalised integrated reading-into-writing test task types 
to build a thorough understanding of the cognitive validity of the integrated test 
task type;   
c)  the remaining two validity components of the socio-cognitive framework - 
scoring validity and consequential validity of the reading-into-writing test tasks 
for academic purposes which were not covered in this study;  and 
                                                          
15
 The processes of translation and micro-planning were not investigated in this study (for 
reasons, see Chapter Five) 
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d) the possibility of extending the application of the socio-cognitive framework to 
different types of integrated task, e.g. listening-into-writing and listening-to-
speaking;  
7.4.2 A more complete construct definition of reading-into-writing test 
tasks for academic purposes 
Based upon the framework proposed above, this study has built a more complete 
construct definition of reading-into-writing test tasks for academic purposes. The 
results of this study demonstrated that reading-into-writing test tasks can 
successfully operationalise the target contextual and cognitive parameters, and 
possess a promising predictive power.  
The a priori context validity and cognitive validity are arguably the most 
important components to shape the construct of a test during the test development 
and validation. Khalifa & Weir (2009: 81) argued that 'the contextual parameters 
operationalised in a test should mirror the criterial features of the target situation 
activity as far as possible'. These findings of this study indicated that reading-into-
writing test tasks were able to reflect real-life writing performance conditions in 
terms of overall task setting and input text features satisfactorily.  
Evidence of context validity on its own is insufficient. Any valid tests have to 
demonstrate the extent to which they elicit from test takers cognitive processes 
that correspond to the processes that are elicited by real-life tasks in the target 
language context (Glaser, 1991; Shaw & Weir, 2007). A major threat to the 
cognitive validity is that the tasks might tap into a skill which is solely used under 
test conditions and demonstrate little relation to the real-life processes (Field, 
2013; Shaw & Weir, 2007, Chapter Three; Weir et al, 2013, Chapter Three). 
However, it is a challenging task because a coherent model of reading-into-
writing was lacking in the literature (Hirvela, 2004). Although the integrated 
reading-into-writing task type is generally perceived to have good cognitive 
validity (e.g. Hamp-Lyons & Kroll, 1996; Plakans, 2010; Weigle, 2002, 2004; 
Weir, et al, 2013), empirical evidence supporting the cognitive validity of such 
task types was apparently insufficient (the number of studies on reading-into-
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writing processing is considerably smaller than that on writing-only or reading-
only processing) and incomprehensive (most studies focusing on particular 
processes rather than the entire reading-into-writing processing) in the literature. 
The results of this study revealed that the two types of reading-into-writing test 
tasks were largely able to map on to the eleven target cognitive processes that are 
employed in the real-life academic context. The results of the confirmatory factor 
analyses also showed that both Test Task A and Test Task B were able to elicit 
from the participants the same underlying structure of most of these cognitive 
processes yielded by the real-life data. The findings hence provided strong 
evidence for the cognitive validity of reading-into-writing test tasks as a tool to 
assess academic writing ability.  
The construct of reading-into-writing test tasks for academic purposes defined in 
this study possessed a unique set of contextual and cognitive parameters which 
was not the same as those defined in the independent reading tests (e.g. Khalifa & 
Weir, 2009) or independent writing tests (e.g. Shaw & Weir, 2007). Therefore, the 
results of this study identified the significance for test developers, university 
admissions officers and other stakeholders to consider the role of integrated 
reading-into-writing tasks as against independent reading tasks and independent 
writing tasks in academic language assessments, if they would like to be more 
certain of their students' ability to cope with academic writing.   
7.4.3 The use of reading-into-writing test tasks in the pedagogical setting 
for academic purposes 
While the use of reading-into-writing tasks in EAP classrooms was not the focus 
of this study, the results of this study also have important implications for the use 
of such integrated task type for teaching and learning academic writing.  
A clear explication of the cognitive and contextual demands is critical for 
language testing as well as teaching for academic purposes.  Urquhart & Weir 
(1998: 172) argued that in both testing and teaching contexts, appropriate texts 
need to be selected for readers to perform the target reading activities developed 
for them. Their notion is also applicable for our discussion of reading-into-writing 
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here. EAP teaching institutions and teachers need to be aware of the demands of 
the cognitive processes and the nature of the reading and writing texts their 
students will encounter in their academic studies, so as to equip them to cope with 
the demands. Echoing with the literature (e.g. Grabe, 2003; Johns, 1981, 1993; 
Lenski & Johns, 1997), the findings indicated clearly that reading-into-writing 
tasks would be a valid tool to prepare students for the demands of academic 
writing in real life.   
In addition, this study unpacked the essential contextual and cognitive parameters 
of reading-into-writing tasks for academic purposes for EAP teachers to help 
them select, modify or develop appropriate course materials. Similarly, the results 
indicated clearly which cognitive processes are essential for successful 
completion of real-life academic writing tasks which involve integration of 
reading materials. The results showed that the high-achieving participants 
employed most of these cognitive processes more frequently than the low-
achieving participants. This indicated the need for students to practise these 
reading-into-writing skills in EAP classrooms.  
7.4.4 Implications for test writers to develop more valid reading-into-
writing test tasks for academic purposes 
Through a carefully demonstrated link between the test and the real-life 
conditions, the results of this study strongly suggested that the integrated reading-
into-writing task type is a valid tool to assess academic writing ability in terms of 
the context validity, cognitive validity and criterion-related validity (see Chapters 
Four, Five and Six respectively). To assist test writers to develop more valid 
reading-into-writing test tasks for academic purposes, recommendations of overall 
test setting and input text manipulation are provided below. 
Overall task setting 
(1) Incorporating other common academic writing genres, such as report. 
(2) Avoiding the use of topics in the social domain. Based on the judges' response, 
topic domains identified in the real-life tasks were academic and professional. 
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However, Test Task A was academic and social while Test Task B fell into 
the professional and social domains. The judges felt that both test tasks' input 
texts contained rather general content, which was usually connected to the 
social domain.  This is, however, not a straightforward issue. As argued in 
Section 4.2.3, test developers would have to consider the facts that 1) topics in 
the social domain, which is usually adopted in language tests of general 
proficiency, are not entirely appropriate for the context of EAP writing tests, 
and 2) topics used in EAP writing tests should not include topics which 
involve content at a high level of specific knowledge. 
(3) Incorporating more language functions, e.g. defining, illustrating visuals, 
recommending. The two test tasks required fewer language functions than the 
real-life tasks did. It is important to cover these language functions which 
have been identified in real-life academic writing in the test specification, 
even though not all functions need to be tested in every single testlet.  
Input text manipulation 
Apart from overall task setting, test writers need to be aware of the possible 
effects of their manipulating input texts for test purposes.  
(4) Incorporating more input genres and a combination of argumentative texts 
and expository texts. Real-life tasks incorporated a range of input genres and a 
combination of argumentative texts and expository texts. However, due to the 
need of standardisation, the range of the input genres and types of texts of test 
tasks are often limited. All input texts on Test Task A (from ten testlets) were 
regarded as belonging to a simplified version of the argumentative essay genre 
whereas Test Task B (from one testlet) contained texts belonging to simplified 
versions of the expository report and news/magazine article genre. It is 
important for test developers to monitor if a sufficient range of the input 
genres and text types, as stated in the specification, is represented across the 
testlets. 
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(5) Reducing the lexical complexity. The lexical complexity of the test task input 
texts was seemingly more demanding than the real-life input texts. This is 
likely to be the results of input text manipulation of incorporating sufficient 
'idea units' into the input texts with a usually tight word limit. Test Task A 
input texts had a greater density of low frequency words, mostly proper nouns, 
than the real-life input texts whereas Test Task B input texts had a higher 
proportion of academic words and low frequency words and a higher type-
token ratio of all content words than the real-life input texts. While 
standardising the text length of the input texts, test developers have to monitor 
if lexical complexity of the input texts was increased unnecessarily due to the 
process of text manipulation.  
(6) Maintaining the lower syntactic complexity and higher degree of cohesion. 
Generally speaking, the results suggested that it was less demanding to build 
the textual representation of the test task input texts than that of the real-life-
input texts because the test task input texts were more explicitly organised and 
more cohesive than the real-life input texts. However, it seems appropriate for 
test task input texts to maintain less demanding syntactic complexity and a 
higher degree of cohesion than the real-life input texts, so that test takers 
would be able to perform the processes under more demanding conditions, e.g. 
greater time restrictions. 
7.4.5 Implications for the significance and meaningfulness of correlations 
between test scores and real-life scores  
Both Test Task A and Test Task B scores correlated significantly to academic 
outcomes, the former at a level of r=0.31 (p<0.001) and the latter at a level of 
r=0.38 (p<0.001). As summarised in Section 7.2.3, when compared to the figures 
obtained in the literature, the results of this study provide evidence that reading-
into-writing test tasks have comparatively good predictive validity.  Both reading-
into-writing test task types (essay with multiple verbal inputs and essay with 
multiple verbal and non-verbal inputs) were proved to be able to significantly 
predict academic outcome, defined in this study in terms of performance on 
 311 
 
individual real-life academic writing tasks.  This implies that such integrated 
reading-into-writing task type is a valid tool to assess test takers' ability in 
academic writing.  
In addition, the results of the study have brought an important insight that the two 
reading-into-writing test scores were able to predict academic performance better 
at high and low levels than at the medium-level in the context of this study. This 
implies that academic writing ability, as measured by a language test, might have 
limited impact on the medium-level academic achievement in the context of this 
study. Therefore, any high-stakes decisions for these medium-level test takers 
need to be made with extra caution, and supported by other forms of evidence.  
The results of the correlations between test scores and real-life scores not only 
reviewed a general pattern concerning the validity of the two reading-into-writing 
test tasks in predicting academic performance, but also indicated how score 
interpretation can be improved to fulfil the test purposes.  
As argued in Section 6.3.3, the latest UKBA regulations require students who 
wish to apply to study at the level of bachelor's degree in the UK under Tier 4 
(General) of points-based system to have a minimum of level B2 of the CEFR 
(UKBA, 2013). Results on Test Task A (i.e. the GEPT advanced test) using a 
pass/fail dichotomy might no longer be entirely appropriate for university entry 
purposes. It would seem more appropriate to adjust the score reporting method on 
the GEPT Advanced to indicate the test takers who have reached the minimum 
threshold of English requirement for higher education in the UK, i.e. B2 of CEFR. 
The results of this study showed that academic performance, especially at the 
levels of Grades B and D, could be predicted by different score ranges on Test 
Task A. 
On the other hand, Test Task B (i.e. UoB reading-into-writing test) was designed 
to indicate the test takers' need for academic writing support. As mentioned 
previously, a score of 8 and 9 out of 9 indicates no need for academic writing 
support, a score of 6 and 7 indicates a low-level need for academic writing 
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intervention, whereas a score of 5 or below indicates a high-level need for 
academic writing intervention. Nevertheless, the results of this study seemed to 
suggest that these cut-off scores of Test Task B which indicate different levels of 
academic writing support required might not be the most effective. Based on the 
correlation pattern between Test Task B and real-life performance (See Section 
6.3.3), most participants who scored 7 or 8 tended to achieve an overall Grade B 
on the real-life writing tasks. Therefore, a score of 7 or above seemed to indicate 
no need for academic writing support. In addition, most participants who got a 
total score of 2.5 to 3.5 on Test Task B achieved an overall Grade D on the 
selected real-life tasks. Therefore, a score of 4 or below seemed to indicate a high-
level need for academic writing intervention. Evidence in future research is 
required to confirm these recommendations.  
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Appendix 2.1 Examples of reading-into-writing test tasks 
 
2.1.1 Pearson PTE Academic Part 1 - Summarize Written Text 
 
The copyright of Pearson PTE Academic Part 1 belongs to Person. The sample 
is included in hard copies of the thesis for examining purposes and do not 
appear in the electronic version of the thesis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(taken from Pearson, 2010) 
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2.1.2 Trinity College London's ISE III exam Task 1 
 
The copyright of Integrated Skills of English III Examination belongs to 
Trinity College London. The sample is included in hard copies of the thesis for 
examining purposes and do not appear in the electronic version of the thesis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(taken from Trinity, 2013) 
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Appendix 3.1 Real-life tasks and reading-into-writing test tasks 
 
3.1.1 Real-life Task A – Essay task 
 
The copyright of Real-life Task A belong to University of Bedfordshire. The 
sample is included in hard copies of the thesis for examining purposes and do 
not appear in the electronic version of the thesis. 
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3.1.2 Real-life Task B – Report task 
 
The copyright of Real-life Task B belong to University of Bedfordshire. The 
sample is included in hard copies of the thesis for examining purposes and do 
not appear in the electronic version of the thesis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 332 
 
3.1.3 Reading-into-writing Test Task A 
 
The copyright of GEPT Advanced Writing Past Paper belong to the Language 
Training and Testing Center (LTTC). Official permission to use of the test has 
been granted by the LTTC. The test item is included in hard copies of the 
thesis for examining purposes and do not appear in the electronic version of 
the thesis. 
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3.1.4 Reading-into-writing Test Task B 
 
The copyright of UoB diagnostic test belong to Centre for Research in English 
Language Learning and Assessment (CRELLA). Official permission to use of 
the test has been granted by CRELLA. The test item is included in hard copies 
of the thesis for examining purposes and do not appear in the electronic 
version of the thesis. 
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Appendix 3.2 Glossary of Contextual Parameters Proforma 
 
Part 1 – Overall task setting 
1. Purpose - Is the communicative purpose for completing the task clearly 
presented?  
2. Topic Domain - What is the domain of the topic? 
 Personal - relates to personal lives (e.g. family, relatives, friends, etc.). 
 Social - relates to issues concerning the members of the public. 
 Professional - relates to expert and specialised knowledge of a profession. 
 Academic - relates to a particular discipline or field of study (which may 
have no practical purpose or use). 
3. Genre - What is the genre of the text to be produced?  
 Essay is a piece of writing which is often written from an author's personal 
point of view.  
 Report is an informational piece of work made with the specific intention 
of relaying information or recounting certain events.  
 Case study is an intensive analysis of a person, group, or event in a 
specific context. 
 Summary is a short document that summarises a longer report or proposal 
or a group of related reports, in such a way that readers can rapidly 
become acquainted with a large body of material without having to read it 
all. 
4. Cognitive demands - Which level of cognitive demands does the task impose 
on the candidates/students? (Think of the minimum requirement to complete the 
task). 
 Telling/retelling content: the text production is primarily guided by a 
direct retrieval of content from long-term memory or a direct copy from 
the input texts.  
 Organising/reorganising content: the text production requires writers to 
purposefully organise the content they retrieved from long-term memory 
and/or selected from the input texts in order to solve the rhetorical 
problems of the writing task.  
 Transforming content: the text production requires writers to establish a 
high awareness of the rhetorical situation of the writing task. Writers are 
required to strategically organise as well as transform (e.g. synthesise, 
interpret, evaluate) the content they retrieved from long-term memory 
and/or selected from the input texts to fulfil the writing goals. 
5. Language functions - What language functions do the candidates/students have 
to demonstrate? 
6. Intended reader - Is the intended reader clearly presented? 
7. Knowledge of criteria - Are the marking criteria clearly presented? 
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Part 2 – Input text features 
8. Input format – What is the format of the input? 
9. Verbal input genre – What is the genre of the input text? 
10. Non-verbal input – What is the non-verbal input provided in the input text? 
11. Discourse mode – What is the primary discourse mode of the input text? 
 Narrative texts recount an event or a series of related events. 
 Descriptive texts describe a person, place or thing using sensory details.  
 Expository texts give information about or an explanation of an issue, 
subject, method or idea.  
 Argumentative texts typically involve a course of reasoning. 
12. Concreteness of ideas – How concrete or abstract is the content of the input 
text?  
13. Explicitness of textual organisation – How explicit or inexplicit is the textual 
organisation of the input text? 
14. Cultural specificity – How culturally neutral or specific is the content of the 
input text? 
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Appendix 3.3 Expert Judgement Feedback Questionnaire 
 
Based on the experience applying the Contextual Parameter Proforma, how 
confident do you feel when you choose your response? Please tick 1, 2, 3 or 4 to 
indicate how confident you were. If your answer is 2 or 1, please specify the 
reason. 
4 = very confident 
3 = confident  
2 = not confident 
1 = not confident at all 
 
 4 3 2 1 Reasons 
Part 1 - Overall task setting 
1. Purpose      
2. Topic domain      
3. Genre      
4. Cognitive demands      
5. Language functions      
6. Intended reader      
7. Knowledge of criteria      
 
 
 4 3 2 1 Reasons 
Part 2 - Input text features 
8.  Input format      
9. Verbal input genre      
10. Non-verbal input       
11. Discourse mode      
12. Concreteness of 
ideas 
     
13. Explicitness of 
textual organisation 
     
14. Cultural specificity      
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Appendix 3.4 Writing Process Questionnaire (The pilot version – 54 items) 
No. Questionnaire items No. in the 
main study  
Reading task prompt 
1 I read the task prompt (i.e. instructions) carefully to 
understand each word in it. 
1.1  
2 I thought of what I might need to write to make my essay 
relevant and adequate to the task.  
1.2  
3 I thought of how my essay would suit the expectations of the 
intended reader.  
1.3  
4 I was able to understand the instructions for this writing test 
very well.  
1.4  
5 I thought about the purpose of the task.  1.5  
Reading source texts 
6 I read through the whole of each source text carefully. 2.1 
7 I read the whole of each source text more than once. 2.2 
8 I used my knowledge of how texts like these are organised to 
find parts to focus on. 
2.3 
9 I searched quickly for part(s) of the texts which might 
answer the question. 
2.4 
10 I read some relevant part(s) of the texts carefully. 2.5 
11 I used my knowledge of the topic to help me to understand 
the texts. 
Deleted 
12 I read the task prompt again while reading the source texts. 2.6  
13 I took notes on or underlined the important ideas in the 
source texts. 
2.7 
14 I linked the important ideas in the source texts to what I 
know already. 
2.9 
15 I worked out how the main ideas across the source texts 
relate to each other.  
2.11 
16 I developed new ideas or a better understanding of existing 
knowledge.  
2.12 
Before writing 
17 I organised the ideas I plan to include in my essay. 3.1 
18 I recombined or reordered the ideas to fit the structure of my 
essay. 
3.2 
19 I prioritised the important ideas in the source texts in my 
mind. 
2.8 
20 I removed some ideas I planned to write.  3.3 
21 I tried to use the same organizational structure as in one of 
the source texts.  
3.4 
While writing 
22 I sometimes paused to organize my ideas. 4.1 
23 I developed new ideas while I was writing. 4.2 
24 I made further connections across the source texts. 4.3 
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25 I re-read the task prompt. 4.4 
26 I selectively reread the source texts. 4.5 
27 I monitored and edited the content development of my text. deleted 
28 I checked that the content was relevant.  4.7 
29 I checked that I included all appropriate main ideas from all 
the source texts. 
4.10 
30 I checked that I included my own viewpoint on the topic. 4.11 
31 I checked that the essay was well-organised  4.8 
32 I checked that the essay was coherent, e.g. appropriate use of 
topic sentences, connectives and signals of changes in ideas 
etc. 
4.9 
33 I checked that the quotations were properly made, e.g. the 
quotes were relevant, the quotes were integrated 
grammatically into the essay, etc 
4.12 
34 I checked that I had put the ideas of the source texts into my 
own words. 
4.13 
35 I checked the possible effect of my writing on the intended 
reader. 
4.14 
36 I monitored and edited the linguistic aspect of my text. deleted 
37 I checked the accuracy of the sentence structures. 4.15 
38 I checked if the range of sentence structures was adequate. 
39 I checked the appropriateness of vocabulary. 4.16 
40 I checked the range of vocabulary. 
41 I monitored and edited the content development of my text. deleted 
After writing the first draft 
42 I checked that the content was relevant.  5.7 
43 I checked that I included all appropriate main ideas from all 
the source texts. 
5.10 
44 I checked that I included my own viewpoint on the topic. 5.11 
45 I checked that the essay was well-organised  5.8 
46 I checked that the essay was coherent, e.g. appropriate use of 
topic sentences, connectives and signals of changes in ideas 
etc. 
5.9 
47 I checked that the quotations were properly made, e.g. the 
quotes were relevant, the quotes were integrated 
grammatically into the essay, etc 
5.12 
48 I checked that I had put the ideas of the source texts into my 
own words. 
5.13 
49 I checked the possible effect of my writing on the intended 
reader. 
5.14 
50 I monitored and edited the linguistic aspect of my text. deleted 
51 I checked the accuracy of the sentence structures. 5.15 
52 I checked if the range of sentence structures was adequate. 
53 I checked the appropriateness of vocabulary. 5.16 
54 I checked the range of vocabulary. 
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Appendix 3.5 Writing Process Questionnaire (The main study version – 48 
items) 
Reading task prompt  
1 1.1:  I read the whole task prompt (i.e. instructions) carefully. 
2 1.2:  I thought of what I might need to write to make my text relevant and 
adequate to the task. 
3 1.3:  I thought of how my text would suit the expectations of the intended 
reader. 
4 1.4:  I was able to understand the instructions for this writing task very well. 
5 1.5:  After reading the prompt, I thought about the purpose of the task. . 
Reading source texts 
6  2.1:  I read through the whole of each source text carefully. 
7  2.2:  I read the whole of each source text more than once. 
8  2.3:  I used my knowledge of how texts like these are organised to find parts 
to focus on. 
9  2.4:  I searched quickly for part(s) of the texts which might help complete the 
task. 
10  2.5:  I read some relevant part(s) of the texts carefully. 
11  2.6:  I went back to read the task prompt again. 
12  2.7:  I took notes on or underlined the important ideas in the source texts. 
13  2.8:  I prioritised important ideas in the source texts in my mind. 
14  2.9:  I linked the important ideas in the source texts to what I know already. 
15  2.10: I worked out how the main ideas in each source text relate to each 
other. 
16  2.11: I worked out how the main ideas across the source texts relate to each 
other. 
17  2.12: I developed new ideas or a better understanding of existing knowledge 
while I    was reading the source texts. 
18  2.13: I changed my writing plan while reading the source texts. 
Before writing 
19  3.1:  I organised the ideas for my text before starting to write. 
20  3.2:  I recombined or reordered the ideas to fit the structure of my essay. 
21  3.3:  I removed some ideas I planned to write. 
22  3.4:  I tried to use the same organizational structure as in the source texts. 
While writing 
23  4.1:  While I was writing I sometimes paused to organize my ideas. 
24  4.2:  I developed new ideas  
25  4.3:  I made further connections across the source texts. 
26  4.4:  I re-read the task prompt. 
27  4.5:  I selectively re-read the source texts. 
28  4.6:  I changed my writing plan (e.g. structure, content etc) 
29  4.7:  I checked that the content was relevant. 
30  4.8:  I checked that my text was well-organised. 
31  4.9:  I checked that my text was coherent. 
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32  4.10: I checked that I included all appropriate main ideas from all the source 
texts. 
33  4.11: I checked that I included my own viewpoint on the topic. 
34  4.12: I checked that the quotations were properly made. 
35  4.13: I checked that I had put the ideas of the source texts into my own 
words. 
36  4.14: I checked the possible effect of my writing on the intended reader. 
37  4.15: I checked the accuracy and range of the sentence structures. 
38  4.16: I checked the appropriateness and range of vocabulary. 
After writing the first draft 
39  5.7:  I checked that the content was relevant. 
40  5.8:  I checked that my text was well-organised. 
41  5.9:  I checked that my text was coherent. 
42  5.10: I checked that I included all appropriate main ideas from all the source 
texts. 
43  5.11: I checked that I included my own viewpoint on the topic. 
44  5.12: I checked that the quotations were properly made 
45  5.13: I checked that I had put the ideas of the source texts into my own 
words. 
46  5.14: I checked the possible effect of my writing on the intended reader. 
47  5.15: I checked the accuracy and range of the sentence structures. 
48  5.16: I checked the appropriateness and range of vocabulary. 
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Appendix 3.6 Writing Process Questionnaire – Student version  
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Appendix 5.1 Comparisons of the cognitive processes elicited by the two real-life tests 
 
  Report Essay     
 
 
Mean Std 
Dev 
Mean Std 
Dev Mann-
Whitney U 
Wilcoxon 
W Z 
Asymp. 
Sig. (2-
tailed) 
1.1 I read the whole task prompt (i.e. instructions) carefully. 3.41 .779 3.43 .527 2408.000 4893.000 -.669 .504 
1.2 I thought of what I might need to write to make my text relevant and adequate to 
the task. 
3.51 .669 3.34 .634 2158.000 4643.000 -1.796 .072 
1.3 I thought of how my text would suit the expectations of the intended reader. 3.18 .770 3.04 .751 2282.000 4767.000 -1.195 .232 
1.4 I understood the instructions for this writing task very well. 3.25 .703 3.03 .636 2091.500 4576.500 -2.105 .035 
1.5 After reading the prompt, I thought about the purpose of the task. . 3.10 .869 3.14 .728 2550.000 5251.000 -.022 .982 
2.1 I read through the whole of each source text slowly and carefully. 2.95 .797 2.93 .729 2488.000 4973.000 -.299 .765 
2.2 I read the whole of each source text more than once. 3.01 .858 2.89 .877 2369.000 4854.000 -.795 .427 
2.3 I used my knowledge of how texts like these are organised to find parts to focus on. 3.16 .727 3.01 .648 2228.500 4713.500 -1.459 .145 
2.4  I searched quickly for part(s) of the texts which might help complete the task. 3.14 .787 2.97 .680 2195.000 4680.000 -1.581 .114 
2.5 I read some relevant part(s) of the texts carefully. 3.45 .688 3.27 .658 2133.500 4618.500 -1.894 .058 
2.6 I went back to read the task prompt again. 3.23 .842 3.43 .579 2320.500 5021.500 -1.044 .297 
2.7 I took notes on or underlined the important ideas in the source texts. 3.27 .786 3.30 .768 2522.500 5223.500 -.144 .886 
2.8 I prioritised important ideas in the source texts in my mind. 2.85 .908 2.96 .669 2445.000 5146.000 -.479 .632 
2.9 I linked the important ideas in the source texts to what I know already. 3.18 .887 3.07 .666 2224.500 4709.500 -1.448 .147 
2.10 I worked out how the main ideas in each source text relate to each other. 3.07 .805 3.06 .759 2513.500 4998.500 -.180 .857 
2.11 I worked out how the main ideas across the source texts relate to each other. 3.05 .880 3.06 .740 2487.000 4972.000 -.293 .769 
2.12 I developed new ideas or a better understanding of existing knowledge while I was 
reading the source texts. 
3.19 .811 3.11 .733 2358.500 4843.500 -.861 .389 
2.13 I changed my writing plan while reading the source texts. 2.86 .855 2.83 .900 2523.000 5008.000 -.137 .891 
3.1 I organised the ideas for my text before starting to write. 3.41 .723 3.30 .709 2312.500 4797.500 -1.079 .281 
3.2 I recombined or reordered the ideas to fit the structure of my essay. 3.16 .782 3.17 .659 2518.000 5003.000 -.163 .871 
3.3 I removed some ideas I planned to write. 2.99 .858 3.07 .767 2467.500 5168.500 -.382 .702 
3.4 I tried to use the same organizational structure as in the source texts. 2.86 .887 2.87 .833 2553.500 5254.500 -.006 .995 
4.1 While I was writing I sometimes paused to organize my ideas. 2.86 .751 3.16 .673 2040.500 4741.500 -2.292 .022 
4.2 I developed new ideas  3.25 .703 3.19 .804 2483.500 4968.500 -.313 .754 
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4.3 I made further connections across the source texts. 2.90 .802 2.93 .840 2483.000 5184.000 -.314 .753 
4.4 I re-read the task prompt. 3.22 .804 3.23 .820 2528.000 5229.000 -.118 .906 
4.5 I selectively re-read the source texts. 3.05 .797 3.20 .773 2307.000 5008.000 -1.070 .285 
4.6 I changed my writing plan (e.g. structure, content etc) 2.79 .781 2.60 .907 2271.500 4756.500 -1.222 .222 
4.7 I checked that the content was relevant. 3.34 .692 3.30 .622 2419.000 4904.000 -.611 .541 
4.8 I checked that my text was well-organised. 3.23 .773 3.09 .737 2248.500 4733.500 -1.344 .179 
4.9 I checked that my text was coherent. 3.32 .762 3.13 .721 2169.000 4654.000 -1.686 .092 
4.10 I checked that I included all appropriate main ideas from all the source texts. 3.19 .776 3.06 .849 2342.000 4827.000 -.934 .350 
4.11 I checked that I included my own viewpoint on the topic. 3.22 .750 3.30 .622 2471.500 5172.500 -.377 .706 
4.12 I checked that the quotations were properly made. 3.18 .788 3.24 .859 2385.500 5086.500 -.742 .458 
4.13 I checked that I had put the ideas of the source texts into my own words. 3.26 .800 3.40 .646 2368.000 5069.000 -.832 .405 
4.14 I checked the possible effect of my writing on the intended reader. 2.75 .846 3.06 .814 2059.500 4760.500 -2.162 .031 
4.15 I checked the accuracy and range of the sentence structures. 2.86 .855 3.06 .740 2263.000 4964.000 -1.290 .197 
4.16 I checked the appropriateness and range of vocabulary. 2.99 .842 3.06 .814 2453.500 5154.500 -.439 .661 
5.7 After I had finished the first draft, I checked that the content was relevant. 2.86 .976 2.99 1.136 2274.500 4975.500 -1.195 .232 
5.8 After I had finished the first draft, I checked that my text was well-organised. 2.81 1.036 2.86 1.067 2468.000 5169.000 -.371 .711 
5.9 After I had finished the first draft, I checked that my text was coherent. 2.86 1.045 2.81 1.094 2512.000 4997.000 -.184 .854 
5.10 After I had finished the first draft, I checked that I included all appropriate main 
ideas from all the source texts. 
2.74 .958 2.89 1.015 2304.000 5005.000 -1.065 .287 
5.11 After I had finished the first draft, I checked that I included my own viewpoint on 
the topic. 
2.73 1.004 2.90 1.079 2263.000 4964.000 -1.244 .214 
5.12 After I had finished the first draft, I checked that the quotations were properly made 2.74 .958 2.87 1.006 2327.000 5028.000 -.968 .333 
5.13 After I had finished the first draft, I checked that I had put the ideas of the source 
texts into my own words. 
2.86 1.045 3.00 1.116 2306.000 5007.000 -1.060 .289 
5.14 After I had finished the first draft, I checked the possible effect of my writing on the 
intended reader. 
2.48 1.015 2.70 1.026 2246.000 4947.000 -1.320 .187 
5.15 After I had finished the first draft, I checked the accuracy and range of the sentence 
structures. 
2.74 .928 2.79 .991 2450.500 5151.500 -.458 .647 
5.16 After I had finished the first draft, I checked the appropriateness and range of 
vocabulary. 
2.79 .957 2.76 1.042 2530.500 5015.500 -.104 .917 
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Appendix 5.2 Results of KMO and Bartlett's tests (real-life data) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Data of the conceptualisation phase  
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .748 
Bartlett's Test of Sphericity Approx. Chi-Square 225.559 
df 28 
Sig. .000 
Data of the discourse and meaning construction phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .737 
Bartlett's Test of Sphericity Approx. Chi-Square 347.377 
df 45 
Sig. .000 
Data of the organising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .761 
Bartlett's Test of Sphericity Approx. Chi-Square 447.182 
df 55 
Sig. .000 
Data of the low-level monitoring and revising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .725 
Bartlett's Test of Sphericity Approx. Chi-Square 730.375 
df 28 
Sig. .000 
Data of the high-level monitoring and revising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .802 
Bartlett's Test of Sphericity Approx. Chi-Square 1248.146 
df 66 
Sig. .000 
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Appendix 5.3 Rejected factor solutions (Real-life) 
 
Table 1 Meaning and discourse construction phase (real-life): two-factor 
solution (rejected) 
  
 F1 F2 
  
 2.5  I read some relevant part(s) of the texts carefully. .767  
 2.4  I searched quickly for part(s) of the texts which might help complete 
the task. 
.688  
 2.7  I took notes on or underlined the important ideas in the source texts. .679  
  4.2  I developed new ideas while I was writing. .629  
 2.9  I linked the important ideas in the source texts to what I know 
already. 
.565  
 4.5 I selectively re-read the source texts while writing. .456 .397 
 4.3 I made further connections across the source texts while I was 
writing. 
.343 .338 
 2.1  I read through the whole of each source text slowly and carefully.  .892 
 2.2  I read the whole of each source text more than once.  .803 
 1.1 I read the whole task prompt (i.e. instructions) carefully  .518 
 
2.12  
I developed new ideas or a better understanding of existing 
knowledge while I was reading the source texts. 
.324 .803 
 
Table 2 Organisation phase (real-life): three-factor solution (rejected) 
 
 
F1 F2 F3 
2.10 I worked out how the main ideas in each source text relate to 
each other. 
.876     
2.11 I worked out how the main ideas across the source texts relate 
to each other. 
.851     
2.8 I prioritised important ideas in the source texts in my mind. .599   .312 
3.1 I organised the ideas for my text before starting to write.   .859   
3.2 I recombined or reordered the ideas to fit the structure of my 
text. 
  .775   
2.3 I used my knowledge of how texts like these are organised to 
find parts to focus on. 
.368 .651   
3.3 I removed some ideas I planned to write.     .788 
4.1 While I was writing I sometimes paused to organize my ideas.     .786 
3.4 I tried to use the same organizational structure as in the source 
texts. 
    .347 
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Table 3 Low-level monitoring and revising phase (real-life): four-factor 
solution (rejected) 
 
 F1 F2 F3 F4 
 
5.15 
After I had finished the first draft, I checked the accuracy 
and range of the sentence structures. 
.922    
 
5.16 
After I had finished the first draft, I checked the 
appropriateness and range of vocabulary. 
.902    
5.12 After I had finished the first draft, I checked that the 
quotations were properly made. 
.860  .364  
5.13 After I had finished the first draft, I checked that I had 
put the ideas of the source texts into my own words. 
.817   .359 
4.15 I checked the accuracy and range of the sentence 
structures. 
 .843   
4.16 I checked the appropriateness and range of vocabulary.  .759   
 
4.12 
I checked that the quotations were properly made.   .632  
4.13 I checked that I had put the ideas of the source texts into 
my own words. 
   .563 
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Appendix 5.4 KMO and Bartlett's tests (Test Task A data) 
 
Data of the task representation phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .711 
Bartlett's Test of Sphericity Approx. Chi-Square 249.075 
df 28 
Sig. .000 
Data of the meaning and discourse construction phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .800 
Bartlett's Test of Sphericity Approx. Chi-Square 321.165 
df 36 
Sig. .000 
Data of the organizing phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .771 
Bartlett's Test of Sphericity Approx. Chi-Square 261.735 
df 28 
Sig. .000 
Data of the low-level monitoring and revising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .722 
Bartlett's Test of Sphericity Approx. Chi-Square 722.215 
df 28 
Sig. .000 
Data of the high-level monitoring and revising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .850 
Bartlett's Test of Sphericity Approx. Chi-Square 1306.474 
df 66 
Sig. .000 
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Appendix 5.5 KMO and Bartlett's tests (Test Task B data) 
 
Data of the task representation phase  
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .749 
Bartlett's Test of Sphericity Approx. Chi-Square 227.366 
df 28 
Sig. .000 
Data of the meaning and discourse construction phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .747 
Bartlett's Test of Sphericity Approx. Chi-Square 156.755 
df 36 
Sig. .000 
Data of the organising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .795 
Bartlett's Test of Sphericity Approx. Chi-Square 206.881 
df 28 
Sig. .000 
 Data of the low-level monitoring and revising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .806 
Bartlett's Test of Sphericity Approx. Chi-Square 811.074 
df 28 
Sig. .000 
Data of the high-level monitoring and revising phase 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .858 
Bartlett's Test of Sphericity Approx. Chi-Square 1251.441 
df 66 
Sig. .000 
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Appendix 5.6 Rejected factor solutions (Test Task A) 
 
Table 1 Meaning and discourse construction phase (Test Task A): three-factor 
solution (rejected) 
  F1 F2 F3 
 2.5  I read some relevant part(s) of the texts carefully. .922   
 2.4  I searched quickly for part(s) of the texts which might help 
complete the task. 
.752   
 2.7  I took notes on or underlined the important ideas in the 
source texts. 
.588   
 4.3 I made further connections across the source texts while I 
was writing. 
 .621  
 2.2  I read the whole of each source text more than once.  .553  
 2.9  I linked the important ideas in the source texts to what I 
know already. 
 .423  
 2.1  I read through the whole of each source text slowly and 
carefully. 
 .380  
  4.2  I developed new ideas while I was writing.    
 
2.12  
I developed new ideas or a better understanding of existing 
knowledge while I was reading the source texts. 
  .786 
  
Table 2: Organisation phase (Test Task A): three-factor solution (rejected) 
  1 2 3 
2.11 I worked out how the main ideas across the source texts .776     
2.10 I worked out how the main ideas in each source text relate to 
each other. 
.624     
2.3 I used my knowledge of how texts like these are organised to 
find parts to focus on. 
.614     
3.1 I organised the ideas for my text before starting to write. .542 .422   
2.8 I prioritised important ideas in the source texts in my mind. .510     
3.2  I recombined or reordered the ideas to fit the structure of my 
text. 
.506     
4.1 While I was writing I sometimes paused to organize my ideas.   .623   
3.3 I removed some ideas I planned to write.     .645 
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Table 3 High-level monitoring and revising phase (Test Task A): three-factor 
solution (rejected) 
  F1 F2 F3 
5.15 After I had finished the first draft, I checked the accuracy and 
range of the sentence structures. 
.868     
 
5.16 
After I had finished the first draft, I checked the 
appropriateness and range of vocabulary. 
.849     
5.12 After I had finished the first draft, I checked that the quotations 
were properly made.  
.834     
 
5.13 
After I had finished the first draft, I checked that I had put the 
ideas of the source texts into my own words. 
.784     
4.15 I checked the accuracy and range of the sentence structures.   .872   
4.16 I checked the appropriateness and range of vocabulary.   .780   
4.12 I checked that the quotations were properly made.     .726 
4.13 I checked that I had put the ideas of the source texts into my 
own words. 
    .707 
 
Table 4 High-level monitoring and revising phase (Test Task A): three-factor 
solution (rejected) 
  1 2 3 
5.9 After I had finished the first draft, I checked that my 
text was coherent. 
.908     
5.7 After I had finished the first draft, I checked that the 
content was relevant. 
.899     
5.10 
 
After I had finished the first draft, I checked that I 
included all appropriate main ideas from all the source 
texts. 
.895     
5.8 After I had finished the first draft, I checked that my 
text was well-organised. 
.887     
5.11 After I had finished the first draft, I checked that I 
included my own viewpoint on the topic. 
.878     
5.14 After I had finished the first draft, I checked the 
possible effect of my writing on the intended reader. 
.670   .440 
4.10 I checked that I included all appropriate main ideas 
from all the source texts. 
  .798   
4.7 I checked that the content was relevant.   .759   
4.11 I checked that I included my own viewpoint on the 
topic. 
  .700   
4.8 I checked that my text was well-organised.   .665   
4.9 I checked that my text was coherent.   .650   
4.14 I checked the possible effect of my writing on the 
intended reader. 
    .833 
 
 
 
 
 
 
 
 
353 
 
353 
 
Table 5 High-level monitoring and revising phase (Test Task A): four-factor 
solution (rejected) 
  1 2 3 4 
5.8 After I had finished the first draft, I checked that my 
text was well-organised. 
.905       
5.7 After I had finished the first draft, I checked that the 
content was relevant. 
.904       
5.9 After I had finished the first draft, I checked that my 
text was coherent. 
.904       
5.10 
 
After I had finished the first draft, I checked that I 
included all appropriate main ideas from all the source 
texts. 
.882       
5.11 After I had finished the first draft, I checked that I 
included my own viewpoint on the topic. 
.862       
5.14 After I had finished the first draft, I checked the 
possible effect of my writing on the intended reader. 
.707      
4.7 I checked that the content was relevant.   .793     
4.8 I checked that my text was well-organised.   .778     
4.10 I checked that I included all appropriate main ideas 
from all the source texts. 
  .734   .331 
4.11 I checked that I included my own viewpoint on the 
topic. 
  .634   .534 
4.9 I checked that my text was coherent.   .629     
4.14 I checked the possible effect of my writing on the 
intended reader. 
    .897   
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Appendix 5.7 Rejected factor solutions (Test Task B) 
 
Table 1 Conceptualisation phase (Test Task B): two-factor solution (rejected) 
 
  
F1 F2 
1.5 After reading the prompt, I thought about the purpose of the task. .802   
1.2 I thought of what I might need to write to make my text relevant 
and adequate to the task. 
.738   
 1.3 I thought of how my text would suit the expectations of the 
intended reader. 
.737   
4.6 I changed my writing plan (e.g. structure, content etc) while I was 
writing. 
.440   
1.4 I understood the instructions for this writing task very well. .392   
2.13 I changed my writing plan while reading the source texts.     
2.13 I changed my writing plan while reading the source texts.   .908 
2.6 I went back to read the task prompt again while I was reading the 
source texts. 
  .393 
 
Table 2: Meaning and discourse construction phase (Test Task B): four-factor 
solution (rejected) 
  F1 F2 F3 F4 
 2.5  I read some relevant part(s) of the texts carefully. .889       
 2.4  I searched quickly for part(s) of the texts which might 
help complete the task. 
.866       
 2.7  I took notes on or underlined the important ideas in the 
source texts. 
.832       
 2.1  I read through the whole of each source text slowly and 
carefully. 
  .949     
 2.9  I linked the important ideas in the source texts to what I 
know already. 
  .675     
 2.2  I read the whole of each source text more than once.     .780   
 4.3 I made further connections across the source texts while I 
was writing. 
    .695   
  4.2  I developed new ideas while I was writing.       .949 
 
2.12  
I developed new ideas or a better understanding of 
existing knowledge while I was reading the source texts. 
  .309   .564 
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Table 3: Low-level monitoring and revising phase (Test Task B): three-factor 
solution (rejected) 
  F1 F2 F3 
 
5.15 
After I had finished the first draft, I checked the accuracy and 
range of the sentence structures. 
.868     
 
5.16 
After I had finished the first draft, I checked the 
appropriateness and range of vocabulary. 
.849     
4.12  I checked that the quotations were properly made. .834     
4.13 I checked that I had put the ideas of the source texts into my 
own words. 
.784     
4.15 I checked the accuracy and range of the sentence structures.   .872   
4.16 I checked the appropriateness and range of vocabulary.   .780   
4.12  I checked that the quotations were properly made.     .726 
4.13 I checked that I had put the ideas of the source texts into my 
own words. 
    .707 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
356 
 
356 
 
Appendix 6.1 Marking Scheme of Test Task A 
The copyright of GEPT Advanced Writing Marking Scheme belong to the 
Language Training and Testing Center (LTTC). Official permission to use of 
the marking scheme has been granted by the LTTC. The marking scheme is 
included in hard copies of the thesis for examining purposes and do not appear 
in the electronic version of the thesis. 
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Appendix 6.2 Marking Scheme of Test Task B  
The copyright of UoB Reading-into-Writing Diagnostic Test Marking Scheme 
belong to Centre for Research in English Language Learning and Assessment 
(CRELLA). Official permission to use of the marking scheme has been 
granted by CRELLA. The marking scheme is included in hard copies of the 
thesis for examining purposes and do not appear in the electronic version of 
the thesis. 
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