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ABSTRACT

This summer, a lighter-than-air (LTA) drone was tested in Alaska to measure
glacier bedrock fracture density and orientation. Five flights were made in low wind
conditions, and the directional stability of the airship made it too challenging to control in
flight to realistically acquire useful image sets. The directional stability of the airship,
when compared to an actively stabilized consumer-grade quadcopter was inferior. Flight
logs and GPS data from the GPS on the LTA drone were analyzed and a quantitative
assessment of the observed instability was made. The yaw axis and pitch were analyzed,
and the yaw axis instability was greater than the pitch axis instability. The source of this
instability included the excessive sensitivity of the yaw thruster, and the inherent yaw
instability of the blimp shape. An attempt was made to reduce the yaw instability by
reducing the yaw motor size. The observed instability may have also resulted from
external sources like wind gusts and the glacier microclimate. The analysis informed
modifications of the LTA drone to make it more stable for glacier research, which were
implemented and tested. The thrust output of the tail motor was reduced by 59%. This
change was associated with a reduction in median heading variability of 47% between
test flights before and after modification. The reduction was proven statistically
significant at a 99% confidence interval. Also, recommendations for further
modifications include the implementation of autonomous flight control and envelope
optimization.

ACKNOWLEDGMENTS

I could not have completed this work without all the generous support that I
received. I’d like to formally thank UMaine’s Center for Undergraduate Research, the
Maine Space Grant Consortium, UMaine’s College of Engineering, UMaine’s
Department of Mechanical Engineering, the UMaine Honors College, the Charlie Slavin
Research Fund, and the Thomas E. Lynch Honors Thesis Scholarship for their financial
backing of my research. I’d also like to thank Maine Bound Adventure Center and the
Climate Change Institute for the equipment they allowed me to borrow so I could traverse
the Juneau Icefield safely. I relied heavily on the members of my thesis committee
throughout my research. My advisor Dr. Wilhelm Friess was integral, lending me his
LTA drone and providing me with methodological advice. Dr. Sharon Tisher and Trixie
Betz offered revisions and edits to better my writing. Dr. Seth Campbell, let me borrow
his research equipment, introduced me to the field of Earth and Climate Sciences, and
supported my research while on the Juneau Icefield. Dr. Andrew Goupee and Dr. Olivier
Putzeys offered technical recommendations, and Crosby Lab Manager Stephen
Abbadessa lent me research materials and supported the construction and testing of the
LTA drone. I greatly appreciate the time and energy that the Juneau Icefield Research
Program staff put into the logistics of this research which included the transport of helium
by helicopter, and the construction of a temporary garage to house the drone. Lastly, I’d
like to acknowledge that I conducted this research in the homeland of the Tlingit and
Haida Tribes, where issues of resource and land rights are ongoing and where the impacts
of colonization are still present.

iv

DATA AND CODE AVAILABILITY

The code that was used and the data that support the findings of this study are openly
available in [github] at https://github.com/maxburtis/LTA_thesis, reference number [1]

v

TABLE OF CONTENTS

INTRODUCTION

1

Earth Science setting

1

Engineering setting

7

METHODS

16

Research program and test site

16

Vehicle

17

Testing Logistics

19

Initial analysis of Alaska flight data

22

Problem identification and modification

24

Comparing data after the modification

25

Statistical uncertainty and hypothesis testing

28

RESULTS AND DISCUSSION

30

Results from the flights in Alaska

30

Modification

33

Results from the dome flight

35

Limitations

37

CONCLUSIONS AND FUTURE WORK

39

Conclusions

39

Future work

40

REFERENCES

41

APPENDICIES

48

APPENDIX A: PART LIST
APPENDIX B: FLIGHT LOGS
APPENDIX C: THRUST CALCULATIONS
AUTHOR’S BIOGRAPHY

49
50
54
58

vi

LIST OF FIGURES

Fig. 1. The location of the Juneau Icefield...........................................................................3
Fig. 2. Diagram of the effects of glacial till on downstream ecosystems. ...........................6
Fig. 3. The quantification of bedrock fracture density and orientation. ..............................7
Fig. 4. North America consumer drone market by technology, 2012 - 2022. .....................8
Fig. 5. Different types of common drones.. .........................................................................8
Fig. 6. Multicopter endurance vs payload chart. ................................................................11
Fig. 7. Diagram of an airship. ............................................................................................13
Fig. 8. Moment of Inertia vs Munk Moment. ....................................................................15
Fig. 9. Camp 10 and the North Basin test site. ..................................................................16
Fig. 10. A picture of the propulsion elements. ...................................................................18
Fig. 11. The blimp shown ready for flight with pilot as a size reference. .........................19
Fig. 12. Blimp garage and storage location in the North Basin. ........................................20
Fig. 13. Test flight in the North Basin ...............................................................................21
Fig. 14. An example multispectral photo with a GPS tag. .................................................23
Fig. 15. Example of a flight path. ......................................................................................25
Fig. 16. Test flight #5 path. ................................................................................................26
Fig. 17. An example of heading variance grouping. ..........................................................27
Fig. 18. The effect of wind on endurance. .........................................................................30
Fig. 19. The effect of wind on course correction. ..............................................................31
Fig. 20. Yaw vs pitch angular accelerations. .....................................................................32
Fig. 21. The larger motor compared with the smaller motor. ............................................35
Fig. 22. Heading comparison between flights in Alaska and the dome. ............................36

vii

INTRODUCTION

Earth Science setting
The purpose of this research was to test the feasibility of the use of a lighter-thanair (LTA) drone or blimp as a platform for Earth Science remote sensing. Remote sensing
is any form of gathering data without touching the object of interest [2, p. 34]. Aerial
platforms are often used for remote sensing missions because they can move rapidly over
an area with a large field of view, allowing for the efficient collection of large amounts of
data [3]. Image sets can be acquired quickly using aerial platforms where images are
stitched together to create maps or models [3],[4]. Terrain can be mapped by stitching
together and georeferencing two-dimensional images [3]. Three-dimensional models can
be created using techniques like photogrammetry, or structure-from-motion (SfM)[3],[4].
Photogrammetry involves capturing images of an object from different viewpoints
to gain information about the three-dimensional space that the object occupies [5]. Data
from the location and orientation of the camera is used in addition to georeferenced
points in the images called ground control points (GCPs) [3],[4]. This information is
integrated using software like Agisoft Metashape [6], which finds common points
between photos called tie points. These points are made into a georeferenced, threedimensional point cloud. Images are then laid on top of the point cloud to create a threedimensional orthoimage of the terrain [4]. A depth map is created to determine how far
each point is away from the camera and the adjacent points. Next, a mesh is created by
connecting the points with a planar surface [7]. Finally, texture is added, and an accurate
3D model is created. This accuracy depends on the accuracy of the GPS used to
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georeference the camera and GCPs, the resolution of the images that are collected, and
the number of tie points that are found [8],[4],[3]. This technology is used by companies
like Google to generate three-dimensional models of cities for Google Maps [9], but it is
also useful for Earth scientists.
Earth scientists can use photogrammetry to map the Earth’s surface features
(glaciers, snow, ice, vegetation, water, bedrock, and surficial material) and the properties
of each of these materials [4],[7],[3]. Photogrammetry can also be used to study processes
that alter the Earth’s surface, including, erosion, deposition, glacier advance and retreat,
and the natural succession of vegetation [10],[4],[7],[3]. These processes involve changes
that can be quantified through differencing repeat three-dimensional models. For
example, a photogrammetry survey could be completed across a glacier one year, and
then re-surveyed again five years later to quantify glacier volume change that comes from
glacier advance or retreat [11]. The resulting models allow for the study of threedimensional characteristics like volume change, whereas a two-dimensional
representation would only determine a change in area [10],[11]. A three-dimensional
model can demonstrate how much ice has melted and help inform predictions on sealevel rise [12], [13], changing down-glacier water resources, and impacts on associated
ecosystems [14]. Changes in the Earth’s crust can be linked to a changing climate
[12],[13], and thus techniques like photogrammetry allows scientists to better model how
a warming climate affects Earth system processes.
Southeast Alaska is a prime area to study the effects of global warming because
the region is undergoing environmental rapid change [15],[16]. While there are many
glaciers in Alaska, this work focused on the Juneau Icefield, a collection of glaciers north
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of the state’s capital. In 2016, the Juneau Icefield covered about 3700 km2 in the northern
Coast Mountains on the border between Alaska and British Colombia [17]. A map
depicting the location of the Juneau Icefield is presented in [17, Fig. 1].

Fig. 1. The location of the Juneau Icefield. [18]

Historically, glaciers reached or nearly reached their current positions during the
start of the Holocene. During the middle Holocene, glaciers advanced substantially, and
in the last two centuries, they retreated rapidly [19]. Due to expected anthropogenic
warming, the Juneau Icefield is predicted to lose two-thirds of its volume and area by the
end of the century [17]. The largest glacier on the Juneau Icefield, the Taku Glacier, has
been in retreat since 2013 [20]. In recent years, Alaskan glaciers have been melting at a
faster rate than all other glaciated regions in the world which may be contributing to
global sea-level rise, local water scarcity issues, and effects on local ecosystems
[21],[14]. Because of the rapid changes occurring in Southeast Alaska, and the potential
for these changes to impact the rest of the world, these changes must be studied so that
better models and predictions can be made.
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While the effects of global sea-level rise can be seen around the world, the
changing climate is also responsible for regional effects. Glaciers profoundly impact the
region through erosion. Fast-moving glaciers like the those found in Southeast Alaska are
capable of eroding 10mm of bedrock per year [22]. Eroded material, or glacial till,
impacts the chemistry and ecology of coastal Alaska because of the tight link between the
ocean and the glacial runoff. Ground-up pieces of rock are carried downstream and
induce changes to river and stream flow, biogeochemistry, local oceanography, and
marine plants and animals [14]. Changing temperatures, precipitation, and subglacial
hydrology all impact erosion rate. A rapidly changing climate may alter these variables
and change erosion type and rate. Erosion rate will affect how much till is deposited
downstream per unit time. Commonly used glacier erosion rate models approximate
erosion rate E using the relationship established in [22, eq. (1)]:
𝐸 = 𝐾𝑔 𝑈𝑆𝑙

(1)

Where 𝐾𝑔 is the bedrock erodibility constant, 𝑈𝑠 is the glacier sliding velocity, and 𝑙 is an
exponent between one and four that depends on 𝐾𝑔 . The erodibility constant is a measure
of bedrock strength that depends on a variety of factors. Bedrock lithology, fracture
density, and orientation all may vary spatially and affect how bedrock erodes
[23],[24],[25]. Unfortunately, current bedrock erosion models are limited in their
accuracy [26]. This is in part because 𝐾𝑔 is often held constant despite spatial variations
in bedrock strength [27],[22]. Common models don’t account for spatial variations in
lithology, fracture density, and orientation [23],[25]. Incorporating these properties into
erosion models could result in more accurate predictions of erosion rate, which has
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recently shown promise in the case of fracture density and orientation and could be a way
to quantify erosion rates more realistically [28],[29],[30].
Measuring bedrock fracture density and orientation was the principal mission
associated with this research on aerial sensing platforms. Granodiorite is the dominant
lithology in the region and was constant throughout the test site [31]. This consistency
allowed variations on erodibility to be constrained to bedrock fracture density and
orientation. When a glacier flows parallel to the bedrock fractures, small grains of rock
are eroded [23] which causes more turbid waters downstream. More turbid waters do not
allow the sun’s rays to penetrate the water’s depths which may hinder the growth of
photosynthetic plants [14]. When a glacier flows perpendicular to the bedrock fractures,
the glacier will pluck away larger pieces of bedrock [23], which will result in less turbid
waters downstream [14]. These effects of bedrock fracture density are illustrated below in
[32, Fig. 2]. In areas of high bedrock fracture density, the bedrock is weaker, the erosion
rate is faster, and more till is deposited downstream. In areas of low fracture density, the
bedrock is stronger. Therefore, the erosion rate is slower, and less till is deposited
downstream [25]. Understanding the amount and type of erosion will help researchers
better understand how natural resources may be impacted. For example, the minerals and
nutrients in glacial till can cause phytoplankton blooms that affect important fisheries like
wild Pacific Salmon (Oncorhynchus spp.)[14].
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Fig. 2. Diagram of the effects of glacial till on downstream ecosystems. [32]

Photogrammetry was used from July-August of 2021 to develop orthorectified
models of bedrock outcroppings that were then processed to quantify the bedrock fracture
density and orientation. This was a continuation of work started by Colby Rand, a
UMaine Honors College student who graduated in 2020 [33], and the project will be
passed down and continued by future participants in the Juneau Icefield Research
Program (JIRP). Drone images were collected using a DJI Phantom 4 Pro+ quadcopter
and georeferenced using Elmid Reach RTK GPS units, and models were constructed
using the photogrammetry software Agisoft Metashape. These models had an accuracy of
up to 4.1 cm root-mean-square error. These models were flattened into an orthorectified
mosaic and were processed using Laplacian edge detection algorithms in the photo
processing software GIMP. Fracture density and orientation were then quantified in
MATLAB to create the plots shown in Fig. 3. These plots have not yet been groundtruthed, which will be completed by future JIRP participants. This project is by no means
complete, but the end goal of this work is to improve current surface geomorphological
and glacier erosion models.
6
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Fig. 3. The quantification of bedrock fracture density and orientation. A) Orthorectified image of bedrock
outcropping. B) Laplacian edge detection algorithm applied to locate cracks. C) Plot of fracture density. D)
Plot of fracture orientation.

Engineering setting
Drones have played a key role in the remote sensing industry. When compared to
manned aircraft, unmanned aerial vehicles (UAVs) are often safer and cheaper. Because
drones are unmanned, many of the risks associated with aircraft crashes can be avoided.
Drones provide remote sensing in areas that are difficult or dangerous to access. For
example, after the nuclear power plant in Fukushima, Japan suffered a catastrophic
meltdown in March 2011, drones were used to inspect the damage because humans could
have been hurt by the radiation [34]. Also, inspecting the underside of bridges is an
expensive and time-consuming process, but drones are proving to make this process
much cheaper and more efficient [35]. A single photogrammetry mapping flight using a
7

manned aircraft can cost upwards of $5,000 [36],[37] while a DJI Phantom 4 Pro+
quadcopter drone like the one used in this project retails for $2,039 [38]. The role of
drones in remote sensing applications is becoming increasingly important as the UAV
technology sector is developing fast. The past decade has witnessed a rapid expansion in
the availability, capability, and popularity of small drones [39]. A report issued in 2019
by the Federal Aviation Administration predicts that the consumer and commercial UAV
markets are growing faster than anticipated and could triple by 2023 [40]. The global
commercial use of drones is estimated to have enabled over $127 billion in solutions in a
variety of industries [41]. This explosion in drone use is supported by an ecosystem of
software developers, integrators, and component manufacturers [42]. As seen in [43, Fig.
4,] growth is occurring across prosumer, recreational, and photogrammetry sectors.

Fig. 4. North America consumer drone market by technology, 2012 - 2022 (USD Million). [43]

Fig. 5. Different types of common drones. A) Fixed-wing [45]. B) Multicopter (DJI Phantom 4 Pro+) [46].
C) Hybrid [47].

8

Despite the widespread adoption of drones, there are still some restrictions that
limit the use of drones in many applications. Drones are commonly constrained by
endurance, range, and payload. Payload is how much weight a drone can carry and is
determined by how much lift that the drone can generate. The range is the total distance
that a drone can fly, and endurance is how long the drone can fly on one battery. Both
range and endurance are dependent on the size of the battery, the energy density of that
battery, and how efficiently the drone can convert power into forward motion in the case
of range or lift in the case of endurance. Common types of drones include multicopters,
fixed-wings, and hybrids [40],[44] and are pictured in [45-47, Fig. 5]. In multicopters, the
lift is generated by a set of motors with propellers. In fixed-wings, the lift is generated by
a wing with an airfoil cross-section [44],[40],[48]. Fixed-wing drones tend to have longer
endurance because they use less power to generate lift [44],[40]. The wing creates lift
aerodynamically by causing a pressure differential between the top side and bottom side
[48]. Hybrid drones are a combination of both of these technologies and generate lift with
wings and propellers [40].
The consumer-grade multicopter drone used in this research had an endurance of
25 minutes while a fixed-wing drone built for a similar mission had a flight time of 30
minutes [49]. However, a major advantage that multicopters have over fixed-wing drones
in the context of photogrammetry is their ability to fly slowly to acquire more detailed
image sets [3]. Furthermore, they can take off and land vertically, while fixed-wings need
to be launched into the air by hand or by a catapult [49]. The amount of lift that a fixedwing aircraft generates is proportional to the square of the velocity at which the plane is
flying as demonstrated by [50, eq. (2)] :
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𝐿 = (1/2) 𝑑 𝑣 2 𝑠 𝐶𝐿

(2)

where 𝐿 is the lift, 𝑑 is the density of air, 𝑣 is the velocity of the aircraft, 𝑠 is the surface
area of the wings, and 𝐶𝐿 is the coefficient of lift. If the velocity is too low, the fixedwing drone will stall and will not generate lift. Alternatively, multicopter lift is not
dependent on speed, rather the thrust generated by the motors, meaning they can fly
slowly enough to capture the high-resolution imagery needed for generating detailed
models [3],[40]. Resolution is a function of altitude, flight speed, and the camera used
[51]. The highest resolution images come from drones flying at slowly at low altitudes. In
the photogrammetry setting, flights performed at a 70 m altitude at 20 m/s produced a 10
cm spatial resolution [52]. In comparison, at 45 m and 3.4 m/s a 3.1 cm resolution was
obtained with a similar camera [8].
However, high-resolution cameras are heavy. Multicopters are commonly used
for photogrammetry as they can fly at a lower speed than fixed-wings while carrying
heavy payloads. However, they are limited by endurance. As seen in [35, Fig. 6],
multicopters currently on the market tend to have decreasing endurance with increasing
payload. There is a gap in this plot in the high endurance and high payload, a gap that
could be filled using LTA technology.
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LTA potential

Fig. 6. Multicopter endurance vs payload chart. [35]

Airships and blimps are a subset of lighter-than-air drones and can offer solutions
to some of the limitations of fixed-wing and multicopter aircraft. Blimps are composed of
a cigar-shaped envelope filled with a lighter-than-air lifting gas such as hydrogen or
helium and are controlled using motors and/or rudders. The first powered airship flight
was in France in 1853 [53, p. 8]. By the 1920s, Germany was conducting regular
transatlantic flights, but since the explosion of the Hindenburg in 1937, most commercial
passenger transport has ceased [53, pp. 8–11]. The Hindenburg caught fire because it was
filled with hydrogen, which is flammable [53, p. 11]. Despite this history, airships have
distinct benefits as remote sensing platforms. Namely, LTA drones can have exceptional
endurance and payload capabilities while being less expensive than manned aircraft [54].
The lift that keeps these airships aloft is dependent on the density of the lifting gas used
and the volume of the envelope. The relationship between the amount of lift
generated is demonstrated in [55, eq. (3)]:
𝐿 = 𝑉(𝜌𝐴 − 𝜌𝐺 )𝑔
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(3)

where 𝐿 is the lift force, 𝑉 is the volume of gas enclosed by the envelope, 𝑔 is the
acceleration due to gravity, and 𝜌𝐴 and 𝜌𝐺 are the density of air and the lifting gas,
respectively. If more payload is needed, more gas can be used [53, p. 109]. That means
that nearly all the battery’s energy can be used to propel the airship forward, like a fixedwing. This allows large airships to remain aloft for many hours [53, p. 721]. But unlike a
fixed-wing, airships have no minimum speed because the lift is not dependent on a wing
moving through the air [53, p. 15],[54]. This allows for long flight durations with
payloads only limited by the volume of lifting gas that can be held by the envelope.
Despite these advantages, there are some difficulties associated with the use of
LTA drones for remote sensing including the lifting gases and inherent instability. The
common lifting gases helium and hydrogen pose logistical problems. Helium is five to
ten times more expensive than hydrogen and is a non-renewable resource [53, p.
313],[56]. Hydrogen can provide about 8% more lift than helium because it is less dense.
However, hydrogen is extremely flammable while helium is an inert gas [53, p. 47].
Airships exhibit an inherent instability that can be attributed to aerodynamic
instability and the Munk moment. A diagram of common blimp axes is provided in [57].
The aerodynamic center of an airship is the point where the pitch or yaw moments do not
depend on pitch or yaw angle [53, p. 74]. Airships are usually directionally unstable in
the yaw axis because the aerodynamic center (a.c.) is forward of the center of gravity
(c.g.) as seen in [53, p. 276, Fig. 7].
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Fig. 7. Diagram of an airship. [53, p. 276]

Even small yaw moments introduced by small external forces can introduce an
acceleration about the yaw axis [53, p. 277]. The Munk moment destabilizes airships in
pitch and yaw and is an example of this inherent instability. When an airship rotates
about the pitch or yaw axis, the Munk moment tends to turn the airship perpendicular to
the direction of flow. This is because the pressure is highest on the front of the airship
and lowest on the back [58]. These inherent instabilities mean that even the slightest wind
gust or pilot input can initiate a pitch or yaw rate that will continue until it is arrested by
the pilot or control system [53, p. 299]. Airships are more sensitive to gusts than other
aircraft because they have a low mass-to-volume ratio. When an airship encounters a gust
of wind, more momentum is transferred to the airship compared to other aircraft [59]. In
most airships, the center of gravity lies beneath the center of volume (c.v.) which creates
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a pendulum-like effect. Pitch axis instability is countered by a restoring torque caused by
this pendulum [60],[61]. However, no such pendulum effect is present in the yaw axis.
One approach to stabilizing the yaw axis is to increase the size of the airship’s fins.
However, the size of the fins needed to completely stabilize the airship is often too big
for the airship’s weight budget. This is because airships operate at low speeds, which
means fins need to be large to be effective [59].
This inherent instability can be improved by increasing the envelope size or
implementing active flight control. Active flight stabilization can address instability
through closed-loop control. Changes in pitch, roll, and yaw are monitored by a flight
controller which then continuously makes adjustments to control surfaces to maintain the
airship’s course [55],[62]. Increasing envelope size increases stability because both the
mass and inertia of a rigid body oppose external forces and moments while in dynamic
equilibrium. This relationship is established in [55, eq. (4), (5)] :
𝑚𝒗̇ = 𝑭
[𝐼]𝝎̇ = 𝑻

(4)
(5)

where 𝑚 is the mass, 𝒗 is the linear velocity, 𝑭 is the sum of the external forces, [𝐼] is the
inertia matrix, a 𝝎 is the angular velocity, and 𝑻 is the sum of the external torques.
If an airship has a larger mass and inertia, more external force or torque will be needed to
produce a change in velocity. The effect of this property is increased by added mass and
added inertia. Other aircraft types displace a mass of air that is insignificant compared to
the mass of the vehicle. In contrast, the mass of air that an airship displaces must be
considered because it is nearly equal to its mass [55]. The linear and angular momentum
of the displaced air results in added mass and added inertia terms which further stabilize
the airship [53, pp. 889–899]. A larger envelope will have more mass and inertia as well
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as added mass and inertia which will help to stabilize the airship against external forces
and moments. The destabilizing Munk moment will increase linearly with changes in
envelope size, but the increasing moment of inertia will counteract this moment because
it scales proportionally to the square of each increase in dimension [58]. This relationship
is demonstrated in Fig. 8, where an ellipsoid is forced with an arbitrary loading case. The
moment of inertia increases with length faster than the Munk moment, meaning that
larger envelopes have greater resistance to this instability.

Fig. 8. Moment of Inertia vs Munk Moment.

The purpose of this work was to see how this remote-controlled blimp performed
in the glacier research setting and to better understand the limitations of its use in this
environment. The blimp’s performance in the presence of wind and gusts was observed,
and the flight stability was analyzed. The end goal was to assess how to improve this
small-scale, aerial sensing platform so this lighter-than-air technology can be better
utilized in future Earth Science research.
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METHODS

Research program and test site
The assessment of this small-scale blimp for remote sensing research was
conducted during participation in the Juneau Icefield Research Program (JIRP). JIRP is
run primarily through the University of Maine’s Climate Change Institute and School of
Earth and Climate Sciences with support from the University of Alaska Southeast’s
Department of Environmental Science. The program involves a six-week, 120 km
traverse of the Juneau Icefield and 10-14 day stays at the major field camps. While at
these camps, the bulk of the scientific research is conducted by 35 students and 10-15
faculty and staff [63]. Blimp test flights were performed at the second field camp along
the traverse, Camp 10, in the nearby North Basin from July 7th, 2021, to July 15th, 2021.
A map of Camp 10’s location and the test site is provided in Fig. 9.

Fig. 9. Camp 10 and the North Basin test site.
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Camp 10’s North Basin was chosen for its low average summer wind speed,
proximity to the camp, and potential for scientific research. Low wind speed was desired
because of the small blimp’s inherent wind sensitivity. Wind speed data from weather
stations at camps 10, 17, and 18 showed median wind speeds of 1.8 m/s, 4.5 m/s, and 2.5
m/s respectively from June to August and from years 2013 to 2018 [64]. Relative to the
other camps, Camp 10 had milder historical winds, which made it a favorable location for
a blimp that had not yet been tested in winds. The North Basin is adjacent to the nunatak
where Camp 10 is located, which made for easy access with personnel and equipment.
Exposed bedrock outcroppings surround the basin, which provided locations for the study
of bedrock fracture density and orientation. Photogrammetry could also be used to study
subglacial lake volume changes which result in the rising or falling of the glacier ice
surface on an annual basis as the lake fills and drains. The NASA Jet Propulsion Lab is
considering the North Basin for testing an ice drill and sub-glacial lake water sampling
instrumentation on future missions to Europa, so a better understanding of the subglacial
hydrodynamics may be helpful to future research in the area [65].

Vehicle
The vehicle that was tested in this research was a 3.4 m long, remote-controlled
(RC), airship that was purchased from Berlin Zeppelin, a German supplier, for about
$700 USD [66]. The manufacturer advertised the flight time as one hour. The envelope
was made from a proprietary synthetic material, the gondola and tail cone were made
from hard plastic, and the fins are made of foam. The plastic and foam components were
attached with Velcro to the envelope and the electronics were secured inside the gondola.
The airship kit was marketed to RC LTA hobbyists, and it was designed to be flown
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indoors. The necessary electronics included brushless motors, electronic speed controllers
(ESCs), a servo, battery, radio receiver, radio transmitter, and a telemetry module. A
diagram of these components is provided in Appendix A.
As seen in Fig. 10, thrust was provided by two motors on the side of the gondola
which can rotate to control pitch using the servo. Yaw was controlled with a motor
mounted on the tail cone. The envelope’s volume was approximately 1.9 m3 and was
measured to produce a lift of 330 grams after the needed electrical components were
installed. A diagram of these components is provided in Appendix A. In addition to the
essential electrical components, GoPro sized multispectral camera and GPS were added
to the bottom of the gondola to capture photos and flight data. A parts list including costs
is provided in Appendix A. Fig. 11 shows the full assembly of the blimp pictured with the
pilot as a size reference.

Thrust motors

Tail motor
Fig. 10. A picture of the propulsion elements.
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Fig. 11. The blimp shown ready for flight with pilot as a size reference.

The blimp kit from Berlin Zeppelin included all components needed to fly except
for the electronic components. Electrical components were ordered based on
recommendations by Berlin Zepplin. Once the electronic components were installed, an
initial test flight was conducted in the Mahaney Sports Dome at the University of Maine,
Orono campus in April 2021. No data was collected during this flight, but the remotecontrol systems were tested and were found to be operational. The airship demonstrated
its ability to handle the payload of the multispectral camera and GPS unit, and directional
instability was observed, but not quantified. Given the observed instability, the plan was
made to test the blimp in little to no wind in Alaska, with the potential to fly in higher
winds if good control could be maintained. With the flight systems in working order, the
airship was packaged and sent to Juneau in early June 2021.

Testing Logistics
The logistics of the flight testing in Alaska were difficult but doable. The blimp
and helium tanks were brought to Camp 10 on the Juneau Icefield by helicopter during a
regular resupply flight to the camp. Helium was chosen as the lifting gas due to its inert

19

nature and safety. The rental of two 150 cubic foot helium tanks, and a pressure regulator
for two months from a local industrial supplier, Tyler Rental, cost $792. This was enough
gas for five fills of the blimp, but only one of these tanks was needed because the blimp
was stored inflated when not in use. The airship was stored in a 10’x15’ portable garage
tent that was purchased for $200 at the Juneau Home Depot, which was erected at the
testing site in the bottom of the North Basin as seen in Fig. 12. Batteries were charged at
Camp 10 when the camp’s generator was running and then brought into the North Basin
for test flights. These flights required low wind and no precipitation. In the two weeks
that the research group was at Camp 10, only two days met these good weather criteria:
July 7th and July 15th, 2021.

Fig. 12. Blimp garage and storage location in the North Basin.

In these two days, five test flights were accomplished. A photograph of one of
these flights is provided in Fig. 10. Before flight testing, a range test of the radio
controller was performed to make sure that radio communication would not be lost while
in the North Basin. This involved one researcher driving away on a snowmobile with the
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controller, a GPS unit, and a walkie-talkie. Another researcher observed the blimp’s
motors and reported to the first researcher on the walkie-talkie. Control of the motors
with no noticeable interruption or signal loss was maintained for 1.85 km, which was
measured by the GPS. This test was terminated after 1.85 km because the snowmobile
was too far away to see with the naked eye. It is likely that the effective range is over
1.85 km, which is larger than the North Basin which is 1.0 km across. Preparation for test
flights involved topping off the helium in the garage and trimming the airship to ensure
level flight. Also, washers were placed in pouches in the front and rear of the blimp until
the blimp was level and barely negatively buoyant (~5g of negative buoyancy). This
slight negative buoyancy prevented a sudden ascent if control of pitch was lost.

Fig. 13. Test flight in the North Basin

The goal of this testing was to understand the feasibility of this small-scale LTA
drone for remote sensing. To accomplish this, the objectives for test flights were to a) test
endurance, b) test the control and stability of the blimp in the research setting in low
wind, c) acquire images of bedrock to test the usefulness of the platform for remote
sensing, and d) test in higher wind conditions if good control could be maintained. The
test site is exhibited in Fig. 13. Endurance was assessed by flying the drone until the
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battery was 95% discharged and recording the flight time. This meant discharging 11.1V
Lipo battery in the blimp from 12.6V to 10.83V. Control and stability were assessed
qualitatively by the pilot who recorded ground airspeed, the approximate interval of time
between course corrections, and notes on the flight. Stability was quantitatively assessed
by deriving angular accelerations and variability in heading from the GPS data. The
ability of the blimp to capture remote sensing data was assessed by comparing it with a
DJI Phantom 4 Quadcopter in attempted photogrammetry missions.
All flights were performed in accordance with FAA P.L. 115-254, Section 350,
Part 107 (14 CFR part 107), and 49 U.S.C. § 44809 regulatory framework [67]. These
guidelines included but were not limited to flying within line of sight with a maximum
altitude of 400 ft and operating in a safe and controlled manner.

Initial analysis of Alaska flight data
During the test flights in Alaska, various data types were collected including
multispectral images, GPS points, observations, endurance times, and wind speeds.
Endurance times were averaged to assess the flight time of the airship and pictures were
post-processed to see if photogrammetry models could be made. A qualitative assessment
of stability was made by averaging the approximate time between course corrections
needed to maintain heading. Wind speeds and observations were compared with
performance data to inform decisions about which data sets to use for comparison to
dome flights. Although a detailed qualitative assessment was made of the blimp’s
performance, a quantitative basis was needed to design changes.
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Skier

Fig. 14. An example multispectral photo with a GPS tag.

Out of the five test flights in Alaska, GPS data was collected throughout the
entirety of two flights and in a portion of one of the flights. Photos were taken by the
multispectral camera every three seconds. Each photo was tagged by the GPS with a
time, latitude, longitude, and altitude, as seen in Fig 14. To remove the GPS data from the
metadata of each photo, a command-line tool called ExifTool was used which stripped all
the GPS data into a .csv file [68]. The latitude and longitude were reported by the GPS in
degrees, and extraneous GPS points were filtered out of the datasets of each of the three
flights where GPS was recorded. MATLAB’s azimuth function was used to convert the
latitude and longitude of each data point to a heading [69]. To convert a difference in
degrees to a difference in meters a function that returns the Earth-Centered Earth-Fixed
Cartesian offset between the geodetic coordinates was implemented in MATLAB [70].
This function returned the change in distance in the x, y, and z directions. The distance
flown in three dimensions was then obtained by finding the Euclidean distance using
nested hypotenuse functions. The code for this calculation is provided in [1].
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Problem identification and modification
To assess whether the observed instability was in the yaw or pitch axis, angular
accelerations were calculated. Larger accelerations were expected to correlate with less
stable flight and smaller accelerations were expected in more stable flight. This is like
aircraft turbulence, where less stable, more turbulent flight is characterized by higher
accelerations. The second derivative of the headings was taken to determine angular
acceleration in the yaw axis. Pitch angles between GPS points were obtained by taking
the inverse sine of the z-axis offset over the incremental distance traveled in three
dimensions. Angular acceleration in the pitch axis was found by taking the second
derivative of these pitches with respect to time. Absolute value of ngular acceleration of
both axes was plotted spatially to create a visualization of the rate of change in angular
velocity as the blimp moved through the air. Based on these spatial representations, the
blimp’s performance could be assessed in different maneuvers such as straight flight,
turns, ascent, and descent. Angular accelerations in the pitch axis and yaw axis were
averaged across the entirety of the flight to see which axis was most unstable.
This comparison informed design decisions regarding the modification of the
airship to improve its performance. First, modification options were assessed to address
this instability. These options included larger fins, active flight control, gyro stabilization,
a smaller tail motor, and a larger envelope. Next, a design decision was made, and the
blimp was modified. The airship was retested in the Mahaney Sports Dome, to see if the
change resulted in increased performance. Directional instability was assessed using a
compass so that variability in heading could be compared with the variability in heading
from the flights in Alaska. Instead of a GPS and camera, a Pixhawk flight controller with
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an internal compass was installed in the blimp. A GPS was not used in the dome because
the GPS could not connect to enough satellites to acquire a fix through the dome’s
ceiling. Also, endurance was not formally assessed in the dome because comparing flight
times without assessing the distance traveled with GPS would lend little useful insight
into changes in performance.

Comparing data after the modification

Fig. 15. Example of a flight path. [54]

The predominant instability in the Alaskan fights was in the yaw axis, so
performance after modification was assessed as a function of variability in the heading.
Angular acceleration provides information about how fast an aircraft turns, but heading
variability shows how much an aircraft deviates from its course. In the research setting, a
pilot often acquires an image set by flying long, straight transects over the target area in a
grid-like pattern as shown in Fig 15 [54]. Most of the flight will be spent performing
these transects so it is more relevant to compare how well an aircraft maintains its course
rather than how well it turns. Thus, variability in heading was chosen over yaw axis
acceleration because it is a more relevant measure of yaw axis instability. Heading
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variability analysis was not performed in the pre-modification data processing because
the yaw instability had not yet been identified as the primary issue.
Two flights with similar missions and conditions were compared to assess
whether modification of the blimp improved heading variability. In the fifth flight on the
Icefield, the goal was to fly straight to a bedrock outcropping and return. Fig. 16 shows
the flight path of this flight. In the subsequent dome test, the goal was to maintain a
straight flight for as long as possible to provide a realistic comparison. Both test flights
were conducted in conditions of no wind. The data collected by the compass used in the
dome sampled heading every 40 milliseconds. To make a significant comparison, the data
from the dome was downsampled to the same rate as the Alaska flights, one point every
three seconds.

N

Fig. 16. Test flight #5 path.

Heading data may be unrealistically variable if pilot-initiated turns are compared
with segments of straight flight, so these flight maneuvers needed to be separated.
Assessing variation over the whole dataset would not accurately represent heading
instability because this does not control for instances when the pilot changes the airship’s
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course. It is thus necessary that maneuvers are separated, and variability assessed within
each maneuver. The final assessment of the performance in directional stability came
from the median variability across each discrete flight maneuver, rather than from the
continuous variability across the test.

Fig. 17. An example of heading variance grouping.

Hand-picking these sections of flight would have resulted in selection bias and
human error, so this grouping process was automated. The transition between straight
flight and a turn is characterized by an abrupt change in heading. To automatically
identify this, a MATLAB filter that finds abrupt changes in variance was used [71],[72].
The data were grouped into sections that have less than 20 degrees of variance in
heading. This grouping is illustrated in an example of the results in Fig. 17. Thresholds of
5, 10, 20, 25, and 30 degrees of variance were also tested, but 20 degrees of variance did
the best job of grouping turns and straight flight across both data sets. Thresholds over 20
degrees tended to underfit the data, while thresholds of under 20 degrees tended to overfit
the data. The segments of straight flight with low standard deviation in heading were
more stable than segments with high standard deviation. This grouping also allowed for
the separate assessment of heading variability within a turn. More stable turns were
characterized by low standard deviations and less stable turns had higher standard
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deviations. To see if the modifications to the blimp addressed the instability, the median
standard deviation of all flight segments was compared between test flights in Alaska and
in the dome.

Statistical uncertainty and hypothesis testing
The statistical uncertainty of this comparison was also addressed. Statistical
significance needed to be quantified as different sensors were used, and the data came
from different populations. It is common practice to address the uncertainty in
experimental data collected with a digital measuring device by equating the uncertainty to
the smallest increment of the sensor [73]. The GPS used in Alaska had an uncertainty of
± 1 × 10−8 degrees in latitude and longitude. In contrast, the compass used in the dome
had an uncertainty of ± 0.01 degrees in heading. The effect of these GPS uncertainties on
mean angular acceleration calculations was ± 0.34%. This was assessed in accordance
with American Society of Mechanical Engineers guidelines for measurement uncertainty
PTC 19.1, as it allows for the simple estimation of uncertainty through multistep
processes [74]. The same method was used to assess experimental uncertainties in the
median heading variance across the flights. The compass and GPS uncertainty had a
negligible effect on the median variance in Alaska and in the dome.
A confidence interval was used to test the statistical significance of whether a
modification to the blimp was associated with a decrease in directional instability. The
confidence interval was set at 99% and a left-tailed hypothesis test was performed. The
null hypothesis was that the medians were the same, and the alternative hypothesis stated
that the median of the dome flight variance was less than the median of Alaska flight
variance. Because this data was not normally distributed, a Wilcoxon rank-sum test was
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used which is recommended for comparing medians of independent non-parameterized
data [75],[76],[77].
Uncertainty was also assessed in calculations of wind speed, course correction,
and endurance. A Kestrel Weather Meter was used to measure ground wind speed which
had a ± 0.1 mph or ± 0.04 m/s uncertainty, again using the smallest increment of the
device as the error. The digital watch that was used to approximate intervals between
course correction reported to the nearest second, so the accuracy was assumed to be ± 1
second. The same watch was used to measure endurance, but only the nearest minute was
recorded. Thus, the uncertainty for each endurance measurement is ± 1 minute. The
Kline and McClintock equations were used to propagate this uncertainty through
calculations of average wind speed, course correction, and endurance [73]. The code for
these calculations is presented in [1].
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RESULTS AND DISCUSSION

Results from the flights in Alaska
The average endurance throughout the flights in Alaska was 32 ± 1 minute. This
was shorter than the one-hour flight time which was predicted by the manufacturer, but it
was longer than the 25-minute endurance observed in the DJI Phantom 4 Pro+ which
carried the same multispectral camera as payload. Even during flights with no wind, the
maximum endurance was 37 ± 1 minutes. This means that the difference between
expected flight time and average flight time cannot be completely attributed to the
presence of wind. Endurance was shown to decrease with increasing wind speed as seen
in Fig. 18. This could be a result of two factors: more energy was used by the thrust
motor to fly against the wind and/or more energy was used by the tail motor to correct for
instabilities in the yaw axis.

Fig. 18. The effect of wind on endurance.
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While the blimp had a longer endurance than the Phantom 4 drone, it did not have
better usability in the presence of wind. The pilot reported difficulty maintaining heading
while flying upwind. Even in low winds of less than 1 m/s, the blimp was challenging to
maintain stable control, and the test flight was terminated. These reports are detailed in
the flight logs in Appendix B. In comparison, the Phantom 4 Pro+ is stable in the
presence of winds up to 10 m/s [78]. This difference in wind resistance is likely due to
the Phantom 4’s active flight stabilization and the blimp’s smaller mass-to-volume ratio
which tends to make airships more sensitive to wind than smaller aircraft [59]. The
average interval between course corrections needed to maintain heading was 3 ± 1
seconds. Fig. 19 demonstrates that the pilot needed to steer more frequently on flights
with more wind.

Fig. 19. The effect of wind on course correction.

Compared to the blimp, the Phantom 4 was also easier to use for glacier research
because the logistics were simpler, and it was easier to control. The pre-flight setup of the
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blimp which included topping off helium and trimming ballast, took anywhere from 15 to
30 minutes. Whereas the quadcopter setup, which only included attaching propellers,
took less than one minute. The blimp was also less mobile than the Phantom 4. The
airship needed to be stored in its garage when not in use, while the case that housed the
quadcopter could be placed in a backpack and be brought to any research site. To change
research sites with the blimp, a helicopter or snowmobile would need to be used to
relocate the garage and helium tanks. The Phantom 4 needed no manual pitch or yaw
control and completed several research missions in a range of weather conditions. In
contrast, even on flights with no wind, the blimp needed manual course corrections every
5 ± 1 seconds to maintain its course. Difficulty controlling the elevation was also noted
in the flight logs provided in Appendix B. Due to these challenges, the blimp could not be
controlled well enough to methodically image bedrock outcroppings. It was flown slowly
enough to gather detailed photographs, but the pilot was unable to coordinate the imaging
of areas of interest.

Fig. 20. Yaw vs pitch angular accelerations.

To better understand the difficulty in yaw and pitch control that was observed in
Alaska the GPS data was processed to derive angular accelerations which were plotted
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spatially. This analysis was done on test flight five because no wind was present.
Therefore, the effect of wind did not complicate this analysis. As seen in Fig. 20, large
yaw accelerations were observed even in portions of relatively straight flight. This pattern
was thought to be characteristic of instability in the yaw axis. Large accelerations were
not present in the same sections of flight in the pitch axis, which helped to constrain the
primary instability to the yaw axis. Furthermore, the average pitch angular acceleration
was 5.31 × 10−4

𝑟𝑎𝑑
𝑠2

while the average pitch angular acceleration was 1.28 × 10−1

𝑟𝑎𝑑
𝑠2

.

Yaw angular acceleration was 243± .34% times greater than pitch angular acceleration
which suggests that instability was greater in the yaw axis than in the pitch axis.
Too much stability results in an aircraft with too little maneuverability, but too
little stability results in an aircraft that does not keep its course. These data point towards
instability in the yaw axis as the primary difficulty in control because the most obvious
symptom was the blimp’s inability to maintain a steady heading. These observations are
supported in the physics of small airships. The small envelope size made this airship
sensitive to wind and prone to instability [53, pp. 889–899]. Also, the Munk moment and
aerodynamic instability destabilized the yaw axis more than the pitch axis because the
center of gravity was beneath the center of mass [58], [53, p. 276].

Modification
After the yaw axis instability was identified as the airship’s primary instability, a
range of modification options were assessed. However, before assessing these options, a
theory was developed about how to improve the airship’s ability to maintain its course.
This theory was used to inform the modification which was associated with a
performance benefit. A component of the yaw instability was suspected to be inherent to
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the blimp and its physical properties. This inherent instability was thought to be
exacerbated by oversteer from an oversized tail motor. The blimp’s natural tendency to
change heading required the pilot to make frequent course corrections using the tail
motor. However, if the tail motor was too powerful, even slight inputs would cause
oversteer. Larger fins had the potential to stabilize the yaw axis, but the size of fins
needed was likely too large [59]. Active flight control was effective in stabilizing the
Phantom 4, but its complexity was beyond the scope of this project. The option of
gyroscopic stabilization was explored, but the stabilizers currently on the market were not
able to handle the magnitude of angular accelerations that were observed. The concept of
a larger envelope was promising but increasing the size of the envelope did not address
the oversteer problem as directly or as simply as a reduction in the thrust output of the tail
motor. Reducing the size of the tail motor was settled on, and this change was expected to
improve performance by limiting the effects of inherent directional instability.
As seen in Fig. 21, a new motor and propeller combination was selected based on
what components were freely available at UMaine’s Crosby Lab. The motor and
propeller that were used in the Alaska testing were calculated to produce 1,289 g of thrust
at maximum throttle. The smaller motor and propeller combination was calculated to
produce 520 g of thrust at full throttle, a 59% reduction in output. These calculations are
presented in Appendix C and were performed using the software ECalc, the industry
standard for RC performance calculations [79].
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Fig. 21. The larger motor compared with the smaller motor.

Results from the dome flight
After the smaller tail motor was installed, a single test flight in the Mahaney
Sports Dome was performed. The pilot noted improvements in usability and ability to
maintain heading. Yaw rates were arrested with a small reversal of the tail rotor after a
turn, and the large changes in heading that were characteristic of flights in Alaska were
reduced. While precise start and end times were not recorded, an endurance was
estimated as over one hour. This improvement in endurance could be a result of less
reliance on an overpowered tail motor or because the flight in the dome was slower than
in Alaska.
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Fig. 22. Heading comparison between flights in Alaska and the dome.

These qualitative assessments were substantiated with heading data collected by
the onboard compass. A comparison in the heading data is shown in Fig 22. The data
were segmented into groups that have less than 20 degrees of variance in heading. The
segments of straight flight with low standard deviation in heading were more stable than
segments with high standard deviation. The top plot likely shows more variability
between sections of straight flight because the effects of inherent yaw instability were
greater in Alaska. In the bottom plot, there is a large decrease in standard deviation
because the heading is less variable across sections of flight. The median heading
standard deviation decreased by 47% across flight segments between the two groups.
This decrease suggests that flight was more stable after the tail motor was reduced, but
the statistical significance of this comparison needed to be assessed.
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The confidence interval was set at 99% and a left-tailed hypothesis test was
performed. The null hypothesis that the medians were the same was rejected in favor of
the alternative hypothesis that the median of the dome flight variance was less than the
median of Alaska flight variance. This test had a p-score of 1.11× 10−10 which allowed
for a high degree of certainty in the statistical significance of the hypothesis test. It is
nearly certain that the heading variance was reduced between the Alaska flights and the
dome flights. The high statistical certainty in this comparison was attributed to the large
sample size, how far apart the medians were, and the high precision of the experimental
data.

Limitations
Some confounding variables were not controlled which limited the results of this
research. The angular accelerations that were used to identify yaw instability were also
dependent on pilot oversteer; however, without data on the pilot input this effect is
unknown. Additionally, these accelerations were dependent on GPS data with a coarse,
three-second temporal resolution. The microclimate in the North Basin where the testing
occurred was also not accounted for. Temperature and pressure gradients caused by the
differential heating between warm bedrock and cold snow may have affected the blimp.
Observations on differences in performance near these features at different elevations
remain unresolved. Lastly, the Munk moment increases with velocity, and this effect was
not incorporated into the stability analysis [58]. For example, the improvements observed
after modification to the blimp may not be a result of the reduction in tail motor, but
rather a reduction in flight speed. While the statistical uncertainty associated with the
hypothesis testing in this research was low, there is considerable uncertainty in the
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experimental design because of the inability to control these variables. While multiple
associations were established in this research, no cause-and-effect relationships was
concluded. If these factors were better controlled for, causality could have been
determined.
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CONCLUSIONS AND FUTURE WORK

Conclusions
This research was conducted from February 2021 to April 2022. It involved
modifying a small-scale blimp using off-the-shelf components in the spring of 2021 and
bringing it to the Juneau Icefield to test in a novel research setting that summer. In the
fall, the flight data was processed to inform the modification that was tested in the spring
of 2022. The performance of the blimp in Alaska was assessed qualitatively and
quantitatively to show that improvements to the blimp were made.
The blimp did not work well for its mission of collecting data on bedrock fracture
density and orientation in Alaska. The primary reason for this was that it was difficult to
manually control and too sensitive to wind to acquire useful image sets. Because the
blimp could not be safely controlled in winds greater than 0.89 ± 0.04 m/s, there were
only two days with mild enough weather on the Icefield for flights to be made.
Transportation and setup of the blimp were also cumbersome and time-consuming. In
comparison, a DJI Phantom 4 Pro+ quadcopter was used to study bedrock outcroppings
in place of the blimp. It efficiently collected data in variable wind conditions and was
easy to pilot.
Nonetheless, there were promising findings for the future of lighter-than-air
technology in Earth Science research. The blimp had better endurance than the DJI
Phantom with the same payload. The logistics of flying a blimp in the polar research
setting were challenging but certainly feasible. Also, the blimp was shown to move
slowly enough to capture detailed images, while supporting an adequate payload for long
flights. After the blimp was modified, there were considerable improvements in handling.
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Future work
The learning experiences of this work have prompted interesting avenues for
future work. Using similar methods, researchers could examine the effect of airship
velocity on instability. Furthermore, active flight control could make collecting data with
blimps as easy as flying an actively stabilized drone. Once active stabilization is
achieved, the transition to autonomous flight through waypoints and flight planning can
be made. This would allow for more efficient data collection over longer spatial and
temporal spans than is possible with remote-controlled flight. Larger envelopes may also
provide better lift and stability than smaller envelopes, so envelope size optimization
analysis could help determine the minimum size needed to maintain these benefits.
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APPENDIX A: BLIMP COMPONENTS

Component Name
DX8 Transmitter
Servo
Thrust ESC (20A)
Reversible ESC
(20A)
2200 MaH 11.1V
Lipo
AR6600T
Receiver
Tail Motor
2040 2280KV
Thrust Motor
CF2822
Tail Prop
115mmx125mm 2blade
Thrust Prop
APC06040
Wires/connectors
Blimp Kit BZ320

Quantity
1
1
2
1

Manufacturer
Spektrum
Generic
QWinOut
Readytosky

Subtotal
$400
$10
$9
$17

Line Total
$400
~$10
$9
$17

1

Generic

$26

~$26

1

Spektrum

$65

$65

1

Surpass Hobby

2

EMax

$9

$18

1

Generic

$3

~$3

2

Horizon Hobby

$3

$6

n/a
1

Misc.
Berlin Zeppelin

$20
~$700

~$20
~$700
~$1270

Wiring diagram of the electrical components. [80]
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APPENDIX B: FLIGHT LOGS

Logs from Flights in Alaska
Windspeed and air temperature measurements were taken using a Kestrel Mini Weather
Station immediately prior to the start of the flight.
Test Flight 1: 7/7/21
Takeoff: 9:30 AM
Date: 7/7/21
Ground Temp: 65℉
Landing: 9:40 AM
Vi: 12.2 V
Ground Airspeed: 2.0 mph
Time in Air: 10 mins
Vf: 11.3 V
Course correction: 2s
Notes:
• GOAL: Perform range test and perform a shake down flight to see what problems
arise.
• Range test performed by driving away with the deflated blimp in a snowmobile
across the glacier, communicating via radio with a stationary controller operator.
Control of motors with no noticeable interruption or signal loss was maintained
for 1.15 miles within line of sight. The test was terminated after 1.15 miles
because the snowmobile was too far away to see with the naked eye. It is likely
that the effective range is over 1.15 miles.
• 900 psi used to fill blimp.
• For the first flight, the blimp was loaded with ~20g of extra ballast above neutral
buoyancy, a conservative measure to prevent uncontrolled floating upward.
• Blimp was landed before the battery ran out due to concern for decreased control
as a result of increasing winds.
• No camera was used for this initial test flight so that it was not in risk of damage.
• Course correction (tail rotor use) to maintain course during flight occurred every
2s on average.
Test Flight 2:
Takeoff: 9:42 AM
Landing: 10:16 AM

Date: 7/15/21
Vi: 12.3 V

Ground Temp: 55℉
Ground Airspeed: 1.85
mph
Course correction: 2s

Time in Air: 31 mins
Vf: 10.8 V
Notes:
• GOAL: The focus of this test was endurance and to test camera.
• 100 psi was used to reinflate blimp after sitting for 8 days.
• Enough ballast was used to get the blimp barely negatively buoyant.
• Wind was catching on either side of the bow when flying against the wind,
pulling the blimp to either side when flying against the wind, making it difficult to
beat upwind.
• Running downwind was much more stable, and easier to maintain course.
• The camera and gps module were attached resulting in good trim but ~10g too
much ballast (above neutral buoyancy).
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•
•

•

•

Between 9:43 and 9:46 the blimp was landed to start the interval timer on the
camera.
At one point when flying at a higher elevation, the blimp became positively
buoyant, and the motors needed to be pointed downwards to prevent runaway
ascent. The blimp returned to negative buoyancy upon descent.
Upon landing at 10.8V, it was observed that one of the motors had rotated ~30
degrees downward, which likely contributed to the instability of the flight. This
was fixed temporarily using electrical tape.
Correction to maintain course during flight occurred every 2s on average.

Test Flight 3:
Takeoff: 10:57 AM

Date: 7/15/21

Ground Temp: 60℉

Landing: 11:34 AM

Vi: 12.3 V

Ground Airspeed: 0 mph

Time in Air: 37 mins

Vf: 10.7 V

Course correction: 5s

Notes:
• GOAL: The focus of this test was to repeat the endurance test and to continue
testing camera.
• The increase in temperature during the day resulted in near perfect buoyancy, ~25g above neutral buoyancy.
• There was far better control and stability compared to previous flights, potentially
because of there being no surface wind.
• As the blimp was flown away from the surface, positive buoyancy was observed,
and the blimp needed to be flown downwards. This could be a result of changes in
temperature and pressure at different elevations above the glacier.
• Correction to maintain course during flight occurred every 5s on average.
• No photos taken during this flight.
Test Flight 4:
Takeoff: 12:27 PM

Date: 7/15/21

Ground Temp: 66℉

Landing: 12:51 PM

Vi: 12.3 V

Ground Airspeed: 1.9 mph

Time in Air: 24 mins

Vf: 10.8 V

Course correction: 3s

Notes:
• GOAL: The focus of this test was to repeat the endurance test and use the camera
to image a bedrock outcropping.
• To offset the increase in lift from the increasing ambient temperature, a washer
was added to the tail to create negative buoyancy.
• This washer made the tail heavy, causing the blimp to be pointed slightly upward,
which resulted in it tracking to higher elevations.
• To combat this, the blimp was flown slightly down during the ~50% of the flight.
• It was difficult to the orientation of the blimp in the distance, which way it was
pointing with the white snowy backdrop.

51

•
•
•

Better stability was maintained than in the first two flights, but it wasn’t as stable
as the previous flight.
Upon reviewing the images, the camera stopped recording at some point before
reaching the outcropping for an unknown reason.
Correction to maintain course during flight occurred every 3s on average.

Test Flight 5:
Takeoff: 10:16 PM

Date: 7/15/21

Ground Temp: 50℉

Landing: 10:51 PM

Vi: 12.3 V

Ground Airspeed: 0 mph

Time in Air: 35 mins

Vf: 10.9 V

Course correction: 5s

Notes:
• GOAL: The focus of this test was to repeat the endurance test and use the camera
to image a bedrock outcropping.
• It was hard to see the orientation of the blimp in the low light conditions
• There was serious instability observed as the blimp approached the bedrock
outcropping including unexpected ascending. This instability was resolved when
the blimp was flown near the surface of the snow at lower elevations.
• Upon reviewing the images, the camera did not pick up on any of the bedrock
features because of the low light conditions with no direct sunlight.
• Correction to maintain course during flight occurred every 5s on average.
Other notes:
• One of the motor mounts was broken during shipping from Maine to Alaska
which was fixed by heat welding the 3D printed part with a soldering iron upon
arrival at Camp 10
• Weather was a limiting factor for this research. Out of the two weeks spent at
Camp 10, I only had weather windows to fly for two days. This is because it was
either windy, rainy, or I was required to help with the expedition in another way
and couldn’t devote resources towards flying.
• Construction of shelter went well, taking only about 4.5 hours of work with three
people. However, melting occurred around the outside of the shelter that required
the anchors to be reset every 4-5 days.
• While at Camp 10 I soldered on a voltage sensor and set up telemetry to get both
voltage and G-force data. G-force logging over time would have been ideal, but I
couldn’t get the RC controller to save this log on the SD card that I had.
• Future flight speed calculations could be made by relating the GPS data from the
photos to the flight time.
• Due to logistical challenges, lighting challenges, hardware malfunction, serious
flight instability, and limited weather windows, I was unable to get a solid image
set of any bedrock outcroppings using the blimp. Acquiring similar image sets
using a multicopter was done easily about a dozen times during the expedition.
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•

Three days before leaving Camp 10 the tail motor mount on the blimp was
damaged in a storm that resulted in 25 mph gusts in North Basin where the blimp
was stored in its shelter. It is likely that the wind cut underneath the sidewalls of
the shelter in a melted-out area of near the snow surface and bashed the blimp
against the walls of the shelter where it was anchored down. No other damage
was observed.

Log from Dome Flight
Test 1:
Date: 3/4/22

Course correction: 10s

Notes:
• GOAL: Perform as many straight transects across the dome as possible to acquire
data on effect of the smaller tail motor and perform preliminary testing of
Pixhawk flight controller and its effects on yaw stability.
• A vast improvement in ease of flight and ability to maintain heading.
• Yaw rates can be arrested with a small reversal of the tail rotor after a turn.
• While start and end times were not recorded, an estimated endurance of over one
hour was observed.
• The Pixhawk controlled fast yaw rates well but did not react to slow yaw drift.
• No GPS lock in the Dome.
• Correction to maintain course during flight occurred every 10s on average.
• Endurance likely over one hour
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APPENDIX C: THRUST CALCULATIONS
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