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Abstract
The 1− excitations of the three–body halo nucleus 11Li are investigated. We use
adiabatic hyperspherical expansion and solve the Faddeev equations in coordinate
space. The method of complex scaling is used to compute the resonance states.
The Pauli forbidden states occupied by core neutrons are excluded by construct-
ing corresponding complex scaled phase equivalent two-body potentials. We use a
recently derived neutron–core interaction consistent with known structure and reac-
tion properties of 10Li and 11Li. The computed dipole excited states with Jπ = 1/2+,
Jπ = 3/2+, and Jπ = 5/2+ have energies ranging from 0.6 MeV to 1.0 MeV and
widths between 0.15 MeV and 0.65 MeV. We investigate the dependence of the
complex energies of these states on the 10Li spectrum. The finite spin 3/2 of the
core and the resulting core-neutron spin-spin interaction are important. The con-
nection with Coulomb dissociation experiments is discussed and a need for better
measurements is pointed out.
PACS: 21.45.+v, 25.10.+s, 25.60.-t, 25.60.Gc
1 Introduction and motivation
During the last years a large effort has been made to investigate the structure
of two-neutron halo nuclei whose most prominent examples are the Borromean
systems 6He and 11Li. Their ground-state properties are well reproduced by
use of three–body models that describe these nuclei as systems made of an
inert core and two–neutrons [1]. These models are also able to reproduce many
of the observables measured after fragmentation reactions [2].
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Nevertheless several uncertainties concerning especially the structure of 11Li
still remain. In a recent work [3] the structure of the two–body unbound system
10Li and its effect on the overall 11Li structure has been investigated. Another
question still open refers to the continuum excited spectrum of 6He and 11Li
(these systems do not have bound excited states). For this investigation an
appropriate treatment of the three–body wave functions in the continuum and
in particular of the resonant states is needed.
Since the interactions involved in 6He are very well known this nucleus is a per-
fect test case for the different models describing the properties of two–neutron
halo nuclei. The 2+ resonance with energy and width (ER,ΓR)=(0.822±25,
0.113±20) MeV [4] is well established corresponding to an excitation energy
of around 1.8 MeV, as also confirmed in recent 6He fragmentation reaction
experiments [5,6]. Different theoretical calculations reproduce the properties
of this 2+ state [7,8], although they differ in the predicted levels at higher
excitation energies.
Coulomb dissociation of 11Li on Pb at 28, 43 and 280 MeV/nucleon shows a
prominent peak at about 1 MeV in the differential B(E1)-distribution in sev-
eral experiments[9–11]. Unfortunately the results of these experiments differ
significantly from each other. An excited state at roughly the same excitation
energy, E⋆=1.25±0.15 MeV [12], and consistent with the quantum numbers
Jπ=0− or 1− [13] was later found by studying 11Li+p collisions. Together with
this level other states appeared at ∼ 3.0, 4.9, 6.4, and 11.3 MeV. A more
recent experiment [14] investigating the pion capture reaction 14C(π−, pd)11Li
identified excited states for 11Li at excitation energies 1.02±0.07, 2.07±0.12,
and 3.63±0.13 MeV.
On the theoretical side only a rather small number of published calculations of
the 11Li spectrum exists. These continuum three–body calculations are techni-
cally demanding not least due to the inevitable effects of the hyperfine struc-
ture arising from the non-zero spin of the 9Li core. In addition the neutron-core
interaction is uncertain since the spectrum is only incompletely known and the
parameters then must be determined indirectly by adjustments to reproduce
related observables. A full-scale calculation with realistic parameters was re-
ported in [15]. A number of S-wave poles were found with widths comparable
to the real parts of their energies. These poles arise from large distances be-
yond 130 fm. They are not obtained in any other published computation but
on the other hand these large distances were not accurately incorporated in
any other numerical investigation. The method in [15] remains on the real
radial coordinate axis where the asymptotic boundary condition is enforced
by matching the exponentially increasing and oscillating resonance functions
at large distance to the proper combination of Hankel functions. This is nu-
merically very difficult and large distance properties must be computed with
high accuracy. Alternatives to test or to simplify the computations would be
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very valuable.
A paper about the resonances of 11Li appeared recently [16]. The excited states
were obtained in a three–body model with separable potential by extension
into the continuum. The three lowest excited states of 11Li given in [14] are
reproduced without specification of angular momentum and parity as if they
were resonance energies measured from threshold. In [17] the effect of the
dipole polarizability on the B(E1) strength in 11Li is investigated. The E1
strength was also investigated in [18], and more recently in [19]. The agreement
with the experimental B(E1)–strength function is satisfactory, but the excited
11Li spectrum is not computed. These calculations were performed with rather
simplified 11Li wave functions where the spin of the core is assumed to be zero.
For 1− excitations this is an important deficiency since the hyperfine splitting
can allow low lying dipole excited states with one neutron in each of the lowest
neutron-core s and p-states. These three states are very sensitive to the spin
splitting of the pairs of (1−, 2−) and (1+, 2+)-states in 10Li. Models without
this feature can then be rather misleading in discussions of both the 10Li and
11Li spectra.
One of the most efficient methods to calculate resonances, introduced in the
early 70’s, is the complex rotation or complex scaling method [20–22]. The
radial coordinates are rotated into the complex plane by an angle θ (r → reiθ).
When this angle is larger than the argument of a resonance then the divergent
wave function corresponding to the resonance becomes convergent, and its
rotated wave function shows up after solving the corresponding Schro¨dinger
equation in the same way as a bound state. The details of this method and
its application to atomic collisions can be found in [23,24].
Application of the complex rotation method to investigate three–body reso-
nances has already been considered [25,26], and in particular it has been used
to investigate different three–body nuclear systems. In [27] the three–body
resonances in 3H and 3He have been investigated. The same method has also
been applied to study the continuum structure of 9Be and 9B [28] assuming
these nuclei as three–body systems made by two α–particles and a neutron
and a proton, respectively. Application to the two–neutron halo nucleus 6He
can be found in [29–31], and in [32] the case of 10He is considered. When
available, the agreement with the experimental data is satisfactory. It is re-
markable that, even if the method has been applied during the last eight years
to different nuclear systems, there are no calculations available concerning the
halo nucleus 11Li, whose discovery is widely considered as the starting point of
nuclear halo investigations. Only one paper investigating the 3/2− excitations
in 11Li with the complex scaling method has very recently been published
[33]. In this work the authors point out that the experimental determination
of the p-wave resonant state and the s-wave virtual state in 10Li should make
the binding mechanism in 11Li clearer. They confirm the previously predicted
3
roughly equal amount of s and p-wave content within the 11Li [34]. The 3/2−
states investigated in [33] correspond to 0+ excitations, meaning that splitting
of the two p–resonances and the two virtual s–states in 10Li play a minor role.
As pointed out above, a proper n-9Li interaction and an adequate treatment
of the spin splitted states in 10Li, are essential ingredients in descriptions of
odd parity excitations in 11Li as treated in the present paper.
A suitable method to describe spatially extended and weakly bound three–
body systems was introduced in [35,36]. In this method the Faddeev equations
are solved in coordinate space by means of the hyperspherical adiabatic ex-
pansion. This method is able to reproduce accurately the asymptotics of the
wave functions as proved by the fact that it derives the Efimov effect in which
an accurate computation of the wave functions at very large distances is es-
sential [35]. A detailed description of the method and applications to atomic
and nuclear physics has recently been published [37]. Halo nuclei, as weakly
bound and extended systems, are especially appropriate to be described by
this method. During the last years we have been investigating both the struc-
ture of the 6He and 11Li ground states and the observables in fragmentation
reactions [2,38,39]. The agreement with the experimental data is satisfactory.
Combining the two successful methods of hyperspherical adiabatic expansion
and complex scaling is tempting, see [40] for details. The recently established
set of model parameters agreeing with known properties of both 10Li and 11Li
now allows to fill the gap and compute the continuum spectrum of 11Li with
all the decisive features included. The purpose of this paper is to investigate
the 1− excitations in 11Li, i.e. the 1/2+, 3/2+, and 5/2+ continuum states of
11Li obtained by 1− excitation from to the ground state of 3/2−.
We start in section 2 by describing very briefly the main features of the com-
plex scaling method. The specification to the three–body case is shown in
section 3, where a brief summary of the hyperspherical adiabatic method is
given. The fact that the core of the nucleus (9Li) is a composite system con-
taining neutrons requires a careful treatment of the Pauli principle. We avoid
the neutrons from the halo to occupy Pauli forbidden levels by use of the cor-
responding phase equivalent potentials, as explained in details in section 3.2.
In section 4 we provide the interactions used in the description of 11Li and the
structure of the ground state to which they give rise. In section 5 we show the
results for the 1− excitations of 11Li and we finish in section 6 with summary
and conclusions.
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2 The complex scaling method
For a two–body system the partial wave expansion of the scattering wave
function is written as
Ψ(p, r) =
√
2
π
∑
ℓ
iℓ
uℓ(p, r)
pr
∑
m
Yℓ,m(Ωr)Y
⋆
ℓ,m(Ωp) , (1)
where p and r are the relative momentum and the relative coordinate, whose
directions are defined by the angles Ωp and Ωr, respectively. The quantum
numbers ℓ and m are the relative angular momentum and its third compo-
nent. For simplicity we consider particles without spin. The radial wave func-
tions are obtained by solving the Schro¨dinger equation with the corresponding
two–body interaction V (r). For two non–interacting particles the radial wave
function uℓ(p, r)/pr is the spherical Bessel function jℓ(pr), and the previous
expansion becomes the usual partial wave expansion of a plane wave.
The asymptotic behavior of uℓ(p, r) is given by
uℓ(p, r)
pr
−→ 1
2
(
h
(2)
ℓ (pr) + Sℓ(p)h
(1)
ℓ (pr)
)
, (2)
where h
(1)
ℓ (pr)=jℓ(pr)+iηℓ(pr) and h
(2)
ℓ (pr)=jℓ(pr)-iηℓ(pr) are the spherical
Hankel functions, and Sℓ(p) is the S–matrix. The large distance behavior of
h
(1)
ℓ and h
(2)
ℓ is given by exp (i(pr − ℓπ/2))/ipr and exp (−i(pr − ℓπ/2))/ipr,
respectively, leading to the following asymptotic behavior for uℓ(p, r):
uℓ(p, r)→ 1
2i
(
e−i(pr−ℓπ/2) + Sℓ(p)e
i(pr−ℓπ/2)
)
. (3)
When the S–matrix is analytically continued into the region of complex values
of p the resonances appear as poles of the S-matrix in the lower half–plane
of p away from the imaginary axis. Therefore for a resonance the asymptotic
behavior of the radial wave function in eq.(2) is given by
uℓ(p, r) −→ pr
2
h
(1)
ℓ (pr) −→
1
2i
ei(pr−ℓπ/2) =
1
2i
e|p|r sin (θR)ei(|p|r cos (θR)−ℓπ/2) , (4)
where |p| and θR are the value and the argument of the complex momentum
p (p = |p|e−iθR).
Since sin (θR) is positive the corresponding radial wave function of a resonance
diverges exponentially. The wave function is therefore non square integrable.
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This fact makes it rather difficult to establish numerically the resonant p–
value. It is not simple to know precisely the p–value for which the asymptotic
behavior of the radial wave function is given only by the exponentially in-
creasing function h
(1)
ℓ (pr) without any contribution from the exponentially
decreasing term h
(2)
ℓ (pr).
This problem is solved by means of the complex scaling method in which
the radial coordinate r is transformed into reiθ. In other words, the radial
coordinate in the hamiltonian H is rotated into the complex plane by the angle
θ. The asymptotic behavior of the radial solutions of the rotated hamiltonian
H(θ) is now given by the radial rotation of eqs.(2) and (3). In particular for a
resonance, according to eq.(4), the asymptotic behavior of the rotated resonant
radial wave function u
(θ)
ℓ (p, re
iθ) is given by
u
(θ)
ℓ (p, re
iθ) −→ 1
2i
e−|p|r sin (θ−θR)ei(|p|r cos (θ−θR)−ℓπ/2) (5)
Therefore as soon as the scaling angle θ is larger than θR the resonant radial
wave function decreases exponentially, and it can be computed following the
same procedure as for a bound state. Nevertheless the presence of sin (θ − θR)
in the exponent makes the value rmax at which the asymptotics is reached
clearly larger than for a “normal” bound state, for which the exponent is
simply −|p|r.
It is important to realize that one of the main consequences of complex scaling
is that while the original hamiltonian H is hermitian the complex rotated
hamiltonian H(θ) is not [24,41]. All the properties and theorems relative to the
non–rotated hamiltonian are valid for H(θ) but using the c–product instead of
the ordinary scalar product. The c–product is defined as
(f(r)|g(r)) = 〈f ⋆(r)|g(r)〉 =
∫
f(r)g(r)d3r (6)
and, for instance, while the non rotated hamiltonianH satisfies that 〈f |H|g〉 =
〈g|H|f〉, the complex scaled hamiltonianH(θ) satisfies (f |H(θ)|g) = (g|H(θ)|f).
In particular, bound states of H appear also as ordinary bound states of
the scaled hamiltonian H(θ) [23]. However, while the radial wave function ψ
describing the bound state before rotation is normalized such that 〈ψ|ψ〉 = 1,
after rotation the bound state wave function ψ(θ) is normalized such that
(ψ(θ)(z)|ψ(θ)(z)) =
∫
ψ(θ)(z)ψ(θ)(z)dz = eiθ
∞∫
0
ψ(θ)(reiθ)ψ(θ)(reiθ)dr = 1 (7)
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3 The three–body case
To describe a three–body system we start by introducing the usual Jacobi
coordinates (xi, yi)
xi =
√
1
m
mjmk
mj +mk
(ri − rk) ,yi =
√√√√ 1
m
mi(mj +mk)
mi +mj +mk
(ri − mjrj +mkrk
mj +mk
) ,(8)
where {i, j, k} is a cyclic permutation of {1, 2, 3}, mi, mj , and mk are the
masses of the three particles in the system, andm is an arbitrary normalization
mass that we take to be the nucleon mass.
For each of the three possible sets of Jacobi coordinates the hyperspherical
coordinates are defined by the hyperradius ρ =
√
x2i + y
2
i and the five hyper-
angles αi = arctan (xi/yi) and Ωxi and Ωyi that give the directions of xi and
yi.
The three–body wave function is computed by solving the Faddeev equations
following the hyperspherical adiabatic expansion described in [37]. The wave
function Ψ is expanded in a complete set of generalized angular functions
Φ(i)n (ρ,Ωi)
Ψ =
1
ρ5/2
∑
n
fn(ρ)
3∑
i=1
Φ(i)n (ρ,Ωi) , (9)
where the radial expansion coefficients, fn(ρ), are independent of i and the
angular functions are the eigenvectors of the angular part of the Faddeev
equations:
ΛˆΦ(i)n +
2mρ2
h¯2
Vjk(ρ sinαi)(Φ
(i)
n + Φ
(j)
n + Φ
(k)
n ) = λn(ρ)Φ
(i)
n , i = 1, 2, 3 (10)
where the angular operator Λˆ can be found for instance in [37] and Vjk is the
interaction between particles j and k.
The radial coefficients fn(ρ) are obtained from a coupled set of differential
equations in which the angular eigenvalues λn(ρ) enter as effective potentials:[
d2
dρ2
− 2mE
h¯2
+
1
ρ2
(
λn(ρ) +
15
4
)]
fn(ρ) +
∑
n′
(
−2Pnn′(ρ) d
dρ
−Qnn′(ρ)
)
fn′(ρ) = 0 , (11)
where the functions P and Q also can be found in [37].
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3.1 Complex coordinate rotation
For a system of three particles in the continuum the S–matrix has known
analytical properties similar to a two–particle multichannel problem. The ra-
dial wave functions must then be labeled with two indexes, one of them (n)
being the usual index on the components, and a second index n′ labeling all
the possible asymptotic behaviors and therefore labeling different total wave
functions in eq.(9). We can actually interpret n and n′ as labels for the ingoing
and outgoing three–body channels.
The asymptotic behavior of the radial three–body continuum wave functions
is given by:
fnn′(ρ) −→
√
mρ
4h¯2
(
δnn′H
(2)
K+2(κρ) + Snn′H
(1)
K+2(κρ)
)
, (12)
where κ =
√
2mE/h¯2, E is the three–body energy and H(1,2)µ (κρ) are the Han-
kel functions. The value of the hypermomentum K is defined by the asymp-
totic value of the eigenfunction λn(ρ) associated to channel n, that is given by
K(K + 4).
Again, when the S–matrix is analytically continued into the complex κ–plane
resonances show up as poles of the S–matrix in the lower half–plane and away
from the imaginary axis. Therefore the asymptotics of the radial resonance
wave function is given only by the Hankel function H
(1)
K+2(κρ) that goes at
large distances as
√
2/πκρ exp (i(κρ−Kπ/2 + 3π/4)). Writing now the com-
plex wave number κ as |κ|e−iθR we find for the asymptotics of fnn′(ρ) the
expression
fnn′(ρ) −→ e|κ|ρ sin (θR)ei(|κ|ρ cos (θR)−Kπ/2+3π/4) , (13)
that is equivalent to eq.(4).
Again the exponential divergence in the resonance radial wave function can
be eliminated by use of the complex scaling method. Rotation of the Jacobi
coordinates by an angle θ amounts to rotation of the hyperradius ρ into ρeiθ,
since all the five hyperangles remain unchanged. Therefore, as in the two–
body case, the rotated radial wave function of the three–body resonance has
the asymptotic behavior given by
fnn′(ρe
iθ)→ e−|κ|ρ sin (θ−θR)ei(|κ|ρ cos (θ−θR)−Kπ/2+3π/4) , (14)
that decreases exponentially for values of θ larger than θR. As a consequence,
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combining the complex scaling with the hyperspherical adiabatic expansion
method described in [37] will permit calculation of the complex energy of a
three–body resonance (E = ER − iΓR/2, where ER is the resonance energy
and ΓR is the width), as well as its rotated wave function.
After complex scaling the effective potentials λn(ρ) entering in the radial part
of the Faddeev equations (eq.(11)) become complex quantities, and depend as
well on the complex rotation angle θ. As shown in [37] at short distances the
non–rotated λ’s behave as
λ(ρ)
ρ→0−→ K(K + 4)− bρ2 , (15)
where K is the hypermomentum and b is a positive constant for attractive
potentials. After transformation of ρ into ρeiθ we see that the real part of the
rotated λ’s goes as
Re(λ(ρeiθ))
ρ→0−→ K(K + 4)− bρ2 cos (2θ) (16)
and therefore at ρ = 0 the real part of the rotated λ-spectrum corresponds to
the hyperspherical spectrum K(K + 4), where for 1− excitations K has to be
odd. In the same way the imaginary part of the rotated λ’s goes like
Im(λ(ρeiθ))
ρ→0−→ −bρ2 sin (2θ) (17)
and therefore all of them start at zero and take negative values at short dis-
tances. We also see that the larger the rotation angle θ the higher the slope
of the imaginary part of the λ function at short distances.
At large distances, assuming that we are dealing with Borromean systems, the
λ functions behave as [37]
λ(ρ)
ρ→∞−→ K(K + 4)− c
ρ1+2ℓ0
, (18)
where c is a positive constant for attractive potentials and ℓ0 is an integer. We
then see that after complex scaling the real part of the rotated λ’s is again
recovering the hyperspherical spectrum at infinity, while the imaginary part
goes like
Im(λ(ρeiθ))
ρ→∞−→ c sin ((1 + 2ℓ0)θ)/ρ1+2ℓ0 . (19)
Therefore the imaginary part of the complex rotated λ’s goes to zero at infinity
from above. Since at short distances the imaginary part is negative we conclude
9
that for all the rotated λ’s in the expansion (11) the imaginary part has an
oscillatory behavior, starting at zero, becoming negative, crossing afterwards
the zero axis, and going finally again to zero at infinity from above.
3.2 The Pauli principle and complex scaled phase equivalent potentials
An accurate treatment of the Pauli principle is one of the most important
points when describing few–cluster systems where the clusters are compos-
ite structures containing identical fermions. In [42] we have shown that the
use of phase equivalent potentials [43–46] is an appropriate method to imple-
ment the Pauli principle in three–body calculations based on the adiabatic
hyperspherical approach.
Phase equivalent potentials are constructed as follows. Let us consider two
particles interacting with each other via a potential V (r) such that the two–
body system has one or several bound states, where the radial wave function
of its lowest bound state is ψℓsj(r). It is then possible to construct a second
potential with exactly the same phase shifts as V (r) for any value of the
two–body energy and such that the new potential has the same bound state
spectrum except the one described by ψℓsj(r), that is removed. This new phase
equivalent potential has the form [46]:
V (pe)(r) = V (r)− (h¯c)
2
µ
d2
dr2
ln

 r∫
0
|ψℓsj(r′)|2dr′

 , (20)
where µ is the reduced mass of the two particles.
Simultaneous application of the procedure described in [42] to treat the Pauli
principle and the complex scaling method obviously requires the complex scal-
ing of the corresponding phase equivalent potentials. After complex scaling the
bound states of the original potential are also present, and in particular those
bound states forbidden by the Pauli principle should be removed from the
calculation. To do this we construct the corresponding phase equivalent po-
tential where the forbidden state has been removed according to eq.(20), but
where the radial coordinate r is replaced by the scaled coordinate z = reiθ.
Therefore the complex rotated phase equivalent potential is given by:
V (pe)(z) = V (z)− (h¯c)
2
µ
d2
dz2
ln


z′=z∫
z′=0
(
ψ
(θ)
ℓsj(z
′)
)2
dz′

 =
10
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Fig. 1. 10Li spectra obtained with the neutron-9Li interaction used in the three–body
calculation.
V (z)− (h¯c)
2
µ
e−iθ
d2
dr2
ln


r′=r∫
r′=0
(
ψ
(θ)
ℓsj(r
′eiθ)
)2
dr′

 (21)
where ψ
(θ)
ℓsj(re
iθ) is the complex rotated radial wave function of the Pauli for-
bidden bound state, that is normalized according to eq.(7). After performing
the second derivative one gets the following final expression for the complex
scaled phase equivalent potential:
V (pe)(reiθ) = V (reiθ)− (h¯c)
2
µ
e−iθ

2ψ
(θ)
ℓsj(re
iθ)
dψ
(θ)
ℓsj
(reiθ)
dr∫ r
0 (ψ
(θ)
ℓsj(r
′eiθ))2dr′
− (ψ
(θ)
ℓsj(re
iθ))4(∫ r
0 (ψ
(θ)
ℓsj(r
′eiθ))2dr′
)2

 .(22)
4 Bound 11Li structure
In ref.[3] we have investigated the structure of the unbound nucleus 10Li and its
connection with the ground state properties of 11Li. We have used a neutron–
9Li potential consistent with the structure of the 9Li core and the energies and
quantum numbers of the experimentally established two–body resonances and
virtual states in 10Li. In particular the neutron–core interaction is reproducing
a 2+ state at 0.54 MeV and a virtual state (either 1− or 2− state) at 50
keV 1 . In this work we have then investigated the range of energies of the
1 Energies of virtual s-states are strictly negative. However, to avoid confusion
with bound states we use the absolute values. Therefore in the spectrum the virtual
states then appear among resonances although they do not show up in the cross
section with the characteristic resonance bump.
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1+ p–resonance and the second virtual state still consistent with the known
properties of 11Li, i.e. the existence of one and only one bound state with
Jπ = 3
2
−
, a binding energy of ∼0.300 keV, and a p–wave content of ∼40%.
In this way we have determined a set of possible neutron–9Li interactions for
which we have computed the 10Li invariant mass spectrum after fragmentation
of 11Li on a carbon target. This observable is especially interesting because it
is probably the most sensitive one to the energy levels of each of the two–body
subsystems contained in the three–body nucleus. Comparison of the computed
and experimental invariant mass spectra was then used to establish the most
likely spectra for 10Li. In ref.[3] we have then concluded that together with
the 2+ p–resonance at 0.54 MeV 10Li must have a second p–resonance (1+)
at an energy of 0.35±0.15 MeV. For the virtual states one of the two possible
levels (1− or 2−) is placed at a low energy (∼ 50 keV), while the second one
must be at an energy of 0.80±0.30 MeV.
To be precise in the present work we have used the potential parameters
corresponding to the spectra c and d in the upper part of fig.6 in [3]. These
two spectra are shown in fig.1, and they are such that both of them have a
2+–resonance at 0.54 MeV and a 1+–resonance at 0.25 MeV, consistent with
the 1+ level at 0.24±0.06 MeV observed in [47]. The difference between both
spectra is that in one of them the virtual s–state at 50 keV is the 1−– state
(left part of fig.1), while for the other one it is the 2−–state. Both spectra are
consistent with all experimental information and only small modifications are
allowed to maintain this agreement.
These two spectra are obtained with a neutron-9Li interaction of the form
V (ℓ)nc (r) = V
(ℓ)
c (r) + V
(ℓ)
ss (r)〈sn · sc〉+ V (ℓ)so (r)ℓnc · sn , (23)
where 〈sn · sc〉 = 〈ℓnc, jn, J |sn · sc|ℓnc, jn, J〉, sn and sc are the intrinsic spins
of the neutron and the core, ℓnc is their relative orbital angular momentum, jn
is the coupled momentum of ℓnc and sn, and J is the total angular momentum
obtained after coupling of jn and the spin of the core sc.
In the calculation s–waves and p–waves have been included. The radial cen-
tral, spin–spin, and spin–orbit potentials are taken to be gaussians with range
equal to 2 fm. The strengths of the gaussians are -94.0 MeV and -79.64 MeV
for the central s and p–potentials respectively. For the spin–orbit and spin–
spin p–potentials the strength of the gaussians is -13.12 MeV and 1.10 MeV,
respectively. For the spin–spin potential for s–waves we take 6.85 MeV and
−11.4 MeV when the 1− and 2− virtual states respectively are placed at 50
keV. The neutron–neutron interaction is given in [48].
The potentials specified above are such that the s1/2–interaction has a low–
lying virtual state at 50 keV and a deeply bound state while the p3/2–interaction
12
Table 1
Components used in the calculation of the Jπ = 12
+
state. Kmax is the maximum
value of the hypermomentum K used in the hyperspherical expansion. The left part
of the table refers to the components in the Jacobi set where x connects the two
halo neutrons, while in the right part x connects the 9Li core and one neutron.
ℓx 0 1 1 0 0 0 1 1 1
ℓy 1 0 0 1 1 1 0 0 0
L 1 1 1 1 1 1 1 1 1
sx 0 1 1 1 1 2 1 1 2
S 3/2 1/2 3/2 1/2 3/2 3/2 1/2 3/2 3/2
Kmax 181 121 121 121 181 121 121 121 181
Table 2
As in table 1 for the Jπ = 32
+
state.
ℓx 0 1 1 1 0 0 0 0 1 1 1 1
ℓy 1 0 0 0 1 1 1 1 0 0 0 0
L 1 1 1 1 1 1 1 1 1 1 1 1
sx 0 1 1 1 1 1 2 2 1 1 2 2
S 3/2 1/2 3/2 5/2 1/2 3/2 3/2 5/2 1/2 3/2 3/2 5/2
Kmax 201 121 121 121 181 181 181 181 121 121 121 121
has a bound state at −4.1 MeV, that is the neutron separation energy in 9Li
[49]. Since the s1/2–shell and the neutron p3/2–shell are completely filled by the
neutrons in the 9Li nucleus these states are forbidden by the Pauli principle
when adding more neutrons as for 10Li and 11Li. As mentioned in the previous
section the Pauli principle is taken into account by substituting the s1/2 and
the p3/2 interactions by the corresponding phase equivalent potentials.
Another feature to be considered is that the two–body interactions alone un-
derbind the three–body nucleus 11Li. This is a well known general problem
for few–body systems [50]. To recover the experimental value of the binding
energy we introduce a phenomenological three–body interaction that accounts
for the polarization of the particles. The shape of this three–body force is a
gaussian in hyperradius with a range equal to 3 fm and a strength -3.9 MeV.
5 Dipole excited states
To compute the 1− excited states in 11Li we follow exactly the same proce-
dure as for the 11Li ground state but with the complex scaling transformation
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Table 3
As in table 1 for the Jπ = 52
+
state.
ℓx 0 1 1 0 0 0 1 1 1
ℓy 1 0 0 1 1 1 0 0 0
L 1 1 1 1 1 1 1 1 1
sx 0 1 1 1 2 2 1 2 2
S 3/2 3/2 5/2 3/2 3/2 5/2 3/2 3/2 5/2
Kmax 181 121 121 181 181 181 121 121 121
described in section 3. We use then the hyperspherical adiabatic expansion
method to solve the complex scaled Faddeev equations in coordinate space.
The Faddeev equations are solved with the complex scaled neutron–neutron
and neutron–core interactions described in the previous section. The Pauli
principle is taken into account as described in section 3.2 by use of the corre-
sponding complex scaled phase equivalent potentials.
The 11Li ground state has the quantum numbers Jπ = 3
2
−
, and therefore a
1− excitation will lead to states with spin and parity 1
2
+
, 3
2
+
, or 5
2
+
. The only
difference between the calculations of these three states is in the components
included, since for each of them the quantum numbers of each component have
to be consistent with the total spin and parity. In tables 1, 2, and 3 we specify
the components used for the 1
2
+
, 3
2
+
, and the 5
2
+
states, respectively. In each
table the left part shows the components used in the Jacobi set where the
x–coordinate connects the neutrons, while in the right part the components
refer to the two Jacobi sets in which x connects one of the neutrons and the
core.
5.1 Complex rotated hyperspherical adiabatic potentials
The general behavior at short and large distances of the λ–effective potentials
entering in the radial equations (11) is given by eqs.(15) to (19). This general
behavior can be observed in the complex scaled λ’s obtained for the 1/2+,
3/2+, and 5/2+ states in 11Li. In all the calculations shown in this work we
have considered two λ’s in the expansion (11), although inclusion of the second
λ is not changing the results significantly. Typically the second λ is giving from
5 to 10% of the rotated wave function. In fig.2 we show the real and imaginary
parts of the most contributing λ(ρ) for three different values of the rotation
angle θ = 0.25, θ = 0.30, and θ = 0.35. The left, central, and right parts of
the figure correspond to the 1/2+ state, the 3/2+ state, and the 5/2+ state,
respectively. The potentials used in the calculations produce the 10Li spectrum
described in section 4, i.e., a 1+ p–resonance at 0.25 MeV, a 2+ p–resonance at
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Fig. 2. Deepest rotated λ–function for the 1/2+ state (left) the 3/2+ state (middle),
and 5/2+ state (right) in 11Li. In the external plots we show the complex λ’s for
rotation angles θ = 0.25 (solid), θ = 0.30 (dashed), and θ = 0.35 (dotted) for the
10Li spectrum in the left part of fig.1. The real parts are the curves starting at 21,
while the imaginary parts start at zero. In the insets we compare for θ = 0.25 the
deepest λ for the left (solid) and right (dashed) 10Li spectra in fig.1.
0.54 MeV, and a low–lying virtual s–state at 50 keV. The λ–functions shown
in the external parts of the figures correspond to the 1− level in 10Li at 50
keV (10Li spectrum in the left par of fig.1). In the inner part of the figures we
compare for θ = 0.25 the lowest λ functions when the 1− (solid line) and the
2− (dashed line) is at 50 keV.
According to eqs.(16) and (18) the real part of the rotated λ’s have to coincide
with the hyperspherical spectrumK(K+4) at both ρ = 0 and ρ =∞. Since we
are considering negative parity states only odd values of K are then possible.
In the figure the real part of the λ’s is given by the curves starting in all
the three cases at 21. This value corresponds to the hyperspherical level with
K = 3. At large distances the real part of the λ–function goes to 5, that is the
level corresponding to K = 1 (not reached in the figure where the maximum
value of ρ is only 15 fm). The real part of the lowest rotated λ does not start
at 5 (K = 1) for ρ = 0, since this λ is Pauli forbidden and excluded by our use
of the phase equivalent potentials. If this Pauli forbidden state had not been
suppressed the lowest λ would start at 5, and parabolically diverge to −∞
at large distances [42]. In the figure we also show the imaginary part of the
lowest λ’s. They behave at short and large distances as dictated by eqs.(17)
and (19). They start at zero, become negative according to −ρ2 sin (2θ), they
cross the zero axis, and at large distances they return to zero from the positive
side.
In the inner part of the figures we compare for θ = 0.25 the deepest λ when
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the 1− (solid lines) and 2− (dashed lines) s–states are at 50 keV. We observe
in the figure insets that for the 1/2+ and the 3/2+ excited states the presence
of a low–lying 1− s–state is making the lowest λ slightly deeper than when
we have the 2− level at 50 keV. For the 5/2+ state it is the opposite, the
2− level in 10Li favors a deeper λ–function. The reason is that 1/2+, but not
5/2+, can be constructed when both neutron-core states simultaneously are
relative 1−-states and vice versa, 5/2+, but not 1/2+, can be constructed when
both neutron-core states simultaneously are relative 2−-states. For 3/2+ both
neutrons can simultaneously be coupled to the core in each of the 1− or 2−
states, but the overlap is larger for the 1− than for the 2−-state.
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Fig. 3. Real part of the rotated radial wave function associated with the rotated
lowest λ–function (see eq.(11)). Solid and dashed lines correspond to a rotation
angle of θ = 0.25, and θ = 0.30, respectively. Thick lines are the computed wave
functions, and the thin lines are the asymptotic functions H
(1)
K+2(κρ), see eq.(12).
The left, middle, and right parts of the figure show the wave functions corresponding
to the 1− excited states in 11Li with Jπ = 1/2+, 3/2+ and 5/2+, respectively. The
upper part of the figure correspond to a 1− virtual s–state in 10Li at 50 keV, while
in the lower part a 2− virtual s–state at 50 keV in 10Li is assumed. In all the cases
a 2+ p–resonance in 10Li at 0.54 MeV and a 1+ p–resonance in 10Li at 0.25 MeV
are assumed.
5.2 Complex rotated radial wave functions
The effective radial potential arising from the λ–functions in fig.2 are used in
eq.(11). In figs.3 and 4 we show the real and imaginary parts of the complex
rotated radial wave function f1(ρ) associated with the deepest λ–function. The
wave function has been divided by
√
ρ. We also show the asymptotic wave
functions, which according to eq.(12) for a resonance after complex rotation
is given by H
(1)
K+2(|κ|ρei(θ−θR)).
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The asymptotics is reached at values of the hyperradius smaller than 50 fm,
except for the Jπ = 3/2+-state where a 2− s–state is at 50 keV in 10Li (middle–
low part of the figure). In this case the asymptotics is reached at ρ ≈ 80 fm.
From eq.(14) we know that the exponential decrease of the rotated radial wave
functions at large distances is governed by the exponent −|κ|ρ sin (θ − θR).
Therefore larger values of the rotation angle θ will produce a faster decrease
of the radial wave functions as seen in both figs.3 and 4.
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Fig. 4. The same as fig.3 but for the imaginary part of the rotated radial wave
functions.
The complex scaled radial wave functions exhibit peaks at short distances. In
fact this is a manifestation of the three–body resonance. Due to the faster de-
crease of the wave functions for large values of θ this peak is more pronounced
for θ = 0.30 than for θ = 0.25. The peak at short distances is especially
narrow and the three-body resonance is well–defined for the real part of the
radial wave functions in fig.3. The peak structure at short distances is also
pronounced but much broader for the imaginary part of the wave functions
shown in fig.4. In some cases the radial wave functions present strange kinks,
as in the upper part of fig.3 for Jπ = 5/2+ and θ = 0.25 at ρ ≈ 15 fm. This is
produced by a sharp crossing in the two effective potentials (the λ–functions)
included in eq.(11). Nevertheless this crossing does not influence the resonance
energy as demonstrated by independence of θ for values where the crossing is
smoother.
5.3 Dipole excitations
In table 4 we show the resonance energies (ER) and widths (ΓR) of the 1
−
excitations in 11Li obtained after solving the Faddeev equations by use of the
complex rotated hyperspherical adiabatic method. The left part of the table
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Table 4
Computed energies (ER) and widths (ΓR) for the lowest excited 1
− states in 11Li
for Jπ = 1/2+, Jπ = 3/2+, and Jπ = 5/2+. Columns 2 and 3 are obtained assuming
a 1− virtual s-state in 10Li at 50 keV, while in columns 4 and 5 it is a 2− s–state
the one at 50 keV. The energy of the 1+ p–resonance in 10Li is 0.25 MeV in columns
2 and 4, and 0.45 MeV in columns 3 and 5.
(ER,ΓR) (MeV)
1− at 50 keV 2− at 50 keV
E(1+) 0.25 MeV 0.45 MeV 0.25 MeV 0.45 MeV
1
2
+
(0.41, 0.26) (0.44, 0.29) (0.65, 0.59) (0.70, 0.65)
3
2
+
(0.44, 0.27) (0.52, 0.39) (0.58, 0.35) (0.62, 0.55)
5
2
+
(0.51, 0.31) (0.63, 0.46) (0.32, 0.15) (0.42, 0.25)
(columns 2 and 3) corresponds to a neutron–9Li interaction producing a 1−
virtual s–state in 10Li at 50 keV, while in the right part (columns 4 and 5) a
2− state is at 50 keV. The excitation energy (E⋆) is obtained after summation
of the two–neutron separation energy in 11Li to the resonance energy (E⋆ =
ER+0.3 MeV). These numbers have been obtained after scanning the complex
plane for values of the complex energy up to 1.5 MeV, and using a maximum
value of the complex rotation angle θ of 0.35 rads. We have then to be aware
that resonances corresponding to higher energies or with argument larger than
0.70 rads could have been missed in the calculation.
We start by assuming the 10Li structure shown in fig.1, i.e. a 1+ p–resonance
at 0.25 MeV and a 2+ p–resonance at 0.54 MeV. These numbers are consistent
with the experimental data given in [47]. In columns 2 and 4 of table 4 we
give the computed 11Li resonance energies and widths for the 10Li spectra
in the left and right parts of fig.1, respectively. From the resonance energies
shown in table 4 we see that only the 1/2+ excited state in column 4, and to
a lower extent the 3/2+ state in the same column, gives rise to an excitation
energy of around 1 MeV in agreement with the available experimental values
( E⋆ = 1.25 ± 0.15 [12] and E⋆ = 1.02 ± 0.07 [14]). The three excited states
given in column 2 have an excitation energy a bit lower, between 0.7 and 0.8
MeV. Finally, the 5/2+ state in column 4 has an excitation energy of around
0.6 MeV, clearly below the experimental value.
The computed resonances in table 4 are similar to the lowest ones obtained
in [15] by a different method but with realistic interactions and in particular
with the important hyperfine splitting. In [15] several resonances of the same
spin and parity were found in contrast to all other computations including the
present one. Large distances are responsible for these additional resonances.
Accurate treatment of distances well beyond 100 fm is required and no other
computation has achieved that. Unfortunately the complex coordinate rota-
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tion increases the range of the rotated interaction and thereby increase the
difficulties of treating large distances. The advantage is that the boundary con-
dition for the resonance wave functions are transformed into the exponentially
vanishing bound state condition.
Switching off the spin splitting interaction, it is still possible to maintain essen-
tially all three-body related 11Li ground state structure and reaction properties
[3]. Then the two-body resonances of 10Li all must be at the average positions
indicated in fig.1 around 0.4 MeV. The three 1−-resonances then reduce to
only one, that after the corresponding calculation without the spin splitting
neutron–core interaction is found to be at (ER,ΓR) = (0.48, 0.33) MeV. This
energy corresponds approximately to the statistically averaged values of the
1/2+, 3/2+ and 5/2+ resonance energies given in columns 2 and 4 of table 4. In
these averages the weights of the 1/2+, 3/2+, and 5/2+ energies are 1/6, 2/6,
and 3/6, respectively, according to the different number of spin projections in
each case. The average values are then (0.47, 0.29) MeV and (0.46, 0.29) MeV
for the second and fourth columns in table 4, respectively.
However, the properties of 10Li are inconsistent with the parameter choice
of zero spin splitting and two low-lying resonances of opposite parity in the
10Li spectrum. For the ground state of 11Li only the average positions are
important since the two neutrons essentially are forced to couple to 0+ and
therefore simultaneously occupy both low and high lying two-body resonance
states. For the 1−-excitations essentially only one level in each pair of these
spin split states need to be occupied to produce the excited states. Therefore
the finite core spin and the subsequent spin splitting is crucial for breaking the
degeneracy of the 1−-states. In some cases some of the splitted levels might
be lowered substantially compared to results of zero core-spin computations
with the same average two-body resonance positions.
It is important to emphasize that in [3] we concluded that the most likely spec-
trum for 10Li has a 1+ p–resonance with energy of 0.35±0.15 MeV. Therefore
a 1+ p–resonance at 0.25 MeV as chosen in the present calculations is a lower
limit of the predicted energy range. The effect of a higher energy for the 1+
resonance in 10Li can be seen in the columns 3 and 5 of table 4, where we have
chosen an energy of 0.45 MeV for the 1+ p–resonance. Of course this higher
energy value is producing higher energies for the three–body excited states. In
some cases, as for the 5/2+–states, the energy increase can reach even more
than 100 keV. In this case the lowest excitation energy is 0.72 MeV. Again, a
calculation of the resonance energy suppressing the spin–splitting interaction
is reducing the resonances in columns 3 and 5 in table 4 to a single resonance
with energy and width of (0.56, 0.43) MeV that is similar to the statistically
averaged energies of (0.56, 0.41) and (0.53, 0.42) MeV obtained with the reso-
nance values in columns 3 and 5, respectively. Therefore, by simple comparison
of the computed three–body excitation energies for 11Li and the experimental
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value of 1 MeV, it seems that the 1+ p–resonance energy in 10Li is more likely
at an energy higher than the 0.25 MeV measured in [47].
The structure of the degenerate 1−-resonance for zero spin-splitting corre-
sponds to an equal probability for neutron-core s and p-waves. This is sim-
ply because essentially only s and p-waves contribute and a three-body 1−-
excitation has to be made of neutron-core lx = 0, 1 and the corresponding
ly = 1, 0. The antisymmetry of the two neutrons then requires roughly 50%
of both the s and p-wave neutron-core relative states. This equal division is
therefore independent of the average positions of the neutron-core p-resonance
and virtual s-state. The finite core-spin distributes the probabilities on more
components depending on the coupling necessary to produce the total angular
momentum of the three-body resonance, see tables 1, 2 and 3.
The results shown in table 4 are independent of the rotation angle used in the
calculation. In particular, the numbers given in the table have been obtained
with rotation angles θ = 0.25, θ = 0.30, and θ = 0.35. Another point is the
possible three–body effects that are not taken into account in the calculation.
It is well known that computation of three–body ground states by use of
pure two–body interactions generally underbinds the three–body system. This
problem is solved by inclusion of an attractive three–body potential in the
radial equation (11) that accounts for the polarization of the particles that
are beyond that described by the effective two–body interactions. The results
shown in table 4 have been obtained without use of a three–body potential.
Including a three-body potential of range 3 fm essentially leaves the resonance
parameters unchanged. The reason is that the generalized centrifugal barrier
already provide a rather repulsive potential at distances smaller than 3 fm.
The three-body potential is then only marginally changing the effective radial
potential and has with this range and a reasonable strength very little influ-
ence. This may reflect that a three-body potential, at least for non-zero orbital
angular momentum states, should depend on other space variables than the
hyperradius, i.e. directions and relative size of the x and y coordinates. Effec-
tively this probably corresponds to a larger range due to the resulting different
asymmetric geometry related to non-zero angular momentum. This also may
result in a potential with both attractive and repulsive regions. Although the
effect still has to be small the resonance positions could then either move up
or down.
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5.4 Coulomb dissociation cross section
The cross section for Coulomb excitation of electric dipole states in the pro-
jectile nucleus is given by [51]
dσc
dE⋆
=
NE1(E
⋆)
E⋆
σE1(E
⋆) =
NE1(E
⋆)
h¯c
16π3
9
dB(E1)
dE⋆
, (24)
where σE1(E
⋆) is the photonuclear cross section, B(E1) is the dipole strength
function, and the number of equivalent photons NE1(E
⋆) is given by
NE1(E
⋆) =
2
π
Z21α
(
c
v
)2 [
ξK0(ξ)K1(ξ)− v
2ξ2
2c2
(K1(ξ)
2 −K0(ξ)2)
]
, (25)
where K0 and K1 are the modified Bessel functions, Z1 is the charge of the
projectile, α is the fine structure constant, and
ξ =
E⋆R
h¯γv
; R = R1 +R2 +
πa
2
; a =
Z1Z2α
2Ekin
, (26)
v is the velocity of the projectile, γ = (1− v2/c2)−1/2, R1 and R2 are the radii
of projectile and target, respectively, Z2 is the charge of the target, and a is
half the distance of closest approach between projectile and target. Ekin is the
kinetic energy of the projectile.
The connection between the measured cross section dσM/dE and the true
cross section dσc/dE is given by
dσM
dE
(E) =
∫
dσc
dE ′
(E ′)ε(E ′, E)dE ′ , (27)
where ε(E ′, E) represents the response of the detector system. The decay
energy E is related to the excitation energy E⋆ according to E⋆ = E + S2n,
where S2n is the two–neutron separation energy.
Assuming that the Coulomb dissociation process takes place through a three-
body resonance decay mechanism in which only the resonances are populated
in the final state, the photonuclear cross section σE1 can be parameterized
with a Breit–Wigner function given by
σE1(E) =
σmΓ(E)
(E − ER)2 + 0.25Γ(E)2 ; Γ(E) = ΓR
E0.5
E0.5R
(28)
where ER and ΓR are the energy and width of the populated resonance.
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Fig. 5. (a) Differential B(E1)-values obtained with the three–body resonances in
columns 2 (solid line) and 4 (dashed line) in table 4. (b) The same as in the right
part but for columns 3 (solid line) and 5 (dashed line). In both figures the thin
lines are the calculations after convoluting with the response of the detector (see
text). Experimental data are from [9], [10], and [11], where the beam energies are
28 MeV/nucleon, 43 MeV/nucleon, and 280 MeV/nucleon, respectively.
In fig.5 we show the differential B(E1)–strength computed as given in eq.(24).
The photonuclear cross section σE1 is computed for the four sets of resonance
energies in columns 2 to 5 in table 4 as a weighted average of the three Breit–
Wigner functions (28) obtained for Jπ = 1/2+ (weight=1/6), Jπ = 3/2+
(weight=2/6), and Jπ = 5/2+ (weight=3/6). The weight of each angular mo-
mentum J is dictated by the different number of angular momentum projec-
tions in each case. The solid and dashed lines show the results obtained with
the resonance energies given in columns 2 and 4 of table 4 (fig.5a), and in
columns 3 and 5 (fig.5b), respectively. The thick lines are the calculations as
described above, while the thin lines correspond to the transformation given in
eq.(27). The detector response function has been taken to be a gaussian whose
width fits the experimental width given in [9] (width=0.402E0.633 MeV). As
seen in the figure, the convolution (27) makes the curves slightly broader than
the original ones. The experimental data shown in the figure are taken from [9]
(open diamonds) that correspond to a 11Li beam energy of 28 MeV/nucleon,
from [10] (black squares) corresponding to a beam energy of 43 MeV/nucleon,
and from [11] (black triangles) where the beam energy is 280 MeV/nucleon.
The experimental data given by the open diamonds correspond to the differ-
ential B(E1) strength obtained in ref.[9] following eqs.(24) and (28) and using
the resonance parameters ER = 0.7 MeV and ΓR = 0.8 MeV that according
to ref.[9] reproduce the experimental decay–energy spectrum. The computed
curves are all scaled to the maximum of the experimental data.
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As seen in the figure the experimental data do not agree with each other.
At least for the sets of data from refs.[9] and [10], for which the 11Li beam
energy is similar, one would expect also a similar experimental distribution.
More consistent and accurate experimental measurements are therefore nec-
essary. It is also clear from the figure that the computed curves are in obvious
disagreement with the experimental data, especially when comparing with
the ones in refs.[10] and [11]. However, several important points should be
taken into account. First, it is demonstrated in [31] that in the method of
complex coordinate rotation the contributions from both two and three-body
non-resonant continuum structures are essential to obtain the full strength
function. Including only Breit-Wigner shapes around three-body resonances
omits most of the sometimes large two-body contribution. Staying on the real
energy axis as in [15,19] all contributions are in principle included but of course
only at the correct energies if the correct final state continuum wave functions
and the correct reaction mechanism are used. Second, the role played by the
nuclear projectile–target interactions has not been considered. For low beam
energies this contribution is certainly negligible while for beam energies above
200 MeV/nucleon, as the one used in [11], previous calculations for 11Li on Pb
show that the nuclear contribution could amount up to 30% of the total two–
neutron removal cross section [52]. Finally, the different effect produced by the
possible reaction mechanisms has also to be taken into account. Actually the
different experiments are analyzed in different ways indicating the belief in a
corresponding reaction mechanism. While in [9] the authors assume a decay
through resonances, in [10] the experimental data are reproduced assuming
a direct breakup mechanism. Other mechanisms, as decay after populating
two–body (neutron–core) resonances [31] could also be important.
We can then conclude that not only experimentally, but also from the the-
oretical point of view, a careful analysis of the reaction process is required.
Reproducing the strength function with a model without the decisive features
has very little significance. To emphasize this point we compare in fig.6 dif-
ferent calculations of the Coulomb dissociation cross section. Calculations as-
suming a decay through three–body resonances (eqs.(24) and (28)) are shown
by the thick solid line, thick dashed line, and thin solid line, that correspond,
respectively, to our calculations using the complex rotation method and using
the three–body resonances shown in columns 2 and 4 of table 4, and the
calculation using the values of ER and ΓR given in [9]. The thin dashed line is
the calculation described in [10], that assumes a direct breakup mechanism.
This curve matches the experimental data given in the same reference. The
two remaining curves are calculations using a full continuum three-body wave
function in the real energy axis. The first one (dot–dashed line) is the cal-
culation described in [15]. In this case the spin–3/2 11Li ground–state wave
function is obtained by solving the Faddeev equations by use of the hyper-
speherical adiabatic method and the final state interactions between the three
particles are included. The second one (dotted line) is a calculation similar to
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Fig. 6. Differential Coulomb dissociation cross section after fragmentation of 11Li
on Pb. The thick solid and thick dashed lines are the calculation as described in
the text for the resonances in columns 2 and 4 of table 4. The thin solid line, the
thin dashed line, and the thin dot–dashed line are the calculations as described in
refs.[9], [10], and [15], respectively. The dotted line is the result of a calculation
using spin 0 for the 11Li projectile and no final state interactions. This calculation
is similar to the ones shown in [19]. All curves are scaled to the same maximum.
the one in [15] but taking spin zero for the 11Li ground–state wave function
and using plane waves in the final state. These are the same conditions as
the ones used in [19], and the computed curve is actually similar to the ones
shown in this reference.
The pronounced differences between the computations reveals the importance
of the inclusion of all the correct ingredients: The right reaction mechanism
and the right final state interaction including not only the final three–body
continuum structures but also the contribution from two–body continuum
states. Proper computations could be like in [31] with the appropriate spin
splitting or as in [2] where the dominating decay mechanism proceeds via
the low-energy three-body continuum and the final state interaction is in-
corporated by use of three-body distorted continuum wave functions. Both
calculations are rather elaborate and beyond the scope of this paper.
6 Summary and conclusions
The hyperspheric adiabatic expansion has been very successful in descriptions
of ground states of three-body halo nuclei and especially for Borromean sys-
tems. In addition a series of breakup reaction processes are well described in
the same model supplied with appropriately specified reaction mechanisms.
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Complex scaling as a tool to compute resonance energies has also been very
successful and frequently used especially in atomic and molecular physics.
However, the method has also proven efficiency in applications to nuclei, in-
cluding halo nuclei. Combining these methods of hyperspheric adiabatic ex-
pansion and complex rotation therefore seems to be worthwhile.
The smoking gun signal for three-body halos was first found in the reaction
cross section of 11Li and subsequently this nucleus has been thoroughly stud-
ied. However, amazingly few realistic computations of continuum states exist
and in particular of resonances. The reasons for this fact are that such contin-
uum three-body computations are difficult and especially for 11Li due to the
finite spin of both the nucleus itself and the 9Li. Furthermore the two-body
interactions are not accessible to direct measurements and consequently not
very well established. The present level of accuracy and sophistication demand
that all observables are computed consistently within the same model.
These theoretical problems have more or less disappeared during the recent
years. The same model has for 11Li been used for essentially all known ground
state and three-body breakup observables. A consistent set of interaction pa-
rameters is established in agreement with the available experimental data, but
not yet applied on continuum properties. We therefore first remove the last ob-
stacle, i.e. formulation of complex scaling in connection with the hyperspheric
expansion. An important ingredient is to account for the antisymmetrization
between core and valence neutrons. In our model this is achieved by using
phase equivalent two-body potentials. Thus we first formulate complex scal-
ing for such potentials in connection with the present method.
After the formalism and model parameters are made available we investigate
excitations where a 1− angular momentum and parity is transfered to the
ground state of 11Li. This implies three sets of quantum numbers Jπ = 1/2+,
3/2+ and 5/2+ and we search for corresponding resonance states. The lowest
adiabatic potentials are only marginally different for the three sets of quan-
tum numbers with attractive pockets at relatively small values of ρ. The radial
wave functions are therefore very similar with peaks at small values of ρ indi-
cating resonance properties. The eigenvalues correspondingly reveal low-lying
resonance states scattered around the results for zero core spin (zero spin-
splitting) of position above threshold and width of (0.48, 0.33) MeV. This
corresponds to an excitation energy position of about 0.78 MeV, i.e. a few
hundred keV below the results extracted from measurements. The lowest of
the spin split resonances would for the most favorable interaction even lie
lower at an excitation energy of 0.74 MeV.
The resonance position is off hand low compared to the quoted experimental
value. However, other information about Coulomb dissociation cross sections
or B(E1)-strength functions is also closely connected to the structure of the
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1−-excitations. Three experiments derive these quantities, but unfortunately
all in mutual disagreement. They claim and use different reaction mechanisms
in the derivations. One uses a parametrization in terms of three-body reso-
nances in the complex plane. This is insufficient since significant contributions
from the background continuum then are not included. This experiment may
also have acceptance problems at the important region of small energies. An-
other experiment seems to assume that the breakup is a direct process where
the corresponding analysis results in a much broader distribution. The third
experiment at a higher beam energy of 280 MeV/nucleon most probably also
receives contributions from nuclear breakup.
To get an indication we have used the computed three-body resonance pa-
rameters and obtained the cross section. Although this is rather far from a
correct computation we are thereby able to compare the influence of different
continuum spectra on the differential cross section. In general our strength
functions come out relatively narrow concentrated at low energies. This is en-
tirely consistent with the calculated low-lying 1−-resonances. Whether it also
is consistent with the measurements remains to be seen in comparison with
better experimental values and for correct computations, where the proper re-
action mechanism is used. Both these enterprises require a substantial effort,
but may well be worth doing. In this paper we have presented our predictions
of three-body 1−-resonances in 11Li obtained in a model able to reproduce all
ground state properties and essentially all other three-body breakup observ-
ables.
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