I. INTRODUCTION
One of the emerging technologies to increase spectral efficiency is multiuser detection. For fixed bandwidth multiuser systems, trellis codes perform very well and achieve significant performance improvements over an uncoded system [4] [5] [6] . In [1] [2] a reduced-state Viterbi algorithm which uses the coding information of a subset of users is proposed. For asynchronous channels, however, there is another approach to improve performance: use of more states of the multiple-access channel.
A reduced-state detection and group decoding (RSD-GD) receiver has been proposed in [4] . That scheme uses the coding information of a subset of users and the set partitioning principles inherent in trellis coded modulation (TCM). The performance of RSD-GD has been investigated in [4] using computer simulations; however, analytical studies of the performance of RSD-GD have not been reported so far. In this paper, we present a new theoretical analysis of the performance of RSD-GD receivers over asynchronous Gaussian multiple-access channels. The new theory is built upon an upper bound derived in [1] , and it is based on an improved upper bound on the error event probability, which is significantly tighter than the traditional bound based on pairwise error events. Comparisons with values obtained from computer simulations show the excellent accuracy of the proposed bound. Furthermore, we investigate the performance of RSD-GD for different values of signal to interference ratio (SIR). In channels where the main perturbation is multiple-access interference, we show that an increase in the number of states of the channel is β ( t−τ ) more effective to improve performance than exploiting the coding information of more users. On the other hand, when the noise is the principal source of perturbation, coding information of more users should be exploited to improve performance.
The paper is organized as follows. Section II describes the system model. Section III briefly reviews RSD-GD. Section IV derives the error probability upper bounds for RSD-GD. Numerical results are presented in Section V, while conclusions are given in Section VI.
II. SYSTEM MODEL
Consider the trellis coded asynchronous CDMA system with K users shown in Fig. 1 . Let x k [j] be the coded symbol of the k th user at instant j, with x k ∈ Ω x (Ω x is the complex-valued symbol alphabet). β k (t) is the signature sequence for the k th user, which is assumed zero outside the coded symbol interval T (each user in the system is assigned a particular signature sequence). The K matched filter outputs at time j can be expressed as [7] 
where
is the matrix spectrum and V (z), X(z) and W (z) are, respectively, the vector-valued z-transforms of the matched filter output sequence, the transmitted sequence, and the noise sequence at the output of the matched filters. The spectrum of the additive colored Gaussian noise is S w (z) = N 0 S(z).
The channel spectrum matrix S(z) can be factored as
where F[0] is a lower triangular matrix and F[1] is upper triangular with zero diagonal. Using the single user channel model [7] , the whitening matched filter output can be expressed as
where index i is related to user number k and time interval j via the following functions,
the equivalent channel coefficients f kl are given by
and n i is an independent white Gaussian noise signal whose two-sided power spectral density is N o .
III. JOINT REDUCED-STATE DETECTION AND GROUP

DECODING
The maximum likelihood detector finds the coded sequence {x i } that minimizes the cumulative metric ∆ =
Assuming that each user encoder has s states and q information bits, the number of states required by the optimum super-trellis is
, which is prohibitive in practical implementations. The number of channel states (i.e., the states associated with the memory of the channel but not with the memory of the encoders) is 2 q(K−1) , and it can be reduced applying the set partitioning principles inherent in TCM [8] . To further reduce the number of states, a suboptimal scheme that exploits the coding information of a subset of users and the response of the multiple-access channel is proposed in [4] . That scheme performs a joint reduced-state multiuser detection and group decoding (RSD-GD) of p users (with p ≤ K). Denote as s ch the number of the reduced channel states. Therefore, the reduced trellis has s = s p s ch states and it is periodically time-varying with period K. Note that for p = K and s ch = 2 q(K−1) the receiver reduces to the optimal receiver. The scheme proposed in [4] will be denoted by RSD-GD(p, s ), where s denotes the number of states used to decode the p users. If the number of states s reduces to s p required to decode the p users, RSD-GD reduces to group decoding (GD(p, s p )). For synchronous multiuser systems, GD reduces to the Group Metric receiver proposed in [2] for convolutionally coded channels.
For a multiuser channel with three users, each one using the encoder of Figure 2 , the optimum MLSE has 4 3 * 2 2 = 256 states. The least complex RSD-GD receiver has four states (GD (1,4) ). (1, 8) , the total number of states necessary to decode the three users is 24. Examples of several reduced complexity receivers are presented in [9] .
IV. PERFORMANCE ANALYSIS
First, we present an upper bound on the probability of a sequence of error events involving error propagation. That bound is based on statistically independent pairwise error events. Then, we derive an improved upper bound on the probability of a sequence of error events taking into account other sequences of pairwise error events which are not statistically independent. That result is used to obtain a new upper bound on the error probability of RSD-GD.
A. Upper Bound for the Probability of a Sequence of Error Events Involving Error Propagation
Hereafter we analyze the error probability of user 1. Let x i andΓ i be the estimates of signal x i and code state Γ i , respectively. An error event E o of user 1 occurs between
Unlike the traditional Viterbi algorithm, the probability that the error event occurs between time i o and i f depends on the path of the estimated sequencex
leading to the starting state Γ io [1] . Suppose thatx
corresponds to L error events between times 0 and i o − 1, i.e.,x
Note that error event E o can be preceded by other error events and by symbol errors (parallel transitions) which we call symbol-error events. In general we call error event the symbol-error event and the error event with at least one state different from the correct sequence. In [1] , we have derived the distance of error event
) can be negative indicating that the probability of error event E given that sequence of error event E (l) has occured is higher than 0.5. Henceforth,
. Using the chain rule, the probability of a sequence of error events E (L) , E o can be upper bounded by
Using in (8) the inequality Q(x) < 1 for x < 0, and
for a sequence of error events can be defined, i.e.,
d eq is not the traditional Euclidean distance between two sequences, however, by analogy with the Gaussian case, we shall call it a "distance". In [1] , we have shown that the minimum total distance d min is given by
where A is the set of sequences of error events E (l) , preceding E o , in which each error event is followed by at most K − 2 error-free steps, and the first error event is a symbol-error event preceded by at least K − 1 errorfree steps (k is an error-free step if there is no error event occurring at k).
A because the coding information conditions error event E o but does not condition the symbol-error event E (1) . Then, the minimum equivalent distance, d eq , can be less than
, and the performance of the receiver at high SNR will be degraded by error propagation (note that, on the contrary, error propagation tends to vanish at high SNR for receivers whose trellises are not time varying).
B. Performance of RSD-GD
The use of more states to estimate the asynchronous MUI changes the decision (Voronoi) regions associated with the different sequences. The probability that a signal belongs to a particular decision region is usually upper bounded by the pairwise error probability. This upper bound can be too loose for some error events with non-minimum distance. Although this is somewhat counter-intuitive, it can be shown that sequences of error events of minimum total distance (d eq ) may include constituent error events of distance larger than minimum. In this section, we derive an upper bound for the probability of an error event that is tighter than the bound that results from considering a pair of sequences at a time. Based on this bound, an improved upper bound for the probability of an entire sequence of error events (involving error propagation) and a new equivalent distance are obtained. This result yields a tight lower bound on the asymptotic performance gain achievable by RSD-GD. Although in this section the analysis is focused on sequences of error events with minimum distances, it remains valid for any sequences of error events.
1) Improved upper bound for the probability of an error event: Let E be an error event associated with a correct signal sequence y and an incorrect signal sequenceỹ. Henceforth, a is used to denote a sequence {a j }. Because it is usually difficult to find an exact expression for P (E), an upper bound on P (E) that ignores the possibility of any error event other than E is often used. That bound on P (E) computes the probability that the received signal sequence r = y + n is in the shaded region shown in Fig 4-a, and it is given by
Assume that there is an error event E with distance, d(E ), lower than E. Letỹ be the signal sequence associated with error event E , and assume thatỹ is nearỹ. This situation is illustrated in Fig. 4-b , where the two pairwise error events E and E define a new shaded region. The noise level necessary to carry r into the shaded region, indicated in Fig. 4 -b by d (E, E )/2, is higher than d(E)/2, and a tighter upper bound on P (E) is given by
Therefore, the probability of an error event with nonminimum distance can be significantly tightened when other error events such as E are taken into account. Note that the upper bound (12) reduces to (11) if the signal sequence associated with E is near y, 2) Improved upper bound for the probability of a sequence of error events involving error propagation : Now we use upper bound (12) to tighten the probability of a sequence of error events involving error propagation. The probability of sequence E, E o can be expressed as (E, E o ) ). Therefore, the upper bound on P (E) can be tightened taking into account possible error sequences E .
Assume that error event E o , which is associated with decoder errors, starts at instant i o and ends at instant i f . The conditions that must be satisfied by the noise variables for error events E = E (1) · · · E (L) and E o to occur are
where n (l) denotes the noise components associated with error event
, and v i and v o are unit row vectors. To get a tighter upper bound, we take into account an additional condition that must be satisfied for error event E to occur. Letỹ andỹ be incorrect sequences associated with error event E and E , respectively. Assume thatỹ diverges from sequenceỹ at instant i a and remerges at instant i b < i f (if i b = i a the single symbol sequencẽ y ia ia corresponds to a parallel transition). If an event E occurs, the metric of sequenceỹ i b ia must be less than that of sequenceỹ i b ia . Then, the additional condition that must be satisfied by the noise variable for event E to occur instead of event E is
Equation (15) can be rewritten in vector notation as
Using the notation d
) denotes the joint probability of pairwise error events E, E o , and E defined by (13), (14), and (16). Since the conditions for pairwise error events (13) and (14) to occur are functions of noise vectors not statistically independent of the noise vector of condition (16), the Gaussian variables z 1 , · · · , z L , z o and z can be statistically dependent (note that they are independent only if vectors v 1 and v are orthogonal) . Therefore, the joint probability of pairwise error events
) does not have a closed form solution, and an upper bound must be computed. Using the inequality (9), an upper bound on the joint probability of correlated error events that yields an equivalent distance d eq can be easily computed. Then, an upper bound for RSD-GD is given by 
is the probability of the correct path that can support the sequence of error events E, and w(E o ) is the number of bit errors of user 1 associated with E o . Replacing
, upper bound (19) reduces to that proposed in [1] for GD.
Example 1: A simple two-user channel provides insights into the computation of d eq and shows the tightness of the upper bound (19). Consider the symmetrical two-user channel with cross-correlation matrix given by
To compute the upper bound of RSD-GD (1,8) , we first analyze the influence of channel states on the sequences of error events of GD(1,4) with d min . The trellises of GD (1, 4) and RSD-GD (1, 8) are given by the first two stages shown in Fig. 3-a and 3-b, respectively. There are two types of sequences of error events with minimum distance: in the first type, the sequence does not change by the use of two channel states, while in the second type it does. A first type of sequence of error events of GD(1,4) with minimum distance is:
where the first elements line up in time. Using two channel states does not change this sequence of error events, but now its probability depends on another error sequence E . The error event E that produces the maximum distance d eq is of the form:
which also lines up in time with error events E (1) and E o . The conditions for error events E (1) , E o , and E are:
Note that, as a result of set partitioning where the intra-set distance is higher than the inter-set distance, i.e.,
For a channel with cross-correlation coefficient a = 0.5, f ij = f = 0.707, and the previous distances are:
The random variable z o is only correlated with z , but the correlation coefficient is almost zero. Therefore, only conditions (25) and (27) have to be computed jointly,i.e,
Using (9), the joint probability of pairwise error events (25) and (27) is upper bounded by
where ξ is the correlation coefficient of random variables z 1 and z , and for this channel it is ξ = f/ √ 2. Therefore, the equivalent distance of these joint events is d λ = 4/(2 − f 2 ). This yields the following equivalent distance
The second type of sequence of error events of GD(1,4) with minimum distance is:
Using a RSD-GD (1, 8) , this sequence of two error events changes to one error event with squared distance equal to 4. Because the second minimum distance of GD(1,4) is d eq = √ 2.66, the asymptotic performance of RSD-GD(1, 8) is dominated by d min = d eq given by (32). Therefore, the asymptotic performance gain over GD (1, 4) has to be at least 1.3 dB which is confirmed by simulation shown in Fig. 5 -a (at BER=10 −7 , RSD-GD(1,8) performs 1.7 dB over GD (1, 4) ). Notice that the conventional upper-bound [1] does not predict any asymptotic gain over GD (1, 4) in this channel, whereas the new upper-bound proposed in this paper accurately lower bounds the asymptotic gain.
To compute the upper bound (19), the most significant distances d eq , i.e., which yields an asymptotic gain of 1.2 dB and, therefore, a looser bound.
V. NUMERICAL RESULTS
Although the main purpose of this paper is to analyze the performance of the RSD-GD receiver, it is also useful to consider the performance benefit tradeoffs of using more states to represent the channel versus using more coding information for channels with different SIRs. For this purpose, we consider that each user uses the fourstate 4-PSK TCM shown in Fig. 2 . Upper bounds are used to approximate the performance of GD and RSD-GD. To analyze the coding gain achieved by the trellis code when different receivers are used, we also consider the performance of the maximum likelihood multiuser detector for uncoded channels (ML-UC). The complexities of different schemes are compared based on the number of channel states. If all users have to be decoded, the number of states must be multiplied by the number of parallel receivers needed to decode all users.
A) Two-user channel with cross-correlation matrix given by (21) with a = 0.5. Fig. 6 -a shows the performance of GD, and RSD-GD for this channel. We can see that GD (1, 4) and RSD-GD(1,8) do not achieve performance gain over the ML-UC system. To further improve performance, we can follow one of two approaches: use the coding information of another user, i.e., a GD(2,16), or increase the number of channel states, i.e. use a RSD-GD(1,16). From Fig. 6 -a note that GD(2,16) does not capture the asymptotic coding gain of the trellis code (the asymptotic coding gain is 4 dB for the trellis code, while GD(2,16) has an asymptotic gain of 1.2 dB). However, it does preserve the coding gain of the trellis code at BER= 10 −3 . On the other hand, RSD-GD(1,16) performs worse than GD(2,16) at moderate SNR, but its asymptotic gain over ML-UC is 2.5 dB.
The optimal receiver for trellis coded users has 32 states. If the two users have to be decoded, then GD(2,16) is a good candidate especially for BER higher than 10 −4 . RSD-GD(1,16) is a good choice when only one user has to be decoded at very low BER. B) Two-user channel with cross-correlation matrix given by (21) with a = 0.3. The performance of GD, and RSD-GD is shown in Fig. 6-b . Notice that use of coding information, i.e., GD (2, 16) , is more effective to improve performance than an increase of the number of states of the multiple-access channel, i.e., RSD-GD(1,16), because the interference is moderate (at the input of the receivers SIR=5dB). Furthermore, GD(2,16) is almost able to capture the coding gain of the trellis code at both moderate and high SNR in this channel.
Although the two-user channel is a very simple case of multiple-access, it shows an important relationship between channel characteristics (SIR and SNR) and the type of detection algorithm with more performance advantages. When the main source of perturbation is multiple-access interference, an increase in the number of channel states is more effective to improve performance than better exploiting the coding information. But if noise power is the principal cause of performance degradation, coding information of more users should be used to improve performance. In this channel, instead of using more powerful codes to improve performance, the coding information of other users can provide the required performance gain.
VI. CONCLUSIONS
In this paper the performance of RSD-GD has been upper bounded. The derived analytical expressions, based on the union bound, yield a tight approximation to the performance gain achievable by the RSD-GD for moderate and high SNR. The new bounds have been used not only to predict system performance, but also to provide information for the design aspects of the transmission system.
