Throughout our work we use cl , c 2 , el , . . . to denote some positive constants (which may be different on different occasions) . T,(x) denotes the Chebyshev polynomial of degree n . S, (x) denotes the nth partial sum off (x).
Recently it has been shown [14] that lim(Ap n(e x))'/n = 3-1 .
In [7] , it has been established that for all n > 2
An,n(e -x ) i (1280)-n-1, 135
0001-8708/78/0292-0135$05 .00/0 Copyright Q 1978 by Academic Press, Inc . All riohts of --i-ti-in any f----A which clearly shows that the order of magnitude of the error obtained by rational functions of degree n in approximating e x on the positive real axis is not better than the order of magnitude of the error obtained to ex by reciprocals of polynomials of degree n on the positive real axis . In [5] , we have shown that e-1x1 can be approximated by general rational functions of degree n with an error cl exp(-c 2 n1 / 2 ) on (-oo, +oo), but by reciprocals of polynomials of degree n one cannot approximate e-1 11 1 on (-oo, +oo) with an error better than ca n -1 , thereby showing that the rational functions of degree n are much better than the reciprocals of polynomials of degree n in approximating e-1 x1 on (-00, +00) under the uniform norm . In [8] we have discussed I x I e-~xl . For related problems, cf . [5, [8] [9] [10] [11] [12] .
In this paper we show for certain class functions the error obtained by rational functions of degree n in approximating on [0, oo) under the uniform norm is much smaller than the error obtained by reciprocals of polynomials of degree n. Most of the methods developed in this paper are new and may be applied successfully to many of the related problems . 
2 te min 1 I rn(t) I < M exp ( log 1/k ) ( )
Proof. Choose n even and
There exists a sequence {P, (x)} o of polynomials of degree n for which for all n > 2,
This is a polynomial, since Tn(-cos(7r/2n)) = 0 . It is easy to see that Q(0) = 1, so that
Hence the lemma is completely established .
LEMMA . Let P(x) be a polynomial of degree at most n and I P(x)j < e 2 x for 0 < x < L ; then Proof. Observe that for 0 < x < L, 
Hence, we have on [0, L],
Hence by Lemma 2 1 sc 2
Tn+2c (1 i L ) < e (n+2L)2L-11 2 THEOREMS THEOREM 1 . Let f (z) _ Zk , a kzk, ao > 0, a k > 0 (k > 1) be an entire function of order p (0 < p < oo) type T and lower type w (0 < w < T < oo) . Then for all large n AO,n(x/f(x)) < C40og n) 1 / Pn 2 . ( 11) Proof. Let S,(x) denote the nth partial sum of f (x) . Then
where Q*(x) _ (3w -1 log n)-1 1PP(x(3w -i log n) -'/ P), P(x) is defined as in Lemma 5 . Let 0 < x G (log n)1 P(3w 1) 1°; then by Lemma 5, we have
Sn(x)
x -1 G c,(3w 1 log n )li°Q * (x) I , a,n2
1
On the other hand, for sufficiently large n, we get for x > ( 3o) -l log n)l1P, along with the definition of lower type and the fact that Q*(
W *x
Similarly, we can show for 0 < x < (log n)l1P(3w -1)i1P, along with Lemmas 1 and 5, that
On the other hand, for all large n we get for x > ( 3w -i log n)'I", along with the fact that Q*(x) > ( 2x) -1 , Hence, result (11), follows from (13)-(1 ) .
There is an entire function of order p (0 < p < oo) and type T = oo for which, for all large n, A ,n < c 9 (log n)I/pn2 (log log n)-lip .
entire function of order p and type r = oo . We consider here for simplicity p = 1 only. As earlier, we write where
p(x) defined as in Lemma 5 . Now for 0 < x < c, (log n)(log log n) -I , On the other hand, for x > c,I ((log n)/log log n), we get by using the relation that
Similarly, we can show as in the case of Theorem 1 for x c-[0, oo) that
Hence, result (17) follows from (18)-(21) .
(log log n) x log log n log n p ( c11 log n )' C",(log n)(log log n)-In 2 .
(20) 1 < c,f log n)(log log n) -In-2 .
(21) THEOREM 3 . Let f (z) _ E, .-, akZk, ao > 0, ak i 0 (k > 1) be an entire function of order p (0 < p < oc) type T (0 < r < oo) . Then for all large n Ao , n > (log n)1/P(IOn2(2T)1/P)-1 (.f [( 12Tn
Proof. Let us assume, on the contrary, that
and assume that [P,(x)] -1 deviates least from x/f (x) ; then we get on
Now, by applying lemma 2 to (23), we get I Pn (0)j < (10/9) B ' Sn 1n2 8 < 9n 2Bn 8n 1.
(24)
On the otherhand, we have Ao,n < I Pn(0)I .
Therefore, from (24) and (25) we get Ao,n > (log n) 1 /P(2T) -1 / P((9n2)-le n t ), which contradicts our earlier assumption that
Hence, the result is proved .
There is an entire function of order p (0 < p < oo) and type T = 0 for which for all large n, Ao,n > (lOn 2)-l[(Iog n)(log log log n)]l/P(f(log n(log log n)n -2 )) -l.
(
Proof. Let
This is an entire function of order p and type r = 0 . We consider here only the case p = 1, and all the other values of p can be treated in the same way. As earlier, let us assume, on the contrary, that (2 ) is false ; then A,,n < (lOn 2 )-1(log n)(log log n)(f [(log n)(log log n)n2]) -i, (27) for a sequence of values of n .
Let us suppose that [Py,(x)] -1 deviates least from x/f (x) on [0, co) ; then by definition
Pn (x) From (28), we get over the interval [(log n)(log log n)n-2 = along with (27), by using the fact that f (x) -exp (log x )' and Yn = f ((log n)(log log n)n-2), 
Let t o = anlln Then t o co . Now it is easy to note from the convergence of fj (1 + {k log k(log log k) 2 }-1) ( 34)
that there exist arbitrarily large values of n for which for each l > 0,
s-1 where A(n) = n log n(log log n) 2 • From (35) it follows, with Z = n -1, that A simple calculation gives us I f (x) -P,(x) I < exp(-n(log n)-2 ) . Hence
Finally we consider On this interval
1 + (log n) -1 -I + [2 log n(log log n) 2]-1) '
< clsn-2 1 a n j -1 in .
P2 (x) < 0, since 2n -1 is odd . Therefore x/f (x) and 1/I P(x) I are bounded by c18n-2 I an I -1/n .
Result (32) follows from (37) . (39), and (40) .
Remark . For f (z) _ J7ko akzk = exp(ez), Ao.n ( f i x) ) < c,y (log log n)n -2.
The proof of (41) is somewhat similar to the proof of Theorem 1 (except for the fact that here we use Lemma 4) , that a n -[ eXp ( log n )]
(27n log n) -1 i2 (log n)-n .
The rest of the details are left to the reader . 
The proof of this theorem is very similar to the proof of Theorem 2 ; hence the details are omitted . The required result (4 ) follows from (47) and (48) . and by using Lemma 4, we get
On the otherhand, for P2 (x) < 0 and
) (log n) 1f k=n+1
[(1 + 2(log n) -1) (1 -2 log log n ),k k=n+1 log J n 4 log log n ) k (log n) 2 C29 exp(-n(log n) -2 ) . xff(x) c32 exp(n(log n) -2 ) .
Hence the required result follows from (50), (51), and (52) . As earlier, we get from (58), by using the assumption that f (z) is an entire function of order p ( 0 < p < 115) and type T (0 < T < co) for 0 < x G n1/2p-1/2 , Let us assume
From ( 2), we get
A simple manipulation based on ( 3) gives us, along with Lemma 4, for 0 < x < 2--1 log n,
og n)'
Now by applying Lemma 2 to ( 4) over the interval [-1, log n/2], we get
( 5) is obviously false, hence the result is proved .
Remark . The method adopted in proving Theorem 2 of [2] may also be used to prove ( 1) . THEOREM 15 . Let f (z) = eel ak zk. Then for all large n,
exp(-12n(log log n)-i) .
( ) Proof. Let us assume ( ) is false . Then there must exist an infinite sequence of natural numbers n for which n .n < exp(-12n(log log n) -1) .
In other words, there is a sequence of rational functions {r n (x)} for which 1+x -r n (x) f (x) Let g(x) _ (1 + x) -1 exp(ex) .
x = (I + t) log n, -1 < t < 1, 0 < x < 21og n . Now set t = -k, k = (log log log n)(log n) -1 . Then at x=x1 =(1-k) log n, en 1-h g(xl) = 1 + (1 -k) log n < en'-7' = exp ( log log n ~.
It is easy to verify that max L0,x,l 1 rn(x) < exp(-12n(log log n)-1) .
< exp (lo n + log n) .
(70) g g n If (70) were not true, then max I1 I > exp(n(log log n) -1 + log n) .
(71)
Let us assume that the maximum is attained in (71) at x = x 2 i then from ( 9) and (71), we get at x = x 2 , by noting the fact that g(x2 ) < g(xl ), 12n n -n exp ( log -log n ) < exp ( log-log n ) -exp ( log log n -log n)
Equation (72) Let us suppose for x4 E [x 3 , 2 log n], that [rn(x)] -1 attains minimum value . If [rn(x)]-1 assumes minimum value at more than one point (which is very unlikely), then we pick the one which is closest to 2 log n . Now we get from (73) and (74) 1 -n 7r 2 n r n (x4 ) -g(x4) > exp ( log log nlog n -log((log n)/log log n) ) ( -ex -n log log n ) p 2 > exp(-12(log log n) -1 ) .
This contradicts ( 8) ; hence the theorem is proved . THEOREM 1 . Let f (z) _ Y_k o ak2'`, ao > 0, a k > 0 (k > 1) be an entire function of order p (0 < p < co) type T and lower type w (0 < w < r < oo) . Then for all large n, there is an a (0 < a < 1), such that
n 7r2 n G exp ( log log n + log n } log 1/k)'
Proof. For 0 < x < (nl(pe-r + pw))'-IP, along with Lemma 1, we have for all large n,
On the otherhand, for x > ( n(pTe + pw)-1-)1-1P, along with (2), we get for all large n 
Equation (75) follows from (7 ) and (77) .
THEOREM 17 . Let f (z) _ oho akzk, ao > 0, ak > 0 (k > 1) be an entire function of order p (0 < p < oo) type r and lower type w (0 < w < T < oo) .
Then for all large n, there is a g (0 < R < 1) such that \ a02x~
~~~~(~+~) ~)k/P k=n}1 < a In (0 < al < 1) .
l,n (
The proof of (78) is very similar to the proof of Theorem 1 ; hence the details are omitted .
THEOREM 18 . Let f (z) _ E, --, al,,z k ao > 0, ak > 0 (k > 1) be an entire function of order p (0 < p < oo) type r and lower type w (0 < w < -r < oo) . Then for all large n, there is a c so > 1, such that An,n(xl .f (x)) > csó .
( 7 9) If f (z) satisfies the assumptions of Theorem 18, then with the help of Lemma 3, we have established in [12] , for a e > 1,
The proof of (79) is very similar to (79') ; hence we omit the details here . 
Now by using Lemma to (84), we get á < I Sn(-1)I < 3 exp((2n)2/3 + 412 n11/3 -
which is false for each E > 0 and all large n . Hence for all large n, Ao,n(( l + x)e-x) > eXp(-(1 + E)(2n)2/3) .
Now we get an upper bound . Let us assume n odd and set (1 + x)
We choose c such that P(x) is a polynomial, ( S 1) -< -c(2n) 2 / 3.
follows from (88) and (89) . Our result (80) follows from (8 ) and (90) . 
Clearly (100) and (101) 
