Periodontal disease progression is often quantified by clinical attachment level (CAL) defined as the distance down a tooth's root that is detached from the surrounding bone. Measured at 6 locations per tooth throughout the mouth (excluding the molars), it gives rise to a dependent data set-up. These data are often reduced to a one-number summary, such as the whole mouth average or the number of observations greater than a threshold, to be used as the response in a regression to identify important covariates related to the current state of a subject's periodontal health. Rather than a simple one-number summary, we set forward to analyze all available CAL data for each subject, exploiting the presence of spatial dependence, nonstationarity, and non-normality. Also, many subjects have a considerable proportion of missing teeth which cannot be considered missing at random because periodontal disease is the leading cause of adult tooth loss. Under a Bayesian paradigm, we propose a nonparametric flexible spatial (joint) model of observed CAL and the location of missing tooth via kernel convolution methods, incorporating the aforementioned features of CAL data under a unified framework. Application of this methodology to a data set recording the periodontal health of an AfricanAmerican population, as well as simulation studies reveal the gain in model fit and inference, and provides a new perspective into unraveling covariate-response relationships in presence of complexities posed by these data.
gression. However, the whole-mouth average may be far from representative of periodontal health when data are missing not at random, as one would expect higher CAL values to be associated with tooth loss. In addition, there is inherent loss of information by pooling.
Rather than aggregating the data, we analyze all available data for each patient. The process of periodontal decay might have a spatial morphology Reich and Bandyopadhyay, 2010) , i.e., a diseased tooth-site can influence the decay-status of a set of neighboring tooth-sites (and not the whole mouth), and thus the model must account for spatial dependence. In practice, spatial analyses often assume normality of the outcomes; on the contrary, CAL values are often right-skewed, with a majority of the values concentrated around the lower levels but with an important minority having much higher levels (López et al., 2001; Do et al., 2003) . In addition to non-normality, we also suspect non-stationarity, e.g., the variance and skewness of periodontal responses for the posteriorly-located molars are quite different than the anterior incisors. Furthermore, CAL values are missing if and only if the tooth is missing, and since extreme PD can lead to missing teeth, the missing-data mechanism is non-ignorable.
Model-based methods to estimate the effects of covariates on periodontal disease should accommodate the aforementioned concerns. Various spatial methods are available to account for non-normality (e.g., Gelfand et al., 2005; Griffin and Steel, 2006; Reich and Fuentes, 2007; Rodriguez and Dunson, 2011; Fonseca and Steel, 2011; Reich, 2012) , non-stationarity (e.g., Sampson and Guttorp, 1992; Higdon et al., 1999; Fuentes, 2002; Schmidt and O'Hagan, 2003; Paciorek and Schervish, 2006) , and data with informative observation locations (Diggle et al., 2010; Reich and Bandyopadhyay, 2010; Pati et al., 2011) . In this paper, we combine important features of several of these methods, and tailor them to the special features of PD data. An alternative to non-Gaussian modeling is to identify a suitable transformation, and apply a multivariate Gaussian model to the residuals. However, this makes interpretation less clear, and even if the transformed marginal distribution is Gaussian, there is no assurance that the joint distributions are Gaussian (Jara et al., 2008) . Therefore, we prefer a flexible model on the original scale. Another approach is to avoid model-based methods altogether using a GEE-type analysis (Diggle et al., 2002) . However, these methods may lack power compared to valid likelihood-based approaches, especially in high dimensions (in our case, each subject has 168 measure locations, and thus a 168 × 168 covariance matrix must be estimated). Our approach centers our prior on the stationary Gaussian model, and allows for flexibility (non-stationary, non-Gaussian) while utilizing subject-matter knowledge (symmetry of the mouth, spatial proximity, etc) in the prior.
Our spatial model builds on the kernel convolution (KC) approach of Higdon et al. (1999) , who approximate a Gaussian process as a linear combination of kernel basis functions, and allow for non-stationarity by assigning each kernel a different bandwidth. We also build on Reich and Bandyopadhyay (2010) by jointly modeling the responses and the missing data locations in a multivariate spatial model. To allow for non-Gaussian responses in the KC framework, we model the distribution of the kernel coefficients using non-parametric Bayesian (Hjort et al., 2010) methods.
The distribution is allowed to vary spatially to permit different shapes for the response distribution in different regions of the mouth. Rather than allow the kernel bandwidth and coefficient density to vary arbitrarily through space, we exploit the natural symmetry of the mouth (i.e., the mouth can be partitioned into four similar quadrants) to borrow strength across the mouth to efficiently estimate these complex features. Similarly, we allow the strength of association between the underlying disease status and probability of a missing tooth to vary by tooth type, since the likely causes of missing teeth may be different for molars than incisors. The proposed flexible model which permits non-normality, non-stationarity, and non-random missingness leads to simple conjugate full conditional distributions for all but a few spatial correlation parameters, leading to relatively straight-forward MCMC coding and tuning.
The remainder of paper proceeds as follows. Sections 2 and 3 present the data and the statistical model, respectively. Computing details utilizing a Bayesian framework are given in Section 4. We study the finite sample performance of our methodology using a simulation study in Section 5 which shows that failing to account for the above features (typical for PD data) can dramatically degrade estimation of fixed effects. In Section 6, we analyze the GAAD dataset where we find strong skewness for molars, higher spatial correlation between incisors than other teeth, and strong evidence of non-random missingness. Section 7 provides some concluding remarks.
CAL data and exploratory analysis
The dataset described in Section 1 was collected as part of a clinical study (Fernandes et al., 2009) conducted at MUSC primarily aimed at exploring the relationship between PD and diabetes (as determined by Hba1c, or glycosylated hemoglobin) in Type-2 diabetic Gullah-speaking African Americans (13 years or older) residing in the coastal islands of South Carolina. Clinical attachment level (CAL), defined as the depth (in mm) measured from the cemento-enamel junction (CEJ) to the bottom of the gingival sulcus for each site corresponding to a tooth was measured for six pre-specified sites per tooth (excluding the third molars) via a periodontal probe, giving 168 measurement locations. Figure 1 shows the locations of these measurement sites for one subject who has an incisor missing. Of the six sites on each tooth, our model distinguishes between the four in a gap between teeth and the two that are not. Our model also classifies teeth as molars (tooth numbers 2-3, 14-15, 18-19, and 30-31), pre-molars (4-5, 12-13, 20-21, and 28-29), canines (6, 12, 22, 27) , and incisors (7) (8) (9) (10) (23) (24) (25) (26) , and into four quadrants: two on the upper jaw (teeth 2-8 and 9-15), and two on the lower jaw (18-24 and 25-31) . For any particular tooth, the "tongue side" (lingual) locations refer to the three sites adjacent to (or the direction towards) the tongue that are closer to the center of the oral cavity, while the "cheek side" (buccal) refers to the three sites adjacent to the cheeks/lips that are farther away from the center.
Several subject-level covariates considered as possible determinants of PD such as age (in years), gender (1 = female, 0 = male), body mass index or BMI (in kg/m 2 ), smoking status (1 = smoker, 0 = never smoker) and HbA1c (1 = high, 0 = controlled) were included as fixed effects.
The absolute pairwise correlation between these variable is no more than 0.2 for any pair. We also include spatial covariates such as tooth-type indicators, site in jaw, and site in gap (details appear in Section 3). We selected 199 of the 279 subjects having complete covariate information and at least one non-missing tooth.
The density plots (collapsed by tooth type) in Figure 2a show that the data's density varies from fairly symmetric (although slightly right-skewed, mostly due to the boundary effect) for incisors to considerably right-skewed for molars. Non-normality persists after log (after adding one to the responses) and square root transformations, therefore we model the untransformed data for 3 Flexible spatial model for CAL
General framework
Let y i (s) be the observation for subject i = 1, ..., n at spatial location s. For each subject, there are
T as the vector of responses for subject i. To account for non-randomly missing teeth, we jointly model the response and the location of missing teeth. For these data, typical for CAL data, either all the measurements from a tooth are observed or all observations are missing. Therefore, we define the missing tooth process at the tooth level, rather than site level, with δ i (t) = 1 if tooth t is missing for subject i and δ i (t) = 0 otherwise.
We model CAL using a spatial model that exploits the natural symmetry of the mouth. That is, rather than simply modeling correlation via spatial distance, we account for correlation between teeth of the same type but in different quadrants. For example, due to genetic or hygienic factors, it may be that a subject has low CAL in most of the mouth, but high CAL for molars in all four quadrants. This dependence is accounted for by subject-level random effects. Let Z be the N × q random effect design matrix. We include q = 6 random effects: indicators for the four types of teeth, an indictor of whether the site is located on the upper jaw, and an indictor of whether the site is in a gap between teeth (rather than on the side of a tooth). The fixed effects mentioned in Section 2 are included in the N × p design matrix X i . These covariates do not vary spatially, and thus the rows of X i are identical. The design matrix X i does not include an intercept or spatial covariates such as tooth type, since these effects are captured by the mean of the random effects. The CAL values for subject i is modeled as
where
T is the vector of true CAL values for subject i and
is the vector of errors. The true CAL is decomposed as a function of the fixed effects b, subject random effects a i = (a 1i , ..., a qi ) T , and spatial random effects
T , whose distributions will be discussed in Sections 3.2 and 3.3, respectively. In this model, spatial dependence is split into low-resolution random effects such as those for tooth type and jaw, and high-resolution spatial effects θ i (s) to account for small-scale spatial dependence from one site to the next on the same tooth or neighboring teeth.
For missing data, we introduce a latent continuous spatial process 
independent over t and i, where
T are the fixed and random effects for missing teeth, respectively. Integrating over the latent z i (t) gives the usual probit link
where Φ is the standard normal distribution function. The relationship between CAL and missing teeth is controlled by c(t), which is allowed to vary by tooth. If c(t) > 0, then regions with high CAL are more likely to have missing teeth, and vice versa. We allow c(t) to vary by tooth type, but assume that it is constant for all teeth of the same type to borrow strength across teeth. We note that we have not included a spatial random effect analogous to θ i in the missing teeth model. We experimented with this model, but found that these spatial random effects were not well-identified after including subject random effects, likely because with only T = 28 teeth for each subject, there is not enough information in the data to identify small-scale spatial dependence within a subject.
Low-resolution spatial model
The subject-level random effects a ik and a * ik control the low resolution spatial trends for subject i. These random effects are modeled as a ik
Rather than specifying a parametric distribution, we model F k nonparametrically using a Dirichlet process mixture (DPM) of normals (Ferguson, 1973 (Ferguson, , 1974 Antoniak, 1974) . The DPM model is commonly used to capture uncertainty in the parametric form of a distribution. Below, we specify the DPM prior for an arbitrary distribution function F with associated density f (y). Using the stick-breaking representation (Sethuraman, 1994) , the DPM model for F is equivalent to modeling the density as an infinite mixture of normals
where ϕ(y|m, τ 2 ) is the Gaussian density function with mean m and variance τ 2 , and the mixture weights satisfy π j > 0 and
The mixture probabilities 'break the stick', i.e., the unit interval, into pieces that sum to one.
The proportion of the stick attributed to term j is determined by
is the proportion of the stick accounted for by the first j − 1 terms, and v j is the proportion of the remaining stick attributed to term j. We denote this model as
Each CAL random effect has its own distribution, that is
For the missing tooth random effects, the responses are binary and provide less information about the shape of the random effects distribution. Therefore we model them parametrically by taking F k to be the normal distribution with mean m * k and standard deviation σ * k .
High-resolution spatial model
We model the site-level spatial CAL processes θ i (s) using Gaussian processes. To allow for nonstationarity and non-Gaussianity, the spatial terms are modeled using kernel convolution methods. Higdon et al. (1999) show that an arbitrary Gaussian process θ(s) can be written as a kernel convolution of white noise,
where K is a kernel function and Z is a white noise process. The kernel function is related to the covariance via
where τ 2 Z controls the variance. For example, the Gaussian kernel function
where ψ is a function ρ. The integral (5) permits the approximation
where {u 1 , ..., u L } is a fixed set of knots covering the spatial domain of interest and
This yields the covariance function
which approximates (6) for large L and regular-spaced {u 1 , ..., u L }. Higdon et al. (1999) use this approximation to define non-stationary processes by having a different bandwidth for each term in the sum, and using a second spatial process to spatially smooth the bandwidths. Assuming the subjects share the same kernels, that is,
we specify an anisotropic, non-stationary, and non-Gaussian model for the spatial processes. Rather than allowing the kernel functions to vary arbitrarily through the spatial domain, we simply specify a different bandwidth for each tooth type. We use squared-exponential kernels (sometimes called the Gaussian or radial basis function kernel) defined as,
s and u l on the same jaw
where knot u l = (u 1l , u 2l ) T is on a tooth of type k. The spatial range of the kernel is controlled by the kernel bandwidth ρ k . The relative strength of correlation in the two directions is determined by ϕ k . The first spatial coordinate is the distance moving from left to right around the jaw, and the second coordinate is zero for tongue-side sites and one for cheek-side measurements.
The squared-exponential kernel is restrictive in that its parameters control only the bandwidth of the kernels and not the shape. Richer kernels are available that have both scale and shape parameters, for example those that correspond to a Matérn covariance. However, in our application the data are on a regular grid and we find the kernels are non-negligible for only one or two neighboring sites. Therefore, it does not seem possible to identify the shape of the kernels, and we elect to use the simple squared-exponential kernels.
The distribution of the latent γ li varies by tooth type. To account for non-normality, we model these latent variables using nonparametric methods. For knots on a tooth of type k, we assume
The mean is taken to be zero to identify the means of the tooth-type random effects. By allowing these distributions to vary spatially, we accommodate varying degrees of skewness in different regions of the mouth. Despite having different kernels and random effects distribution for each tooth type, proximal sites of different tooth types remain dependent because the kernels cover teeth of multiple types, and thus random effects are shared by multiple tooth types. The covariance of θ remains (8) 
For regular grids of observations and knots, the set of kernel values will be the same for all s, and the moment generating function can be written
for all s, where w l = K l (s). Therefore, identifying the G associated with an arbitrary response
In the special case of a uniform kernel,
, and regular spacing so that each observation has
This shows that even for a dense grid of knots, the span on densities available for the marginal distribution of θ i (s) is the same as the span of the DPM model, which is known to be sufficiently flexible. Although we do not use a uniform kernel in our data example, in kernel smoothing the shape of the kernel is often less important than the bandwidth (Hand et al., 2001) , and so this intuition should hold for other kernels as well.
Computational details
We use Metropolis-within-Gibbs MCMC (Gilks et al., 1995) to analyze this model. The full conditionals required for MCMC have fairly simple conjugate forms for most of the model's parameters, as described below. A complication is that the DPM priors in (4) are infinite mixtures. In practice it may not be necessary to use an infinite mixture. Note that by construction, the mixture probabilities are stochastically decreasing in j, for example, the prior mean of
Therefore, little is lost by truncating the mixture at a fixed number of terms, M , and setting v M = 1 to ensure that the probabilities sum to one. This gives a semiparametric finite mixture model that approximates the full nonparametric DP model. Conveniently, the mass in the final term π M represents the truncation error, so to determine if the approximation is valid we inspect the posterior of π M . We find that M = 10 mixture components provides a sufficient approximation for our data.
To facilitate MCMC for the non-Gaussian subject random effects, we introduce auxiliary variables (Chen et al., 2000) g ki ∈ {1, ..., M } to indicate the mixture component for the k th random effect for subject i in (4). The auxiliary model for a ki becomes
Similarly, for the kernel convolution coefficients, we introduce auxiliary variables h li ∈ {1, ..., L} such that
Below we provide the full conditional of the parameters in the auxiliary parameter model that are required for MCMC. The latent variable z i (t) is updated as
where where 
The missing data effects c(t) have Gaussian full conditionals. We assume that c(t) = C j for all
t ∈ T where T is the set of t such that tooth t is of type j. Then C j has full conditional C j |rest ∼
where C j has prior C j ∼ N(0, σ 2 C ). The error variance has full conditionals
where σ has prior σ −2 ∼ Gamma(a σ , b σ ).
Next, we define the full conditionals for the parameters in the auxiliary model (12); the parameters in (13) are similar. The full conditionals are
where priors are assumed to be τ
The spatial correlation parameters (ρ k and ϕ k ) that define the kernel do not have conjugate full conditionals and are updated using Metropolis sampling. We transform to log(ρ k ) and log(ϕ k ), and use Gaussian candidate distributions. The candidate distributions are adaptively tuned during the burn-in to give acceptance ratio near 0.4. We sample 5,000 iterations and discard the first 1,000 as burn-in for the simulated data in Section 5. For the real data analysis in Section 2 we sample 25,000 iterations (after thinning by four) and discard the first 10,000 as burn-in. Convergence is monitored with trace plots and ACF plots of several representative parameters. The computing was implemented using R, and the code is available upon request from the first author.
Simulation study
In most dental studies of CAL, including our analysis of the GAAD data in Section 6, the primary interest is to estimate risk factors associated with periodontal disease, for example the important special case of a clinical trial where one of the covariates is a treatment indicator. Therefore, in this simulation study we explore the effects of invalid modeling assumptions on the estimation of the fixed effects b. The data are generated from models (1) Each simulated data set has n = 100 subjects. We generate data under four designs, defined by the CAL random effects transformation T and missing data parameters c(t):
3. Gaussian, non-random missingness, T (x) = x, c(t) = 1.0 
jk ∼ Gamma(0.1,0.1), and log(ρ k ), log(ϕ k ) ∼ N(0,10 2 ). Finally, we fix the stick-breaking parameters
Under this set-up, we generate S = 200 data sets from each simulation design. For each data set, we fit the Gaussian (M = 1) and non-Gaussian (M = 10) models, as well as models with (c(t) ̸ = 0) and without (c(t) = 0) non-randomly missing teeth. Methods are compared using mean squared error (MSE; computed using posterior means as estimates) for the fixed effects b j , averaged over the S data sets and p covariates.
The results in Table 1 confirm that properly accounting for both non-random missingness and non-Gaussian responses provides improved fixed effect estimation. For design 2, Gaussian models have larger MSE than non-Gaussian models (relative MSE = 0.636/0.454 = 1.400 for model 1 compared to model 3). For design 3, models that do not account for non-random missingness have larger MSE than those that do (relative MSE = 1.364/0.580 = 2.352 for model 1 compared to model 2). The final design has both non-Gaussianity and non-random missingness, and in this case the MSE is minimized by the full model. The effect of accounting for non-random missingness is larger with normal data in design 3 than non-normal data in design 4. However, this may confounded with the larger informative missing coefficient (c(t)=1.0 for design 3 compared to c(t) = 0.5 for design 4).
Analysis of GAAD data
We analyze the GAAD data using the model in Section 3 and the same priors as in Section 5's simulation study. The posterior means of densities F k and G k are given in Figure 3 . For each MCMC iteration, the densities are evaluated on a grid of points after shifting the density to have mean zero. The posterior mean is computed by averaging over MCMC samples. The random effect density for all four tooth types are right-skewed. The skewness is the strongest for premolars and molars. The density of the spatial random effects in Figure 3b shows that the variance is much larger for molars than the other tooth types. The density for molars is heavily right-skewed.
Combining results in Figures 3a and 3b suggests that there are some subjects with very large CAL values for all molars, as well as some sites with extremely large CAL values after accounting for large-scale effects. We note that the spatial process θ i (s) is a linear combination of coefficients for several knots, therefore the distribution of θ i (s) is less skewed than the distribution of the γ li , but remains right-skewed. (a) Tooth-type random effect density,
The covariance is summarized in Figure 4 and Table 2 . The covariance of the spatial random effects θ in Figure 4a confirms that the variance is higher for molars than other teeth. Also, the covariance has larger spatial range for incisors than other teeth. The difference in spatial range is statistically significant. The bandwidth in Table 2 has 95% credible interval (1.23, 1.37) for incisors compared to (0.76, 0.88) for canines and less for other teeth. Table 2 shows that the covariance is anisotropic. For incisors there is stronger dependence for cheek-side/tongue-side pairs on the same tooth, and for other teeth cheek-side/tongue-side pairs have weak correlation.
The sum of covariances of the subject-level random effects and spatial random effects in Figure   4b shows long-range dependence between molars on different sides of the jaw, as well and strong dependence between all incisors, as in Figure 2b 's sample covariance.
To examine the effects of the covariance on the fitted values, Figure 5 plots the data and posterior mean of µ i (s) for one subject's upper jaw. For comparison, we also fit the stationary Gaussian For both models, the fitted values are considerably more smooth for incisors than teeth in the back of the mouth, especially for the upper jaw. The largest differences between the full and reduced models are for tooth 2 which is on the edge, and tooth 13 which is missing along with both of its neighbors. This is due to the significant dependence between CAL values and missing teeth, as shown by the positive value of C k (the value of c(t) for teeth of type k) in Table 2 , and driven by relative severity of CAL at sites surrounding missing teeth. We also see the effect of assuming normality in the reduced form model. For example, on the tongue-side of tooth 15 the observed CAL is 3, 4, and 3 for the three sites. The reduced form model smooths the fitted values to be almost identical for these three sites, whereas the non-Gaussian full model fits closer to the observed 4mm measurement. Table 3 summarizes the posterior of the fixed effects for CAL (b) and missing teeth (b * ). As expected, age is positively associated with both CAL and missing teeth. Similar to age, BMI has positive, but not statistically significant effect for CAL and missing teeth. Females are associated with a lower CAL, but with more missing teeth as compared to males. This may be due to the fact that most of the diseased teeth for females (with high degree of PD) were already absent, leaving However, we add a note of caution here in interpreting this result, given that there is a predominance of females in this population (about 75%), and this is a common feature of this population (Johnson-Spruill et al., 2009 ). In addition, Hba1c (or glycemic control) also remain positively associated with CAL, which supports the initial premise of this study that poorly controlled Type-2 diabetic patients are more likely to develop periodontal disease than well-controlled diabetics. Table 3 also includes the regression coefficients for a the reduced model assuming normality, stationarity, and random missingness. There are several significant differences, for example, the 95% intervals for two models are non-overlapping for age, gender, and Hba1c.
Model comparison is challenging in the presence of informative sampling, since comparisons must account for both fit to observed values as well as the sampling process and relationship between the values and the sampling process. Many common Bayesian model select techniques such as Bayes factors (Carlin and Louis, 2008) and deviance information criteria (Spiegelhalter et al., 2002) require specifying a likelihood for the data, which is hard to define in the presence of informative missingness. Therefore, we inspect the adequacy of the simpler stationary Gaussian model using the posterior predictive loss (PPL) approach of Daniels et al. (2012) , which extends the posterior prediction model assessment approach of Gelfand and Ghosh (1998) to accommodate dependent data with missing responses. The PPL criteria bypasses the likelihood construction and presents a computationally convenient framework for quantifying the fit of the model by comparing features of the posterior predictive distribution to equivalent features of the observed data.
Consider the observed data for subject i as the set (δ i , y i ), where
be a one-number summary of the observed outcomes for subject i, where
) be the corresponding summary from the posterior predictive distribution from a given model (conditional on X i and Z, but not the random effects a i and θ i ). Then PPL bases its model fit by
Specifically, for some k > 0, define for each model,
2 , so that a is the minimizer of this loss with respect to the posterior predictive distribution for the given model. For this choice of loss (see Gelfand and Ghosh, 1998; Daniels et al., 2012) ,
Models with smaller D k are thus preferred.
Since our primary interest is in estimating the fixed effects in the mean, we take the summary statistic to be the mean of the observed outcomes, i.e.
For the Gaussian and stationary model with informative missingness, we find M = 117.3 and V = 117.0; for the full non-Gaussian and non-stationary model we find M = 115.4 and V = 73.9.
Therefore, the full model has smaller D k than the Gaussian and stationary model for all k.
Spatially-varying regression models
In the analysis above we have assumed that the effects of the covariates are constant throughout the mouth. However, given the dramatic differences in the residual processes in different areas of the mouth, it is natural to question if there are different factors influencing periodontal health in different regions, and thus different covariate effects in different regions. One option to exploring this possibility is to allow the covariate effects b to vary smoothly over space as in Gelfand et al. (2003) . However, given the symmetries of the mouth, we explore spatially-varying effects by simply adding interactions between the subject-level covariate (age, gender, etc.) and spatial covariates indicating molar, pre-molar, and canine tooth types (incisor is the reference group), upper jaw, and a tooth in gap between teeth.
The results for the Gaussian/stationary residual model and our full residual model are given in Figure 6 . We find significant interactions between age and smoking status and molar sites, indicating that disease progression for older patients and smokers is more rapid at molars than incisors. There is also some evidence that disease progression for smokers and older patients is slower at sites in the gap between teeth and on the lower jaw. For the predictors not shown in Figure 6 , there are no significant interactions for BMI and gender, and significantly negative (similar for both models) interactions between HbA1c and incisor and pre-molar. Compared to the Gaussian/stationary model, the posterior means for the full model are shrunk towards zero for most parameters, and the posterior standard deviations are consistently smaller for the full model.
This could be the effect of dampening the impact of observations in the tail by properly modeling the residual distribution.
Finally, we note while our model treats the CAL data as continuous, it is actually rounded to the nearest millimeter. To test for sensitivity to this assumption, we compare the results with an interval censored model which accounts for this rounding. Denote Y i (s) ∈ {0, 1, ...} as the observed value.
Then, the unrounded value y i (s) following (1) show the results of using this censored data model to account for rounding compared to modeling CAL directly and ignoring rounding. The results do not appear to be sensitive to the treatment of rounding.
Discussion
In this paper, we have proposed a flexible model for spatially-referenced periodontal data. Our framework is computationally convenient, and allows the response distribution to have differing degrees of non-normality in different regions of the mouth, the spatial covariance to be nonstationarity and the effect of non-random missingness to be varying for different tooth types. The simulation study demonstrates failing to account for these complexities leads to inefficient estima-tion of the fixed effects.
Our current simulation study and data analysis models the spatial dependence and non-normality primarily as a means to obtain precise estimates of covariate effects. However, in other settings, these features may be of interest on their own. For example, one might consider monitoring a patient over time, in which the spatial modeling developed here could be extended to the spatiotemporal setting to detect regions with deteriorating periodontal health. With a single subject, it may be difficult to allow the density of the spatial random effects to vary spatially. In this case, it could be held constant for all sites to permit a stationary non-Gaussian modeling. Also, in settings with replications but without the symmetry exhibited by PD data, it may be possible to let the density of the spatial random effects vary smoothly across space rather than having four distinct models for four distinct regions as considered here. Here the methods for spatially-varying density functions, e.g., Reich and Fuentes (2007) might be useful. Main effect ME + Canine ME + Pre ME + Molar ME + Gap ME + Jaw Main effect ME + Canine ME + Pre ME + Molar ME + Gap ME + Jaw 
