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1. INTRODUCTION 
The purpose of this paper is to extend the Levin comparison theorem [1,2] of the following linear 
second order differential equations 
y"(t) + a(t)y(t) = o 
and 
y"(t) + b(t)y(t) = 0, 
to the following nonlinear second order differential inequality 
y(t) { (pl(t)~2 (y(t)) ,y'(t),a-' y'(t)) ' + ql(t)fl (y(t)) } <_0, (El) 
and the following nonlinear second order differential equation 
(r~(t)~ (y(t))ly'(01 a-1 y'(t))' + q2(t)]2 (y(t)) = o, (E2) 
where 
(i) Pl, P2 e Cl([T, co), (0,oo)), for some T > O, pl(t) <_ p2(t) for each t >__ T; 
(ii) ql, (/2 e C([T,c~),R); 
(iii) fi • C(R) rl C1((-co,0) u ((0,oo))), yfi(y) > 0 and f~(y) > 0, for all y ¢ 0 and i = 1,2; 
(iv) o 1/o~ ~-~[f~ (y)] is decreasing in (0,oo) and increasing in (-oo,0); 
o 1/a (v) Y(fl(Y) -- f2(Y)) >-- 0 and ~-~[f:/~(y)] > ~[f~ (y)] in R - {0}, and f~ f~l/a(t)dt is 
divergent for y ~ 0; 
(vi) • • C 1 (R, (0, oo)) is increasing in (0, co) and decreasing in (-oo, 0). 
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A special type of equation (E~) is the following half-linear second order equation 
[p2(t) ly'(t)l ~-1 y'(t)]' + q2(t)ly(t)l ~-1 y(t) = O. (E3) 
The problem concerning Levin's comparison theorem [1,2] for equations (El) and (E2), with 
a = 1 and ~(t) = 1 or (E3) has been studied by many authors, see, for example, [3-6]. In 
1979, Elbert [7] established the existence and uniqueness ofsolutions to the initial value problem 
for equation (E3) on IT, o0). For the existence of solutions of the second-order boundary value 
problem (E2) with ~(y) = 1, we refer to the papers by Kaper, Knaap, Kwong [8] and Pino, 
Elgueta and Mamasevich [9]. By a solution of (El) or (E2) we mean a function y E [T u, co), 
T~ > T, which has the property [y'(t)l~-ly'(t) E CI[Tu, oo) and satisfies (El) or (E2), respectively. 
2. MAIN RESULTS 
In order to prove our main results, we need the following integral inequality which is a gen- 
eralization of Osgood, Tonelli, Montel and LaSalle, see, for example, the book of Agarwal and 
Lakshimkantham [10, pp. 12,19,40], and the articles by Wong and Yeh [11] and Wong-Yeh-Yu [5]. 
OSGOOD'S INEQUALITY. Let u(t) and v(t) be nonnegative continuous functions on [a,b], and 
g(t) be an increasing continuous function on [0, c¢~) with g(t) > 0,/'or t > 0. If 
u(t) <_ k + v(s)g (u(s)) ds, for a < t < b, 
where k is a normegative constant, then 
L u(t) ds < v(s) ds, fo ra<t<b.  g(s) - 
If, in addition, k = 0 and fo ~ ~ is divergent for ~ > O, then u(t) - 0 on [a, b]. 
We now prove the following nonlinear version of Levin's comparison theorem. 
THEOREM 2.1. Let u(t) and v(t) be nontrivial solutions of (El) and (F~), respectively, on a 
dosed subinterval [a, b] of [T, co) satisfying either 
v(a) > u(a) > O, u > 0 on [a,b], (H1) 
or 
I f  
v(a) < u(a) < O, u < 0 on [a, b]. 
-pl(a)@ (u(a)) [u'(a)[ ~-1 u'(a) 
fl (u(a)) fa t q- ql (s) ds 
-p2(a)~ (v(a) ) Iv'(a)l ~-1 v'(a) > 
f2 (vCa)) 
+ fa t q2(8) ds 
(H2) 
, (H3)  
for all t e [a,b], then v(t) does not vanish on [a,b], u(t)u'(t) < 0 and v(t) > u(t) > 0 if(H1) 
holds; v(t) < u(t) < 0 ff (H2) holds, and 
--pl(t)~ (u(t)) lu'(t)l ~-1 u'(t) 
fl (U(t)) 
> p2(t)@ (v(t) ) tv'(t)l ~-1 v'(t) 
12 (v(t)) 
(R,) 
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for all t E [a,b]. If the inequality sign ">" in (Ha) is replaced by ">,"  then the inequality sign 
">" in (R1) should be replaced by ">." 
PaOOF. Since the proofs for (HI) and (H2) are similar, we prove only case (H1). Since u > 0 on 
[a, b], the continuous function 
pl(t)~ (u(t))lu'Ct)l " -~ u'(t) (1) 
w(t) := S1 (u(t)) ' 
on [a, b] satisfies 
Then 
wt (t) >_ qI(t) -{-Iw(t)lCa+U/ap11/a(t)ql-1/a (u(t) ) f~I-a)/a (u(t) ) f~ (U( t) ) >_ ql(t). 
w(t) >_w(a)+ 
Z' >_ w(a) + ql(S)ds > 0. (2) 
Thus, u'(t) < 0, for all t E [a, b]. It follows from v(a) > 0 that there exists c E [a, b] such that 
z(t) := p2(t)~ (v(t))Iv'(t)l ~-lv'(t)  
$2 (v(t)) 
is continuous and differentiable on [a, c], and v(t) > 0 on [a, c]. Clearly, z(t) satisfies the integral 
equation 
for all t E [a, c]. Moreover, i' Z(t) ) z(a) + q2(8) ds. (4) 
It follows from (H:0, (2) and (4) that 
z(t) > z(a) + q2(s)ds > -w(a) - ql(s)ds > -w(t),  (5) 
on [a, c]. Hence, w(t) > -z(t)  on [a, c]. Next, we claim that w(t) > z(t) on [a, c]. Assume, on the 
contrary, that there exists ti E (a,c) such that z(tl) = w(ti) and z(t) < w(t) on [a, tl). By (5), 
we have 
0 < Iz(t)l < w(t), 
on [a, tl). Let 
and 
f ~ ~1/~(s) Fi(u) := - ¢-1 ¢o) (f~(,)) 
F i (v )  := - ¢ -1  (o) (I~(s)) 
ds 
ds, 
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for u,v # 0 and i = 1,2, where •-I(s) "---~ Isl(1-")l"s is the inverse function of ¢(s) := IsP- 's.  It 
is clear that Fi(u) and Fi(v) are decreasing in (0, oo) and increasing in ( -oo,  0), i = 1,2. Since 
w(t) > z(t) and ¢- l (s )  is strictly increasing, 
L , el /o (u(s)) u'(s) F2 (u(t)) = - ¢-1 (f2 (u(s))) ds 
L , ¢1/~ (u(s)) ='(s) > - ¢-1 (/1 (u(s))) ds 
= F1 (u(t)) 
= [~ Iw(s)l <1-~)/~ w(s) ds 
J .  1/a pl (s) 
L t iw(s)l(1-,~)l~ w(s) > 11~ ds p2 (s) 
L t Iz(s)l<l-~)l~ z(s) >~ lla ds p2 (s) 
= F2 (v(t)), 
(by (v), u > 0 and u' < 0) 
(by the definition of w(t)) 
(by (i)) 
on [a, tl]. Since F2(y) is decreasing in (0, oo), v(t) > 0 and u(t) > 0 on [a, ti], it follows that 
v(t) > u(t) > o, 
on [a, tl]. Therefore, 
O< 
0 
0 
--- N sT/°(Y)I:=.+ (by (iv)) (6) 
a 
N (by (v)). _< 
Thus, it follows from (H3), (3) and (6) that 
z(tl) =z(a)-b./. tl f q2(s)ds+ L ti f IZ(8)I (ct+l)/a p21/a(S)qy-1/a (V(S)) f(1--ct)la (V(8)) f~ (v(s))ds 
tl Ltl 
< w(a) + q~(s) ds + Iz(s)l c~+')/~ p21/a(S)qJ-11a (V(S)) .f~l-a)/a (v(s)) .f~ (v(s)) ds Ja 
I? L" <_ w(a) + ql(s)ds + Iw(s)l("+~)l'~p~"'~(s)¢ -~/~ @s))S~ 1-~)/~ (u(s))/[ (u(s))ds 
< w (tl) ,  
which is a contradiction. Thus, 
Iz(t)l < w(t), for t e [a,c]. (7) 
Next, we show that v(t) cannot vanish on [a, b]. Suppose that the first point to the right of a at 
which v(t) vanishes is t = 6 <_ b, that is, v(t) > 0 on [a, 6) and v(6) = 0. We claim that v'(5) # 0. 
Suppose that v'(6) = 0, then there exists a point a < t2 < 5 such that v'(t) < 0 on [t2, 6]. Thus, 
for t • It2, 6], 
/ p2(t)~ (v(t)) Iv'(t)J '~-1 v'(t) = q~(s)I2 (v(s)) ds. 
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Therefore, 
v ' ( t )  = 
> 
f:q2(s)f2(v(s))ds 
p2(t)qY(v(t)) 
f~-Ml f2 (v (s ) )ds  ~ 
m2m3 
O-a)/~ f :  q2(s)f2 (v(s)) ds 
p2(t)k~ (v(t)) 
(l-a)/~ f :  -M l f2  (v(s)) ds 
m2m3 
=(-K) (1 -a ) /~( -K ){ f t~fz (v (s ) )ds}  1/~ 
> ( -K)(X-~)/~(-K)  {f2 (v(t))(6 - t)} Wo 
__ ¢ l /a  = ( -K) (1-a) /a( -K) (5  t) x/a J2 (v(t)), 
where 
Mt := max {Iq2(t) l  : a < t < b} ,  
m2 := min{p2(t) :a  < t < b} > 0, 
m3 := min{~ (v(t)) : a < t < b} > O, 
M1 
K:= 
~/-$2 ?723 "
Then, 
f t  
v(t) _< v(5) + ( -K)(1-~)/~(-K)  (5 -- 8) 1/a 32¢1/a (v(s))ds 
<- ft ~ K1/~ 15 - s[ 1/a j2~1/~ (v(s) ) ds. 
Since fo  f21/~(t) dt = c~ for x > 0, it follows from Osgood's inequality that v(t) - 0 for each 
t E [t2,5], which is impossible. Thus, v'(5) ~t O. This means that the solutions of (E2) have only 
simple zeros. However, since [z(t)[ < w(t) on [a, 5) and w(t) is bounded on [a, b], 
oo = limsup Iz(t)l <_ lim w(t) = w(5) < oo, 
t--*~- t--*5- 
which is a contradiction. This contradiction proves that v(t) can not vanish on [a, b]. Thus, (7) 
holds on the interval [a, b]. 
Clearly, it follows from (7) that v(t) > u(t) on [a, b]. Hence, our proof is complete. 
REMARK 2.2. Theorem 2.1 is a generalization of Levin's comparison theorem in [2,5,9, 
11-13]. There are many pairs of functions atisfying conditions (iii), (iv) and (v). For exam- 
ple (fl(Y), f2(Y)) = ((2Y) 1/a, yl/a); ([2 sgn (y)ln ([y[ + 1)1a-12 sgn (y)ln ([y[ + 1), [sgn (y)ln ([y[ + 
1)[ ~-1 sgn (y)ln ([y[ + 1)); or (sgn[, (y)[y[n + y, sgnl ' (y)ln ([Yl + 1)) for n = 0, 1, 2 , . . . ,  and a > 0. 
THEOREM 2.3. Let u(t) and v(t) be nontrivial solutions of (El) and (E2), respectively, on a 
closed subinterval [a, b] of IT, oo) satisfying either 
v(b) >_ u(b) > O, u > 0 on [a, b], (H4) 
01" 
v(b) < u(b) < O, u < 0 on [a, b]. (Hs) 
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If  
pl(b)@ (u(b))lu'(b)l ~-~ u'(b) f t  
f l  (u(b)) +Ja ql(s)ds > 
pz(b)~ (v(b)) Iv'(b)l ~-~ v'(b) ~' ds 
f2 (v(b)) + q2(s) , (H6) 
for all t E [a, b], then v(t) does not vanish on [a, b], u(t)u'(t) < 0 and v(t) > u(t) > 0 if (H4) 
holds; v(t) < u(t) < 0 ff (1-15) holds, and 
pl(t)¢ (u(t))lu'(t)l '~ -1  u'(t) 
11 (u(t)) 
> p2(t)  (v(t) ) Iv'(t)l v'(t) 
(v(t)) 
for a11 t E [a,b]. If the inequality sign ">" in (1t6) is replaced by ">," then the inequality sign 
">" in (Ru) should be replaced by ">."  
PROOF. Define 
ul(t) = u(a+b-  t), 
Pl(t) = pl(a + b - t), 
Ql(t) = ql(a + b -  t), 
vl(t) = v(a + b -  t), 
P2(t) = p2(a + b - t), 
Q2(t) = q2(a + b - t). 
Then ul(t) does not vanish on [a,b], Pl(a) = px(b), vl(a) = v(b) >_ u(b) = ul(a) > 0 or 
vl(a) = v(b) < u(b) = ul(a) < 0 and 
-P l (a )~ (ul(a))lui(a)l '~ -1  ui(a) 
f l  (u l (a))  
a+b-t 
+ Ql(s)ds 
J~  
_ pl(b)~ (u(b))lu'(b)l a-1 u'(b) 
fl  (u(b)) ft 
b 
+ ql(S)ds, 
-~(b)~(v(b))lv'(b)l~-%'(b)fz(v(b)) + ftb q2(s) ds 
P2(a)~ , a--1 , = (vl(a))lvl(a)l vl(a) 
f2 (v l (a) )  
a+b-t I + Q2(s) ds . 
J a  
Thus, the assumption (H6) is equivalent to the assumption (H3) since t E [a, b] if, and only if, 
a + b -  t E [a, b]. Hence, conclusion (R2) follows from Theorem 2.1. 
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