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Abstract 
 
Microplitis croceipes, a nectar-feeding parasitoid wasp, was found to be able to associatively 
learn chemical cues using classical conditioning to food. The experiments on M. croceipes 
were performed and recorded with a Sony camcorder in the USDA-ARS Biological Control 
Laboratory at Tifton, GA, USA. The experimental videos in this study have shown that M. 
croceipes can respond to coffee odour when associated with food. The detection capabilities 
and behaviour of M. croceipes at different levels of coffee odour were studied. First, the data 
that related to trained M. croceipes behaviour were extracted from the experimental videos 
and stored in a Microsoft Excel database. The extracted data represented the behaviour of M. 
croceipes trained to 20 mg of coffee and then, subsequently, exposed to 5, 10, 20 and 40 mg 
of coffee. Secondly, indices were developed to uniquely characterise the behaviour of trained 
M. croceipes under these different coffee concentrations. Thirdly, a stochastic mathematical 
model and its parameters were developed to mimic and predict the responses of trained wasps 
when exposed to these four different levels of coffee odours. Finally, additional data analyses 
were performed to investigate the lateralisation and robustness of trained wasps’ conditioned 
responses. A hypothesis is proposed based on the experimental findings in this research. In 
summary, this thesis demonstrates the usefulness of mathematical models for interpreting 
experimental observations, gaining novel insights into the dynamic behaviour of these trained 
wasps, the development of hypotheses, as well as understanding the design principles of a 
simple model based on the behaviour of trained wasps. 
 
Keywords: Microplitis croceipes, insect behaviour, insect olfactory system, olfactory signal 
transduction pathway, Tracker, video image analysis, mathematical model, model validation, 
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Chapter 1: Introduction 
 
 
1.1 Insect olfactory system 
 
Many animals are known to have remarkable abilities to respond to odours in their 
environments. Insects, for example, for their survival must use visual, olfactory, and tactile 
information received and processed by their sensory systems to control behavioural responses 
to food, predators, mates or hosts. Insects have extremely sensitive olfactory systems with 
highly discriminating abilities to identify specific odours (Liu and Davis, 2006). There are 
some interesting examples that show the insect’s olfactory system plays a significant role in 
its behaviour. The parasitoid wasp, Microplitis croceipes, can detect odours produced by 
plants in response to host feeding (Lewis and Takasu, 1990); the male sphinx moth Manduca 
sexta can use the pheromones released by females to find mates (Hildebrand, 1995); the 
malaria mosquito Anopheles gambiae can detect their human host by body odour and 𝐶𝑂2 
(Takken, 1996); and the honeybee Apis mellifera can learn different odours to form 
navigational memories and use them for foraging behaviour (Galizia and Menzel, 2000; 
Reinhard et al., 2004). 
 
The insect olfaction system is extremely sensitive and has the natural ability to associate 
external stimuli with resources, such as food, hosts and mates. Associative learning in insects 
has been studied for several years using classical conditioning. The sophisticated ability of 
honeybees to learn was shown through the notable works of von Frisch (1915, 1920) and 
Menzel (1985) and, more recently, the ability in parasitoid wasp and fly species (reviewed in 
Vet et al., 1995) have been widely studied.  In addition, insects can be trained to 
simultaneously associate two different odours with food and host rewards (Lewis and Takasu, 
1990) or, successively, two different odours with the same reward (e.g., Takasu and Lewis, 
1996).  This training is particularly simple for some parasitic wasps; they can be trained 
within five minutes (Lewis and Takasu, 1990; Takasu and Lewis, 1996). These studies on 
associative learning in insects have proven that learning is a ubiquitous trait in insects (Dukas, 
2008). 
 
2 
 
There are some studies that have demonstrated how to condition wasps, bees and moths to 
associate with particular odours of human interest and to detect these odours through 
measurable behavioural responses. A conditioned response (CR), such as the proboscis 
extension response (PER) and area-restricted searching are used as active feedback indicators 
for the presence of the odours of interest. Good examples are conditioning parasitic wasps, 
moths and honey bees to chemicals associated with explosives, food toxins and plant odours. 
In these studies, insects are contained and observed using electronic interfaces that measure 
their behavioural responses, or they are released and allowed to search and find an odour 
source. 
 
The positive features of insect olfaction make it useful for chemical detection or chemical 
detectors. First, they have the ability to detect low levels of chemical odours (Rains et al., 
2004). Secondly, they have the ability to detect and respond to odours in a background of 
non-target odours. Thirdly, they have a short generation time and so large numbers can be 
easily reared. Finally, they have the ability to be conditioned to odours in a matter of minutes. 
 
Over the last three decades, discoveries in anatomy, physiology and molecular biology have 
led to a better understanding of the insect olfactory system. For example, the functionalities 
of the various components of the olfaction system and the mechanisms underlying olfactory 
memory formation have been elucidated. These discoveries have led to new questions such as: 
What, where and how is the odorant information processed and stored? How does the odour 
discriminating functions relate to the behavioural modification functions in the brain? More 
specifically, what is the role of the antennae, antennal lobes, mushroom bodies and the lateral 
horn to insect response behaviours? How does the stimuli information processed in these 
olfactory components relate to the insect’s response? Which of these components is the key to 
controlling the insect’s response? To find the answers to these questions and others is a 
difficult challenge. From the time a molecule is captured by odorant-binding proteins in the 
antennal sensillum, to the body movements elicited as a behavioural response, we seek to 
gain a better understanding of how sensory signals cause behaviour and how behaviour 
controls sensory processing. Through a clearer understanding of how the behavioural, 
physiological, genetic and molecular levels interact, it is believed that whole-insect 
programmable sensors can be developed for chemical detection, and serve as models for the 
development of better electronic chemical sensing systems and other sensors. 
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The basic hypothesis is that odour quantity and quality control insect searching behaviour and 
movement under training conditions. The odour molecule is detected by olfactory receptor 
neurons in the insect’s antennae and the odour-specific information (spikes) sent to antennal 
lobes for further processing. The outcome is sent immediately to the lateral horn; or the signal 
is sent through the mushroom body first before going to the lateral horn.  The mushroom 
body is a primary location for olfactory learning and memory, and the lateral horn directly 
mediate non-associative responses to odour, such as chewing and body cleaning (Tanaka et 
al., 2004). Based on the current knowledge of biological details for each of these olfactory 
components, we hypothesise that 1) insects trained with varying odour concentration will 
lead to different behavioural responses through processing inside the antennal lobes; then 2) 
antennal lobes have a relatively constant structure and function between the same insect 
species (males have a special macroglomerular complex in the antennal lobe used to detect 
sex pheromones from females). The strength of the output signals from antennal lobes depend 
on the concentration of odour, and this will lead to the different associative responses; and 3) 
when the insect senses the odour, the information processed through the antennal lobe will be 
sent to the lateral horn and mushroom body; the signals from the lateral horn are used to 
control random non-associative responses, and the signals going through the mushroom body 
are checked to see if the odour is recognised (in memory). If the odour information is not 
recognised in memory, the insect will engage in random behaviours, such as searching and 
preening. If the odour information is recognised in the memory and the physiological state is 
such that the odour is significant to the insect, the mushroom body will send information to 
the lateral horn to adjust the random search, and it will engage in more focused search 
behaviours. It will also send information to the higher brain to control the associated 
behavioural response.  
 
 
1.2 Motivation of the study 
 
This thesis involves the study of the insect olfactory system and the behavioural dynamics of 
classically conditioned Microplitis croceipes (parasitoid wasp) at various test dosages, as well 
as an investigation of the lateralisation and robustness of trained wasps’ conditioned 
responses. In this thesis, the behavioural response of the conditioned Microplitis croceipes is 
chosen as a model target because the discoveries in anatomy, physiology and molecular 
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biology provide sufficient details leading to a better understanding of the insect olfactory 
system. The wasp can easily be conditioned to associate with a target odour in a short time. 
We can obtain the necessary experimental data to develop a detailed mathematical model. 
Even more importantly, the easily produced experimental data will allow the model to be 
reliably validated. 
 
The motivation of this research is to investigate the connection between trained wasp’s 
searching behaviours and the target odour concentrations. When a hand-trained Microplitis 
croceipes is placed in the presence of a target odour, it will exhibit several different 
behaviours, such as coiling, head sticking, anntenating and restricted searching (Wäckers et 
al., 2002; Olson et al., 2003). These behaviours can be visually interpreted to indicate 
whether the response is positive (odour detected) or negative (odour not detected). However, 
it is really difficult from human observation to visually quantify a wasp’s response to a target 
concentration. In fact, the connection between a wasp’s response and the different levels of 
the target concentration needs to be studied in order to develop an objective measurement of 
the behavioural response relating to varying concentrations of the test odorants. 
 
 
1.3 Objectives 
 
This research focuses on understanding the fundamental mechanisms of the insect olfactory 
system and aims to design a bioassay to gather behavioural data using a classically 
conditioned parasitoid wasp, Microplitis croceipes, and then use the experimental data to 
develop and implement mathematical models of searching behaviours from trained wasps 
under different test conditions, which are then used to interpret experimental data and 
develop new hypotheses. To reach these aims, the research has the following objectives: 
 
 To analyse the experimental data and explore the dynamics of a conditioned wasp’s 
searching behaviour at various test dosages, and investigate the possible connection 
between the conditioned behaviours and various test dosages. 
 
 To build a conceptual model for the searching behaviours of classically conditioned 
parasitoid wasps based on the analysis of experimental data. 
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 To apply system identification, parameter estimation and quantitative modelling 
approaches to develop a stochastic mathematical model from a conceptual model that 
can mimic and predict the searching behaviour of conditioned wasps at various test 
dosages. 
 
 To develop hypotheses about how conditioned wasps behave under different test 
dosages through parameter analysis and model simulations. 
 
 Design and implement new experiments to investigate the lateralisation and 
robustness of the searching behaviour from classically conditioned parasitoid wasp. 
 
 To better understand the complex mechanisms underlying the interaction between the 
left and right sides of wasp’s brain and develop hypotheses to interpret the dosage-
dependent behaviour changes. 
 
 To identify the gaps of our current knowledge of the system. 
 
 
1.4 Overview of chapters 
 
This thesis comprises seven chapters. 
 
In the current chapter, an introduction is provided to the insect olfactory system, associate 
learning in insects and their practical implications, which leads to the motivation for the 
thesis. 
 
In Chapter Two, background information covering the field of the insect olfactory system, a 
detailed research history of the parasitic wasp (Microplitis croceipes), chemical sensing 
technologies and a comprehensive summary of the development of the mathematical models 
that focused on different aspects of the insect olfactory system are given. It also includes the 
olfactory signal transduction mechanisms between vertebrates and insects, and the 
similarities and differences between vertebrate olfactory receptor and insect olfactory 
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receptor. 
 
In Chapter Three, the methods used in this research and a preliminary analysis of behavioural 
response from trained wasps is given. 
 
In Chapter Four, a conceptual model based on the behavioural analysis is developed and then 
converted into a mathematical model as a set of deterministic and stochastic equations. The 
mathematical model is implemented into a computer solvable model using MATLAB 
language, where the parameters are also estimated. 
 
In Chapter Five, the proposed mathematic model is validated through subjective and 
objective approaches, which includes comparisons of the coefficient of determination, face 
validity test, 95% confidence interval and student’s t-test. 
 
In Chapter Six, the model simulation results from the wasp’s behaviours are evaluated under 
various levels of parameter perturbations in response to different test dosages. Sensitivity 
analysis of the model parameters and an interpretation from the insect olfactory system at 
molecular level is given. In addition, lateralisation and robustness of trained wasp’s 
conditioned response are investigated. More importantly, a hypothesis is proposed based on 
the experimental findings in this research. 
 
Finally, in Chapter Seven, a retrospective look at the overall implications of this work is 
provided, as well as the contribution of the thesis and directions for future research. 
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Chapter 2: Background and Literature Review 
 
 
Since this thesis embraces several disciplines, the literature review covers the necessary 
background information for the research. It includes the fundamental biological theories and 
concepts of the insect olfactory system, the research history of chemical detection and 
sensing technologies, as well as a review of the various mathematical models developed that 
focus on different aspects of the insect olfactory system. 
 
 
2.1 Overview 
 
Searching behaviour of insects relies on the insect’s sensitive olfactory system. The 
biological aspects of the insect olfactory system have been very well studied over the last 
decade. Many mathematical models have been built to simulate and analyse the function and 
activities of insect olfactory neurons based on known biological facts. However, the link 
between an insect’s searching behaviour and its olfactory system has not been studied 
together as a complete model. How does the data processed by the olfactory system in the 
insect brain affect its behaviour? Which part of the olfactory system (the insect olfactory 
system includes the antenna, antennal lobes, mushroom bodies and lateral horn) plays the key 
role in insect searching behaviour?  
 
There is a strong connection between the insect olfactory system and behaviour, as shown in 
trained parasitic wasps, Microplitis croceipis, which behave differently when presented with 
odours they were not trained in through associative learning techniques. There are even 
differences observed in their behaviour when exposed to different concentrations of the 
trained odour. In fact, there are some difficulties in studying and analysing the connection 
between the insect olfactory system and behaviours using real experiments. For example, 
how does the olfactory information processed in the insect’s olfactory system relate to their 
search behaviours? Due to the limitations of experimental research about insects’ olfactory 
systems and their related behaviour, mathematical models have become a powerful tool to 
analyse and understand the complex relationship between the olfactory information processed 
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in insects’ olfactory systems and their behaviours. 
 
 
2.2 Insect olfactory system and feature development 
 
Insects primarily use their antennae for olfaction, and olfactory receptor neurons (ORNs) in 
the antenna generate odour-specific electrical signals called spikes in response to odours 
(Hallem and Carlson, 2004). The signal pathway model of the insect olfactory system is 
given in Figure 2.1; it contains four distinct components: antenna, antennal lobe (AL), 
mushroom body (MB) and lateral horn (LH).  
 
 
Figure 2.1: Organization of the insect olfactory system. 
 
 
The first level of odour processing in the insect occurs with odourant detection at the 
antennae (although in some insects such as Drosophila the olfactory sensory neurons are also 
located in other parts of the body). Olfactory receptor neurons (ORNs) inside the insect 
antenna are compartmentalized into sensory hairs called sensilla (each sensillum contains the 
dendrites of up to four ORNs). The odourants in the air enter the sensillum through pores in 
the cuticle of the antenna. The ORNs in the sensillum then generate odour-specific electrical 
signals (called spikes) in response to the odour. The axons of the ORNs are projected to the 
AL and joined to the antennal nerve in the AL (Figure 2.2). Processing the olfactory 
information at the secondary level of insect olfactory system occurs in the antennal lobe 
(Figure 2.3). The antennal lobe contains globular shaped structures called glomeruli. The ALs 
have two kinds of neurons, excitatory projection neurons (PNs) and inhibitory local neurons 
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(LNs). The projection neurons send their axon terminals to the mushroom body (MB) and the 
lateral horn (LH) (Figure 2.4). The local interneurons are only connecting between multiple 
glomeruli and transfer olfactory information between glomeruli. Individual ORNs send axons 
to only one or a few glomeruli, and individual PNs typically innervate only one single 
glomerulus. Recordings from projection neurons in some insects show strong specialization 
and discrimination for the odours presented (e.g., the projection neurons of the 
macroglomeruli, a specialized complex of glomeruli responsible for pheromone detection). It 
is not known how information passed to the mushroom bodies is stored and processed to, in 
turn, send signals via motor neurons to muscles that control complex behaviour. 
 
 
 
(A) 
 
(B) 
Figure 2.2: (A) A parasitic wasp with its long antennae. Olfactory receptor neurons (ORNs) are 
compartmentalized into sensory hairs called sensilla on the surface of the antennae; (B) Insect olfactory 
sensilla. Each sensillum contains the dendrites of up to four ORNs to detect odorants. The sensillum has 
three major morphological types: basiconic, coeloconic and trichoid. Odorants in the air enter the 
sensillum through pores in the cuticle.  ORNs project their axons to the glomerulus in the antennal lobe. 
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Figure 2.3: The insect antennal lobe. ORNs send axons from the insect antenna to the antennal lobe (AL) 
via the antennal nerve. ORNs synapse onto second order neurons called projection neurons (PNs) in the 
AL. The AL can be subdivided into spherical units called glomeruli. Individual ORNs send axons to only 
one or a few glomeruli, and individual PNs typically innervate only a single glomerulus. The glomeruli 
also contain the processes of local interneurons that branch between multiple glomeruli, and transfer 
information between glomeruli. The projection neurons project to higher brain centres such as the 
mushroom body and the lateral horn. The local neurons, which are primarily inhibitory, have their 
neurites restricted to the antennal lobe. 
 
 
 
Figure 2.4: Horizontal section through the brain of the insect showing the main elements of the olfactory 
pathway. The antennal lobes and their glomeruli are in green, the mushroom bodies are in blue, and the 
lateral horns are in orange. Odours are detected by olfactory receptor neurons (ORNs) in the antennae. 
The ORNs project axons along the antennal nerve to the antennal lobe glomeruli, where they are sorted 
according to their chemo-sensitivity. From there the information is relayed by projection neurons (PNs) to 
the mushroom body and to the lateral horn. Some PNs bypass the mushroom body calyx and project only 
to the lateral horn. 
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Model organisms such as the fruit fly, Drosophila Melanogaster, help us to develop general 
conceptual models of olfactory systems and their operational principles, but each type of 
insect has its own specific system. For example, Drosophila has two pairs of olfactory organs, 
the antennae, having approximately 1200 ORNs, and the maxillary palps, having 120 ORNs 
(Shanbhag et al., 1999, 2000; Stocker, 1994).  
 
The sensilla hairs in the antenna are categorized into basiconic, coeloconic and trichoid 
morphological types, whereas the maxillary palp has only basiconic sensilla; the dendrites of 
up to four ORNs occupy each sensilla. The relative strengths of the antenna signals and the 
signals emanating from the maxillary palp towards odour-specific behaviours are not known. 
Larvae of Drosophila also exhibit a robust olfactory response (Ayyub et al., 1990; Cobb et al., 
1992; Monte et al., 1989), which is mediated through the dorsal organ (Heimbeck et al., 1999; 
Oppliger et al., 2000). Each of the paired dorsal organs contains 21 neurons that project to the 
antennal lobe of the larval brain (Python and Stocker, 2002). 
 
The ORNs of the antenna and maxillary palp generate action potentials in response to odour 
stimulation. The odour responses of many of these ORNs have been characterized through 
extracellular single-unit recordings from individual olfactory sensilla (Clyne et al., 1997; de 
Bruyne et al., 1999; de Bruyne et al., 2001; Stensmyr et al., 2003). These recordings have 
revealed that different odorants elicit responses from different subsets of ORNs, and also that 
ORNs exhibit a remarkable diversity of response properties: responses can be either 
excitatory or inhibitory and can vary in both intensity and temporal dynamics, depending on 
the odorant and the ORN (de Bruyne et al., 1999; de Bruyne et al., 2001). Similar ORN 
response properties have been described in other insects (Heinbockel and Kaissling, 1996; 
Kaissling et al., 1989; Nikonov and Leal, 2002; Shields and Hildebrand, 2001). Extensive 
recordings from the antenna and maxillary palp have revealed that ORNs can be categorized 
into a limited number of functional classes based on their responses to a defined set of 
chemical odorants. The maxillary palp contains six functional classes of ORNs, which are 
found in stereotyped pairs within three classes of sensilla (de Bruyne et al., 1999). The 
antennal basiconic ORNs fall into 18 functional classes that are also found in stereotyped 
combinations within eight classes of sensilla (de Bruyne et al., 2001; Elmore et al., 2003); the 
coeloconic and trichoid sensilla on the antenna also contain multiple kinds of ORNs (Clyne et 
al., 1997) but a thorough characterization of these is not yet available. 
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The projection neurons project to higher brain centres such as the mushroom body and the 
lateral horn. The local neurons, which are primarily inhibitory, have their neurites restricted 
to the antennal lobe. In Drosophila, each olfactory receptor neuron generally expresses a 
single olfactory receptor gene, and the neurons expressing a given gene all transmit 
information to one or two spatially invariant glomeruli in the antennal lobe. Moreover, each 
projection neuron generally receives information from a single glomerulus. The interaction 
between the olfactory receptor neurons, local neurons and projection neurons reformats the 
information input from the receptor neurons into a spatio-temporal code before it is sent to 
higher brain centres. 
 
The mushroom bodies or corpora pedunculata are a pair of structures in the brain of insects 
and other arthropods. They are usually described as neuropils, i.e. as dense networks of 
neurons and glia. They get their name from their roughly hemispherical calyx, a protuberance 
that joins to the rest of the brain by a central nerve tract or peduncle. They were first 
identified in 1850 by the French biologist Félix Dujardin (Strausfeld et al., 1998).  Mushroom 
bodies are known to be involved in learning and memory, particularly of smells/odours. They 
are largest in the Hymenoptera (bees, wasps and ants) which are known to have particularly 
elaborate olfactory control over their behaviour. In larger insects, studies suggest that 
mushroom bodies have other learning and memory functions, like associative memory, 
sensory filtering, motor control and memory of place. Comparisons between genes early in 
mushroom body development show a homology with similar developing genes in the 
forebrain of mammals. The mushroom bodies are currently the subject of intense research. 
They have been compared to the cerebral cortex of mammals. Because they are small 
compared to the brain structures of vertebrates, and yet many arthropods are capable of quite 
complex learning. It is hoped that investigations into the mushroom bodies will allow a clear 
view of the neurophysiology of animal cognition. The most recent research is also revealing 
the genetic control of processes within the mushroom bodies (Olsen and Wilson, 2008). 
Future studies that link the behavioural response with the neural signals and genetic 
expression in the mushroom bodies before and after associative learning could be used to 
better understand and condition insects to odours and, potentially, in other animals as well. 
This would improve our understanding of insect olfactory systems and reveal the principles 
of how animals navigate through their environment. 
 
Most of our current knowledge about the mushroom bodies comes from studies of a few 
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species of insects, especially the cockroach, Periplaneta americana, the honey bee, Apis 
mellifera, the locust, Schistocerca americana, and the fruit fly, Drosophila melanogaster. 
Since the genetics of fruit flies are known in exceptional detail, the studies of fruit fly 
mushroom bodies have been particularly important for understanding the genetic basis of 
their function. In the insect brain, the peduncles of the mushroom bodies extend through the 
midbrain. They mainly comprise of the long, densely packed nerve fibres of the Kenyon cells, 
the intrinsic neurons of mushroom bodies. These cells have been found in the mushroom 
bodies of all species that have been investigated, although their number varies; for example, 
fruit flies have around 2,500 and cockroaches have about 200,000. 
 
Insects and other invertebrates do not have their olfaction system directly connected to 
respiration. As such, odours are not “sniffed”, but are brought into contact with ORNs by 
antennal sensilla and behavioural movements. Insects in particular have a wide array of 
morphological features that make up their antennae. It is still unclear what some of the 
evolutionary adaptations these features represent (Hansson et al., 1991). However, it would 
be prudent to recognize the structural design and use of these organs as potential designs for 
the improved detection of odourants using man-made sensing materials. Currently, electronic 
nose technology has focused on mimicking the combinatorial strategy that is well accepted as 
the mammalian and insect olfaction method of identifying odours from patterns of responses 
to different sensors (normally 16 or 32 sensors). However, little effort has been put into 
examining the method by which odourant molecules are captured, or presented, to the sensors.        
 
 
2.3 Olfactory Signal Transduction in Vertebrate and Insects 
 
The initial steps of olfaction happen at the sensory neurons in the olfactory epithelium of the 
nasal cavity of vertebrate and sensilla on the antennae of insects. Vertebrates and insects both 
use olfactory receptors located on the cell membrane of olfactory receptor neurons (ORNs) to 
detect and distinguish odour molecules. However, vertebrate receptors belong to the family of 
G protein-coupled receptors (GPCR) that lead to a cascade of cellular signalling events 
including activation of the G protein inside ORNs and depolarization of ORNs.  For a long 
time, insect OR was assumed to be the same as the vertebrate neurons that belong to GPCR. 
Surprisingly, recent studies reveal that insect receptors are not related to vertebrate receptors, 
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based on structural and genetic analysis. Insect ORs can form a complex dimer that acts as a 
receptor for the odorant, and also a non-selective ion channel which is gated by binding of the 
odorant. This new finding raises the question on the involvement of G proteins in insect 
olfactory signal transduction and the molecular mechanism of insect olfactory signal 
transduction. In this chapter, I compared the vertebrate and insect olfactory systems focusing 
on: 1) The similarities and differences between vertebrate OR and insect OR; 2) The olfactory 
signal transduction mechanisms between vertebrates and insects. 
 
 
2.3.1 The vertebrate olfactory system (main OS and accessory OS) 
 
 
Figure 2.5: Schematic diagram of a mouse head. The sensory neurons in the main olfactory epithelium 
(MOE) project to the main olfactory bulb (MOB). The sensory neurons in the vomeronasal organ (VON) 
project to the accessory olfactory bulb (AOB). 
 
 
The vertebrate olfactory system is shown in Figure 2.5 (nasal cavity). There are two distinct 
and separate olfactory systems in most vertebrates except primates. One is the main olfactory 
system which detects volatile chemical and odorants, and the other is the accessory olfactory 
system which is mainly used for pheromone detection.  
 
 
Main olfactory system 
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Figure 2.6: Cross-section of the main olfactory epithelium (top), and cross-section of the peripheral part 
of the mian olfactory bulb (bottom).  
 
 
The olfactory epithelium is the main olfactory system in vertebrates (Figure 2.6). Olfactory 
receptor neurons (ORNs) inside the main olfactory epithelium (MOE) have a single axon that 
projects to the glomeruli of the main olfactory bulb and a single dendrite ending in a dendritic 
knob. There are approximately 10 to 15 cilia formed at the end of dendritic knob extending 
into the olfactory mucus that covers the surface of the epithelium. Large numbers of cilia 
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greatly increase the surface area of the olfactory receptor neuron and increase the chances of 
interaction with odorant molecules (Menco, 1980). The odorants in the air are inhaled into the 
nasal cavity and dissolve in the olfactory mucus. Physiological studies have shown that 
odorants are detected by cilia in mucus (Takeuchi and Kurahashi, 2008; Lowe and Gold, 
1991). Several important physiological functions occur within the olfactory cilia, such as 
odorant detection, generation of electrical excitation and signal amplification. There are many 
different types of odorant receptors located on the cilia of the receptor neurons. The binding 
of odorant and receptor on cilia leads to the generation of odour specific electrical signals 
(called spikes or action potential) in the ORN through a second messenger pathway. The 
axons of the ORNs are joined to the olfactory nerve, and project to a small number of 
spherical shaped olfactory glomeruli, which are located on the surface of the olfactory bulb 
(OB) in brain. A glomerulus is formed by axons from ORNs and dendrites from the mitral 
cell, and also intrinsic neurons. In mammals, the number of glomeruli is between 1100 and 
2400 with diameters ranging from 50 to 120 micrometres (μm). The axons of the mitral cells 
transfer olfactory information to the primary olfactory cortex that includes the piriform cortex 
(PC), the entorhinal cortex (EC), the lateral part of the cortical amygdala (LA), the anterior 
olfactory nucleus (AON) and the olfactory tubercle (OT). The olfactory information is 
processed in olfactory bulb and then sent to the primary olfactory cortex. 
 
 
Accessory olfactory system 
 
Most vertebrate and mammals (except humans) have two distinct olfactory systems. One is 
the main olfactory system, as discussed in the previous section, which detects volatile 
chemical and general odorants. The other is the accessory olfactory system which is mainly 
used for pheromone detection. The vomeronasal organ (VNO) is the accessory olfactory 
system in vertebrate. In mouse, the VNO is located between the mouth and the nose in the 
vomer. Olfactory receptor neurons in the vomeronasal organ project their axons to the 
accessory olfactory bulb which is located on the dorsal side of the main olfactory bulb. The 
axons from accessory olfactory bulb project to the amygdale and bed nucleus of the stria 
terminalis, and lastly project into the hypothalamus which relates to the mating behaviour. 
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2.3.2 Molecular mechanisms of vertebrate olfactory transduction 
 
In vertebrates, olfactory transduction starts with binding of an odorant to a protein receptor 
named the odorant receptor (OR), which is located on the membrane of ORNs.  The OR then 
initiates a cascade of metabotropic reactions and produces a second messenger, which leads 
to depolarization of the ORN. 
 
 
Vertebrate OR 
 
Vertebrate ORs belong to the superfamily of G protein-coupled receptors (GPCRs) that 
permanently attach to the neuron membrane and cross the neuron membrane seven times with 
an extracellular N-terminus and an intracellular C-terminus. Because of this unique structure, 
they are also known as seven transmembrane domain receptors (7-TM receptors). In the last 
twenty years, much research has been conducted in order to understand different aspects of 
OR biology. Many of these studies answered the critical question of how vertebrate olfactory 
system works to recognize and distinguish thousands of odours. In mouse, five different types 
of GPCRs have been identified. The vertebrate odorant receptors (ORs) family was first 
discovered by Buck and Axel in 1991. Two distinct vomeronasal receptors, V1R and V2R, 
were found in 1995 and 1997 (Dulac and Axel 1995; Matsunami and Buck 1997; Ryba and 
Tirindelli 1997). Trace amine associated receptors (TAARs) and formyl peptide receptors 
(FPRs) were found in 2006 and 2009 (Liberles and Buck, 2006; Riviere et al., 2009). The 
ORP gene family comprises a large number of distinct ORP genes in the genome. In mouse, 
there are about 1000 ORP genes. The vertebrate ORP applies a one neuron one receptor rule, 
which means each ORN only expresses one particular ORP gene on the membrane of cilia 
(Serizawa et al., 2004). An ORN can respond to many different odorants. Interestingly, a 
particular odorant can also stimulate several ORN that express different ORPs (Firestein et al. 
1993). In conclusion, the wide selectivity range of odorant receptor and random distribution 
of odorant receptors are two important olfactory coding features in the olfactory epithelium. 
 
 
Action potential 
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Figure 2.7: Schematic diagram of an idealized action potential. (Acknowledgement: 
http://en.wikipedia.org/wiki/Action_potential) 
 
In a cell, the action potential is the change of electrical membrane potential that can rise 
rapidly and fall rapidly (Figure 2.7). Action potentials happen in different animal cells, 
including neurons, muscle cells, endocrine cells, and some plant cells. In neurons, they play a 
vital role in neuron communication. They are also known as "nerve impulses" or "spikes". 
 
In neurons, action potentials are generated by voltage-gated sodium and potassium channels 
on the neuron membrane. These voltage-gated channels are closed when the membrane 
potential is at the resting potential. The voltage-gated sodium channels open rapidly if the 
membrane potential reaches the threshold value. When the channels open, they allow an 
influx of 𝑁𝑎+ ions to increase the action potential and this leads to more voltage-gated 𝑁𝑎+ 
channels to open and produce a greater electric current along the dendrite and axon. This 
rapid influx of 𝑁𝑎+ cations builds up the positive charge inside the membrane and inactivates 
the voltage-gated 𝑁𝑎+ ion channels. At this point, 𝑁𝑎+ cations cannot enter the neuron since 
the 𝑁𝑎+ channel is closed and the action potential has reached its peak. When the voltage-
gated 𝐾+ channels are activated, an efflux of 𝐾+ cations decreases the action potential to the 
resting state, which is known as the repolarization stage (falling phase). Because the 𝐾+ 
channels close slowly compared with 𝑁𝑎+ channels, there is a transient negative shift due to 
the extra efflux of 𝐾+  ions. This negative shift happens after the hyperpolarization stage, 
which can prevent the action potential travelling back (reversing). However, the location of 
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these voltage-gated channels is unknown; it is hypothesised that these channels are most 
likely locate along the neuron dendrites and axon. 
 
 
Signal transduction in vertebrate 
 
 
Figure 2.8: Signal transduction in mammalian olfactory receptor neurons.  
 
 
The activation of most vertebrate ORNs adopts a canonical cAMP signal pathway, and 
involves opening cyclic nucleotide-gated (CNG) and calcium-activated chloride channels 
(CaCCs) (Figure 2.8). Odorant molecules first bind to the odorant-binding proteins (OBPs) in 
order to reach the OR on the membrane through the aqueous nasal mucus. OBPs are secreted 
by MOE in vertebrate’s nasal mucus that carry odorants to OR (Steinbrecht, 1998) and may 
involve in odorants degradation as well. OBP transports odorants to ORs and binds ORs on 
cilia membrane which activates the OR and causes a conformational change on the OR. 
When the OR is active, the conformational change of the OR can also activate an associated 
olfactory specific G protein G𝛼𝑜𝑙𝑓 (Jones and Reed, 1989) by making the G protein exchange 
its bound guanosine diphosphate (GDP) for a guanosine triphosphate (GTP).  The G protein 
is made up of alpha (α), beta (β), and gamma (γ) subunits. The G protein’s α unit binds GTP 
and then dissociate from the β and γ heterogeneous subunits. The activated G𝛼𝑜𝑙𝑓 subunit 
activates adenylate cyclase (AC) type III (Bakalyar and Reed, 1990). The AC is a 
transmembrane protein that passes through the membrane 12 times with both C-terminal and 
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N-terminal at the intracellular side. When the G𝛼𝑜𝑙𝑓 subunit activates and attaches to AC type 
III, AC starts to convert adenosine triphosphate (ATP) into second messenger cAMP. cAMP 
is a small water soluble molecule that has an important role in olfactory transduction as a 
second messenger and mediates signal transduction for a wide range of odorants (Takeuchi 
and Kurahashi, 2003). Another important role of cAMP is that it amplifies olfactory signals 
due to its multiple generations from AC type III.  
 
Subsequently, cAMP binds and opens cyclic nucleotide-gated (CNG) channels. At this level, 
the CNG channels mediate the chemical information (from odorants entering cilia to cAMP 
generation) into electrical signals (ion flux across membranes into intracellular spaces by 
opening CNG channels) in the olfactory cilia. The CNG channels are permeable to 𝑁𝑎+ and 
𝐾+  and highly permeable to 𝐶𝑎2+ , which plays an important role in vertebrate olfactory 
transduction. The opening of CNG channels increase the intracellular 𝐶𝑎2+  and 𝑁𝑎+ 
concentration. Interestingly, the density of CNG channels calculated through 
electrophysiological methods is extremely variable among various species. For example, the 
CNG channel density is only around 8 channels/𝜇𝑚2 in cilia of the rat (Reisert at al., 2003) 
and it is approximately 70 channels/𝜇𝑚2 in the frog (Larsson et al. 1997). 
 
 The 𝐶𝑎2+  that pass in the cilia through CNG channels will cause the opening of 𝐶𝑎2+ 
activated 𝐶𝑙− channels (CaCCs). Due to studies on 𝐶𝑙−  accumulation in mouse ORNs and 
olfactory epithelium (Nickell at al., 2007; Reisert at al., 2005), the opening of CaCCs lead to 
𝐶𝑙− efflux that further depolarizes the neurons. An experiment on whole receptor neurons has 
shown that up to 85% of the receptor current induced by odour stimulation may be carried by 
𝐶𝑙−  (Lowe and Gold, 1993). Reiset et al. (2003) found CaCC channel density is 
approximately 62 channels/𝜇𝑚2 in cilia of the rat. They also found the inward current carried 
by 𝐶𝑙− channels is up to 33 times greater than CNG channels in rats. Therefore, the small 
amount of initial 𝐶𝑎2+  passing through CNG channels causes a much larger inward 𝐶𝑙−  
current. In other words, it also causes a nonlinear amplification of the depolarization signal.  
 
After a short period, the GTP will release from G𝛼𝑜𝑙𝑓 and be replaced by GDP. Then G𝛼𝑜𝑙𝑓 
will deactivate and dissociate with AC type III and bind the β and γ heterogeneous subunits 
of 𝐺𝑜𝑙𝑓 proteins to become the deactivated form of 𝐺𝑜𝑙𝑓  protein. The intraciliary 𝐶𝑎
2+ can 
also inhibit neurons by binding calmodulin (CaM) to reduce cAMP sensitivity of the CNG 
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channels. 
 
 
Ion homeostasis 
 
Ions flow into neurons through ion channels on membranes that cause neuron electrical 
excitation or action potentials. The ion homeostasis is extremely important in olfactory signal 
transduction.  
 
During the depolarization stage (rising phase), 𝐶𝑎2+ and 𝑁𝑎+ cations flux into the neuron 
membrane, causing the rise in membrane potential. The 𝐶𝑎2+ activation and open CaCCs 
cause large numbers of 𝐶𝑙−anions to flux into the neuron membrane to further depolarize the 
action potential until it reaches its peak value. The concentration of 𝐶𝑎2+  inside the 
membrane increases during the depolarization stage and 𝐶𝑎2+ ions must be extruded from the 
ORN to return to its base concentration. There are two major mechanisms to achieve this. 
One is by 𝑁𝑎+/𝐶𝑎2+ exchanger (NCX) and the other is by 𝐶𝑎2+ -ATPase.  Reisert and 
Matthews (1998) confirmed physiologically the presence of NCX in dendrites and dendritic 
knobs. The 𝑁𝑎+/𝐶𝑎2+ exchanger has also been found in frogs, squid and other animal cells. 
It plays an important role in removing 𝐶𝑎2+ from cells and is normally found in the plasma 
membrane. The NCX can transport large numbers of Ca2+ to the outside of the cell in a short 
time (up to five thousand Ca2+ ions per second). The NCX removes a single Ca2+ from 
intracellular space in exchange for import of the three Na+  ions into the cell. Another major 
mechanism is extruding intracellular  Ca2+ through Ca2+-ATPase. The experimental results 
from Castillo et al. (2007) showed that 𝐶𝑎2+-ATPase may also involve 𝐶𝑎2+ extrusion from 
the cilia. A recent experiment has revealed that 𝑁𝑎+/𝐶𝑎2+ exchanger only makes a limited 
contribution to 𝐶𝑎2+  homeostasis in vertebrate olfactory receptor neuron cilia (Antolin et al. 
2010), and 𝐶𝑎2+  -ATPase makes a significant contribution to the calcium clearance after 
ORN stimulation (Saidu et al., 2009). 
 
The 𝐶𝑙− efflux through a CaCC in the depolarization stage and must be restored to a high 
intracellular concentration again for the next action potential. Reisert et al. (2005) showed 
that  𝑁𝑎+ − 𝐾+ − 𝐶𝑙− cotransporters (NKCC1) are essential for 𝐶𝑙−  homeostasis in ORN 
and are located in the soma and dendrite but not in mice cilia. This indicates that there are 
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more 𝐶𝑙−  accumulation channels that exist in ORNs. Nickell et al. (2007) proved that 
NKCC1 is a part of multiple 𝐶𝑙−  transporter systems in the mouse olfactory epithelium. 
However, the mechanisms for the 𝐶𝑙− homeostasis in ORN and cilia still remain unclear. 
 
Under normal circumstances, when the action potential reaches the threshold, voltage-gated 
Na+  ion channels will open. They allow an influx of 𝑁𝑎+ cation to increase the action 
potential and lead to more voltage-gated 𝑁𝑎+ channels to open along the dendrite and axon. 
This rapid influx of  𝑁𝑎+  cations build up the positive charges inside the membrane and 
inactivates the voltage-gated 𝑁𝑎+  ion channels. At this point, 𝑁𝑎+  cations cannot enter the 
neuron as 𝑁𝑎+  channels are closed and the action potential reaches its peak. The voltage-
gated 𝐾+ channels are activated and cause an efflux of 𝐾+  cations to decrease the action 
potential to the resting state, which is known as the repolarization stage (falling phase). 
Because the 𝐾+  channels close slowly compared with 𝑁𝑎+  channels, there is a transient 
negative shift due to the extra efflux of 𝐾+ ions. This is the after-hyperpolarization stage that 
can prevent the action potential reversing. However, the location of these voltage-gated 
channels are unknown, it is hypothesized that these channels are most likely located along the 
neuron dendrites and axon. 
 
During depolarization and repolarization, the 𝑁𝑎+ cations flux into the cell and 𝐾+ cations 
flux out of cell. The 𝑁𝑎+/𝐾+ pump is an important enzyme located in the plasma membrane. 
It helps maintain relatively high concentrations of 𝐾+ cations inside the cell membrane and 
high concentrations of 𝑁𝑎+ cations outside the cell membrane by exchanging 𝐾+  and 𝑁𝑎+ 
cations through the cell membrane. It removes three 𝑁𝑎+ ions out of the cell in exchange for 
the import of two 𝐾+ ions into membrane from outside of the cell. 
 
 
2.3.3 The olfactory system of insects 
 
Introduction to the insect olfactory system 
 
In general, insects primarily use their antennae for olfaction and olfactory receptor neurons 
(ORNs) in the antenna generate odour-specific electrical signals called spikes in response to 
odours (Hallem et al., 2004). The insect olfactory system has four distinct components: 
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antenna, antenna lobes (ALs), mushroom bodies (MBs) and lateral horn (LH). The ORNs 
inside the insect antenna extend their dendrite into sensilla and project their axons to the ALs 
where they synapse with the neurons in the spherical units with membrane boundaries called 
glomeruli (GL). These ALs have two kinds of neurons, excitatory projection neurons (PN) 
and inhibitory local neurons. The projection neurons send their axon terminals to the MB and 
LH; local neurons have no axons. Recordings from projection neurons in some insects show 
strong specialization and discrimination for the odours presented (e.g., the projection neurons 
of the macroglomeruli, a specialized complex of glomeruli responsible for pheromone 
detection). Information passing this level is not completely known though some preliminary 
results are available. 
 
 
Molecular mechanisms of insect olfactory system 
 
In insects, olfactory transduction starts with the binding of an odorant to an odorant-binding 
protein (OBP) in the sensillum lymph and then the odorant is carried to the odorant receptor 
(OR) located on the membrane of the ORNs.  Odorant-OBP complex interacts with ORs and 
initiates a signal transduction cascade which leads to the depolarization of ORNs. 
 
 
Odorant-binding proteins (OBPs) 
 
The first level of odour processing in the insect occurs with odorant detection at the antenna. 
Olfactory receptor neurons (ORNs) inside the insect antenna are compartmentalized into 
sensory hairs called sensilla. The odorants in the air enter the sensillum through pores in the 
cuticle of antenna. After being adsorbed in the aqueous sensillum lymph, odorants bind to 
odorant binding proteins (OBPs) and are carried to the odorant receptors (ORs) located on the 
ORN outer dendritic membrane (Pelosi et al., 2006).  
 
The odorant-binding protein (OBP) was first discovered by Vogt and Riddiford (1981) in 
sensilla lymph of Antheraea polyphemus. OBPs are found in many insects and are highly 
concentrated in the sensilla lymph (Vogt et al., 1991). They are composed of pheromone 
binding proteins (PBPs). These are only expressed in male antennae and associate with 
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pheromone-sensitive neurons and general odorant-binding proteins (OBPs), which are 
expressed in both male and female antennae and respond to general odorants such as plant 
derived volatile compounds (Steinbrecht et al., 1995). The PBPs are well studied in numerous 
moth species compared to OBPs (Mckenna et al., 1994; Du and Prestwich, 1995). The OBPs 
are hypothesized to have similar functions as PBPs. First, they transport odorants to ORs as 
passive carriers. In addition, they are involved in odorant discrimination, which acts as a 
molecular filter for odorants to reach ORs in sensillum lymph. Furthermore, they also play an 
important role in the activation of ORs, for example, PBPs contribute to the activation of 
ORNs in moths (Kaissling, 2001; Pophof, 2004). 
 
The OBP binds to odorant molecules to form a complex dimer, which protects and carries the 
odorant to the OR on membrane. The odorant and OBP themselves cannot bind and activate 
OR alone, only the conformational changed odorant-OBP dimer can bind OR. After the 
odorant-OBP dimer binds to the OR, it cause a conformational change of OR and initiate 
signal transduction cascades by activating it. 
 
According to a modelling study, 83% of odorants will bind to OBPs and be carried to the OR; 
the rest (17%) are degraded by enzymes (Kaissling, 2009). The number of odorants entering 
sensillum is depending on the total number of odorants outside the sensillum. The entrance of 
odorant molecules is increased when the total number of odorants (odour concentration) 
outside the sensillum is increased. However, the concentration of odorant inside the sensillum 
grows to a maximum number until there is a balance between odorants entering and 
degrading. This process also depends on the number of OBPs in sensillum. When the 
stimulation from outside the sensillum stops, the degradation process continue until all the 
odorants are degraded from sensillum and its concentration falls to zero. 
 
 
Odorant degrading enzymes (ODEs) 
 
The ORN must maintain a high level of sensitivity for continued activation from odorant 
stimuli. In order to achieve this, odorants must be inactivated and degraded rapidly in the 
sensillum lymph. Odorant degrading enzymes (ODEs) are secreted in the sensillum lymph to 
quickly degrade odorants. Similarly, two types of pheromone degrading enzymes (PDE) have 
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been found in A. polyphemus (Vogt et al., 1985) and in M. sexta (Rybczynski et al., 1989). 
The kinetics of these PDEs are well studied and it has been shown that they could sufficiently 
transform odorants into inactive substances. For example, the newly named ApolPDE found 
by Ishida and Leal (2005) in A. polyphemus is about forty-fold more efficient than the PDE 
found by Vogt et al. (1985). In contrast to PDE, ODEs have not been studied as extensively. 
However, it is assumed that ODE has similar function as PDE. 
 
 
Insect ORs 
 
Odorants are carried to ORs by OBPs and bound to ORs on the ORN membrane. Insect ORs 
were first discovered in Drosophila melanogaster (Clyne et al., 1999; Vosshall et al., 1999). 
For a long time, insect ORs were hypothesized to be GPCRs and related to vertebrate and 
mammal ORs. However, recent findings challenge the concept that insect ORs are the same 
as vertebrate ORs, which belong to the family of G protein coupled receptors (GPCRs), due 
to the lack of homology to GPCR in vertebrates and mammals (Vosshall et al., 1999). Insect 
ORs appear to be the only insect specific proteins that do not share sequence similarity to 
vertebrate ORs and other G protein-coupled receptors. Structural analysis in silico, in vitro 
and in vivo showed that insect ORs have an inverted topology compared with conventional 
GPCRs, with an intracellular N-terminus and an extracellular C-terminus (Benton et al., 
2006; Lundin et al., 2007; Smart et al., 2008). Moreover, most olfactory neurons in the fruit 
fly Drosophila melanogaster express two distinct receptors, which are one of the common 
ORs and one universal co-receptor Or83b. The Or83b protein plays an essential role in signal 
transduction. Or83b was first isolated from D. melanogaster and has distinctive features from 
conventional ORs (Vosshall et al., 2000). Compared with conventional ORs, Or83b is 
expressed in almost all ORNs and the Or83b gene family is highly conserved among different 
insect species (Jones et al., 2005; Krieger et al., 2003). The Or83b gene family also works as 
a protein chaperone that directs ORs to the specific location on dendrites and forms a 
heteromeric complex. 
 
Two recent papers have shown that insect ORs are ionotropic receptors that are directly gated 
by odorants (Sato et al., 2008; Wicher et al., 2008). Both studies found that OR and co-OR 
form heteromeric ligand-gated ion channels in the fruit fly Drosophila. However, the 
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experimental results and conclusions of these two studies were quite different. Sato et al. 
(2008) only found a fast ionotropic response without the involvement of G proteins and other 
secondary intracellular messengers such as AC and cAMP.  In contrast, Wicher et al. (2008) 
found that Or83b itself can work as an ion channel, which opens via an ionotropic and 
metabotropic pathway. First, the ionotropic responses from OR and Or83b heteromeric 
channels are fast and relatively insensitive. Or83b directly responds to the binding of the OR 
and odorant-OBP complex and cause this ion channel to open. Secondly, the metabotropic 
pathway, which is slower and more sensitive, is involved with activation of G protein and 
other secondary intracellular messengers such as cAMP. As a result, Or83b works alone as an 
ion channel not directly responding to the odorant-OBP complex, but activated by 
intracellular cAMP or cGMP. 
 
When the conformational changed odorant-OBP complex binds to conventional ORs, it 
causes this non-selective ion channel to open and lead to a cation influx.  This leads to further 
neuron spikes.  
 
 
Signal transduction in insects 
 
In ORNs, the odorant information is converted into electrical signals by an olfactory 
transduction mechanism (Figure 2.9). The insect olfactory transduction mechanism is 
predicted to involve activation of a G protein and through a second messenger pathway, as 
found in vertebrate olfaction. However, the mechanism of insect olfactory transduction has 
been challenged by recent findings.  
 
First, insect ORs have an inverted topology compared with conventional GPCRs (Benton et 
al., 2006; Lundin et al., 2007; Smart et al., 2008). Secondly, insect OR and a highly 
conserved co-receptor (co-OR) can form a complex function as a novel type of ligand-gated 
nonselective ion channel. Sato et al. (2008) revealed that insect OR and an atypical co-
receptor named Or83b can form a heteromeric ligand gated nonselective ion channel without 
the involvement of G proteins and other secondary intracellular messengers (Figure 2.9A). 
Wicher et al. (2008) found that Or83b itself can work as an ion channel and open via an 
ionotropic pathway (Or83b directly activated by OR) and a metabotropic pathway (Or83b 
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activated by G protein mediated second messenger cAMP) (Figure 2.9B). Furthermore, the 
involvement of G protein in insect olfactory signal pathways or whether insect ORs function 
like GPCRs is still controversial although it has been studied intensively in the last few 
decades. Some research studies have provided evidence that G proteins are involved in insect 
OR signal transduction (Kain et al., 2008; Deng et al., 2011; Wicher et al., 2008; Sargsyan et 
al., 2011). Other studies have revealed that G proteins and cyclic nucleotides (cAMP or 
cGMP) are not involved in insect olfactory responses in vivo or in vitro (Yao and Carlson, 
2010; Smart et al., 2008; Jones et al., 2011). 
 
 
(A)        (B) 
Figure 2.9: Signal transduction mechanisms in insect ORNs. (A) Sato et al. (2008) model. (B) Wicher et al. 
(2008) model. 
 
 
Here we consider all the evidence and recent findings from insect olfaction to summarize the 
mechanism of olfactory signal transduction in insects. The first step of the insect olfactory 
transduction cascade is activation of the insect OR and co-OR channel. Odorant molecules 
first bind the odorant-binding proteins (OBPs) in order to reach insect OR through sensillum 
lymph. OBPs transport odorants to ORs and bind ORs which cause a conformational change 
on each OR. The activation of OR causes the opening of non-selective cationic channel which 
is formed by OR and co-OR. At this level, the OR and co-OR channels mediate the chemical 
information (from odorants entering sensillia to activation of the OR dimer) into electrical 
signal (ion flux across membrane into intracellular space by opening of ORs channel) in the 
olfactory sensillia. This nonselective OR channels are permeable to 𝑁𝑎+ and 𝐾+ and highly 
permeable to 𝐶𝑎2+. The opening of these channels increases the intracellular 𝐶𝑎2+ and 𝑁𝑎+ 
concentration. These cation influxes quickly build up the membrane potential. When the 
membrane potential reaches the threshold potential, it will cause more voltage-gated 
𝑁𝑎+ channels to open until the action potential reaches the peak, which is known as rising 
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phase of action potential (depolarization).  
 
The 𝐶𝑎2+ pass in the dendrite through heteromeric ORs channels that play an important role 
in insect olfactory transduction. First, they will cause the opening of 𝐶𝑎2+  activated 
𝐶𝑙− channels (CaCCs). The studies have found that the 𝐶𝑎2+  activated 𝐶𝑙− channels are 
located at the dendrites and involved in ORN action potential generation (Kurahashi and Yau, 
1993; Lowe and Gold, 1993). However, CaCCs are not involved in the rising phase 
(depolarization) but in the falling phase (repolarization) (Pézier et al. 2010). In fact, when 
𝐶𝑎2+ active  𝐶𝑙− channels, 𝐶𝑙− anions flux into intracellular space from extracellular and 
further decrease the action potential causing repolarization of ORNs. Moreover, intracellular 
𝐶𝑎2+  also activates 𝐶𝑎2+ -dependent K+ channels. The K+ cations efflux out of the 
membrane through Ca2+ activated K+ channels will produce the potential difference between 
membrane and lead to more voltage-gated K+ channels opens. The fast outward K+ currents 
caused by these two types of channels result in membrane repolarization. However, the 
locations of these channels are unknown. It is hypothesized that these channels are located 
along the neuron dendrites. 
 
 
Ion homeostasis 
 
The ions flow into neurons through ion channels causing neuron electrical excitation of 
neurons (action potential); ion homeostasis is extremely important in olfactory signal 
transduction.  
 
𝐶𝑎2+  and 𝑁𝑎+ cations flux into the neuron membrane during the in depolarization stage 
causeing the membrane potential to rise. In the repolarization stage (falling phase), the 𝐶𝑎2+ 
activated 𝐾+  channels and voltage-gated 𝐾+  channels open, causing large numbers of 𝐾+ 
anions to flux out of the neuron membrane. In contrast to vertebrates, 𝐶𝑎2+ activates CaCCs 
which cause large numbers of 𝐶𝑙−anions to flux into the neuron membrane. This leads to 
further repolarization until the action potential reaches its minimum value.  
 
The concentration of 𝐶𝑎2+ inside the cell membrane increases during the depolarization stage 
and 𝐶𝑎2+ ions must be extruded from the ORN to return to its basal concentration. The exact 
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mechanism of 𝐶𝑎2+ extrusion in insect ORNs still remains unclear. However, we believe that 
insects would adopt similar mechanisms to vertebrates. One is by Na+/Ca2+ exchanger 
(NCX) and the other is by Ca2+-ATPase. The Na+/Ca2+ exchanger, found in frog, squid and 
other vertebrate cell types (Reisert and Matthews, 1998; Danaceau and Lucero, 2000; 
Blaustein and Lederer, 1999), is believed to play an important role in removing Ca2+ from 
cells and is normally found in the plasma membranes. The NCX can transport large numbers 
of Ca2+ to extracellular spaces in a short time (up to five thousand Ca2+ ions per second). The 
NCX removes a single Ca2+ from a cell in exchange for importing of three Na+  ions. 
Another major mechanism is extruding intracellular  Ca2+  through Ca2+ -ATPase. The 
experimental results from Castillo et al. (2007) showed that Ca2+ -ATPase also involves Ca2+ 
extrusion from cilia. A recent experiment has revealed that the Na+/Ca2+ exchanger only 
makes a limited contribution to Ca2+homeostasis in vertebrate olfactory receptor neuron cilia 
(Antolin et al., 2010), and Ca2+  -ATPase makes a significant contribution to the calcium 
clearance after ORN stimulation (Saidu et al., 2009). 
 
In the repolarization stage, the Cl−  influx (through a CaCC) must extrude from the 
intracellular space and return to its basal concentration for the next action potential. Some 
experiments carried out in vertebrates showed that 𝑁𝑎+ − 𝐾+ − 𝐶𝑙− cotransporter (NKCC1) 
is essential for 𝐶𝑙−  homeostasis in ORN and it is only a part of multiple 𝐶𝑙− transporter 
systems in the mouse olfactory epithelium, which indicates that there are more 𝐶𝑙− channels 
that exist in ORN (Reisert et al., 2005; Nickell et al., 2007) However, the mechanisms for 𝐶𝑙− 
homeostasis in insect ORN have not been discovered. 
 
During the action potential period, the  𝑁𝑎+ cations flux inside the membrane and 𝐾+ cations 
flux outside the membrane. The 𝑁𝑎+/𝐾+-ATPase (𝑁𝑎+/𝐾+ pump) is an important enzyme 
located in the plasma membrane. It helps maintain relatively high concentrations of 𝐾+ ions 
inside the cell membrane and high concentrations of 𝑁𝑎+ ions outside the cell membrane by 
exchange of 𝐾+ and 𝑁𝑎+ ions. During the depolarization and repolarization, the 𝐾+ ions flux 
out of the cell and 𝑁𝑎+ ions flux into the cell. The 𝑁𝑎+/𝐾+ pump removes three 𝑁𝑎+ ions 
from the cell and in exchange for importing two 𝐾+ ions into the cell. 
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2.3.4 Comparison of vertebrates and insects olfactory system 
 
As described in the previous sections, the vertebrate and insect olfactory systems and their 
signal transduction mechanism have many similarities and differences.  
 
Vertebrates and insects have large families of receptors to detect odorants and use similar 
strategies to recognize and discriminate odours even though the vertebrate OR repertoire is 
relatively larger than insects. Vertebrate OR apply one neuron one receptor rule, which means 
each ORN only expresses one particular OR gene on the membrane of cilia (Serizawa et al., 
2004). Insect ORNs express two distinct receptors which are one of the common ORs and 
one universal co-receptor Or83b. However, insect ORs and co-receptor Or83b are assembled 
into a unique OR complex that functions as a non-selective ion channel. Therefore, the one 
neuron one receptor rule still applies to insects based on the functional principle of this OR 
dimer. Another commonality is that the expression pattern of odorant receptors in the 
vertebrate olfactory epithelium and in insect sensilla is randomly distributed. Lastly, both 
vertebrate and insect ORNs express specific OR and send their axons to glomeruli in the 
vertebrate olfactory bulb (OB) and the insect antennal lobe (AL), respectively. Because the 
organisation of the OB and the AL is surprisingly similar and individual glomeruli represent a 
single odorant receptor, the glomerular activity pattern is unique for each odorant which is 
known as an odour map. These facts emphasize the similar odour recognition principle in 
vertebrates and insects. 
 
Regardless of these similarities, there are several differences. The sizes of OR genomic 
repertoires are extremely different between vertebrate and insect. In vertebrates, the OR 
genomic repertoires are from 300 to 1300 across different species. The choice of an OR is 
hypothesized to adopt a stochastic mechanism followed by a negative feedback inhibition 
(Fuss and Ray, 2009; Serizawa et al., 2003). In contrast, insect OR genomic repertoires are 
much smaller, from 50 to 160 ORs in different species. Insect ORNs adopt a deterministic 
mechanism to select ORs without negative feedback regulation (Ray et al., 2007; Ray et al., 
2008). Interestingly, the repertoire of OR genes in insects is amazingly constant, but the 
repertoire of OR genes in different vertebrate species is very different. Moreover, vertebrate 
and insect ORs have different sequences and adopt a different membrane topology. Their 
signal mechanisms are completely different. Vertebrate ORs are GPCRs and adopt a 
conventional metabolic signal mechanism. Insect ORs are ligand-gated ion channels and 
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adopt an unconventional ionotropic signal mechanism. This ionotropic signal mechanism is 
highly suitable for fast responses during the rapid changes in odour concentration 
encountered by a flying insect. Insect ORNs expressing the same OR gene project to a single 
glomerulus and the number of ORs is similar to the number of glomeruli. In contrast, the 
number of glomeruli is relevantly larger than number of ORs in vertebrates; for example, 
there are around 1000 OR genes and 1800 glomeruli in mice, and around 400 OR genes and 
average 5500 glomeruli per OB in humans (Maresh et al., 2008). 
 
Vertebrates and insects adopt different signal mechanisms which make their response times 
different from each other. Insect ORs can respond with short latencies (less than 20 ms) when 
expressed in heterologous cells (Sato et al., 2008), which are similar to the latencies (less than 
30 ms) in ORNs in vivo (de Bruyne et al., 1999). In contrast, studies on isolated mammalian 
ORNs found much higher response latencies (from 90 ms to a few hundred ms) (Kleene, 
2008; Spors et al., 2006). 
 
Why does an insect adopt a noncanonical olfactory signal transduction mechanism? Insects 
use their antenna to detect and locate an odour source; flying insects have to sample the air 
frequently because there are natural clean air gaps in space between the odour source and the 
insect. An insect’s antenna cannot sniff the nearby odorants into their antenna. In contrast, 
vertebrate can sniff the nearby odorants into their nasal cavity to actively increase the odorant 
concentration or to improve detection under the threshold concentration. This biological 
difference between insects and vertebrates may cause the insect olfactory system to adopt a 
fast response mechanism during evolution. Such fast responses require insects to have fast 
activation and termination of olfactory responses at the molecular level. Because of this, an 
ionotropic mechanism seems to be an excellent choice for insects. Binding and dissociation 
of an odorant from the receptor leads to a rapid opening and closure of ionic channels. In 
addition, an efficient ODE could enzymatically inactive odorants inside the sensilla which 
provide fast signal termination (Ishida and Leal, 2005). In conclusion, the obvious advantage 
of ionotropic mechanisms is the fast response time by direct activation of ORNs without 
second messenger pathways. It provides a simple and efficient way to convert chemical 
information into neuronal activation. However, the disadvantage is loss of signal 
amplification provided by GPCRs and secondary messengers. 
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2.3.5 Discussion and summary 
 
In this section, we have reviewed the vertebrate and insect olfactory system and discussed the 
basic principles of olfactory signal transduction in vertebrate olfactory cilia and insect 
sensillum with detailed information on the functional role of membrane channels (CNG, 
CaCC and ORs complex) and their interaction with intracellular secondary messengers. We 
also discussed the dynamics of ion homeostasis during after-hyperpolarization stage of the 
neuron action potential. Although various components have been identified at the molecular 
level in the vertebrate and insect olfactory transduction cascade, many other components in 
insect are still unclear; this includes the location of CaCC channels, some ion exchangers, and 
𝐶𝑎2+  binding proteins. Their discovery will allow a better understanding of the transduction 
process. 
 
Numerous studies with parasitic insects, including Microplitis croceipes, show that 
associatively learning process involves the conditioned olfactory signal (such as food and 
host volatile cue) being indexed through taste and olfactory receptors located on mouthparts, 
ovipositor or antennae (Lewis and Tumlinson, 1988; Turlings et al., 1989; Lewis and Takasu, 
1990; Lewis et al., 1991; Eller et al., 1992; van Giessen et al., 1993; Wackers and Lewis, 
1994). The subsequent learned response are in accordance with the physiological state or the 
respective appetitive need (Lewis et al., 1990; Takasu and Lewis, 1993). Based on 
neurophysiological knowledge presented in this chapter, we found that the odour processing 
in the insect is first occurred with odourant detection at the antennae (although in some 
insects such as Drosophila and Microplitis croceipes, the olfactory sensory neurons are also 
located in other parts of the body). The ORNs of the antenna and maxillary palp generate 
action potentials in response to odour stimulation. The odour responses of these ORNs have 
been characterized and analysed through extracellular single-unit recordings from individual 
olfactory sensilla (Clyne et al., 1997; de Bruyne et al., 1999; de Bruyne et al., 2001; Stensmyr 
et al., 2003). These recordings have revealed that different odorants elicit responses from 
different subsets of ORNs, and also that ORNs exhibit a remarkable diversity of response 
properties: responses can be either excitatory or inhibitory and can vary in both intensity and 
temporal dynamics, depending on the odorant and the ORN (de Bruyne et al., 1999; de 
Bruyne et al., 2001). The responses are also genotypically fixed among different individuals 
that are adapted for distinct foraging environments (Lewis et al., 1990). The axons of the 
ORNs are projected to the AL and joined to the antennal nerve in the AL. The interaction 
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between the olfactory receptor neurons, local neurons and projection neurons in AL reformats 
the information input from the receptor neurons into a spatio-temporal code before it is sent 
to higher brain centres. Recordings from projection neurons in some insects show strong 
specialization and discrimination for the odours presented (e.g., the projection neurons of the 
macroglomeruli, a specialized complex of glomeruli responsible for pheromone detection). 
The projection neurons project to higher brain centres such as the mushroom body and the 
lateral horn. Mushroom bodies are known to be involved in learning and memory, 
particularly of odours. They are known to have particularly elaborate olfactory control over 
their behaviour. In larger insects, studies suggest that mushroom bodies have other learning 
and memory functions, like associative memory, sensory filtering, motor control and memory 
of place. The mushroom bodies are currently the subject of intense research. The future 
investigations that link the behavioural response with the neural signals in the mushroom 
bodies before and after associative learning could be used to better understand of the 
neurophysiology of insect cognition. This would enhance our understanding of insect 
olfactory systems and reveal the principles of how insects navigate through their environment. 
 
 
2.4 Insect used in this research - Microplitis croceipes 
 
The data used in this research are video files that contain the behaviour of the trained 
parasitic wasp, Microplitis croceipes. The biological concepts, physiology, chemotaxis and 
the research history of the parasitic wasp, Micropliitis croceipes, are provided in the 
following sections. 
 
 
2.4.1 Physiology of Microplitis croceipes 
 
Microplitis croceipes (Cresson) (Hymenoptera: Bracibudae) are larval parasitoids of 
Heliothis virescens, Heliothis subflexa (tobacco budworm) and Helicoverpa zea (corn 
earworm). They are black nectar feeding wasps, approximately 10-12 mm in length and 2-3 
mm in width, with a yellowish abdomen. The males are haploid and have antennae 
approximately the length of their bodies. The females are diploid and possess antennae 
approximately ½ the length of the male antennae. M. croceipes are facultative pathogens, 
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laying facultatively arrhenotokous eggs; M. croceipes larvae will develop as male if the egg is 
unfertilized and female if the egg is fertilized (Daly et al., 1998). 
 
The life history of M. croceipes was described by Lewis (1970). His experiments showed that 
H. virescens, H. subflexa (tobacco budworm) and H. zea (corn earworm) were suitable hosts 
for M. croceipes, other species were not suitable for either oviposition or development of 
parasite (Lewis, 1969; Jones and Lewis, 1971). As a koinobiont, M. croceipes develops 
entirely within the abdominal cavity of its host while the host remains active. Larval 
development culminates with egression of the larva from its host, and subsequent cocoon 
spinning and pupation near the host’s body. Previous research indicated that M. croceipes 
larvae pass through three instars within the host, followed by egression and pupation. M. 
croceipes primarily feeds on host hemolymph and fat body during its larval development, 
rather than on the host’s major organs, allowing the host to remain alive after parasitoid 
egression. However, the host will molt through its larval instars, but will not pupate and 
eventually dies within a couple weeks after parasitoid egression (Webb and Dahlman, 1985; 
Strand et al., 1988).  
 
 
2.4.2 Research history on Microplitis croceipes 
 
M. croceipes’ ability to detect volatile chemicals has been widely studied. In 1988, Lewis and 
Tomlinson first discovered that a parasitoid wasp named Microplitis croceipes could 
associatively learn chemical cues from its host and food (Lewis and Tumlinson, 1988). These 
wasps can be trained to search chemical cues in various environments. Bioassays in a wind 
tunnel proved that M. croceipes can selectively seek out plants by tracking the volatile 
chemicals released from the plant, based on their physiological state, such as the need for 
reproduction or food (De Moraes et al., 1998). The volatile chemicals emitted from the plant 
were isolated, identified and then used for further investigation into the chemical detection 
ability of M. croceipes’. Further experiments have shown M. croceipes was able to selectively 
detect the odours at low concentrations when presented with the emitted volatiles separate 
from the plants (Olson et al., 2003).  
 
The US Department of Agriculture (USDA) investigated the breadth of the chemicals 
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detectable by M. croceipes and their limits of detection. Using wind tunnel trials as the 
standard testing method, M. croceipes was successfully trained and tested with a wide array 
of chemicals, including those that they might not normally encounter in their natural habitat. 
The chemicals ranged from common food stuffs, such as chocolate and coffee (Takasu and 
Lewis, 1993), to a wide array of aliphatic, ketones, aldehydes and 2, 4 and 2, 6 dinitrotoluene 
(Olson et al., 2003; Pare and Tumlinson, 1997). The detection capabilities of M. croceipes 
offered a possible method for detecting and tracking potential illegal or harmful substances 
instead of using canine olfaction and electronic noses. The method with which to best exploit 
the abilities of M. croceipes was uncertain. Several options included harvesting the antennae 
and measuring their activity with electro-antennograms (EAGs), tracking the wasps once they 
were released into the environment, and allowing a confined group of wasps to report the 
detection of a target odour. 
 
In order to seek out additional behaviours of the trained wasps, many experiments using 
trained wasps to search out target odours were performed and the behaviour of trained wasps 
was studied. If the wasp is allowed to smell the target odour while feeding, it will flick its 
antennae (known as antennating behaviour) when exposed to the target odour again. If the 
wasp is allowed to smell the target odour while stinging a host, it will contract the abdomen 
in a stinging fashion (known as coiling behaviour) when exposed to the target odour again. If 
a trained wasp was exposed to the target odour emitted from a point source, it will rotate its 
body and antennate a small area (known as area-restricted searching behaviour) around that 
point source. However, if the target odour was emitted from a hole that was large enough for 
a wasp to fit into, the wasp will generally enter the hole in search of the odour’s source. 
(Olson et al., 2003; Rains et al., 2004; Rains et al., 2006; Rains et al., 2008). Based on these 
specific behaviours and the abilities of M. croceipes, a whole organism sensor that utilizes M. 
croceipes to detect a target odour was made. Monitoring a trained wasp’s head sticking, body 
spinning and hole entering behaviours are used as the method to measure the absence or 
presence of the target odour. Area restricted searching was exhibited more quickly than head 
sticking and may be a quick, reliable, and easily measurable response (Utley et al., 2004). 
However, it was necessary to investigate the relationship between a single wasp’s behaviour 
and the concentration of the target odour. Currently, the wasp sensor only measured whether 
the target odorant was present. By examining wasp behaviour, we may be able to detect other 
characteristics of the target odorants, such as concentration.  
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2.4.3 Chemotaxis of Microplitis croceipes 
 
M. croceipes’ life cycle depends on its keen ability to track volatile odours from plants and 
hosts (Olson, et al., 2003; Pare and Tumlinson, 1997). To find both hosts and foods, M. 
croceipes must track favourable feeding and breeding conditions over long distances through 
the use of chemical cues (Lewis and Tumlinson, 1988). In nature, female wasps use chemical 
cues to first locate plants where host organisms are feeding by tracking the volatiles emitted 
by both the plant’s and host’s frass. After locating the plant, they determine the location of the 
host larvae. The larvae themselves are relatively odour free and, therefore, are camouflaged. 
However, the larvae must feed to grow and, when they do, they give away their location. The 
saliva of the larvae enters the open wound of the plant causing the plant to begin to 
systematically produce volatile secondary metabolites, from entire plant (Turlings et al., 
1990). The combination of larvae with damaged seedlings are significantly more attractive 
than the damaged leaves alone, or damaged leaves with frass. Frass and larvae are 
significantly less attractive than the damaged seedlings (Turlings et al., 1991). The feeding 
insect is repelled by this array of volatile compounds (Pare and Tumlinson, 1999). 
Interestingly, the wasps are not repelled, but instead use these chemical cues to locate the 
larvae. The odours emitted by the plant are dependent on plant type, plant health, soil 
conditions and the type of insect feeding on it (Tumlinson et al., 1999). Therefore, M. 
croceipes must possess outstanding learning and detection capabilities as many variables 
affect the amount and blend of volatile compound emissions. 
 
Wasps can positively increase the efficient of in-flight and close-range walking behaviour 
through learning. They spent less time searching frass sites previously searched by 
themselves than unsearched frass sites (Sheehan et al., 1992). The wasps learn to respond to 
the different blends of chemicals that indicate the location of their hosts and they can be 
trained to respond to a specific odour blend (Tumlinson et al., 1992; Tumlinson et al., 1993; 
Turlings et al., 1993; Alborn et al., 1995). The volatiles that M. croceipes could learn and 
respond to are not limited to naturally occurring volatiles produced by plants or hosts. M. 
croceipes can also learn to recognize a range of chemical structures such as cyclic and 
aliphatic ketones, aliphatic aldehydes and alcohols, aromatic hydrocarbons and kairomone 
(Wäckers et al., 2002; Olson et al., 2003; Lewis et al., 1988). M. croceipes can learn to 
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associate these distinct odours with separate behaviours and will seek out the odours that they 
believe will lead to food or a host, depending on their physiological state. Wind tunnel trials 
have shown that hungry wasps trained to associate a target odour with food will choose to 
seek out the target odour over a control odour in order to feed. Wasps allowed to sting a host 
or antennate frass while exposed to a target odour will seek out the target odour in order to 
lay their eggs (Wäckers and Lewis, 1994; Olson et al., 2003). In nature, the wasps are able to 
track the faint traces of odours by casting back and forth upwind. Once the wasp lands on the 
plant, it seeks out the target odour by following an ion concentration gradient on the plant. 
 
The chemically mediated foraging behaviour of M. croceipes is extensively studied in last 30 
years. These studies provide a better understanding of the host and food foraging behaviour 
of M. croceipes, including the role of olfaction mediated behaviour, the mix of chemically 
mediated flight and walking behaviours, the role of learning at in-flight and close-range 
walking behaviours. The response of M. croceipes to chemical cues is substantial varied due 
to the genetic diversity in parasitoid populations, phenotypic plasticity of individuals and 
their physiological state (Lewis and Martin, 1990; Takasu and Lewis, 1995). The experience 
gained by the insect will increase the variability in foraging behaviours in parasitic wasps. 
Together with the insect’s genetic constitution and physiological state, experience ultimately 
defines the behavioural repertoire under specified environmental circumstances (Vet et al., 
1990). The experiments have shown that olfactory experience with odours of an attractive 
plant-host complex increased the response of M. croceipes to an unattractive plant-host 
complex, for instance, rearing M. croceipes on hosts fed cowpea-seedling leaves instead of 
artificial diet increased the percentage of oriented flight to the odours of a cowpea seedling-H. 
Zea complex in flight tunnel (Drost et al., 1986; Drost et al., 1988). The larval feces was 
found to be the most important component of the plant-host complex in the initiation of flight, 
oriented flight and landing on the odour source (Eller et al., 1988; Herard et al., 1988). 
Female parasite is reared from hosts fed artificial diet showed very limited response unless 
they first had pre-flight contact with frass from plant-fed hosts. In contrast, female parasite is 
reared from plant-fed hosts are generally response well without pre-flight contact. 
 
 
2.5 Chemical sensing technologies 
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Historically, tracking illegal substances and detecting explosives are very important 
applications for detecting volatile chemicals. Detection of volatile compounds can also be a 
good method for detecting other organic materials, such as aflatoxin in peanuts and corn 
(Rains et al., 2003). Traditional methods of detecting volatile chemicals are human 
olfactometry, trained canines and electronic olfaction (Gardner and Bartlett, 1999). In those 
methods, humans and dogs are the most sensitive; but are also subjective and costly (Gardner 
and Bartlett, 1999). Because of security concerns and the need of agriculture, volatile 
detection is being used to lower the cost and increase the efficiency of chemical screening.  
 
Many electronic devices have been developed to reduce the cost and improve the reliability 
of volatile detection. Electronic devices have been designed from the simple to the complex. 
The simple designs are inexpensive relative to training and maintaining a canine, and are very 
specific and sensitive to low chemical concentrations. However, they may detect a wider 
range of volatiles but lack sensitivity (Gardner and Bartlett, 1999; Dickinson et al., 1998). 
The complex electronic designs are relatively inexpensive, but are much less sensitive than 
animal olfaction.  The complex output is also difficult for the user to interpret. 
 
Dr. Glen C. Rains (University of Georgia, US) has been carrying out experiments on parasitic 
wasps (Microplitis croceipes) that respond to odours from plants and can be trained to detect 
chemicals (Rains et al., 2003). By having a sensor that makes use of trained parasitic wasps, 
the detection of chemicals at very low concentrations (ppb) could be improved. It is 
hypothesized that the use of wasps could prove to be more accurate than the current detection 
methods. 
 
 
2.5.1 Current whole-insect programmable sensors 
 
Whole-insect programmable sensors were initially developed under military funding to detect 
landmines, explosives and toxins. However, additional application areas are numerous and 
include, but are not limited to, such things as detection of leaks, food toxins, plant and animal 
disease, toxic moulds, drugs, cadavers, gravesites, accelerants used for arson, termite 
infestations and explosives. 
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Insect chemical detectors have been developed and reported using honey bees, hawk moths 
and parasitic wasps. Honey bees are easily reared and studies of their learning and sensing 
abilities are extensive, providing much background information. Hawk moths are of interest 
in agriculture as a pest in the larval stage and its large size has made it a useful model for 
examining olfactory systems. Parasitic wasps have been studied as beneficial insects in 
agriculture and their tri-trophic interaction with plants and hosts has revealed an intricate 
foraging strategy for finding food and hosts. 
 
Honey bees’ learning ability and memory of learned stimuli have been examined to determine 
their ability to forage and navigate landscapes. These studies have proved useful in 
determining how they may be used as chemical sensors. Recent studies have examined the 
discriminatory abilities of honey bees to the changing concentrations of odourants. The honey 
bees were trained to detect chemicals of similar molecular structures (Wright et al., 2005).  
Interestingly, honey bees classically conditioned to a low concentration of a target odourant 
are able to distinguish that odour from molecularly similar odours; but, recognize these 
odours as the same when after conditioning at higher concentrations. It was concluded that 
odour intensity may be a salient feature of the odourant at low concentrations, but may be not 
at higher concentrations. A related study also found that at lower concentrations, the time the 
bee is allowed to sample the odour while feeding on sugar water increases their ability to 
distinguish that odourant (Wright et al., 2009). Other important studies have examined the 
effects of latency, overshadowing and blocking of conditioned odours within odour blends 
(Hosler and Smith, 2000; Linster and Smith, 1997).  
 
The hawkmoth, Manduca Sexta, has also been studied extensively and has provided some 
very useful insights into the physiology and biological processes that govern insect olfaction. 
A device using 10 hawkmoths was developed to monitor the feeding muscles to determine 
when cyclohexanone was detected (King et al., 2004). Although this device was too large for 
easy transportation, it would be easy to miniaturize it and make it portable. Also, an 
electroantennogram (EAG) device that utilized the antennae and whole organism of two moth 
species, Helicoverpa zea and Trichoplusia ni, has been developed and tested to detect odour 
plumes (Myrick et al., 2009; Park et al., 2002). Antennae are either excised or used directly 
on the insect and their EAG response recorded and analysed, leaving the interpretation of the 
raw signals to analysis software. Using whole insects, the probe response was conserved for 
up to 24 hours and was able to classify individual odourant plumes in less than 1 second. 
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The parasitic wasp, Miocroplitis croceipis, has been studied for its ability to forage 
effectively for hosts and nectar. Several studies have examined the wasp’s ability to learn, 
retain, discriminate, and respond to odourants, both inside and outside their natural habitat 
(Takasu and Lewis, 1995, 1996). M. croceipis has been tested against the electronic nose, 
Cyranose 320 (Smith Detection, Inc.) and was found to be 70-94 times more sensitive to the 
chemicals, myrcene and 3-octanone (Rains et al., 2004) than Cyranose 320. In the case of this 
parasitic wasp, a positive response to the target volatile chemical is measured by the 
movement of the wasp body and antennae around the location of the odour source when the 
unconditioned stimulus is food. Parasitic wasps were also demonstrated to respond with 
context-dependent behavioural movements depending on the odourant it was linked to (Olson 
et al., 2003). The parasitic wasps, M. croceipis, were conditioned to an odourant while 
feeding on sugar water. After a minimum of 15 minutes, the same wasps were conditioned to 
a different odourant while stinging their host, Helicoverpa zea (F.). Consequently, when each 
wasp was presented with one of the conditioning odourants, the wasps responded with either 
a foraging behaviour (food) or a stinging behaviour (host). Further studies have revealed that 
M. croceipis can also discriminate odourants at the molecular level (Meiners et al., 2002).  
 
Another device named the Wasp Hound (refer to Appendix A) that utilized the parasitic wasp 
as a sensor was developed and has been used to detect the odours associated with aflatoxin in 
foods (Rains et al., 2006) and carcasses (Tomberlin et al., 2008). It is an open air system, 
consisting of a camera, computer and software. The Wasp Hound consists of a ventilated area, 
a mounted camera, a fixed light source and a test cartridge loading area. The device’s air 
sampling method creates an odour gradient inside the device by slowly drawing outside air 
through the test cartridge. Five trained female M. croceipes are placed inside the test cartridge 
so they can only walk and not fly away. A web camera records the wasp behaviour and the 
Wasp Hound is connected to a software program called Visual Cortex that analyses the 
wasp’s response and indicates the response as a real-time graph (Utley et al., 2007). Such a 
system has the potential to be utilized for the detection of target chemical odours within an 
environment containing a masking background. 
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2.6 Mathematical modelling of insect olfactory systems 
 
Mathematical modelling of different functional aspects of insect olfactory systems has 
increasingly been reported during the last decade. Computer models that predict behaviours 
based on sensory input would need to simulate all the processes from sensory stimuli 
acquisition to the bodily movements of the insect. Such models could then be used to predict 
an odourant’s properties based on behavioural observations (Rains et al., 2008).  
 
Getz (1991) developed a preliminary neural network for processing odour stimuli that can 
learn and identify the quality of an input vector or extract information from a sequence of 
correlated input vectors. The network was evaluated using Monte Carlo simulations and Getz 
(1991) concluded that a Hopfield content addressable memory (CAM) neural network may 
not be realistic for modelling the behaviour of an olfactory network in a real organism due to 
its assumptions and limitations; however, this pioneering work showed that artificial neural 
networks, which have multitudes of learning strategies embedded in the network, could be 
used to model the olfactory learning processes and their functions. 
 
One of the earliest attempts to model olfactory functions was made by Rossokhin and 
Tsitolovsky (1997) who focused on information processing by neurons. Biochemical 
reactions that were hypothesised to be controlling the properties of the excitable membranes 
in the nerve cells were modelled by a set of first order differential equations for chemical 
reaction kinetics by taking the effect of regulation of the properties of sodium channels into 
account. The neuron’s electrical activity parameters during learning associated with 
excitability were simulated, and they showed that the neuronal model exhibited different 
excitability after the learning procedure relative to the different input signals corresponding to 
the experimental data. 
  
Pearce et al. (2001) modelled the efficiency of odour stimulus encoding within the early 
stages of an artificial olfactory system using a spiking neuronal model driven by fluorescent 
microbead chemosensors.  
 
In another interesting study, Chang et al. (1998) developed a general connectionist model for 
an olfactory system by modelling the dynamical behaviour of each node (neural ensemble) 
using a second-order ordinary differential equation (ODE) followed by an asymmetric 
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sigmoidal function, in which they modelled the aggregate activity of neurons in terms of 
system parameters and stimuli from an outside environment. 
 
Ikeno et al. (1999) developed a model of the mushroom bodies of insects consisting of 
Kenyon cells based on the ionic currents in the isolated Kenyon cell somata in honey bee as 
measured by the whole-cell recording method.  
  
Christensen et al. (2001) developed a detailed multi-compartmental model of single local 
inter-neurons in the AL of the sphinx moth, Manduca sexta, using morphometric data from 
confocal-microscopic images, to study how the complex geometry of local neurons may 
affect signalling in the AL. Simulations clearly revealed a directionality in the neurons that 
impeded the propagation of injected currents from the sub-micron-diameter glomerular 
dendrites towards the much larger-diameter integrating segment in the coarse neuropil. They 
showed that the background activity typically recorded from LNs in vivo could influence 
synaptic integration and spike transformation in the local neurons. The modelling study 
supported the experimental findings suggesting that spiking inhibitory local neurons in the 
AL can operate as multifunctional units under different odour spectra. At low odour 
intensities, the neurons mostly process intra-glomerular signals; at high odour intensities the 
same neurons fired overshooting action potentials, resulting in the spread of inhibition 
globally across the AL. They concluded that the modulation of the passive and active 
properties of neurons were a deciding factor in defining the multi-glomerular odour 
representations in the insect brain. Getz et al. (1999) also developed a model for olfactory 
coding within the insect AL using neural networks to investigate how synaptic strengths, 
feedback circuits and the rate of neural activation functions influenced the formation of 
olfactory codes in neurons within the AL. They reported that these factors were important in 
discriminating the dispersed odour spectra. Rospars et al. (2001) measured the spike 
frequency of the olfactory receptor cells in response to different odorants experimentally and 
developed concentration-response curves, which were accounted for by a model of the 
receptor cell they developed. This model, consisting of three main equations, suggested that, 
most often, the variability in sensitivity was due to the variability of the odorant receptor-
binding characteristics. Gu et al. (2007) developed a dynamical neural network model to 
simulate the presentation, amplification and discrimination of host plant odours and sex 
pheromones in order to understand the dynamics of the spatial and temporal patterns of odour 
information developed in the glomeruli of the AL.  
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In recent years, the mathematical models of the insect olfactory system at the molecular level 
have been developed based on current biological and physiological data and various 
assumptions made from the data in vertebrate olfactory system. Rospar et al. (2003) and 
(2007) developed a model to investigate the translocation of pheromone molecules from air 
to the extracellular space, the deactivation of pheromones and their interaction with receptors. 
Later, a male moth pheromonal ORN model was developed by Gu et al. (2009) based on the 
extracellular transduction events model from Rospar et al. (2007). It focuses on the 
intracellular transduction events with some assumptions from vertebrates. Gu and Rospar 
(2011) developed another dynamic model of moth pheromone-sensitive ORN within its 
sensillar environment from an engineering perspective. The model took into account the 
molecular processes of ORNs, the cellular organization and the compartmentalization of the 
organ represented by an electrical circuit. Kaissling (2009) also developed a kinetic model of 
the moth olfactory perireceptor and the receptor events to understand the multiple functions 
of pheromone-binding proteins and reveal the unknown mechanism of odourant deactivation.  
 
Although much progress is evident in vertebrate olfactory transduction at the molecular level, 
much more remains to be revealed in insects as they appear to have adopted different 
olfactory transduction mechanisms (Sato et al., 2008; Wicher et al., 2008). However, to 
understand insect olfactory systems in the regime of behaviours which are not measurable, 
we need to develop phenomenological models based on the molecular biology of the 
olfactory systems discovered so far. A model that predicts behaviours based on sensory input 
could also be used conversely to predict odourant properties based on behavioural 
observations (Rain et al., 2008) that would strongly improve whole-insect programmable 
sensors. 
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Chapter 3: Analysis of behaviour data 
 
 
This chapter describes the methods used in this research. Section 1 explains the biological 
experimental procedures that were implemented at Tifton, GA, USA. Section 2 gives an 
explanation of the data preparation procedures. Section 3 provides details of an exploration of 
the variables and their calculation. In Section 4, the variables are improved based on the 
previous variables in Section 3. 
 
 
3.1 Method 
 
The data used in this study are video files that contain the behaviour of the wasp. Those 
videos were recorded during experiments in the University of Georgia Sensors Laboratory in 
Tifton, GA, USA. All training procedures and experiments were performed at Tifton. They 
were performed under a fume hood, with a fluorescent ring light to lure back any wasps that 
escaped. 
 
 
3.1.1 Insects 
 
M. croceipes was used for this study. The larval hosts used for rearing M. croceipes were 
Heliothis zea (Lepidoptera: Notuidae), as discussed by Lewis and Burton (1970). The 
breeding stock were provided with water and honey and kept in a Plexiglas cage (30 x 30 x 
17 cm) at 28oC, 50-70% RH, and a L16:D8 photocycle. Test specimens were females, two 
days old, given only water from their time of emergence and had no oviposition experience. 
Two days of food deprivation was previously found to strengthen the hunger drive and form a 
strong relationship between the odour (coffee) and food (sugar water) (Tertuliano et al., 2004). 
 
 
3.1.2 Training procedure 
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In this study, female M. croceipes wasps were conditioned to associate the coffee odour with 
food through associative learning. The wasps were trained and tested with coffee grains taken 
from Gevalia Kaffe (Vict. Th. Engwall & Co., Gavle, Sweden) artificially flavoured French 
Vanilla ground coffee. Coffee was used to train and test the behavioural response of the 
wasps. Wasps were trained to 20 mg of coffee inside a 200 ml glass jar, and tested to 5, 10, 20, 
and 40 mg of coffee in the same sized glass jar. Approximately 350 wasps were trained and 
tested. 
 
An odour delivery stage (Figure 3.1) was prepared for training each wasp. Twenty mg of 
ground coffee was placed in a 200 ml glass jar which was then covered with a piece of 
aluminium foil. A piece of paper (2 x 2 mm) was placed in the centre of aluminium foil 
covering and saturated with 50% sucrose-water solution. A push pin was used to create six 1 
mm diameter holes in a tight circular pattern around the sucrose-water-saturated filter paper a 
minimum of 15 minutes after the glass jar was closed with aluminium foil. 
 
 
 
Figure 3.1: Odour delivery stage used during training. (from Dr. Glen C. Rains) 
 
Female M. croceipes were captured from their rearing cage, placed in separate vials and 
individually hand conditioned. Each wasp was removed from its vial using a pair of forceps 
and individually allowed to feed on the sucrose solution for ten seconds. The coffee odourant 
emitted around the filter paper diffused over their antennae while feeding. After feeding, each 
wasp was placed back in its vial. The process was repeated so each wasp was allowed to feed 
three times for ten second intervals with approximately 1-2 minutes between each feeding 
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(Tertuliano et al., 2004). 
 
 
3.1.3 Test sample preparation 
 
In this study, four different coffee sample preparations were used for the testing. They were 5, 
10, 20 and 40 mg coffee samples. First, a filter disc was loaded with a particular amount of 
coffee. Next, the filter disc was placed in a 250 ml glass jar, which was then covered with a 
piece of filter paper. A push pin was used to create one 1 mm diameter hole in the middle of 
the filter paper where the odour emits. There were two circles centred on the hole. One was 
25 mm in diameter and the other was 50 mm in diameter. 
 
 
3.1.4 Test procedure 
 
Testing was performed under the same fume hood as used in the training. A digital camcorder 
(Sony Digital handycam, Model DCR-TRV25) was placed over top of the test jar under the 
fume hood. During testing, all light sources within the room, except the overhead fluorescent 
room lights, were turned off, or covered up, resulting in an average light intensity of 295 lux 
at the top of the test sample. The digital camcorder was placed so that the tip of the camera 
was approximately 5 cm above the top of the filter disc. Trained wasps were placed on the 
surface of each test sample (5, 10, 20 and 40 mg coffee) separately, 12.5 mm from the hole 
emitting the coffee odour, and their movements captured by camcorder, as shown in Figure 
3.6A.  
 
 
3.2 Data record and preparation 
 
The data was collected using the camcorder to record trained wasps (20 mg coffee) presented 
with 5 mg coffee, 10 mg coffee, 20 mg coffee and 40 mg coffee odours. The original data 
from the camcorder were MPEG movie files. They were grouped into four testing categories 
and stored in a computer hard drive. The freeware software program, Tracker 1.5.2 was used 
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in this study to track the movement of the wasp from the data file. However, it only supported 
QuickTime movies and AVI movie files at the time of this study. In order to use the Tracker 
software, Blaze Media Pro was used to convert the format of the data file from MPEG to AVI 
format. It performs two-way video conversions among AVI, MPEG and WMV formats. The 
MPEG data files (record from camcorder) were converted to AVI format with a matching 
frame rate of 25 frames per second.  
 
For more details on the steps of converting data files from MPEG to AVI refer to Appendix C. 
 
 
3.2.1 Tracker software 
 
During the preliminary studies, a single wasp was tested with coffee odour and recorded by 
camcorder. In order to study the relationship between the wasp’s behaviour and the coffee 
concentrations, data need to be extracted from video files (wasp experimental videos) to a 
Microsoft Excel datasheet. Tracker software was used to extract data from the video file in 
this study.  
 
Tracker is a video analysis package built on the Open Source Physics (OSP) Java framework. 
The features include object tracking with position, velocity and acceleration overlays and 
graphs, special effect filters, multiple reference frames, calibration points and line profiles for 
the analysis of spectra and interference patterns (http://www.cabrillo.edu/~dbrown/tracker/). 
It was originally designed to be used in introductory college physics laboratories and lectures. 
It features automatic and manual curve-fitting and statistics for user-selected portions of any 
dataset. 
 
The Tracker software has a friendly user interface that easily tracks an object’s position from 
a video image file. A wide variety of functionalities can help the user set up axes, coordinate 
system, plot graphs and tables of track-generated data. 
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Figure 3.2: User interface showing the menu bar, tool bar and four of the split panes that have been 
opened. Four split panes are main video view, plot view, table view and world view. (From 
http://www.cabrillo.edu/~dbrown/tracker/) 
 
For more details about how to use tracker in this study, refer to Appendix B. 
 
 
3.3 Exploration and calculation of the variables 
 
A single trained wasp was placed on the surface of the test sample 12.5 mm from the hole 
emitting the coffee odour, and its movement was captured by camcorder, as is shown in 
Figure 3.6A. By observing the wasp behaviour in several videos, it was found that the wasp 
had three major movement behaviours on the surface of the sample. First, the wasp travelled 
toward to the centre hole (where the coffee odour was emitted from) or moves away from the 
centre by searching for the coffee odour. Secondly, the wasp travels around the centre point 
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(centre hole where the coffee odours was emitted from), clockwise or anticlockwise. Thirdly, 
it rotated around itself, either clockwise or counter-clockwise. Therefore, this chapter 
determines whether a relationship between these three major behaviours and the different 
dosages of coffee in a 200 ml jar could be established. It was assumed for the short duration 
of this test (20 s) that the odour concentration diffusing through the centre hole remained at a 
constant rate. The three major behaviours were represented by three variables, R, θ and α. R 
is the distance between the wasp’s head and the centre point over time (Figure 3.3). θ is the 
angle in radians between the line through the wasp’s head to the origin (centre hole) and the 
horizontal line though centre point (X-axis) as time changes (Figure 3.4). α is the angle in 
radians between the wasp’s body line (from the wasp’s head to its abdomen) and the 
horizontal line though the centre point (positive X-axis) as time changes (Figure 3.5). Those 
three variables were calculated every 0.2 seconds using a plane geometry (two-dimensional) 
formulae (refer to Appendix D) based on the test video files.  
 
 
 
Figure 3.3: Variable R. 
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Figure 3.4: Variable θ. 
 
 
 
Figure 3.5: Variable α. 
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(A)                                                   (B) 
Figure 3.6: (A) The wasp was placed on the test sample; the centre point hole where the coffee odour 
emitted from, (B) Planimetric rectangular coordinates are set up using Tracker software and the centre 
hole is origin. 
 
Other variables that could be used were the length of time that the wasp interrogated the 
centre hole, and the time at which the wasp exited the circle. But the major theme of this 
study was to investigate if there was a link between single trained M. croceipes and different 
levels of target odours, and use this information to build a simple model for these variables. 
Therefore, these two variables were not included in the model development for this study. 
However, these two variables could be useful for future development to improve the 
efficiency of the model. 
 
Tracker 1.5.2 was used to open each of the AVI data files, which were converted from the 
MPEG format using Blaze Media Pro software. Planimetric rectangular coordinates were set 
up and the centre hole (where the coffee odour was emitted from) was made to be the origin, 
as shown in Figure 3.6B. Tracker was used to mark the positions of the wasp’s head and the 
end of its abdomen every 0.2 seconds and these positions (in X and Y coordinates) were 
copied into a Microsoft Excel datasheet (refer to Appendix B). Those coordinates were used 
to calculate variables R, θ and α (refer to Appendix D).  
 
Please refer to Appendix B for more details about how to use Tracker to track a wasp’s 
position (x and y coordinates for head and abdomen) and to export that information into a 
Microsoft Excel datasheet.  
 
The plane geometry formulas and other formulas used in the study will be shown in 
Appendix D. 
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3.4 Development of behavioural response variables 
 
The variables were calculated and plotted using Microsoft Excel. However, it was difficult to 
imagine how the wasp travelled by looking at the graph. We tested many different approaches 
in order to find the good indices. Three new variables were introduced to help understand 
how the wasp behaved. Based on the previous variables (R, θ and α), new dimensionless 
variables (ρ, γ and β) are described as follows: 
 
𝜌 =
𝑅0−𝑅𝑛
𝑅0 
  (3.1)         
  
where 𝑅0 is the initial distance between the wasp’s head and the origin when the wasp is 
placed on the surface of the test sample. 𝑅𝑛 is the distance between the wasp’s head and the 
origin when time is increased by (n x 0.2) seconds. n = 0, 1, 2, 3…  
 
 
𝛾 =
𝜃𝑛−𝜃0
2𝜋
  (3.2)           
 
where 𝜃0 is the initial angle in radians between the line through the wasp’s head to the origin 
and the X-axis when the wasp is placed on the surface of the test sample. 𝜃𝑛 is the radians 
between the line through the wasp’s head to the origin and the X-axis when time is increased 
by (n x 0.2) seconds. n = 0, 1, 2, 3… 
 
 
𝛽 =
𝛼𝑛−𝛼0
2𝜋
  (3.3)         
   
where  𝛼0 is the initial angle in radians between the wasp’s body line (from the wasp’s head 
to its abdomen) and the positive X-axis when the wasp is placed on the surface of the test 
sample. 𝛼𝑛 is the radians between the wasp’s body line and the positive X-axis when time is 
increased by (n x 0.2) seconds. n = 0, 1, 2, 3… 
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Instead of using the initial distance (from the wasp’s head to the centre point) to observe the 
behaviour of the wasp, the variable ρ is used to see if the wasp moved towards the centre, 
across the centre or away from centre. If the wasp moved toward the centre from where it was 
first placed, the value of ρ will be in the region (0, 1). If the wasp’s head arrived at the centre, 
it will exhibit head sticking or hole entering at the centre hole and the value of ρ will become 
1. If the wasp moved away from centre point, then the value of ρ will start to decrease from 
one to a negative value (when moving further away from the initial starting position). 
 
The γ was used here to describe how many cycles around the centre point (0, 0) the wasp 
travelled during the test. The positive γ value meants the wasp travelled counter-clockwise; 
the negative γ value meants the wasp travelled clockwise. The integer value of γ was how 
many cycles the wasp travelled around the centre hole, for example, if 𝛾 = −2.5, the wasp 
travelled clockwise for two and a half cycles.   
 
The β was used here similarly to γ and, described the number of body rotations during the test. 
The positive β value meants the wasp rotated counter-clockwise. The negative β value mean 
the wasp rotated clockwise. The values of β was how many cycles the wasp rotated about 
itself, for example, if 𝛽 = 2.5, which means the wasp’s body rotated counter-clockwise for 
two and a half cycles. 
 
 
3.5 Analysis of behavioural response variables  
 
3.5.1 Overview of behavioural responses versus changing of coffee dosages 
 
The wasps were trained to a dosage of 20mg coffee, and tested under four different coffee 
dosages: 5 mg, 10 mg, 20 mg and 40 mg. The tested data were randomly selected into two 
groups, one for analysis and the other for validation. The analysis data are summarised in 
Table 3.1. 
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Table 3.1: Summary of analysis data. 
Dosage No. of wasps tested 
5 mg 27 
10 mg 18 
20 mg 20 
40 mg 25 
 
The mean value of variable ρ, γ, β (rho, gamma and beta) were calculated from 0 to 20 
seconds and compared between each dosage (Figures 3.6, 3.7, 3.8). From the variable plots, it 
appeared that the test dosage could be distinguished by the average value of variable γ. The 
larger the coffee dosage, the higher the gradient of γ over time (Figure 3.8).  The other two 
variables (ρ and β) did not show a distinct gradient or pattern between the coffee dosages. 
 
 
 
Figure 3.7: Average variable ρ of four coffee dosages. 
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Figure 3.8: Average variable γ of four coffee dosages. 
 
 
Figure 3.9: Average variable β of four coffee dosages. 
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gradient (slope) of the trendlines increased as the coffee dosage increased. This indicated that 
the rate at which the wasps rotated about the hole where the coffee odour diffused from 
increased with increasing dosage. It also revealed that the wasp’s behaviour was biased 
towards a counter-clockwise (CCW) direction, except at the 5 mg dosage.  
 
In this approach to monitoring the average γ behaviour of several wasps, the coffee dosage 
can be predicted. However, the coffee dosage cannot be predicted by using individual wasp 
data. An advanced approach would be needed to predict coffee dosage from single wasp data. 
 
 
Table 3.2: Trendline equations intercept (0,0) and R-square for each dosage. 
Dosage 
Trendline 
equation R² Value 
5 mg γ = -0.0058t R² = 0.5348 
10 mg γ = 0.0107t R² = 0.5468 
20 mg γ = 0.0242t R² = 0.9535 
40 mg γ = 0.0428t R² = 0.8317 
 
 
 
 
Figure 3.10: Average γ with trend line intercepts the origin (0, 0). 
y = -0.0058t
R² = 0.5348
y = 0.0107t
R² = 0.5468
y = 0.0242t
R² = 0.9535
y = 0.0428t
R² = 0.8317
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
0 5 10 15 20 25
A
ve
ra
ge
 γ
Time (S)
Average γ for each dosage
5mg
10mg
20mg
40mg
Linear (5mg)
Linear (10mg)
Linear (20mg)
Linear (40mg)
57 
 
 
 
3.5.3 Validation of variable γ 
 
To test and verify the previous finding that the gradient (slope) of the trendlines for variable γ 
increased as the coffee dosage increased, it was vital to validate this finding by using a new 
data set that had not previously been used in data analysis. Therefore, another set of 
behavioural data was used for validation which is summarised in Table 3.3.  
 
 
Table 3.3: Summary of the validation data. 
Dosage No. of wasps tested 
5 mg 11 
10 mg 11 
20 mg 11 
40 mg 11 
 
 
The average γ plot of analysis data and validation data for each dosage are plotted separately 
in Figures 3.11, 3.12, 3.13 and 3.14. Because the validation data were consistent with the 
analysis data, we can predict the coffee dosage for each group of validation data by using the 
trend-line equations in Figure 3.10. The trendlines were however based on the average of 
several wasps tested. In the current Wasp Hound configuration, five wasps were used to 
detect the presence of the target odour, such as coffee. Therefore, if five individual wasps 
could be tracked and their γ response recorded, we could provide an average response for 
each test that could be used to detect the presence and dosage intensity of the target chemical.  
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Figure 3.11: Average γ for the 5 mg dosage data (analysis data and validation data). 
 
 
 
 
Figure 3.12: Average γ for the10 mg dosage data (analysis data and validation data). 
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Figure 3.13: Average γ for the 20 mg dosage data (analysis data and validation data). 
 
 
 
 
Figure 3.14Figure 3.14: Average γ for the 40 mg dosage data (analysis data and validation data). 
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3.6 Discussion and summary 
 
In this chapter, we attempted to find the correlation between the changes in food searching 
behaviour of single wasp trained at a particular coffee dosage (20 mg in this study) and 
different dosages through data analysis. However, it was difficult to measure the accurate 
odour concentration through the behaviour of a single trained wasp. The analysis results 
indicated that changes in the coffee amount affected the behaviour of the wasps. Therefore, 
we concluded that the change in wasp behaviour (three behavioural parameters in this study) 
was because of the changes in odourant levels that emitted from the jars containing different 
dosages of coffee. 
 
After calculating and analysing these three variables derived from the behavioural response 
of classically-conditioned parasitic wasps, it was determined that the behavioural response 
variable γ was a good indicator that could be used to predict coffee dosage by the rate of 
change over time using a linear relationship. The remaining two variables did not show any 
correlation to the dosage of the coffee.   
 
The behaviour of various trained wasps was individually monitored and averaged, the 
analysis results showed that dγ/dt could be compared to determine if the dosage of odour was 
increasing or decreasing. In a tracking scenario, multiple trained wasps could be used within 
a device, such as the Wasp Hound (Rains et al., 2006) and, with appropriate monitoring 
software to record wasp behavioural changes, to track an odour to its source by moving the 
device manually or robotically within the search area. Another potential application would be 
the measurement of the intensity of an odour relative to the odour level that the wasps were 
trained to detect. Wasps could be trained to detect when levels of a toxin are above regulated 
allowable levels, such as with aflatoxin in peanuts, corn, milk and pecans. Agriculture food 
inspection requires certain levels of food damage be detectable and used to grade the food 
quality.  
   
A result that was not expected was the bias of the wasp response towards rotating CCW 
around the coffee odour source. This result may be an indication of the way the wasp and 
other insects tracked odours when they were foraging on the ground, leaves or flowers. The 
result was also consistent with the previous biological experiment carried out by Kells and 
Goulson (2001). In that study, four different species of bumblebees individually showed a 
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tendency to rotate in the constant direction when foraging around flowers, i.e., each 
individual tended to rotate either clockwise (CW) or counter-clockwise (CCW). Three of four 
bee species had a significant overall tendency to rotate in a preferred direction. Two species 
rotated more prevalently in the CCW direction and one species rotated more in the CW 
direction. 
 
Through analysis of the 𝑅2 there was a significant finding that wasp responses were most 
predictable at the dosage that the wasps were trained detect at. This has several implications 
for adjusting responses to certain dosages that were of interest in applications that needed to 
detect if a particular chemical had exceeded regulated levels. For example, aflatoxin is 
regulated internationally to specified amounts in milk, grains and peanuts. Wasps have 
previously been shown to have the ability to detect volatiles associated with aflatoxin 
production (Tertuliano et al., 2005). The Wasp Hound could be tuned to those limits by 
determining the training levels needed to obtain a strong behavioural response. However, for 
any application, further research will be required to determine threshold limits, at which point 
the wasps behaviour did not change. 
 
It was observed that wasps took a few seconds to orient themselves so that their left antennae 
were closest to the odour source and then they began moving around the source in a CCW 
direction until reaching the odour source. This could indicate that the method of reaching the 
odour source relies on comparing the differences in odour intensity between the left and right 
antennae. The wasps tended to move CW at the lowest coffee dosage, but this may be closely 
related to the difficulty in addressing a difference in odour concentration between the two 
antennae at such a low level of coffee. This would lead to fewer rotations around the odour 
and a more direct route towards the odour, as observed for the 5 mg odour dosage.  
 
In the future, we could use the understanding gained in this study to develop algorithms based 
on the average response of multiple trained wasps to determine odour intensity. It is essential 
to investigate how these algorithms of insect behaviours are affected by changes in the 
environment, such as, in pure compounds and compounds mixed with background odours 
associated with plant pathogens, food toxins and other applications. It is also necessary to 
investigate the tendency of wasps to move CCW and the meaning behind this in an ecological 
and biosensing context. 
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Chapter 4: Development of a mathematical model based on the 
behaviour of trained wasps 
 
 
In this chapter, a mathematical model of the trained wasps under each dosage is developed. In 
Section 1, the experimental data are analysed by a different method from the previous chapter. 
In Section 2, the modelling method and conceptual model for this study is developed. In 
Section 3, the conceptual model is converted into a mathematical model as a set of 
deterministic and stochastic equations. 
 
 
4.1 Analysis of behaviour variables using a different approach 
 
A set of data was randomly selected and used in this chapter for further analysis and model 
development using a different approach (Table 4.1). First, in order to improve the behavioural 
variables ρ, γ and β, we have tried many different approaches to analyse and explore the wasp 
data based on these basic variables R, θ and α. After analysing these variables in numerous 
fashions, we finally decided to use same behavioural variables γ and β as discussed in 
previous chapter, but use a new dimensionless variable (phi) 𝜑 = 𝑅/𝐿  instead of using 
variable ρ (rho) from Equation (3.1) to observe the behaviour of the wasp. R is the distance 
between the wasp’s head and the centre point as time changes (Figure 3.3), and L is a 
constant in this study. We decided to use 25 mm, based on the diameter of the inner cycle 
from the surface of the testing jar where the trained wasp was placed during the test 
procedure. By using this variable 𝜑, we limited its variance to a significant small range close 
to constant which is better for model development. It can also make a reasonable comparison 
of a wasp’s movement (the distance changes from the centre point as time changes) between 
each trained wasp under different dosages. If the wasp moved towards the centre point, the 
value of 𝜑 will begin to decrease from the initial value to some value close to 0. If the wasp 
moved away from the centre point, the value of 𝜑 will start to increase until it reached a 
constant value (the wasp reaches the edge of test sample). Subsequently, the mean and 
variance of variables 𝜑, γ, β were calculated and analysed. 
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Table 4.1: Summary of analysis data. 
Dosage No. of wasps tested 
5 mg 17 
10 mg 16 
20 mg 18 
40 mg 18 
 
The mean and variance of variable φ were calculated from 0 to 20 seconds and compared 
between each dosage (Figures 4.1, 4.2, 4.3 and 4.4). These variable plots indicated an 
exponential relationship between the time and the mean of variable φ. The variance was 
changing differently in a small range from 0 to 0.1. In this case, we used a constant value 
which was equal to the average value of variance to represent the variance for each dosage 
respectively (Green dot line in Figures 4.1 to 4.4). 
 
  
Figure 4.1: Mean 𝛗 and variance for the 5 mg dosage data. 
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Figure 4.2: Mean 𝛗 and variance for the 10 mg dosage data. 
 
 
 
Figure 4.3: Mean 𝛗 and variance for the 20 mg dosage data. 
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Figure 4.4: Mean 𝛗 and variance for the 40 mg dosage data. 
 
 
The mean and variance of variable γ were calculated from 0 to 20 seconds and compared 
between each dosage (Figures 4.5, 4.6, 4.7 and 4.8). These variable plots indicated a linear 
relationship between time and the mean of variable γ, as well as the variance of variable γ. 
The trendlines of average γ and its variance were simple linear regression equations. The 
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variable (mean and variance) plots and their relevant trendlines. The large 𝑅2 indicated a 
strong positive linear relationship between the variable plot and their trendline plot. These 
trendlines and their coefficients of determination (𝑅2) are listed in Table 4.2. 
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Figure 4.5: Mean γ and variance for the 5 mg dosage data, and their trendline equations y1 for mean γ 
and y2 for variance. 
 
 
 
Figure 4.6: Mean γ and variance for the 10 mg dosage data, and their trendline equations y1 for mean γ 
and y2 for variance. 
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Figure 4.7: Mean γ and variance for the 20 mg dosage data, and their trendline equations y1 for mean γ 
and y2 for variance. 
 
 
 
Figure 4.8: Mean γ and variance for the 40 mg dosage data, and their trendline equations y1 for mean γ 
and y2 for variance. 
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Table 4.2: Trendline equations and R-square for mean γ and variance at each dosage. 
Dosage Mean γ Trendline 
Equation 
R² Value 
of γ 
Mean Variance 
Trendline Equation 
R² Value of 
variance 
5 mg E[γ] = -0.0213t + 0.055 0.7076 Var[γ] = 0.0853t - 0.1132 0.9197 
10 mg E[γ] = 0.0092t + 0.0854 0.3187 Var[γ] = 0.0553t – 0.0153 0.9602 
20 mg E[γ] = 0.0392t – 0.1061 0.9356 Var[γ] = 0.0666t – 0.1045 0.8745 
40 mg E[γ] = 0.0393t + 0.0045 0.8991 Var[γ] = 0.0381 – 0.0482 0.9159 
 
 
 
By analysing variable γ, we found that the coefficients of determination R2  were highest 
when the test dosage was equal to the training dosage (20 mg dosage). The gradient (slope) of 
the trendlines increased as the coffee dosage increased except at the 10 mg dosage. This 
indicated that the rate at which the wasps rotated around the centre hole where the coffee 
odour emitted increased with increasing dosage. It also revealed that the wasp’s behaviour 
was biased towards a counter-clockwise (CCW) direction, except for the 5 mg dosage. These 
analysis data and validation data were consistent with the previous results in Chapter 3. In 
addition, the R2 improved through all the dosages using the trendline equation 𝑓(𝑥) = 𝑎𝑥 +
𝑏 instead of 𝑓(𝑥) = 𝑎𝑥, except at the 10mg dosage. The reason for the small R2 value at the 
10 mg dosage was possibly because the test dosage is close to the training dosage 20 mg(10 
mg lower than training dosage), and the wasp was rotated to both CW and CCW directions. 
The additional experiment that tests the wasp at 30 mg dosage (10 mg higher than training 
dosage) are needed to compare with the wasp data at 10 mg dosage in order to deeper 
understand the reason caused this difference. 
 
In this section, we also analysed the mean and variance of variable β, which were calculated 
from 0 to 20 seconds and compared between each dosage (Figures 4.9, 4.10, 4.11 and 4.12). 
These variable plots indicated a linear relationship between time and the mean of variable β, 
as well as the variance of variable β. The trendlines of average β and the variance were 
simple linear regression equations, which were plotted, respectively, for each dosage in 
Figures 4.9, 4.10, 4.11 and 4.12. These trendlines and their coefficients of determination (𝑅2) 
are listed in Table 4.3. 
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Figure 4.9: Mean β and variance for the 5 mg dosage data, and their trendline equations y1 for mean β 
and y2 for variance. 
 
 
Figure 4.10: Mean β and variance for the 10 mg dosage data, and their trendline equations y1 for mean β 
and y2 for variance. 
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Figure 4.11: Mean β and variance for the 20 mg dosage data, and their trendline equations y1 for mean β 
and y2 for variance. 
 
 
 
Figure 4.12: Mean β and variance for the 40 mg dosage data, and their trendline equations y1 for mean β 
and y2 for variance. 
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Table 4.3: Trendline equations and R-square for mean β and variance at each dosage. 
Dosage Mean β Trendline 
Equation 
R² Value 
of β 
Mean Variance 
Trendline Equation 
R² Value of 
variance 
5 mg E[β] = -0.0113t – 0.0386 0.5517 Var[β] = 0.0561t – 0.0894 0.9605 
10 mg E[β] = 0.0142t – 0.1154 0.6833 Var[β] = 0.0477t + 0.0407 0.8537 
20 mg E[β] = 0.0207t – 0.0242 0.8771 Var[β] = 0.0353t – 0.0772 0.9031 
40 mg E[β] = -0.0054t + 0.0014 0.2686 Var[β] = 0.0357t – 0.0141 0.9036 
 
 
 
By analysing variable β, we found that the coefficients of determination R2  were highest 
when the coffee dosage was equal to the training dosage (20 mg dosage). For this set of data, 
the gradient (slope) of the trendlines increased as the coffee dosage increased except for the 
40 mg dosage. The results here indicated that the average wasps’ self-rotation rate increased 
with increasing dosage up to the training condition (20 mg in this case). It also revealed that 
the wasp’s self-rotation behaviour was biased towards a counter-clockwise (CCW) direction 
especially at the training condition of a 20 mg dosage. The wasps were slightly rotating 
themselves toward a clockwise (CW) direction at the 5 mg and 40 mg dosages or slightly 
rotating at both CCW and CW directions under the 10 mg test dosage. In addition, the 
average β and its variance plots were very close to each other when the coffee dosage was the 
same as the training dosage of 20 mg. It was notable that the R2 values were all very good for 
the variance trendlines of variable β in each dosage (from 0.8537 to 0.9605), which were 
similar to the R2 values for the average variance trendlines of variable γ in each dosage (from 
0.8745 to 0.9602). 
 
 
4.2 Conceptual model and mathematical model development 
 
Based on the behaviour basis of trained wasps investigated in the previous section, a 
conceptual model was developed. The model contained three equations for each test 
conditions: a deterministic equation of behaviour variable φ, and two stochastic differential 
equations of variable γ and β. The parameters of these equations were calculated from the 
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mean and variance plots (Figures 4.1 to 4.12) of each variable under each test dosage. The 
development of the conceptual model also relied upon a number of assumptions that were 
used for simplifying the model, and the rationale of the assumptions were as follows: 
 
1. The major searching behaviours of the wasps (movement, self-rotation and rotation 
from centre) were related and affected by the training condition and test condition. 
 
2. The odour concentration diffused through the centre hole is assumed to be constant 
throughout the test. 
 
3. The minor movements of the wasp’s head, antennae, wings and legs were ignored at 
this stage. Only three major movements are investigated in this study, which were the 
distance between the wasp’s head and the centre point while the wasp was walking, 
self-rotation and rotation from the centre point during the test. We assumed that those 
three behaviours were connected with the test condition. 
 
4. All the wasp data analysed in this study were from those who had searching 
behaviours that lasted for 20 seconds and more during the test. 
 
5. Only the data during the first 20 seconds was analysed due to the various reaction 
times of each wasp during the test. The wasps that searched for fewer than 20 seconds 
during the test were not included in model development. 
 
As discussed in the previous section, three dimensionless variables were analysed, which 
were the key logical formulation of the mathematical model for the trained wasp’s searching 
behaviours under investigation. Variable φ describes the distance that changed between the 
wasp and the centre odour emitting hole during the test. Variable γ describes the rotation 
change between the wasp and the centre odour emitting hole during the test. Variable β 
describes the self-rotation change of the wasp. We have found that these three variables can 
be represented by mathematical equations.  First, we found that the mean of variable φ can be 
expressed by an exponential function with relevant parameters. Its variance was close to a 
constant value (Equations (4.1) and (4.2)). Therefore, we used a deterministic equation to 
represent variable φ. Secondly, the mean and variance of variable γ and β can be expressed by 
a linear function (Equations (4.3) to (4.6)). Because the random variable γ and β have 
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increased variance, we used stochastic differential equations to represent variable γ and β. In 
summary, the mathematical model based on these three variables can describe the major 
aspects of trained wasps’ searching behaviours. 
 
E[φ] = A0e
−k∙t + B0   (4.1) 
Var[φ] = c0    (4.2) 
 
E[γ] = m1t + c1   (4.3) 
Var[γ] = m2t + c2   (4.4) 
 
E[β] = m3t + c3   (4.5) 
Var[β] = m4t + c4   (4.6) 
 
The parameters  A0, k, B0  and c0   from Equations (4.1) and (4.2) above were estimated 
through a nonlinear regression process that gave the equation with the best goodness of fit for 
the measured data.  Linear regression process was applied to find out the parameters  m1, c1,
m2, c2, m3, c3, m4, and c4 from Equation (4.3) to (4.6) above that gave the equation the 
best goodness of fit for the data measured. These parameters are tabulated in Table 4.4 for 
each dosage. 
 
 
Table 4.4: parameters of model equations for each dosage. 
 Testing Dosage 
Parameters 5 mg 10 mg 20 mg 40 mg 
𝐴0 0.429274 0.347566 0.378202 0.432495 
k 0.680581 0.267232 0.33331 0.613258 
𝐵0  0.127259 0.0657882 0.112158 0.077811 
𝑐0 0.038698 0.026909 0.032099 0.012036 
𝑚1 -0.0213 0.0092 0.0392 0.0393 
𝑐1 0.055 0.0854 -0.01061 0.0045 
𝑚2 0.0853 0.0553 0.0666 0.0381 
𝑐2 -0.1132 -0.0153 -0.1045 -0.0482 
𝑚3 -0.0113 0.0142 0.0207 -0.0054 
𝑐3 -0.0386 -0.1154 -0.0242 0.0014 
𝑚4 0.0561 0.0447 0.0353 0.0357 
𝑐4 -0.0894 0.0407 -0.0772 -0.0141 
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4.3 Theory, model equations, implementation and parameter estimation 
 
From knowing the components of conceptual model with assumptions and analysing the 
variables in previous section, we can convert the conceptual model into a mathematical 
model. The model described by a group of three equations is summarised below. 
 
The model equation for variable φ (relative position change from the centre point) was a 
deterministic process because we found the variance was close to a constant value and low. 
φ(t) = A0e
−k∙t + B0   (4.7) 
A0, k and B0   are parameters calculated from Equation (4.1). 
 
 
Stochastic model for γ and β 
 
After investigating many approaches for modelling γ and β, we found these two random 
variables have increased variance which led to a successful approach in the theory of 
stochastic differential equations based on Ito calculus (The theory is explained in Klebaner 
(1998)). We only give the relevant derivations for our model development in this section. 
 
If 𝑦(𝑡) is a Markovian continuous-time stochastic process, a stochastic differential equation 
(SDE) in the integral form can be written as follows: 
 
𝑦(𝑡) = ∫ 𝜇𝑑𝑡
𝑡
𝑡0
+ ∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
  (4.8) 
 
where 𝑡 is time, 𝑡0 is initial time, 𝜇 is the drift coefficient, 𝜎 is the diffusion coefficient and 
𝑤(𝑡)  is the standard Wiener process with zero mean and variance t. As 𝑤(𝑡)  is a non-
differentiable function, the second term on the right hand side of Equation (4.8) should be 
interpreted as an Ito integral (see Klebaner (1998) for details). In this derivation we assume 𝜇 
and 𝜎 to be constants. 
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𝑦(𝑡) = ∫ 𝜇𝑑𝑡
𝑡
𝑡0
+ ∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
  
 
𝐸[𝑦(𝑡)] = 𝐸[∫ 𝜇𝑑𝑡
𝑡
𝑡0
] + 𝐸[∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
] 
 
Using the fact that 𝐸[𝑑𝑤(𝑡)] = 0, 
 
𝐸[𝑦(𝑡)] = 𝜇𝑡 + 𝐶0  (4.9) 
 
𝑉𝑎𝑟[𝑦(𝑡)] = 𝐸[(𝑦(𝑡) − 𝐸[𝑦(𝑡)])2] 
                    = 𝐸[𝑦2(𝑡)] − (𝐸[𝑦(𝑡)])2 
 
𝐸[𝑦2(𝑡)] = 𝐸 {[∫ 𝜇𝑑𝑡 + ∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
𝑡
𝑡0
]2}  
                = 𝐸 {(∫ 𝜇𝑑𝑡
𝑡
𝑡0
)2 + 2 (∫ 𝜇𝑑𝑡
𝑡
𝑡0
) (∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
) + (∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
)2} 
 
From isometry property (Klebaner (1998)), 𝐸(∫ 𝜎𝑑𝑤(𝑡)
𝑡
𝑡0
)2 = ∫ 𝜎2𝑑𝑡
𝑡
𝑡0
, therefore 
 
𝐸[𝑦2(𝑡)] = 𝐸 {(𝜇𝑡 + 𝐶0)
2 + 2(𝜇𝑡 + 𝐶0) (∫ 𝜎𝑑𝑡
𝑡
𝑡0
) + ∫ 𝜎2𝑑𝑡
𝑡
𝑡0
} 
 
   = ∫ 𝜎2𝑑𝑡
𝑡
𝑡0
= 𝜎2𝑡 + 𝐶1  (4.10) 
 
If 𝑦(𝑡) is given by Equation (4.8) then the mean and variance of 𝑦(𝑡) are linear functions of t 
provided that 𝜇 and 𝜎 are constants. Conversely, if any stochastic variable is found to have 
mean and variance as linear functions of time, then that variable can be approximated as 
obeying a SDE in the form of Equation (4.8). 
 
Therefore, we can write 
 
𝛾(𝑡) = ∫ 𝑚1𝑑𝑡
𝑡
0
+ ∫ √𝑚2
𝑡
0
𝑑𝑤(𝑡)   (4.11) 
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𝛽(𝑡) = ∫ 𝑚3𝑑𝑡
𝑡
0
+ ∫ √𝑚4
𝑡
0
𝑑𝑤(𝑡)   (4.12) 
 
Now we can develop difference equations for Equation (4.11) and (4.12) as given below. 
 
The model equation of the variable γ (rotation from the centre point) was a stochastic 
(Markov) process with increased mean and variance values. 
γ(t + dt) =  γ(t) +  m1dt + m2
1/2dw(t)   (4.13) 
m1 and  m2 are parameters calculated from Equations (4.3) and (4.4). dw(t) is the increments 
of the standard Wiener process w(t). w(t) is normally distributed with zero mean and ∆t 
variance (for dw mean value is 0, variance is ∆t = 0.0001, standard deviation is  √∆t =
0.01).  
 
The model equation of the variable β (self-rotation) was a stochastic (Markov) process with 
increased mean and variance values. 
β(t + dt) =  β(t) +  m3dt + m4
1/2dw(t)   (4.14) 
m3 and  m4 are parameters calculated from Equations (4.5) and (4.6). dw(t) is the increments 
of the standard Wiener process w(t). w(t) is normally distributed with zero mean and ∆t 
variance (for dw mean value is 0, variance is ∆t = 0.0001, standard deviation is  √∆t =
0.01).  
 
In summary, the trained wasp behavioural model was described by a combination of three 
equations with seven parameters.  
 
After developing the mathematical equations for the wasp behavioural model, we needed to 
convert it to a computer understandable form in order to solve and analyse them once the 
parameter values were known. In this study, Matlab was used to translate the mathematical 
model into a simulation programming language. The Matlab code for the model is provided 
in Appendix E. By substituting the parameter values for the model equations φ, γ and β using 
Table 4.4 above, the final approximate model for each test dosage has the following form: 
 
For the 5 mg test dosage 
φ(t) = 0.429274 ∙ e−0.680581∙t + 0.127259    (4.10) 
γ(t + dt) =  γ(t) +  (−0.0213)dt + (0.0853)1/2dw(t)   (4.11) 
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β(t + dt) =  β(t) +  (−0.0113)dt + (0.0561)1/2dw(t)   (4.12) 
 
For the 10 mg test dosage 
φ(t) = 0.347566 ∙ e−0.267232∙t + 0.0657882    (4.13) 
γ(t + dt) =  γ(t) +  0.0092 ∙ dt + (0.0553)1/2dw(t)   (4.14) 
β(t + dt) =  β(t) +  0.0142 ∙ dt + (0.0447)1/2dw(t)   (4.15) 
 
For the 20 mg test dosage 
φ(t) = 0.378202 ∙ e−0.33331∙t + 0.112158     (4.16) 
γ(t + dt) =  γ(t) +  0.0392 ∙ dt + (0.0666)1/2dw(t)   (4.17) 
β(t + dt) =  β(t) +  0.0207 ∙ dt + (0.0353)1/2dw(t)   (4.18) 
 
For the 40 mg test dosage 
φ(t) = 0.432495 ∙ e−0.613258∙t + 0.077811    (4.19) 
γ(t + dt) =  γ(t) +  0.0393 ∙ dt + (0.0381)1/2dw(t)   (4.20) 
β(t + dt) =  β(t) +  (−0.0054) ∙ dt + (0.0357)1/2dw(t)   (4.21) 
 
For the final model Equations (4.10) to (4.21), Where γ(0) = 0, β(0) = 0, ∆t = 0.0001  
and dw(t) is the increments of the standard Wiener process w(t). w(t) is normally distributed 
with zero mean and ∆t variance (for dw mean value is 0, variance is ∆t = 0.0001, standard 
deviation is  √∆t = 0.01).  
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Chapter 5: Model validation and discussion 
 
 
This chapter focuses on the validation of the proposed mathematic model from the previous 
chapter. The mathematic model is validated through different methods. In Section 1, a general 
introduction of model validation is given. In Section 2, a deterministic model equation of 
variable φ is validated. In Section 3, a stochastic model equation of variable γ and β are 
validated by three different approaches. In Section 4, a general conclusion of the validity 
approaches is given. 
 
 
5.1 Introduction to the model validation 
 
Model validation is an essential part of the model development process in order to accept and 
use the model as intended. The ultimate objective of model validation was to make sure the 
model provides accurate information about the real system that was being modelled. 
 
The model validation process is summarised in Figure 5.1. It directly compared the 
computational simulation results of the developed model with behavioural data that were 
generated from real experiments of trained wasp. There were several hypotheses used during 
the model development. The behavioural data obtained from real biological experiments were 
used as evidence to determine the preciseness of the model’s hypotheses. In addition, the 
validation results and the real experimental observations can also suggest some novel 
hypotheses to help further improve the current model.  
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Figure 5.1: Detailed the model development and validation. 
 
 
In Chapter 4, we used two individual datasets for model development and model validation, 
which were obtained in late 2010. A new set of data from 2012 was also used for model 
validation here. There were two main reasons that we used the new experimental data for 
validation in 2012. First, we wanted to check the diversity of the data over two years. 
Secondly, we also wanted to check the validity of the model outputs over time so that we can 
check if the model was effective for its future usage and development. For this reason, we 
have merged the 2010 and 2012 validation datasets instead of using them to validate the 
model separately. The validation datasets are summarised in Table 5.1 
 
Table 5.1: Summary of model development and validation data. 
Dosage 
2010 model  
development data 
2010 
validation data 
2012 
validation data 
Total 
validation data 
5 mg 17 11 8 19 
10 mg 16 11 12 23 
20 mg 18 11 11 22 
40 mg 18 10 14 24 
 
In this chapter, model validation was carried out separately for each of the model variable 
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equations, which were variables φ, γ and β. For the deterministic equation φ, the coefficient 
of determination was used simply to validate the model. For stochastic equations γ and β, we 
first used the model to simulate a specific number of data realizations which were equal to the 
average size of the validation dataset (22 data for each dosage). Then, we can use a statistical 
method and measurement to compare the model simulation outputs and the validation data 
for each test dosage. Three unique validation approaches were carried out to validate the 
model from three different perspectives, which were the statistical confidence interval, the 
visual face validity test and the student’s t-test.  
 
 
5.2 Validation of the model variable φ 
 
The model equation for variable φ was a deterministic process, because we assumed that 
variable φ had a constant variance after data analysis in the previous chapter. The data 
analysis confirmed this assumption that the variance of variable φ was in a very small range 
close to a constant value. To validate model equation φ, we used the coefficient of 
determination R2 to determine how well the validation data were likely to be predicted by the 
model equation.  The coefficient of determination R2  was a useful measurement which 
represented the proportion of the variance of the experimental data and model simulation 
results. The value of the coefficient of determination was between 0 (0 percentage) and 1 
(100 percentage). This indicates the strength of goodness of fit between the model simulation 
results and biology experimental data. In other words, the higher the coefficient of 
determination value, the better the model prediction. 
 
The average φ of model output and validation data were compared and plotted for each 
dosage in Figures 5.2, 5.3, 5.4 and 5.5.  The graph directly showed that the model output plot 
and the validation data plots fitted each other nicely except for the 20 mg dosage plot. The 
coefficient of determination for each validation plot was calculated and listed in Table 5.2. 
These results were in agreement with the validation plots in Figures 5.2 to 5.5 where R2 
values were 0.9264 for 5 mg, 0.9085 for 10 mg, 0.6814 for 20 mg, and 0.7776 for 40 mg. The 
R2 values indicated that the model equations were acceptable for the 5 mg and 10 mg dosages 
which all had R2 values of 0.9085 or higher. For the 20 mg and 40 mg dosage data, the R2 
values were only 0.6814 and 0.7776, respectively, which were slightly smaller than the other 
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dosage’s R2. Therefore, the initial parameters for model equation φ at 20 mg and 40 mg 
dosage were fine tuned by comparing the simulation output to the validation dataset which 
gave the best R2 value. 
 
 
 
Figure 5.2: Average φ of model output and validation data for the 5 mg dosage where 𝐑𝟐 = 𝟎. 𝟗𝟐𝟔𝟒 
 
 
 
Figure 5.3: Average φ of model output and validation data for the 10 mg dosage where 𝐑𝟐 = 𝟎. 𝟗𝟎𝟖𝟓 
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Figure 5.4: Average φ of model output and validation data for the 20 mg dosage where 𝐑𝟐 = 𝟎. 𝟔𝟖𝟏𝟒 
 
 
 
Figure 5.5: Average φ of model output and validation data for the 40 mg dosage where 𝐑𝟐 = 𝟎. 𝟕𝟕𝟕𝟔 
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Table 5.2: The R² value for each validation dataset. 
Dosage R² Value  
5 mg 0.9264 
10 mg 0.9085 
20 mg 0.6814 
40 mg 0.7776 
 
 
After fine tuning the parameters for model equation φ at the 20 mg and 40 mg dosages, the 
coefficient of determination was improved from 0.6814 to 0.8439 and 0.7776 to 0.8193, 
respectively (Figure 5.6). With the new parameters which A0 = 0.378202, k =
0.73531 and B0 = 0.1121 for the 20 mg dosage, and 𝐴0 = 0.432495, k = 0.953258, and 
B0 = 0.077811 for the 40 mg dosage, the model equations for φ were 
 
For the 20 mg dosage 
φ(t) = 0.378202 ∙ e−0.73531∙t + 0.112158   (5.1) 
 
For the 40 mg dosage 
φ(t) = 0.432495 ∙ e−0.953258∙t + 0.077811   (5.2) 
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(B) 
Figure 5.6: Average φ of model output after fine-tuned the parameters and validation data. (A) 20 mg 
dosage with 𝐑𝟐 = 𝟎. 𝟖𝟒𝟑𝟗; (B) 40 mg dosage with 𝐑𝟐 = 𝟎. 𝟖𝟏𝟗𝟑. 
 
 
With the new parameters for the 20 mg and 40 mg dosages, the model Equations (5.1) and 
(5.2) for φ were acceptable for each test dosage. The validation process also revealed that the 
coefficient of determination was all in a suitable range over 0.8. This was noticeable that the 
coefficient of determination was decreasing as the test dosage increased. The reason for this 
was because the variation in the validation data. This may suggest that the larger data 
variation may exist when the test dosage increased to higher levels. In conclusion, the model 
equation φ was acceptable for all four test dosages. 
 
 
5.3 Validations of the model equations γ and β 
 
There is no standard theory on model validation, especially for stochastic models. However, a 
wide range of validation methods have been proposed and used in many different fields of 
modelling studies. In many cases, the choice of the validation method was restricted by the 
nature of the model and its testing requirements, the type of data that the model generated, or 
the availability of real-world validation data. Model validation can employ either a subjective 
approach, an objective approach or a combination approach. Generally, a combination 
approach was used in order to improve the confidence in the acceptance of the model. In this 
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section, we have used both approaches to validate the model equations γ and β. For the 
subjective approach, a face validity test was used to validate the behaviour of the model 
visually, or on the “surface”. For an objective approach, the 95% confidence interval and the 
student’s t-test were applied for a thorough statistical validation. 
 
 
5.3.1 Statistical validation of the γ and β equations using the 95% confidence 
interval 
 
First, the 95% confidence interval of the mean values from the model realizations was 
calculated and compared with the mean values of the validation dataset for each test dosage. 
The reason we used the 95% confidence interval was because the model equations γ and β 
were stochastic differential equations and the mean of the model realizations will be different 
for each simulation. This was not directly comparable to the mean values of the validation 
dataset. Therefore, we used the 95% confidence interval of the model realization mean 
(which was a range of values that we are 95% confident that the model realization mean 
would be located in this range) to compare with the validation mean by plotting both figures 
together. The upper and lower boundaries of 95% confident interval for model equations γ 
and β were calculated from 30 model realizations at each test dosage. This will clearly 
indicate whether the mean values of the validation dataset were located inside the 95% 
confidence interval of the model realizations mean or not. Due to the randomness of model 
realizations, the 95% confidence interval will also be slightly different for each calculation. 
Statistically speaking, one comparison was incapable of verifying the validity of model 
equations γ and β using the 95% confidence interval. Therefore, the 95% confidence interval 
was repeatedly calculated 30 times (each used 30 model realizations) to conclude the validity 
of model equations γ and β at each test dosage (appendix F). Due to the randomness of 
stochastic differential equations, in some plots, even though there were a small number of the 
data located slightly outside the 95% confidence interval, the result was still be acceptable. 
Overall, these plots showed that most of the mean values of validation dataset fell well within 
the 95% confidence interval of the model means. The validation results of model equation γ 
and β are plotted in Figures 5.7 and 5.8 which contain one randomly selected validation plot 
from each dosage (30 repeats) as a representative for equations γ and β. The rest of the 
validation plots are summarised in appendix F. 
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  (A)                                                                (B) 
 
 
(C)                                                                      (D) 
 
Figure 5.7: The upper boundary (green line) and lower boundary (blue line) of the 95% confidence 
interval of the model output and the mean of validation data (red dot line) for variable γ at each test 
dosage. (A) 5 mg dosage validation plot. (B) 10 mg dosage validation plot. (C) 20 mg dosage validation 
plot. (D) 40 mg dosage validation plot. 
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(A)                                                                 (B) 
 
 
(C)                                                                (D) 
 
Figure 5.8: The upper boundary (green line) and lower boundary (blue line) of the 95% confidence 
interval of the model output and the mean of validation data (red dot line) for variable β at each test 
dosage. (A) 5 mg dosage validation plot. (B) 10 mg dosage validation plot. (C) 20 mg dosage validation 
plot. (D) 40 mg dosage validation plot. 
 
 
After comparing the mean values between the model realizations and validation datasets 
using the 95% confidence interval, the model equation for variable γ and β were acceptable. 
 
 
5.3.2 Face validity test for variable γ and β 
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In this subsection, the face validity test was applied to validate model behaviour visually 
through graphical comparisons of the data; this was a subjective measurement of model 
behaviour at the surface level. Five random realizations from the simulation model and five 
validation datasets were plotted and visually compared for each test dosage to determine if 
the behaviour of the model simulation was indistinguishable from the experimental data. 
Both plots were also merged to check if there are any noticeable clusters exist between the 
model realization data and validation data.  
 
The validation plots are illustrated from Figures 5.9 to 5.16. Using Figure 5.9 as an example, 
five random realizations from both the model simulation and validation data of variable γ at 
the 5 mg dosage were plotted. As seen in this figure, the model simulation data (Figure 5.9B) 
were behaved similarly to the validation data (Figure 5.9A). The combined plot (Figure 5.9C) 
also showed that both dataset matched each other very well. Most importantly, there was no 
obvious classification between these two datasets. By visual inspection of all the validation 
plots, we can conclude that the model simulations and validation data behaved similarly. The 
model equations for variable γ and β were acceptable at the surface level. 
 
(A)                                                                    (B) 
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(C) 
Figure 5.9: Phase validation of model equation γ at the 5 mg dosage. (A) Five validation data of variable γ 
at the 5 mg dosage were randomly selected and plotted. (B) Five model realizations were randomly 
selected and plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
(A)                                                                    (B) 
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(C) 
Figure 5.10: Phase validation of model equation γ at the 10 mg dosage. (A) Five validation data of 
variable γ were randomly selected and plotted. (B) Five model realizations were randomly selected and 
plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
 
(A)                                                                (B) 
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(C) 
 Figure 5.11: Phase validation of model equation γ at the 20 mg dosage. (A) Five validation data of 
variable γ were randomly selected and plotted. (B) Five model realizations were randomly selected and 
plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
(A)                                                                  (B) 
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(C) 
Figure 5.12: Phase validation of model equation γ at the 40 mg dosage. (A) Five validation data of 
variable γ were randomly selected and plotted. (B) Five model realizations were randomly selected and 
plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
 
(A)                                                               (B) 
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(C) 
Figure 5.13: Phase validation of model equation β at the 5 mg dosage. (A) Five validation data of variable 
β were randomly selected and plotted. (B) Five model realizations were randomly selected and plotted. (C) 
Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
 
(A)                                                                 (B) 
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(C) 
Figure 5.14: Phase validation of model equation β at the 10 mg dosage. (A) Five validation data of 
variable β were randomly selected and plotted. (B) Five model realizations were randomly selected and 
plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
 
(A)                                                              (B) 
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(C) 
Figure 5.15: Phase validation of model equation β at the 20 mg dosage. (A) Five validation data of 
variable β were randomly selected and plotted. (B) Five model realizations were randomly selected and 
plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
 
(A)                                                              (B) 
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(C) 
Figure 5.16: Phase validation of model equation β at the 40 mg dosage. (A) Five validation data of 
variable β were randomly selected and plotted. (B) Five model realizations were randomly selected and 
plotted. (C) Data from (A) and (B) are merged, plotted and compared in one graph. 
 
 
5.3.3 Student’s t-test validation approach 
 
Because the model output and validation data were both time series, we can validate the 
model output at some selected time points to determine whether the model predictions were 
within an acceptable range of precision. For this purpose, the student’s t-test was used to 
compare the mean model output and the mean validation data at some selected time points 
(for every 0.2 seconds and total 20 seconds) for the variable γ and β.  
 
In this validation approach, we first collected a similar number of validation data (Table 5.1) 
and model simulations. Next we used a hypothesis test to compare both datasets that were 
extracted from model simulations and the validation dataset at the same time point to check if 
these two sets of data were significantly different from each other, or in other words, if they 
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come from the populations with equal means. 
 
In this hypothesis test, we assumed that the data were independently sampled from a normal 
distribution with equal means and equal, but unknown, variances (or unequal variance). The 
null hypothesis is that the model simulation data and the validation data come from normal 
distributions with equal means and equal but unknown variances. 
 
𝐻0: 𝜇1 = 𝜇2 
 
 
The alternative hypothesis is that the model simulation data and the validation data come 
from populations with unequal means.  
𝐻1: 𝜇1 ≠ 𝜇2 
 
We implemented a hypothesis test in MATLAB using ttest2 function, which was a student’s 
test function for two independent samples. This function conducted the hypothesis test and 
returned the logical values that h is one if the test rejects the null hypothesis at the 5% 
significance level, and zero if the test cannot reject the null hypothesis at the 5% significance 
level. The p-value of the test is returned as a scalar value in the range from zero to one. It is 
the probability of observing a test statistic as extreme as, or more extreme than, the observed 
value under the null hypothesis. Small values of p cast doubt on the validity of the null 
hypothesis. The significance of p-value is 0.05 in this study. The h-value and p-value from 
each hypothesis test for the variable γ and β at each dosage are plotted in Figures 5.17 and 
5.18. 
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(A)      (B) 
 
 
(C)      (D) 
Figure 5.17: H-value (blue solid line) and p-value (green dot line) were calculated from the student’s t-test 
for model equation γ at each dosage. (A) 5 mg dosage validation plot. (B) 10 mg dosage validation plot. (C) 
20 mg dosage validation plot. (D) 40 mg dosage validation plot. 
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(A)      (B) 
 
 
(C)      (D) 
Figure 5.18: H-value (blue solid line) and p-value (green dot line) were calculated from the student’s t-test 
for model equation β at each dosage. (A) 5 mg dosage validation plot. (B) 10 mg dosage validation plot. (C) 
20 mg dosage validation plot. (D) 40 mg dosage validation plot. 
 
 
According to the student’s t-test results from Figures 5.17 and 5.18, it can be seen that the h-
values were all equal to zero for all the validation datasets, indicating that the null hypothesis 
cannot be rejected at the 5% significance level. The p-values were all larger than 0.05, with 
most of them were much larger than 0.05. This revealed that there was a high probability (p-
value) of getting the same pattern of data if we conducted another student’s t test.  
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However, not rejecting the null hypothesis did not mean that we can simply accept the null 
hypothesis. To be able to accept the null hypothesis that the model simulations and the 
validation dataset have equal means at the 5% significance level, we also have to consider the 
variation of both datasets. If one dataset (model simulation dataset or validation dataset) 
having a very large variation and the other dataset has a very small variation, and their data 
variation ranges overlapped, the student’s t-test will also give a large p-value and the null 
hypothesis will not be rejected. In such a situation, the means of both dataset were most likely 
not equal to each other. Therefore, in order to accept the null hypothesis in our student’s t test, 
we have to compare the variation of both datasets. The method used here to perform the 
comparison was a box-and-whisker plot. 
 
The box-and-whisker plot was used to compare the data variations between the model 
simulations and the validation dataset at four selected time points, 5 seconds, 10 seconds, 15 
seconds and 20 seconds, respectively. This was repeated for the variable γ and β at each test 
dosage, as shown in Figures 5.19 and 5.20. 
 
 
 
 
(A)        (B) 
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(C)        (D) 
Figure 5.19: Box and whisker plots of the model simulations and the validation datasets at four selected 
time points for variable γ under each test dosage. 1. Validation dataset at the five second time point. 2. 
Model simulations at the five second time point. 3. Validation dataset at the 10 second time point. 4. 
Model simulations at the 10 second time point. 5. Validation dataset at the 15 second time point. 6. Model 
simulations at the 15 second time point. 7. Validation dataset at the 20 second time point 8. Model 
simulations at the 20 second time point (A) 5 mg dosage box plot. (B) 10 mg dosage box plot. (C) 20 mg 
dosage box plot. (D) 40 mg dosage box plot. 
 
 
 
(A)        (B) 
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(C)        (D) 
Figure 5.20: Box and whisker plots of the model simulations and the validation datasets at four selected 
time points for variable β under each test dosage. 1. Validation dataset at the five second time point. 2. 
Model simulations at the five second time point. 3. Validation dataset at the 10 second time point. 4. 
Model simulations at the 10 second time point. 5. Validation dataset at the 15 second time point. 6. Model 
simulations at the 15 second time point. 7. Validation dataset at the 20 second time point. 8. Model 
simulations at the 20 second time point. (A) 5 mg dosage box plot. (B) 10 mg dosage box plot. (C) 20 mg 
dosage box plot. (D) 40 mg dosage box plot. 
 
 
According to the results shown in Figures 5.19 and 5.20, the data variation that ranged 
between model simulations and validation dataset were very close to each other, and most of 
the data points overlapped. This clearly indicated that the model simulations have similar data 
variation with the validation data at these selected time points. We can assume that for all the 
time points, the model simulations and validation data have similar variation ranges. 
Combining the results from the student’s t-tests and box-and-whisker plots, we can conclude 
that if there was no difference between the mean of model simulation data and the validation 
data, we expect to get the datasets with similar variation as shown in Figures 5.19 and 5.20 
with a large probability (equal to p-values). Therefore, we can conclude that our model 
equations γ and β were acceptable. 
 
 
5.4 Summary  
 
In this chapter, we have presented the validation of model Equations (4.10) to (4.21), except 
(4.16) and (4.19) which are replaced by Equations (5.1) and (5.2) with updated parameters. 
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We started with the validation approach of the deterministic equation φ using the coefficient 
of determination R2 . Next, we used a combination of subjective and objective validation 
approaches to validate the stochastic model equations γ and β, which were the 95% 
confidence interval, the face validity test and the student’s t-test. After model validation, the 
updated parameters of model equations for each test dosages that were listed in Table 5.3. 
The model simulations and independent validation data were compared using these validity 
approaches. We revealed that the results obtained from the validation approaches have a good 
agreement with the experimental data (validation data) and indicated that the proposed model 
can reveal the behaviour of the trained wasp’s searching behaviour under several different test 
dosages.  
 
Table 5.3: The updated parameters of model equations for each test dosage after validation. 
 Testing Dosage 
Parameters 5 mg 10 mg 20 mg 40 mg 
𝐴0 0.429274 0.347566 0.378202 0.432495 
k 0.680581 0.267232 0.73531 0.953258 
𝐵0  0.127259 0.0657882 0.112158 0.077811 
𝑚1 -0.0213 0.0092 0.0392 0.0393 
𝑚2 0.0853 0.0553 0.0666 0.0381 
𝑚3 -0.0113 0.0142 0.0207 -0.0054 
𝑚4 0.0561 0.0447 0.0353 0.0357 
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Chapter 6: Investigation of wasp behaviour through model 
simulations 
 
 
In this chapter, the model developed in Chapter 5 is evaluated and, includes simulation of the 
wasp’s behaviour at training conditions and, under small and large test conditions. A 
sensitivity analysis of the model parameters is undertaken, and an interpretation from the 
insect olfactory system at the molecular level is given. In addition, a discussion of the model 
results and a hypothesis from a biological perspective is given. Finally, additional data are 
used to investigate the lateralisation in trained wasps through the analysis of conditioned 
response rates and behavioural variations between the wasps with various antennal conditions, 
as well as an analysis of the robustness of the trained wasps’ conditioned responses at the 
training dosage. 
 
 
6.1 Model simulations results  
 
Model equations for behavioural variable φ, γ and β were validated in Chapter 5 through 
three distinct validation processes. The results obtained from the validation approaches 
indicated a good agreement between model simulation results and the experimental data. This 
showed that the proposed model can reveal the searching behaviour of a trained wasp under 
several different test dosages. In this section, the model simulations are used to investigate 
variation of the trained wasp’s searching behaviour when the wasp is exposed to a test dosage 
that is equal to, less and greater than the training condition. A theoretical explanation from the 
insect olfactory system at a molecular level is given to elucidate such changes in behaviour.  
  
  
6.1.1 Response of trained wasps to a training dosage 
 
For simulations at the training dosage (20 mg), the parameters were the same as Equations 
(5.1), (4.17) and (4.18) for φ, γ and β. The numerical solution of the model equation φ is a 
deterministic process without randomness. Moreover, the numerical solution of the model 
equation γ and β are a stochastic process containing randomness. The simulation results from 
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model equations γ and β were carefully investigated through statistical analysis. 
 
The model simulation of variable φ at the 20 mg test dosage is plotted in Figure 6.1A. The 
variable φ was exponentially decreased from the initial point and subsequently reached 
around 0.1 after 5 seconds. It then stayed almost constant at 0.11 until the time reached 20 
seconds. The plot indicates that the wasp reached the centre on average after five seconds 
during the test at the training dosage. This result was consistent with the experimental 
observation in Chapter 5. When the values of φ reached a constant value, it meant that the 
wasp had reached the centre and continued search around the centre point by rotating around 
the centre and rotating about its body. Under theoretical conditions, when the wasp reached 
the centre point where the odour was emitted, the φ decreased from its initial value to zero 
until the wasp left the centre. However, the observations from the real experiment showed 
that the value of φ can only reach a certain value and oscillate around that value. This was 
because the wasp was always searching around the centre area instead of stopping exactly at 
the centre point.  
 
For model simulation of variable γ, 1000 realizations were generated and compared with 
experimental data (22 validation data). The individual behaviour of the model simulations for 
variable γ were all in good agreement with the experimental observations. The plot of these 
1000 model realizations and experimental data is attached in Appendix G. The mean and 
variance of these 1000 model realizations were statistically compared with the experimental 
data, and plotted in Figure 6.1B. The mean and variance of 1000 model realizations increased 
linearly without many fluctuations. The experimental observations from the validation dataset 
also increased linearly but with rather large fluctuations after 10 seconds. Both plots matched 
very well from 0 to 10 seconds. The difference between the model plots and experimental 
plots during the test appeared after 10 second. The reason for this difference was most likely 
due to the different size of data between the model realization dataset (1000 data) and the 
experiment dataset (22 data). The model simulation revealed that the single model realization 
and the experimental data behaved similarly in a closed range (see Appendix G). The model 
also predicted that the wasp’s average rotation increased smoothly to counter-clockwise as a 
linear equation without much fluctuation for the large dataset. The variance also increased 
linearly to a large value as time passed. 
 
106 
 
For model simulation of variable β, 1000 model realizations were generated and compared 
with the experimental data (22 validation data). The individual behaviour of the model 
simulations for variable β was in good agreement with the experimental observations. The 
plot of these 1000 model realizations and experimental data is attached in Appendix G. The 
mean and variance of these 1000 model realizations were statistically compared with the 
experimental data, and plotted in Figure 6.1C. The mean and variance of the 1000 model 
realizations increased linearly without many fluctuations. The experimental observations 
from the validation dataset also increased linearly but with rather large fluctuations after 10 
seconds. The mean values from the model simulations and the experimental data matched 
very well. The mean plot of the experiment data always fluctuated around the mean plot of 
the model simulations, which indicated good agreement. We hypothesised that if there were 
enough experimental data, both plots will overlap each other. However, the variance of the 
experimental data was slightly below the variance of the model simulations and with rather 
large fluctuations. The variance and fluctuation differences between the model plots and the 
experiment plots appeared during the test due to the different size of datasets. Because of the 
limited size of the experimental data, we were only able to reveal part of the behavioural 
features from this experiment. The model simulations revealed that the single model 
realization and the experimental data behaved similarly (see Appendix G). The model also 
predicted that the wasp’s average self-rotation increased smoothly to counter-clockwise as a 
linear equation without much fluctuation for a large dataset. The variance also increased 
linearly to a relevant large value as time passed. 
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(B) 
 
 
(C) 
Figure 6. 1: Model simulations at the training dosage (20 mg). (A) Model output of variable φ. (B) γ 
comparison between 1000 model simulations and experiment data. (C) β comparison between 1000 model 
simulations and experiment data. 
 
 
 6.1.2 Response of trained wasps to a large test dosage 
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during the test (includes reach centre point quickly, rotating its body and searching around 
centre point). The experimental data analysed in Chapters 3 and 4 showed wasps also 
exhibited conditioned responses when exposed to higher or lower test dosages (than the 
training dosage). Here we tested the response change of our model to a test dosage which was 
higher than the training dosage (20 mg). In terms of modelling, the change in parameter value 
has been used to model the change of the wasp’s behaviour when it was exposed to a test 
dosage that was larger than the training dosage. The parameters at the training dosage (20 mg) 
were used as the control group. First, the model outputs of φ, γ and β at the 40 mg dosage 
were compared with the model output at the training dosage. This investigation will test the 
hypothesis that the wasp’s behaviour changes according to changes in test dosage. Next, the 
parameters were changed based on this hypothesis to model the wasp’s behaviour at the 
higher test dosage. 
 
The model simulations of variable φ at the 20 mg and 40 mg test dosages were plotted in 
Figure 6.2A. The wasps started at similar initial positions according to the similar initial φ 
value at zero second (around 0.5). Both plots decreased dramatically followed by an 
exponential function from their initial point and, subsequently, reached to their base line at 
0.11(20 mg) and 0.078 (40 mg). The plots revealed that there were two phases for variable φ 
during the test that can be explained by the behaviour of trained wasps. In the first phase, the 
value of φ decreased quickly from the initial point to its base line, which indicated that the 
wasp moved quickly to the centre point. In the second phase, the value of φ stayed almost 
constantly around its base line, indicating that the wasp continued to search around the centre 
point within a constant area. However, in the second phase, the wasp mainly rotated around 
the centre point and rotated around itself, instead of searching by walking a distance to or 
from the centre hole. The plot also revealed that wasps move to the centre fast at the 40 mg 
dosage, and the smaller base line indicated that the wasp’s searching area in the centre is 
smaller at the 40 mg dosage than the 20 mg dosage. Therefore, we have formulated our 
hypothesis based on this discrepancy. We conjectured that at the training stage, a certain 
number of olfactory receptor neurons in antennae and glomeruli in the antennal lobes were 
activated and associated with coffee odour at the 20 mg dosage level. These glomeruli sent 
signals to a certain number of motor neurons in the lateral horn which led to a fixed level of 
searching behaviours at the 20 mg dosage. When the wasp was exposed to a higher level of 
test dosage such as 40 mg, more ORNs and glomeruli are activated than at the 20 mg dosage. 
The different number of ORNs and glomeruli activation led to different levels of search 
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behaviour. In this case, for variable φ, when the test dosage was greater than the training 
dosage, the wasp was more “certain” about its detection and moved fast to the centre and 
continued searching in a relatively small area around the centre. Based on this hypothesis, we 
could use our model to investigate the wasp’s behaviour from the variable φ at a much higher 
test dosage by increasing the parameter’s value by 50% of the training dosage. As seen in 
Figure 6.2A (dotted line), the model simulation revealed that the wasp will reach the centre 
even faster than at the 40 mg test dosage and search in a very smaller area around the centre 
point. However, there are cases that the wasps detect lower dosages of chemicals better than 
higher dosage of the training dosage, they have exhibited less activity when test with these 
chemicals at the dose higher than training dose (Rains et al., 2004). Therefore, there are other 
factors involved. Although we did not carry out a model for this situation because of time 
limitation in this research, it would be necessary to build such a model in the future and then 
experiments and simulations would help decide the most appreciate model. 
 
Next, we investigated the behavioural change of rotation from the model simulation of 
variable γ at the 20 mg and 40 mg dosages. One thousand model simulations were generated, 
respectively, for the 20 mg and 40 mg dosages. The mean and variance were calculated from 
these simulations and plotted in Figure 6.2B.  From Figure 6.2B we can see that both mean 
and variance of γ from the 20 mg and 40 mg dosage simulations increased linearly. It was 
also revealed that the mean values of γ were very close to each other and were slightly higher 
at the 40 mg dosage. In contrast, the variance became much smaller when test dosage 
increased from 20 mg to 40 mg.  Interestingly, the mean and variance plots of variable γ 
changed synchronously at 40 mg. In other words, when test dosage increased from training 
dosage, the mean value of γ increased slightly and the variance of γ was considerably smaller. 
Therefore, we could apply our hypothesis to explain this discrepancy. We hypothesised that at 
the training stage, a certain number of olfactory receptor neurons in antennae and glomeruli 
in antennal lobes were activated and associated with coffee odour at the 20 mg dosage level. 
These glomeruli sent signals to a certain number of motor neurons in lateral horn which led to 
a fixed level of rotation behaviours at the 20 mg dosage level. When the wasp was exposed to 
a higher level of test dosage such as 40 mg, even more ORNs and glomeruli were activated as 
well as the number of neurons and glomeruli activated during the training stage. The different 
number of ORNs and glomeruli activation led to different levels of search behaviour. In this 
case, for variable γ, when the test dosage was greater than the training dosage, the wasp was 
more “certain” about its detection and its rotation behaviour was less affected compared to 
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the training dosage. The decreased variance also revealed that the γ variation became smaller 
than the training dosage. Based on this hypothesis, we could use our model to investigate the 
wasp’s behaviour from variable γ at much higher test dosages by increasing the parameter 
value 50% of the training dosage. As seen in Figure 6.2B (orange line), the model simulation 
revealed that the wasp’s rotation from the centre point increased slightly and the variation 
between each wasp decreased dramatically as the test dosage increased. 
 
Finally, we investigated the behavioural change of self-rotation from the model simulation of 
variable β at 20 mg and 40 mg. One thousand model simulations were generated for each of 
the 20 mg and 40 mg dosages. The mean and variance were calculated from these simulations 
and plotted in Figure 6.2C.  From Figure 6.2C we can see that the mean and variance of β 
from the 20 mg dosage increased linearly. It was also revealed that the mean values of β were 
negative and decreased at the 40 mg dosage, which meant the wasp rotated itself clock-wise. 
Interestingly, the variance plots of variable β were close to each other at the 20 mg and 40 mg 
dosages, and changed synchronously. In other words, when test dosage increased from the 
training dosage, the mean value of β decreased rapidly and the variance of β did not change. 
Therefore, we could apply our hypothesis to explain this discrepancy. We hypothesised that at 
the training stage, a certain number of olfactory receptor neurons in antennae and glomeruli 
in the antennal lobes were activated and associated with coffee odour at the 20 mg dosage 
level. These glomeruli sent signals to certain numbers of motor neurons in the lateral horn 
which led to a fixed level of self-rotation behaviour at the 20 mg dosage. When the wasp was 
exposed to a higher level of test dosage such as 40 mg, even more ORNs and glomeruli were 
activated as well as the number of neurons and glomeruli that were activated during the 
training stage. The different number of ORNs and glomeruli activation led to a different level 
of self-rotation behaviour. Interestingly, the variable β performed differently from the variable 
γ when the test dosage was greater than the training dosage; the wasp rotated itself in the 
opposite direction (clock-wise direction) compared to the training dosage (counter-clock-wise 
direction). The similar variance revealed that the variation of β remained the same as the 
training dosage. We hypothesised that the wasp’s self-rotation was affected significantly by 
the increased test dosage. Based on this hypothesis, we used our model to investigate the 
wasp’s behaviour from variable β at a higher test dosage by increasing the parameter value 50% 
from the training dosage. As seen in Figure 6.2C (orange line), the model simulation revealed 
that the wasp’s self-rotation decreased and the variation between each wasp also decreased to 
a smaller range as the test dosage increased. 
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(C) 
Figure 6.2: Mean and variance of model simulations at 20 mg (training dosage), 40 mg and higher level 
test dosage. (A) Model output of variable φ. (B) Mean and variance of model simulations of variable γ. (C) 
Mean and variance of model simulations of variable β. 
 
 
6.1.3 Response of trained wasps to a small test dosage 
  
The experimental data analysed in Chapters 3 and 4 showed the wasps also had conditioned 
responses when exposed to a lower test dosage (than the training dosage). Here we tested the 
response change of our model to the test dosage which was lower than the training dosage (20 
mg). Similar to the model simulation of increasing test dosage, the effect on the model 
behaviour under the lower test dosage was simulated by changing the parameter values. The 
parameters at the training dosage (20 mg) were used as the control group. First, the model 
outputs of φ, γ and β at the 5 mg dosage were compared with the model output at the training 
dosage. This investigation will test the hypothesis that a wasp’s behaviour changes according 
to changes in test dosage. Next, the parameters were changed based on this hypothesis to 
model the wasp’s behaviour at a lower test dosage. 
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The model simulation of variable φ at the 20 mg and 5 mg test dosages are plotted in Figure 
6.3A. The wasps started at similar initial positions according to the similar initial φ value at 
zero seconds (around 0.5). Both plots decreased significantly followed by an exponential 
function from their initial point and, subsequently, reached to their base line at 0.11(20 mg) 
and 0.13 (5 mg). The plots revealed that there were two phases for variable φ during the test 
and this can be explained by the behaviour of the trained wasps. In the first phase, the value 
of φ decreased quickly from the initial point to its base line, which indicated that the wasp 
moved quickly to the centre point which caused a high rate of change between the wasp and 
the centre point. In the second phase, the value of φ stayed almost constant around its base 
line, which indicated that the wasp continued to search around the centre point within a 
constant area. However, in the second phase, the wasp mainly rotated around the centre point 
and rotated around itself, instead of walking for long distances to search. The plot also 
revealed that the wasp moved to the centre slower at the 5 mg dosage than the 20 mg dosage, 
and the larger base line indicated that the wasp’s searching area in the centre was bigger at the 
5 mg dosage than the 20 mg dosage. Therefore, we can apply our hypothesis formulated in 
Section 6.1.2 here to explain this discrepancy. We hypothesised that at the training stage, a 
certain number of olfactory receptor neurons in antennae and glomeruli in the antennal lobes 
were activated and associated with coffee odour at the 20 mg dosage level. These glomeruli 
sent signals to certain number of motor neurons in the lateral horn which led to a fixed level 
of searching behaviours at the 20 mg dosage. When the wasp was exposed to a lower level of 
test dosage, such as 5 mg, fewer ORNs and glomeruli were activated than at the 20 mg 
dosage. The fewer number of ORNs and glomeruli activated led to a different level of search 
behaviour. In this case, for variable φ, when the test dosage was smaller than the training 
dosage, the wasp was not “certain” about its detection compared to the training dosage and 
took more time to reach the centre. After the wasp reached the centre, it continued to search 
in a relatively large area around centre. Based on this hypothesis, we could use our model to 
investigate the wasp’s behaviour from variable φ at a much lower test dosage by decreasing 
the parameter’s value by 50% from the training dosage. As seen in Figure 6.3A (dotted line), 
when wasps were exposed to a much smaller test dosage, the model simulation revealed that 
the wasp will reach the centre even slower than from the 5 mg test dosage and search in a 
very large area around the centre point. 
 
Subsequently, we investigated the behavioural change of rotation from the model simulation 
of variable γ at 20 mg and 5 mg. One thousand model simulations were generated at both the 
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20 mg and 5 mg dosages. The mean and variance were calculated from these simulations and 
plotted in Figure 6.3B. From Figure 6.3B, we can see that the mean and variance of γ from 
the 20 mg dosage increased linearly. It was revealed that the mean values of γ were negative 
and decreased at the 5 mg dosage, which meant the wasp rotated from the centre in a clock-
wise direction. If we ignore the directions, the plot indicated that the absolute value of γ at the 
20 mg dosage was larger than at the 5 mg dosage, which means the wasp rotated more angles 
at the 20 mg dosage than at the 5 mg dosage. In contrast, the variance increased as test dosage 
decreased from 20 mg to 5 mg.  In other words, when test dosage decreased from the training 
dosage, the mean value of γ declined with the possibility of a change in rotation direction 
from the centre point and the amplification of the γ variance. Therefore, we could apply the 
hypothesis that was formulated in Section 6.1.2 to explain this discrepancy. In this case, for 
variable γ, when the test dosage was smaller than the training dosage, the wasp was not 
“certain” about its detection compared to the training dosage, and its rotation behaviour was 
affected, e.g. average number of rotations becomes lower than the numbers at the training 
dosage. The increased variance also revealed that the γ variation became larger than the 
training dosage. Based on this hypothesis, we could use our model to investigate the wasp’s 
behaviour from variable γ at much lower test dosage by decreasing the parameter value 50% 
from the training dosage. As seen in Figure 6.3B (orange line), the model simulation revealed 
that the wasp’s rotation from the centre point decreased, and the γ variation between these 
two dosages amplified, as the test dosage decreased. 
 
Lastly, we investigated the behavioural change of self-rotation from the model simulation of 
variable β at 20 mg and 5 mg. One thousand model simulations were generated at both the 20 
mg and 5 mg dosages. The mean and variance were calculated from these simulations and 
plotted in Figure 6.3C.  From Figure 6.3C we can see that mean and variance of β from the 
20 mg dosage increased linearly. It was revealed that the mean values of β were negative and 
decreased at the 5 mg dosage, which meant the wasp rotated itself in a clock-wise direction. 
If we ignore the directions, the plot indicated that the absolute value of β at the 20 mg dosage 
was larger than at the 5 mg dosage, which meant the wasp rotated around itself more angles 
at the 20 mg dosage than at the 5 mg dosage. In other words, when the test dosage decreased 
from the training dosage, the mean value of β declined with the possibility of a change of 
self-rotation direction and the variance of β was higher. Therefore, we could apply the 
hypothesis to explain this discrepancy. Interestingly, variable β performed similarly to 
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variable γ, when the test dosage was less than the training dosage, the wasp rotated around 
itself fewer times, and also in the opposite direction (clock-wise direction) compared to the 
training dosage (counter-clock wise direction). The variance revealed that the β variation 
increased from the training dosage. We hypothesised that the wasp’s self-rotation was 
significantly affected by the decreased test dosage. Based on this hypothesis, we used our 
model to investigate the wasp’s behaviour from variable β at a lower test dosage by 
decreasing the parameter value 50% from the training dosage. As seen in Figure 6.3C (orange 
line), the model simulation revealed that the wasp’s self-rotation decreased and the β 
variation between these two dosages was increased as the test dosage decreased. 
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Figure 6.3: Mean and variance of model simulations at 20 mg (training dosage), 5 mg and smaller level 
test dosage. (A) Model output of variable φ. (B) Mean and variance of model simulations of variable γ. (C) 
Mean and variance of model simulations of variable β. 
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6.2 Sensitivity analysis of the model parameters 
 
Model simulations of variable φ, γ and β for lower and higher test dosages were implemented 
and analysed in the last section. We found that the parameters of the model dominated the 
characteristics of the model simulations through various test dosages. Here we applied a 
sensitivity analysis approach to analyse the parameters of the model at four test dosages. This 
approach mainly focused on the investigation of the connection between the parameter 
dynamics from the model Equations (4.7), (4.13) and (4.14) and the presence of various test 
dosages. A hypothesis based on the information processes in insect olfactory system at 
molecular level was formulated, which gave some insights into the wasp’s behaviour 
dynamics at various test dosages.  
 
 
6.2.1 Parameter analysis of model equation φ 
 
The model Equation (4.7) for variable φ is used to compare the wasp’s position changes from 
the centre point as time changed during the test. It contained three parameters, A0, k and B0 . 
To investigate the behaviour of the model to parameter variations for variable φ, a simple 
local sensitivity analysis (LSA) was used (see Appendix H). In LSA, we take the parameter 
values at the training dosage (20 mg) as the standard condition. One parameter was changed 
at a time while keeping the others at their standard values. Model equation φ was simulated 
by increasing or decreasing each individual parameter 50% from the standard value. LSA 
revealed how the model equation φ was affected by each individual parameter. First, 
parameter 𝐴0 affected the initial value of φ, which was related to the initial position of the 
wasp during the test. Secondly, parameter 𝑘 affected the decreasing rate of φ, which was 
related to the time taken for the wasp to reach the centre point during the test. Lastly, 
parameter 𝐵0 affected the minimum value of φ, which was related to the searching area after 
the wasp reached the centre point.  
 
The results from LSA were consistent with the parameter plots in Figure 6.4. From Figure 
6.4A we can see that the value of parameter 𝐴0  was minimally affected by the four test 
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dosages (5 mg, 10 mg, 20 mg and 40 mg). This was because each wasp was placed at a 
similar initial position from the centre. However, the minor difference between the average 
values of 𝐴0 indicated that the wasp can only be placed at an approximate initial position due 
to the mobility of the wasp. Therefore, the initial position of the wasp was not exactly the 
same for every wasp tested. Figure 6.4B shows that the general trend of parameter k 
increased slightly as the test dosage increased from 5 to 40 mg. This indicated that the wasp 
reached to the centre faster, or the time taken for the wasp to reach the centre from its initial 
position decreased, as the test dosage increased from 5 to 40 mg. Figure 6.4C showed that the 
general trend of parameter 𝐵0 decreased as the test dosage increased from 5 to 40 mg. This 
indicated that the wasp’ searching area was confined to a much smaller area as the test dosage 
increased from 5 to 40 mg. There was a discrepancy at 10 mg dosage for parameter k and 𝐵0 
as their values were much more below the trendline. The reason caused this difference at the 
10 mg dosage was not known yet. It is possibly because the test dosage is close to the training 
dosage 20 mg (10 mg lower than training dosage), and the wasp was not able to distinguish 
this dosage from training dosage. In the future, the additional experiment that tests the wasp 
at 30 mg dosage (10 mg higher than training dosage) are needed to compare with the wasp 
data at 10 mg dosage in order to deeper understand the reason caused this difference. 
 
In conclusion, parameter analysis from model equation φ suggested that if the wasp has the 
same initial position (or an equal distance from its initial position to the centre point), it will 
reach to the centre faster and search in a relatively smaller area around the centre as the test 
dosage increased. 
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(C) 
Figure 6.4: Parameter plots from model equation φ versus various test dosages. (A) Plot of parameter A0. 
(B) Plot of parameter k. (C) Plot of parameter B0. 
 
 
6.2.2 Parameter analysis of model equation γ 
 
The model Equation (4.13) for variable γ was used to compare the wasp’s rotation changes 
from the centre point as time changed during the test. It contained two parameters, 
m1 and m2 . LSA was applied here to investigate the behaviour of the model to parameter 
variations for variable γ (see Appendix H). The LSA for γ used the same procedure as for φ. 
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Model equation γ was simulated (1000 model simulations) by increasing or decreasing each 
individual parameter 50% from the training dosage (20 mg). From the LSA, we found that it 
was not easy to compare simulations of γ individually. Because model equation of γ is a 
stochastic process with randomness, each model realization of γ is unique. In this case, we 
compared the mean and variance from 1000 model realizations of γ that were generated by 
various parameter values. 
 
The LSA has revealed how the mean and variance of γ were affected by each individual 
parameter. First, parameter m1 only affected the rate of change of the average γ, which will 
increase or decrease the wasp’s overall rotation during the test. Secondly, parameter m2  only 
affected the variation of γ at each time point, and it increased or decreased the overall 
variation of γ during the test. The parameter values of model equation γ at four different test 
dosages were plotted in Figure 6.5. From Figure 6.5A, we can see that parameter m1 was 
neatly fitted by a second order polynomial function with its peak value near the 20 mg dosage. 
Since parameter m1 was related to the average rotation value during the test, we formulated a 
hypothesis to explain the difference between wasp’s average rotations at varying test dosages 
based on our knowledge of insect olfactory system in Chapter 6. We hypothesised that at the 
training stage (20 mg), a certain number of olfactory receptor neurons in antennae and 
glomeruli in the antennal lobes were activated and associated with coffee odour at the 20 mg 
dosage level. These glomeruli sent signals to certain numbers of motor neurons in the lateral 
horn, which led to a fixed level of rotation at the 20 mg dosage. After training, the activation 
and location of these specific ORNs and glomeruli were associated only with the training 
dosage. When the wasp was exposed to a test dosage that was equal to the training dosage, 
due to the same coffee concentration, we expected similar coffee odourants will enter the 
antennae and most likely activate the glomeruli at similar locations in the antennal lobes. This 
will lead to the optimum searching behaviour from the wasp during the test. Similarly, when 
the wasp was exposed to a test dosage that was greater or lower than the training dosage, due 
to the different coffee concentration, we expected either larger or smaller numbers of coffee 
odourants will enter the antennae. This will most likely activate different numbers (larger or 
smaller) of glomeruli or glomeruli at different locations in the antennal lobes, which will 
reduce the level of searching behaviour from the wasp.  
 
Comparison between the m1  values at the 5 mg and 40 mg dosages in Figure 6.5A also 
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suggested that the rotation of wasp around centre point was less affected from the large test 
dosage (greater than the training dosage), and more affected from the test dosage which was 
less than the training dosage. This could be explained based on our hypothesis. When the test 
dosage was larger than the training dosage, apart from the specific ORNs and glomeruli that 
were normally activated at training dosage, more ORNs and glomeruli will be activated.  
However, with the increased activation from these additional ORNs and glomeruli, the 
wasp’s searching behaviour was only affected to a limited level. This was because the 
specific numbers of ORNs and glomeruli at particular locations associated with the training 
dosage were the dominant factors in the wasp’s searching behaviour(due to the scope of this 
Ph.D. research, other factors that can also affect the wasp’s searching behaviour are not 
included in this study). At this stage, additional activation of ORNs and glomeruli only had a 
limited effect on the wasp’s searching behaviour. In contrast, lower numbers of ORNs and 
glomeruli, that were associated with the training dosage, will be activated when wasp was 
exposed to a test dosage that was smaller than the training dosage. At this stage, incomplete 
activation of ORNs and glomeruli from the training condition will no longer dominate the 
wasp’s searching behaviour. Therefore, wasp’s searching behaviour was affected much more. 
 
Figure 6.5B showed that the general trend of parameter m2 decreased as the test dosage 
increased from 5 mg to 40 mg. This indicated that the variation of γ decreased as the wasp 
was exposed to higher test dosage, which meant the range of the rotation values at each time 
point became smaller as the test dosage increased.  
 
In conclusion, parameter analysis from model equation γ suggested that the wasp’s searching 
behaviour, such as rotation from the centre during the test could reach its optimum searching 
capability at the training dosage. When the test dosage increased from the training dosage, the 
wasp’s rotation behaviour only reduced in a relevantly small range. However, if the test 
dosage decreased from the training dosage, the wasp’s rotation behaviour reduced greatly. 
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(A) 
 
(B) 
Figure 6.5: Parameter plots from model equation γ versus various test dosages. (A) Plot of parameter 𝐦𝟏. 
(B) Plot of parameter 𝐦𝟐. 
 
 
6.2.3 Parameter analysis of model equation β 
 
The model Equation (4.14) for variable β was used to compare the wasp’s self-rotation 
changes as time change during the test. It contained two parameters, m3 and m4 . The LSA 
was applied here to investigate the behaviour of the model to parameter variations for 
variable β (see Appendix H). The LSA for β used the same procedure as for γ. We compared 
the mean and variance from 1000 model realizations of β that were generated by various 
parameters values due to the randomness from the stochastic process as each model 
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realization of β was unique. 
 
The LSA revealed how the mean and variance of β were affected by each individual 
parameter. First, parameter m3 only affected the change rate of average β, which will increase 
or decrease the wasp’s overall self-rotation during the test. Secondly, parameter m4  only 
affected the variation of β at each time point, and will increase or decrease the overall data 
variation from β during the test. The parameter values of model equation β at four different 
test dosages were plotted in Figure 6.6. From Figure 6.6A, we can see that parameter m3 was 
nicely fitted by a second order polynomial function with its peak value near the 20 mg dosage. 
This was consistent with the plot of parameter m1 in Figure 6.6A. Since parameter m3 was 
related to the average self-rotation value during the test, we can use the hypothesis 
formulated in the previous section to explain the difference between the wasp’s average self-
rotations at varying test dosages based on our knowledge of insect olfactory system in 
Chapter 2. When the wasp was exposed to a test dosage equal to the training dosage, it will 
reach the maximum searching behaviour. Otherwise, when the wasp was exposed to a test 
dosage that was greater or lower than the training dosage, it will reduce the level of searching 
behaviour by the wasp. Comparison between the value of m3 at the 5 mg and 40 mg dosages 
in Figure 6.6A also suggested that self-rotation by the wasp will be equally affected either by 
the large test dosage (greater than the training dosage) or the small test dosage (less than the 
training dosage). This can also be explained based on our hypothesis formulated in the 
previous section.  
 
Figure 6.6B showed that the general trend of parameter m4 decreased as the test dosage 
increased from 5 mg to 40 mg. This indicated that the variation of β decreased as the wasp 
was exposed to a higher test dosage, which meant the range of the self-rotation values at each 
time point became smaller as the test dosage increased.  
 
In conclusion, parameter analysis from model equation β suggested that the wasp’s searching 
behaviour such as self-rotation could reach its optimum at the training dosage. When the test 
dosage was increased or decreased from the training dosage, the wasp’s self-rotation 
behaviour reduced greatly. 
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(B) 
Figure 6.6: Parameter plots from model equation β versus various test dosages. (A) Plot of parameter 𝐦𝟑. 
(B) Plot of parameter 𝐦𝟒. 
 
 
6.2.4 Conclusion 
 
In this section, the LSA was performed to investigate the behaviour of the model to parameter 
variations for variable φ, γ and β. The results from LSA clarified the influence of individual 
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parameters in the model on the behaviour of the model simulations. For model simulations of 
γ and β, parameters  m1 and m3 can only affect the dynamics of the average γ and β linearly, 
e.g. increasing m1 and m3 will increase the average value of γ and β. Parameters m2 and m4 
can only affect the variance of γ and β, e.g. increasing m2 and m4 will increase the variance 
of γ and β at each time point. 
 
Sensitivity analysis of parameters between four different test dosages (5 mg, 10 mg, 20 mg 
and 40 mg) verified the potential connection between the parameter dynamics and the various 
test dosages. The results revealed several interesting findings: (1) The variation of φ, γ and β 
were all reduced as the test dosage increased from 5 mg to 40 mg; (2) the time taken for the 
wasp to reach to the centre point and the searching area around centre decreased as the test 
dosage increased from 5 mg to 40 mg; (3) the wasp’s rotation behaviour around the centre 
point and self-rotation behaviour can reach its optimum only at the training dosage. These 
two behaviours were reduced as the test dosage increased or decreased from the training 
dosage; and (4) a hypothesis combining the observations from parameter analysis and the 
knowledge of insect olfactory system at molecular level was formulated, which helped us 
better understand the mechanism of the wasp’s behavioural dynamics at the various test 
dosages.  
 
 
6.3 Discussion of the wasp’s behavioural model 
 
In Chapter 4 to 6, a model has been presented for the searching behaviour of the trained 
parasitic wasps, Microplitis croceipis, which included three major behaviours identified 
during the experiment. This model has some unique properties compared with other models: 
(1) The model incorporates three major searching behaviours from trained wasps, which were 
movement, rotation from the centre and self-rotation; (2) the Markov process was used to 
describe the random behaviour of self-rotation and rotation from the centre, leading to a 
simple model equation that was easy to analyse; and (3) parameter analysis of the model 
revealed the possible connection between searching behaviours of trained wasp and varying 
test dosages, leading to a hypothesis based on information processed in insect olfactory 
system. 
 
126 
 
Using various set of parameters, the model produced three major searching behaviours 
corresponding to various test dosages, such as 5 mg, 10 mg, 20 mg and 40 mg. The 
simulation results showed correct responses for all three behaviours at different dosages 
regarding to the additional experiment data. The model also accounted for the change of these 
behaviours under the conditions of higher or lower test dosages. 
 
The dynamics of searching behaviour from trained wasp at various test dosages was an 
important characteristic of the model. We investigated the behavioural change of trained 
wasps from the training dosage to both a lower dosage (5 mg) and a higher dosage (40 mg). 
LSA measured and compared the dynamics of model simulations by increasing and 
decreasing each parameter in turn by 50%. The results indicated that the model can produce 
reasonable behavioural data regarding the change of test dosages. Parameter sensitivity 
analysis suggested that the wasp’s rotation from the centre and self-rotation behaviours 
reached its optimum only at the training dosage. The results also indicated that behaviour 
patterns shifted to a lower level as the test dosage increased or decreased from the training 
dosage. 
 
Finally, based on the sensitivity analysis of parameters, we have formulated a reasonable 
hypothesis to interpret the dynamics of wasp’s searching behaviour from knowledge of the 
information processing mechanism in the insect olfactory system. The average time for the 
trained wasp to reach to the odour location was shortened as the test dosage increased. The 
average number of rotations from the odour location and self-rotation reached their optimum 
level at the training dosage. When test dosage increased or decreased from the training 
dosage by a certain amount, the average number of rotations from odour location and self-
rotation were reduced to a limited level. The connection between these two factors 
(reductions of these behaviours and the changing dosages) also needs to be investigated in the 
future, to help develop a more sophisticated model as more data emerges from experiments. 
 
 
6.4 Investigation of lateralisation in searching behaviour of trained wasps 
  
The experiment in this research revealed three major behaviour patterns from the trained 
parasitoid wasp, Microplitis croceipes. Recent studies increased our current understanding of 
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the signal transduction mechanisms in insect olfactory system, as well as the possible 
functional role of each olfactory component. We understand searching behaviour is a 
combination resulting from the insect olfactory system which includes sensory integration 
and parallel control. However, with relevantly small number of olfactory components in a 
wasp’s brain, there was still more remaining uncovered so not all its potential is revealed. In 
this section, a new set of data was used in 2012 to test a hypothesis on the biases of olfactory 
information process in wasp olfactory system and investigate the existence of the cross talk 
between contralateral antenna lobes or mushroom bodies. We first examined the conditioned 
response rate from trained wasps with one antenna and both antennae. Then we investigated 
the rotation changes after the removal of one antenna from the trained wasp. Finally, a 
possible hypothesis was proposed based on an analysis of these experimental results. 
 
 
6.4.1 Conditioned response rate of trained wasps with one antenna and both 
antennae 
 
In this experiment, a total of 153 intact wasps were trained to associate with coffee odourant 
at the 20 mg dosage followed by the training procedure in Section 3.1.2. These trained intact 
wasps were divided into three groups with various antennal conditions and tested at four 
different test dosages followed by the test procedure in Section 3.1.3 where the wasp was 
randomly placed around odour emitting hole (Figure 6.7). Sixty-nine of them were tested 
with both antennae (BA) at 5 mg, 10 mg, 20 mg and 40 mg dosages. Another 42 of them had 
the right antenna removed and were tested with only the left antenna (LA) at the 5 mg, 10 mg, 
20 mg and 40 mg dosages. Lastly, 42 of them had the left antenna removed and were tested 
with only right antenna (RA) at the 5 mg, 10 mg, 20 mg and 40 mg dosages. The number of 
wasps tested at each dosage for BA, LA and RA are summarised in Table 6.1. After training 
individual intact wasp, it was placed in vial and allowed to rest for 2 minute. Then one 
antenna (left or right) was removed up to 95% of its length. The single antenna wasp was 
placed back to its vial to rest for 5 minutes before the test. The conditioned responses of these 
trained wasps during the test were recorded on video and analysed by their response rate at 
each category. At this stage, we counted the number of wasps that showed a good conditioned 
response regardless of the behavioural type and time. A good conditioned response was 
defined as the wasp exhibiting a clear searching behaviour around the centre of the test 
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platform. The response rate (r) of trained wasps can be described by 
 
𝑟 =
𝑁𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒
𝑁𝑡𝑜𝑡𝑎𝑙
  (7.1) 
 
where 𝑁𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 is the number of trained wasps that showed a good conditioned response 
regardless of behaviour type and time. 𝑁𝑡𝑜𝑡𝑎𝑙 is the total number of trained wasps that were 
tested. 
 
 
Figure 6.7: Three groups of wasps tested with various antennal conditions. 
 
 
The response rates were calculated for each of test condition and plotted in Figure 6.8. It 
showed that the response rate of the trained wasps with both antennae significantly increased 
from 67% to 94% as the test dosage increased from 5 mg to 40 mg. In a direct comparison 
with the response rate of trained wasp with one antenna, either with a left antenna or a right 
antenna, the trained wasp with both antennae showed a greater response rate (two to three 
times larger than the one-antenna wasp) at the same test dosage. This was because the wasps 
learned the coffee odour through training with both antennae and this allowed competition 
between the inputs to both sides of the brain and increased its processing capacity 
(Komischke et al., 2003). However, we noted that there were significantly more conditioned 
responses from the wasp with a left antenna than the wasp with a right antenna at the 5 mg 
dosage and, a slightly large conditioned response from the wasp with a left antenna than the 
wasp with a right antenna at the 20 mg dosage; no significant differences in conditioned 
responses between the wasps with a left antenna and a right antenna at the 40 mg dosage; this 
was due to the same conditioned response rates for both wasps with a left and a right antenna. 
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This indicated that the response rate of trained wasps with a left antenna was higher than the 
trained wasps with a right antenna when the test dosage was less than and equal to the 
training dosage (20 mg). When the test dosage was greater than the training dosage (40 mg), 
the response rates were the same for the trained wasps with only a left antenna and the trained 
wasps with only a right antenna. The figure also revealed that the response rate of trained 
wasps with a left antenna decreased from 55% to 30% as the test dosage increased from 5 mg 
to 40 mg except at the 10 mg dosage. In contrast, the response rate of trained wasps with a 
right antenna stayed constant regardless of test dosage changes (except at the 10mg dosage). 
Comparing the response rates between wasps with a left antenna and wasps with a right 
antenna, we hypothesised that lateralisation existed in searching behaviour of a trained 
parasitoid wasp, Microplitis croceipes. The left antenna or the left side of the wasp’s brain 
dominated the wasp’s behaviour at a lower test dosage (than the training dosage).  
 
 
 
Table 6.1: Summary of trained wasps for each test condition. BA refers to trained intact wasps with both 
antennae, LA refers to trained wasps with only a left antenna (right antenna removed) and RA refers to 
trained wasps with only a right antenna (left antenna removed). 
Dosage BA LA RA 
5 mg 12 10 11 
10 mg 18 10 11 
20 mg 21 10 10 
40 mg 18 12 10 
Total 69 42 42 
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(A) 
 
 
(B) 
Figure 6.8: Test of the behavioural influence from the side-specific information processed in wasp 
olfactory system. (A) Conditioned response rate from the trained wasps with varying antennal conditions 
at various test dosages. (B) Overall conditioned response rate from the trained wasps with varying 
antennal conditions. 
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Figure 6.9: Laterality index at three different test dosages. 
 
 
 
In addition to calculating the response rate of trained wasps with both antennae, a left antenna 
and a right antenna.  A laterality index (LI) was formulated as (Rogers and Vallortigara, 2008), 
 
LI =
𝐿−𝑅
𝐿+𝑅
   (7.2) 
 
where L is the number of trained wasps with a left antenna that showed a good conditioned 
response. R is the number of trained wasps with right antenna that showed a good 
conditioned response. 
 
Laterality indexes were calculated and analysed for each wasp type under three test dosages, 
a lower dosage (5 mg), a training dosage (20 mg) and a higher dosage (40 mg). Figure 6.9 
illustrated that LI values dropped dramatically as the test dosage increased from 5 mg to 40 
mg. This revealed that there was a left antenna bias at the lower (5 mg) and training (20 mg) 
dosages, and no bias at the higher (40 mg) dosage. After training with both antennae at the 20 
mg dosage, more wasps showed a good response when they were tested using the left antenna 
rather than the right antenna at the lower test dosage. However, this advantage with the left 
antenna faded as the test dosage increased to a much higher level (40 mg). This phenomenon 
suggested that the wasp’s searching behaviour at the lower test dosage relied on the use of the 
left antenna or left side of brain which included the left antenna, the left antenna lobe and the 
left mushroom body, but not the right antenna or the right side of brain. Therefore, we 
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hypothesised that lateralisation was most likely involved in wasps in a similar way to 
vertebrate species, since the memory traces at the cellular level were found to be similar in 
honeybees and vertebrates (Menzel R, 2001). It appeared that the dosage-dependent response 
rate was lateralized with the transition from the lower level of test dosage to the higher level 
coming only through the left antenna. Based on the knowledge of insect olfactory system, 
these were similar neural structures and activity involved on the both left and right side of a 
wasp’s brain during the training to memorise the coffee odour associated with food. 
Associative olfactory learning in wasps involved neural processes at both antennal lobes and 
memory was formed at the mushroom bodies on both sides of a wasp’s brain. Additionally, 
the odours led to symmetrical patterns of glomerular activity (Sandoz et al., 2002; Sandoz et 
al., 2003). Therefore, one antenna wasps (LA or RA) will not be able to evoke symmetrical 
glomerular activities which would lead to a reduction in response rate. Interestingly, it was 
possible that inputs via the left antenna to the left side of brain were sufficient to trigger the 
detection and searching behaviour at a dosage much lower than the training dosage. 
 
The side biases found in Figure 6.9 appeared to depend on the concentration of odour 
reaching each antenna. This may be the explanation for the direction preferences in rotation 
found through data analysis in the previous chapter. However, further investigation of 
lateralisation in quality analyses of rotation and self-rotation was needed to fully reveal this 
direction preference that appeared in a wasp’s searching behaviour. 
  
 
6.4.2 Rotation change of trained wasps with one antenna and both antennae 
 
In this section, we continued to investigate the behaviour variation of a trained wasp with one 
antenna and with both antennae through variable γ (rotation) and β (self-rotation). In this 
study, we have used the same experimental data from the last section that wasps were trained 
with both antennae to associate with coffee odourant at the 20 mg dosage, and tested with the 
left antenna only (removed right antenna), with the right antenna only (removed left antenna) 
and with both antennae at the 5 mg, 10 mg, 20 mg and 40 mg dosages.  Due to the low 
response rate from one-antenna wasps and the deletion of the data from wasps that had not 
responded in 20 seconds during the test, we were only able to analyse average γ and β from a 
limited number of trained wasps (summarised in Table 6.2). We assumed that the average γ 
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and β calculated from such small numbers of one-antenna wasps can represent the γ and β 
calculated from large numbers. Based on this assumption, we completed the following 
analysis: the average γ and β were calculated and compared for trained wasps with a left 
antenna (LA), with a right antenna (RA) and intact wasps with both antennae (BA) at a lower 
dosage (5 mg), a training dosage (20 mg) and a higher dosage (40 mg). The lateralisation in 
quality analyses from the rotation and self-rotation were investigated by comparing average γ 
and β between LA and RA wasps. 
 
 
Table 6.2: Summary of trained wasps that responded over 20 seconds during the test at each test 
condition. BA refers to trained intact wasps with both antennae, LA refers to trained wasps with only a 
left antenna (right antenna removed) and RA refers to trained wasps with only a right antenna (left 
antenna removed). 
Dosage BA LA RA 
5 mg 8 3 2 
10 mg 12 0 1 
20 mg 11 3 2 
40 mg 14 2 2 
Total 45 8 7 
 
 
6.4.2.1 Wasp with one antenna versus wasp with both antennae 
 
Here we took the average γ (rotation around the centre) and β (self-rotation) of BA as a 
control group and compared this with the average γ and β of LA and RA to study the rotation 
and self-rotation changes based on various antennal conditions at each test dosage. The 
average γ and β of LA, RA and BA wasps were plotted in Appendix I, which showed the LA 
and RA were different from the BA wasps at each test dosage. The positive and negative 
values of the average γ meant that the counter-clockwise and clockwise rotation directions 
cannot compared directly. Therefore, at this stage, we ignored the direction and compared the 
value of rotation in order to perform a quality analysis of rotation alteration. An alteration 
index (AI) was formulated, as below, to calculate the difference between the LA, RA and BA 
wasp data at each time point  
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AI = Abs(Ot) − Abs(Bt)  (7.3) 
 
where Abs(Ot) represent the absolute value of γ or β from one-antenna wasp (left or right) at 
time t, Abs(Bt) represents the absolute value of γ or β from an intact wasp at time t. 
 
The LA alteration index (LAI) and the RA alternation index (RAI) of variable γ were 
calculated and analysed at three dosages, a lower dosage (5 mg), a training dosage (20 mg) 
and a higher dosage (40 mg). Figure 6.10 illustrated that wasps with a left antenna rotated 
fewer times than wasp with both antennae at the lower and training dosages. However, when 
test dosage was higher (40 mg) than the training dosage, the rotation was greatly increased 
from the wasp with a left antenna. In contrast, wasp with a right antenna rotated similarly as 
the wasp with both antennae at first five seconds, and then the rotation numbers became 
greater or lesser than the wasp with both antennae from five to 20 seconds at the lower and 
training dosages. However, when test dosage was higher (40 mg) than the training dosage, the 
rotation steadily increased from the wasp with a right antenna. Figure 6.10 also revealed that 
the LAI was lower than the RAI after five seconds during the test at the lower or training 
dosages. It was greater than the RAI after five seconds during the test at the higher dosage 
(40 mg). Comparing the results from Figure 6.10 showed that the input from the left antenna 
resulted in a smaller rotation alteration at the lower and training dosages, but a relevant larger 
rotation alteration at the higher dosage regardless of the rotating direction. Interestingly, the 
input from the right antenna led to a completely opposite result from the wasp with a left 
antenna. 
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(B) 
 
 
(C) 
Figure 6.10: LA and RA alteration index of variable γ at three different test dosages. (A) Lower dosage 5 
mg. (B) Training dosage 20 mg. (C) Higher dosage 40 mg. 
 
 
The LAI and RAI of variable β were calculated and analysed at three dosages, a lower dosage 
(5 mg), a training dosage (20 mg) and a higher dosage (40 mg). Figure 6.11 illustrated that 
the LA wasp rotated itself similarly as the BA wasp for the first five seconds and then rotated 
itself less than the BA wasp from five to 10seconds; finally, it rotated more than the BA wasp 
from 12 seconds to 20 seconds at the lower dosage. The self-rotation numbers of the LA wasp 
were lower than the BA wasp at the training dosage. However, when the test dosage was 
higher than the training dosage, the self-rotation greatly increased from the LA wasp. In 
contrast, self-rotation of the RA wasp was always larger than the BA wasp, especially at the 
lower dosage. Comparing the results from Figure 6.11 showed that the input from the left 
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antenna resulted in a smaller self-rotation alteration at the lower and training dosages, but a 
relatively larger rotation alteration at the higher dosage regardless of the rotation direction. 
Interestingly, the input from the right antenna led to the completely opposite result from the 
wasp with a left antenna. 
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(C) 
Figure 6.11: LA and RA alteration index of variable β at three different test dosages. (A) Lower dosage 5 
mg. (B) Training dosage 20 mg. (C) Higher dosage 40 mg. 
 
 
6.4.2.2 Wasp with left antenna versus wasp with right antenna 
 
To analyse the differences in rotation (variable γ) and self-rotation (variable β) between the 
LA wasp and the RA wasp, we developed a new AI equation based on Equation (7.3) and is 
expressed as  
 
𝐴𝐼𝑜𝑛𝑒 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 = 𝐴𝑏𝑠(L𝑡) − 𝐴𝑏𝑠(R𝑡)   (7.4) 
 
where Abs(Lt) represents the absolute value of γ or β from wasp with left antenna at time t, 
Abs(Rt) represents the absolute value of γ or β from wasp with right antenna at time t. 
 
The alteration indexes of variable γ between the LA and RA wasps were calculated and 
analysed at three dosages, a lower dosage (5 mg), a training dosage (20 mg) and a higher 
dosage (40 mg). Figure 6.12A illustrated that the value of rotation from the LA wasp was 
slightly less than the RA wasp for the first 10 seconds then the rotation rate increased 
significantly. This revealed that there was a strong right antenna bias at the lower dosage (5 
mg). From Figure 6.12B we can see that the value of rotation from the LA wasp was slightly 
greater than the RA wasp for the first five seconds; it became less than the RA wasp from five 
to 17 seconds and then, become greater than the RA wasp again. This revealed that both a 
minor left antenna bias and right antenna bias existed at the training dosage (20 mg), and the 
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alteration between the LA wasp and the RA wasp was quite small, from -0.5 to 0.5. In 
contrast, from Figure 6.12C, it showed that the value of rotation from the LA wasp was 
significantly larger than the RA wasp as time passed. This indicated a strong left antenna bias 
at the higher dosage (40 mg). The alteration index between LA wasp and RA wasp indicated 
that lateralisation existed in the rotation behaviour of a trained parasitoid wasp, Microplitis 
croceipes. In conclusion, the right antenna and right side of wasp’s brain dominated the 
wasp’s rotating behaviour at the lower dosage (lower than the training dosage). At the 
training dosage, the left antenna and right antenna wasps were possibly affected equally in 
regard to their rotating behaviour. The left antenna and left side of wasp’s brain dominated 
the wasp’s rotating behaviour at the higher dosage (larger than the training dosage). There 
was a clear dosage-dependent rotation transition from the right antenna to the left antenna as 
the test dosage increased from the lower level to the higher level. 
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(B) 
 
 
(C) 
Figure 6.12: Alteration index of variable γ between LA and RA at three different test dosages. (A) Lower 
dosage 5 mg. (B) Training dosage 20 mg. (C) Higher dosage 40 mg. 
 
 
The alteration indexes of variable β between the LA and RA wasps were calculated and 
analysed at three dosages, a lower dosage (5 mg), a training dosage (20 mg) and a higher 
dosage (40 mg). Figure 6.13A illustrated that the value of self-rotation from the LA wasp was 
significantly less than the RA wasp as time passed. This revealed that there was a strong right 
antenna bias at the lower dosage (5 mg). From Figure 6.13B, we can see that the value of 
self-rotation from the LA wasp was less than the RA wasp at the training dosage, but the 
degree of reduction was less than at the 5 mg dosage. This revealed a steady left antenna bias 
at the training dosage (20 mg), and the alteration between the LA wasp and the RA wasp was 
in a relatively small range compared with the alteration values at the 5 mg dosage. In contrast, 
from Figure 6.13C, it showed that the value of self-rotation from the LA wasp was slightly 
less than the RA wasp for first nine seconds and then become significantly larger than the RA 
wasp as time passed. This indicated a strong left antenna bias at the higher dosage (40 mg) 
even though it had a slightly right antenna bias at beginning. The alteration index between the 
LA wasp and the RA wasp also indicated lateralisation existed in the self-rotation behaviour 
of the trained parasitoid wasp, Microplitis croceipes. In conclusion, the right antenna and 
right side of wasp’s brain dominated the wasp’s self-rotating behaviour at the lower dosage 
(lower than the training dosage) and the training dosage. The left antenna and left side of 
wasp’s brain dominated the wasp’s self-rotating behaviour at the higher dosage (larger than 
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the training dosage). There was a clear dosage-dependent transition from the right antenna to 
the left antenna as the test dosage increased from the lower level to the higher level. 
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(C) 
Figure 6.13: Alteration index of variable β between LA and RA at three different test dosages. (A) Lower 
dosage 5 mg. (B) Training dosage 20 mg. (C) Higher dosage 40 mg. 
 
 
Interestingly, by comparing average γ and β of the LA and RA wasp data, we also found that 
the wasp with a left antenna will rotate toward a counter-clockwise direction at the higher 
dosage, which included self-rotation and rotation from the centre point of the test platform. 
Conversely, a wasp with a right antenna will rotate toward a clockwise direction at the higher 
dosage, which included self-rotation and rotation from the centre point of the test platform. In 
terms of quantity, the wasp with a left antenna rotated more laps than the wasp with a right 
antenna at the higher dosage (Figure 6.14). The difference in rotation quantity was probably 
because of the asymmetrical distribution of antennal sensilla (Meng et al., 2012), which 
caused different inputs for the left and right antenna at the same test dosage. This was also the 
possible reason that caused the lateralisation in rotation behaviour, and the reason that the 
rotation preference for trained wasp, Microplitis croceipes, was counter-clockwise direction. 
Another possible reason caused this counter-clockwise rotation preference for BA wasps in 
this study was that the method of reaching the odour source relied on comparing the 
difference in odour intensity between the left and right antennae. The wasps tended to move 
CW at the lowest coffee dosage, but this may have been more closely related to the difficulty 
in addressing a difference in odour concentration between the two antennae at such a low 
coffee dosage. This would lead to less rotation around the odour and a more direct route 
toward the odour, which was observed for the 5 mg odour dosage. (Zhou et al., 2012). 
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(A) 
 
 
(B) 
Figure 6.14: Comparison of average γ and β for the LA, RA and BA wasp data at the 40 mg dosage. (A) 
Average γ at the 40 mg dosage. (B) Average β at the 40 mg dosage. 
 
 
Based on the finding of lateralisation in the searching behaviour (rotation and self-rotation) 
and the dosage-dependent transition from the right antenna to the left antenna as the test 
dosage increased from the lower level to the higher level, we have formulated a hypothesis 
about the trained wasp’s searching behaviour. Lateralisation existed in the parasitoid wasp, 
Microplitis croceipes, and controlled its searching behaviour in following ways: the left 
antenna and left side of wasp’s brain controlled the wasp’s movement at the higher dosage, 
and the right antenna and right side of wasp’s brain controlled the wasp’s movement at the 
lower dosage. The left antenna and right antenna dominated equally at the training dosage. 
Different from mammals that right side of the brain control the left side of the body, 
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Microplitis croceipes use the left brain to control the left side of body and the right brain for 
the movement of the right side of body. The movement and rotation direction was based on 
the neuronal competition results between the left and right sides of the brain. 
 
At the very least, the results showed that future research involving odour conditioning of 
single antennae should take lateralisation into consideration and cannot ignore the left and 
right difference if the research contains the left and right antennal training. 
 
 
6.4.3 Robustness of wasp’s conditioned response at the training dosage 
 
Robustness is one of the fundamental characteristics of biological systems (Kitano, 2004). 
The wasp relied completely on its olfactory system to locate its food source and host. It was a 
simple yet very complex system that needed to be robust for the wasp to survive. In this 
section, we used two separate groups of trained wasp data that were collected at 2011 and 
2012 to check the robustness of trained wasp’s searching behaviour. The wasps from these 
two groups were trained and tested at the same dosage (20 mg) with coffee odour. The 
conditioned responses, such as rotation and self-rotation, were calculated and compared to 
investigate the robustness of these behaviours over the two years. 
 
The average γ from the 2011 and 2012 datasets were plotted in Figure 6.15A. This revealed 
that these two plots were surprisingly well matched to each other. The result suggested that 
the average rotation from the 2011 dataset was consistent with the 2012 dataset. Similarly, the 
average β from 2011 dataset and 2012 dataset was also very close to each other even though 
they are not as good as for γ (Figure 6.15B). A comparison of average γ and β between the 
2011 and 2012 datasets strongly indicated that the parasitic wasp, Microplitis croceipes, had a 
robust olfactory system in addition to the conditioned response. These robust searching 
behaviours of trained wasp can be applied precisely to detect target odours at the training 
dosage. However, additional studies about the robustness of a wasp’s conditioned response at 
various dosages needs to be investigated to better understand their mechanism. In the future, 
this remarkable property can be utilised to improve the accuracy of a whole-insect 
programmable sensor. 
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(A) 
 
 
(B) 
Figure 6.15: Average γ and β for the 2011 and 2012 data. (A) Average γ at the training dosage of 20 mg. (B) 
Average β at the training dosage of 20 mg. 
 
 
6.4.4 Summary 
 
In this chapter, we demonstrated the functional influence of the parameters on trained wasp’s 
searching behaviours through analysis of model simulations. The model simulations were 
used to study the behaviour variation of trained wasp at lower dosage, training dosage and 
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higher dosage based on experiment observations. We also used the model simulations to 
predict the wasp’s behaviours at an even lower or higher dosage by changing the parameters 
of model, which led to a better understanding of their search dynamics. 
 
Sensitivity analysis was applied to examine the parameters of a model at four test dosages. 
The results indicated that the model can produce reasonable behaviour data regarding the 
change of test dosages. It also suggested that the wasp’s rotation from the centre and self-
rotation behaviours performed optimally at the training dosage and the behaviour patterns 
shifted to a lower level as the test dosage increased or decreased from the training dosage. 
 
The conditioned response rate and behaviour dynamics were investigated for the trained 
wasps with only a left antenna, a right antenna or both antennae at several test dosages. The 
results showed lateralisation existed in the searching behaviour of the parasitoid wasp, 
Microplitis croceipes. It also revealed a dosage-dependent transition from the right antenna to 
the left antenna as the test dosage increased from the lower level to a higher level. These 
interesting findings may be the explanation for the direction preference in rotation that was 
found through data analysis in this research. Based on the findings, we have formulated an 
hypothesis for the trained wasp’s searching behaviour; that lateralisation existed in the 
parasitoid wasp, Microplitis croceipes, and controlled its searching behaviour in following 
ways:  the wasp’s left antenna and left side of brain controlled the wasp’s movement at a 
higher dosage, and the right antenna and right side of brain controlled the wasp’s movement 
at the lower dosage. The left antenna and right antenna wasps responded equally at the 
training dosage. Different from mammals that right side of the brain control the left side of 
the body, Microplitis croceipes use the left brain to control the left side of body and the right 
brain for the movement of the right side of body. The movement and rotation direction was 
based on the result of neuronal competition between the left and right sides of the brain. 
However, in future, more test need to be performed where the wasps are placed at different 
position from the odour emitting hole. Because the wasp’s position could possible cause a 
difference in the flow of the odourant flowing to the antenna, and may affect its behaviour. 
 
Finally, the robustness analysis of the wasp’s conditioned responses revealed that rotation 
from the centre and self-rotation behaviours of the trained wasp Microplitis croceipes were 
very robust and behaved consistently at training dosage. These trained wasps with such 
robust behaviours can be utilized to detect target odours at training dosage. 
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Chapter 7: Conclusions and future directions 
 
 
The overall theme of the thesis was to integrate our knowledge of mathematics, the insect 
olfactory system and the behavioural responses of trained wasps. The main objective of this 
research was to investigate the connections between the behavioural responses of trained M. 
croceipes at different test dosages, as well as the lateralisation and robustness of the 
behaviours of trained M. croceipes. In this thesis, a mathematical model has been developed 
that used deterministic and stochastic equations to express the different behaviours of trained 
M. croceipes, depending on the level of the experimental data and the particular research 
question we asked. The simulation results and the experimental analysis of behaviour have 
indicated that they were successful in gaining insights into the insect olfactory system. We 
now give an overview of what we have achieved, the contributions of these achievements and, 
future directions from the current work and, finally, a conclusion. 
 
 
7.1 General overview 
 
The first focus of the current work was to develop a mathematical model and investigate the 
behavioural dynamics of a classically conditioned parasitic wasp (Microplitis croceipes) 
under different test dosages. The purposes of the model were: (1) to verify current knowledge 
about chemical sensing technology that utilized the behaviours of the trained M. croceipes in 
response to different concentrations of the target odour; (2) to increase our confidence in 
understanding the model system if the experimental data were in good agreement with the 
model simulations; and (3) to develop a more sophisticated model in the future based on the 
knowledge of the current model system. 
 
To achieve this goal, we first extracted the possible behavioural data from the video files of 
the experiment into a mathematical format in Excel; then explored the possible behavioural 
variables that related to the conditioned response of the trained wasps (Chapter 3). After a 
careful reinterpretation of the literature, the conceptual model was built based on a number of 
assumptions. A mathematical model was derived (Chapter 4) that consisted of one 
deterministic and two stochastic equations that incorporated the dynamic behaviours in the 
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presence of different levels of the test conditions for Microplitis croceipes. The model was 
then converted into a computer solvable model using MATLAB language, where the 
parameters were also estimated based on the experimental observations. Finally, the resulting 
model was extensively validated though several statistical approaches that includes objective 
and subjective approaches (Chapter 5). We started with the validation approach of the 
deterministic equation φ by using the coefficient of determination, R2 . Next, we used a 
combination of subjective and objective validation approaches to validate the stochastic 
model equations γ and β, which included the 95% confidence interval, a face validity test and 
a student’s t-test. We revealed that the results obtained from the validation approaches had a 
good agreement with the experimental data (validation data), indicating that the proposed 
model can reveal the behaviour of the trained wasp’s searching behaviour under several 
different test dosages.  
 
After analysis of the model simulations combined with the olfactory signal transduction 
mechanism at molecular level (Chapter 6), we summarised the findings of the model into the 
following two aspects: (1) the model simulated the behaviours of wasps at different test 
dosage in agreement with the experimental observations. As robustness was one of the 
fundamental characteristics of the biological system, the model was tested and simulated the 
behaviours of trained wasps at assumed dosages (higher and lower than the experimental 
dosages), which were found to be quite robust over a range of parameter variations. All these 
findings verified that the model can correctly predict experimental results; (2) the sensitivity 
analysis of parameters revealed that the time taken for the wasp to reach the centre point and 
the searching area around the centre, as well as the variation of behaviours all reduced as the 
test dosage increased from 5 mg to 40 mg. In addition, the wasp’s rotation behaviour around 
the centre point and its self-rotation behaviour only reached its optimum at the training 
dosage. 
 
At the end of the thesis, we investigated the lateralisation and robustness of a trained wasp’s 
conditioned response, and interpreted the results with the biological mechanism of signal 
transduction in insects. Finally, a new hypothesis was proposed based on these findings 
(Chapter 6). We first analysed the response rates of trained wasps with a left antenna, a right 
antenna and both antennae. The response rate suggested that lateralisation was most likely 
involved in wasps in a similar way to vertebrate species. Then we took further investigation 
of this phenomenon at the behavioural level. The results confirmed the lateralisation at the 
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behavioural level from trained wasps, as well as the clear dosage-dependent transition from 
the right antenna to the left antenna as the test dosage increased from the lower level to the 
higher level. This result was in good agreement with the experimental observations in this 
research that the trained wasp, Microplitis croceipes, has a rotation preference for a counter-
clockwise direction. Therefore, a new conjecture was proposed that the wasp’s left antenna 
and left side of brain control the wasp’s movements at higher dosages, and right antenna and 
right side of brain control the wasp’s movement at lower dosages. The left antenna and right 
antenna were equal at the training dosage. The movement and rotation direction were based 
on the results of neuronal competition between the left side and the right side of the brain. 
 
More importantly, robustness, a vital characteristic for most biological systems, was also 
found high in trained Microplitis croceipes at the training dosage. The biological significance 
of this phenomenon was that if Microplitis croceipes were trained at a particular dosage, they 
will always have similar behavioural response when exposed to that dosage again. This 
remarkable property can be utilised to improve the accuracy of a whole-insect programmable 
sensor in the future. 
 
 
7.2 Contributions of the research 
 
The contributions of this thesis through the modelling and analysis of the behaviour of the 
trained wasps can be summarized as follows: 
 
 The understanding of the insect olfactory system, olfactory signal transduction and 
behavioural responses of conditioned wasps by building and validating a model 
incorporating our current knowledge.  
 
 The analyses of the influence of the behavioural parameters associated with testing 
dosages based on the mathematical model of behavioural responses of trained wasp 
under different levels of test dosage, and identify the influence of individual 
parameters in the model on the behaviour of the model through a LSA approach. 
 
 The analyses of the wasp data under varying antennal conditions and formulate a 
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mathematical expression to identify lateralisation in trained M. croceipes. 
 
 The analyses of the robustness of behavioural response from trained M. croceipes at 
the training dosage through the two-year data sets. 
 
 The development of a new hypothesis on the behavioural responses of trained M. 
croceipes based on the findings in this research, which gives some insights into a 
wasp’s behavioural dynamics at various test dosages. 
 
 
7.3 Future directions 
 
In the new area of modelling the behaviour of the trained wasp to predict the target’s actual 
concentration, our work merely touches the surface of modelling the complex behaviours of 
the trained wasp. The work described in this thesis suggested several directions for future 
work. 
 
 The current model required the dosage of the detecting target to be in a range from 5 
mg to 40 mg; this is a small range. In order to fully understand the dynamics of dosage-
dependent behaviours and find the limitations of these behaviours, there are still a large 
numbers of experimental data that need to be tested under a wide range of test dosages.  
 
 The additional data of wasps trained at different dosages and tested in a similar dosages 
range need to be analysed and compared with the results in this research to gain novel 
insights of the behavioural dynamics from wasps trained at varying dosages. 
 
 The conditioned response depended on the olfactory information processed at each of 
the olfactory components in the insect olfactory system, which included antennal lobes, 
mushroom bodies and lateral horns. To better understand the mechanism of the inputs 
from the antennae to the final searching behaviours, a thorough study and 
implementation of mathematical models that combined the existing behaviour model to 
one or more of the olfactory components could be attempted to improve and optimize 
the model developed in the future. 
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 To extend our understanding of lateralisation in M. croceipes, additional experiments 
need to be performed and investigated that use different training procedures, such as the 
removal one of the antennae from wasps first, then train them and test them to different 
dosages. 
 
 In this research, the robustness of trained wasp’s searching behaviours (rotation and 
self-rotation) is investigated only at the training dosage. In order to have a deep 
understanding of robustness in trained wasp’s searching behaviour, a comprehensive 
study of the robustness in trained wasps at various test dosage needed to be completed. 
 
 Other important considerations were how the wasp’s behaviour was affected by 
background odours mixed with the trained odour. In this study, the wasp was trained to 
a single odour and tested to that odour. In future, the wasps needed to be trained to a 
complex of several odorous compounds in coffee and tested to that odour. We need to 
observe the effect of training to a single compound and testing to a single compound; 
training to a single compound and testing to complex odours; and also the combination 
of high background and low background odours to the trained compound. 
 
 The quality of the food source (sugar water) used to train the wasp needed to be 
examined in future. Lower and higher concentrations of sugar water may affect 
associate learning ability and, therefore, result in a different behavioural response. 
 
 Three distinct behaviours were examined in this research. There may be more than a 
dozen distinct behavioural movements that could be used to measure the wasp’s 
behaviours, including movements of the antenna. Therefore, much better video 
recordings were required to capture more subtle behaviours and use those as parameters 
for the model development. 
 
 
7.4 Conclusions 
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The study of modelling highly dynamic and complex behaviours from trained wasps under 
several test dosages is a challenging topic. Our understanding of the dynamics and functions 
of the underlying biological sensing processes has been hampered by the complexity of the 
system. However, mathematic modelling has the potential to assist in understanding such 
processes. In this thesis, we have shown how stochastic models can be built using 
mathematical knowledge based on the trained wasp’s behavioural information and how the 
model can be used to analyse properties of these behaviours and to predict the behaviour 
from trained wasps at several test dosages. 
 
Although our investigation concentrated on a small subset with specific problems, there was 
indeed, a large array of challenging and exciting biological experiments regarding the insect 
olfactory system waiting to be approached and explored. We believe that the success of the 
mathematical model and the relevant findings presented in this thesis will encourage more 
biologists and mathematicians to look beyond the difficulties of interdisciplinary work and to 
investigate the benefits of integrated approaches in the field of insect learning and sensing. 
Therefore, there are more opportunities to explore and provide valuable insights into this 
fascinating field of research in the future. 
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Appendices 
 
 
Appendix A: Computer vision system 
 
Components of computer vision system (developed by S. L. Utley, G.. C. Rains and W.J. 
Lewis) was listed in following figures. 
 
 
 
 
Figure A-1: The Wasp Hound integrates a computer vision system into  
a portable handheld detector. The enclosure provides consistent lighting, 
cartridge placement, and air flow. (From Utley, S.L., G. C. Rains, W. J. Lewis, 2004.) 
 
 
 
   
     (A)       
  (B) 
Figure A-2: Mounting of camera and LED within Wasp Hound. (A) The Logitech 
QuickCam was suspended within the PVC body by three bolts 2.5 cm above the test 
cartridge top. (B) An LED was mounted within the Wasp Hound as the main source of 
illumination. (From Utley, S.L., G. C. Rains, W. J. Lewis, 2004.) 
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    (A)        (B)
     (C) 
 
Figure A-3: Test cartridge. (A) The test cartridge was composed of top from a Millipore 
PetriSlide, a wire mesh disk, part of a Millipore aerosol analysis monitor, and a FinTip 
Pipet tip. (B) The mesh disk was placed in the body of the cartridge to prevent M. 
croceipes from escaping through the bottom. (C) The top fit onto the body and 
prevented M. croceipes from flying away while providing adequate ventilation, and the 
pipet tip was inserted into the bottom to direct air samples into cartridge. (From Utley, 
S.L., G. C. Rains, W. J. Lewis, 2004.) 
 
 
 
 
      (A)      
  (B) 
 
Figure A-4: Test cartridge placement within the Wasp Hound. (A) During testing the 
test cartridge was placed within the cap and secured by two clips. (B) the pipet tip 
protruded through the bottom of the cap. (From Utley, S.L., G. C. Rains, W. J. Lewis, 
2004.) 
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Appendix B: Use Tracker 1.5.2 to track wasp’s movement 
 
To use Tracker the user must first download and install Java 5, QuickTime 7 and Tracker1.5.2 
(or higher version) in the order listed below.  
1. Java 5: Download the most recent Java 5 installer from 
http://java.sun.com/j2se/downloads.html. The JRE (Java Runtime Environment) is all 
that is needed unless one is a Java developer. Double-click the installer and follow the 
instructions.  
2. QuickTime 7: Download the most recent standalone QuickTime 7 installer from 
http://www.apple.com/quicktime/download/standalone.html. It is not necessary to 
purchase QuickTime Pro. Double-click the installer and follow the instructions. 
QuickTime for Java is automatically installed.  
3. Tracker: Download Tracker.jar (version 1.5.2 or higher version) from Tracker's Home 
page at http://www.cabrillo.edu/~dbrown/tracker/.  
 
Using Tracker, the following steps will allow the user to get the necessary data for variable 
calculation.   
 
1. Double-click on Tracker.jar to open Tracker1.5.2. Use the Open button or FileOpen 
menu item to open the wasp video file. 
 
2. Click the inspector button at the right end of the player (Figure B1) to display the clip 
inspector. The clip inspector shows thumbnail images of the start and end frames 
along with the current video clip settings. In addition, there are fields for setting the 
mean time Dt between video frames (important for high-speed or time-lapse videos) 
and the play rate as a percent of normal playback speed. Set the Start frame at the 
number of the frame when the wasp was placed on the test sample. Set the Step size to 
5 which is equal to 0.2 seconds (the video rate is 25 frame per second) 
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Figure B-1: the video clip inspector button 
 
3. Display the axes by click the axes button on the toolbar (or from Tracks axes  
Visible). The axes show the location of the origin and direction of the positive x-axis 
of the coordinate system. The origin is at the intersection of the axes and the positive 
x-axis is indicated by a tick mark near the origin. Select and drag or nudge the origin 
to a desired location which is the centre hole in the main video view (click the right 
mouse button and choose suitable Zoom in option, will improve the accuracy of 
matching the origin and centre hole point). 
 
4. Display the tape measure by clicking the Tape Measure button on the toolbar (or from 
Tracks Tape measure  Visible). Use the cycle on the test sample (refer to 
chapter 4.1.3) to calibrate the video image. First set the two ends of the tape measure 
on circle and through the centre (the tape measure represents the diameter now). Then 
double-click the readout and enter the known distance, such as 25 (unit: mm) in this 
project. 
 
5. Now, the tracker is ready to mark the positions of the wasp’s head and abdomen for 
every 0.2 seconds. Create a new track by clicking Point Mass button on the toolbar (or 
from Tracks New  Point Mass). The Track Control panel will appear on the 
main window (Figure B2). Every track is identified by its name, colour, footprint 
(visible shape) and description. Newly created tracks are assigned default values for 
the first three properties that depend on the type of track. For example, a point mass 
might initially be called “mass A” and be drawn as a blue diamond. A track's name, 
footprint and colour are displayed on the toolbar when the track is selected. To change 
the default values, select the track and enter a new name in the editable name field or 
click the footprint button and choose a new footprint or colour. Now, shift-click on the 
wasp’s head on video frame to mark it and the video frame will move to next frame (5 
frames after the current frame as we set up in step 2). The new track is created to mark 
the position of wasp’s abdomen after all the positions of wasp’s head were marked. 
Hint: Unselect Visible option will make easy to mark the wasp’s head or abdomen 
when the wasp was move slightly. By select Mark by Default option, it will allow 
the user to mark the wasp’s position by left clicking the mouse instead of shift-
clicking.     
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Figure B-2: The Track Control panel. 
 
6. Select Window Right View to open the data-table view, which displays a table of a 
track’s data after each step were marked. Select the track (the wasp’s head or 
abdomen) from the dropdown list on data-table view toolbar. Select the data columns 
included in the table by clicking the Data button and checking those of interest. Time 
is always included. Here the X-comp, Y-comp and theta are also needed. 
 
7. Click and drag in the data table to select cells. Currently the user has to reselect the 
track to unselect all cells. Right-click the table and select Copy from the popup menu 
to copy the selected cells to the clipboard. If no cells are selected, the entire data-table 
will be copied. Now, open Microsoft Excel and paste the copied data in a sheet. It will 
be used to calculate the variables later on.   
170 
 
Appendix C: Video format converting  
 
Blaze Media Pro is capable of performing two-way video conversions among AVI, MPEG-1, 
MPEG-2, WMV, Multi-Page TIFF, and FLIC formats. The following steps will allowed the 
user to convert a video file from MPEG format to AVI format. 
 
1. Open Blaze Media Pro software, click Conversion button in the main window, and then 
select Video Converter. 
 
2. Click Edit, select Add or click the Add Files to List button. 
 
3. Select the video files on hard drive that need to convert. (Tip: the user can select more 
than one file by pressing the Ctrl key while clicking the files or pressing the Shift key 
and using the arrows to select a range of files. To remove files from the list, select those 
files, and then, select Remove from the Edit menu or click the Remove Files button.) 
 
4. Select the files, using the Move Up and Move Down options on Edit menu to put those 
files in a right process order. 
 
5. Choose an Output Format from the dropdown list which is AVI for my study, and choose 
the output options as showed in Figure C1. (Tip: If the hard disk space is large enough, 
Choose Full uncompressed as AVI Codec Option. It will give good video quality but 
very large AVI video size after convert. If the hard disk space is an issues, Choose 
Cinepak Codec by Radius as AVI Codec Option. It will give acceptable video quality 
and much smaller video size than full uncompressed. Cinepak Codec by Radius is 
chosen as AVI Codec options for my study. At this point, the user can decide whether or 
not to click the Overwrite Existing Files option.) 
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Figure C-1: Video Converter Frame. 
 
6. Click Convert button. (Tip: When you click Convert, you can set the codec and format of 
the output file. In cases where the conversion does not work for a certain file or does not 
produce the results you expected, you can try to use a different conversion method by 
clicking File, and then select Enable Alternate Conversion Method. After selecting this 
option, you must click the Convert button to convert the file. 
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Appendix D: Plane geometry formula used in the study  
 
The wasp have three major behaviours lead to three variables  ,,R  in the study. The R  is 
the distance between the wasp’s head and the centre point as time changes. The R is 
calculated by using point to point distance formula in 2-D plane. If there are two points A(a, b) 
and B(c, d) in 2-D rectangular coordinates as showed in Figure D1,  
 
 
Figure D-1: Two point with their coordinates in 
 
the distance formula is 22 )()( bdacd  . In my study, point A will be the origin point 
(0, 0), point B will be the coordinates of the wasp’s head. 
 
The   is the angle in radian between the line through the wasp’s head to the origin and the 
horizontal line though the centre point (X-axis) as time changes, which is show in Figure D2. 
 
 
Figure D-2: Angle theta between the wasp’s head and the X-axis. 
 
 
 
If the wasp was move anticlockwise, the formula and its condition are: 
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 When x1>0 and y1>0,  2*)11/1arcsin( 22 Nyxy  . 
 When x1<0 and y1>0,  2*)11/1arcsin( 22 Nyxy  .  
 When x1<0 and y1<0,  2*)11/1arcsin( 22 Nyxy  .  
 When x1>0 and y1<0,  2*)11/1arcsin(2 22 Nyxy  .   
 Note: N is the number of cycles the wasp moved towards anticlockwise. N=0, 1, 2, 
3…  
 
If the wasp was move clockwise, the formula and its condition are: 
 When x1>0 and y1>0,  2*)]11/1arcsin(2[ 22 Nyxy  . 
 When x1<0 and y1>0,  2*)]11/1arcsin([ 22 Nyxy  .  
 When x1<0 and y1<0,  2*)]11/1arcsin([ 22 Nyxy  .  
 When x1>0 and y1<0,  2*)11/1arcsin( 22 Nyxy  .   
 Note: N is the number of cycles the wasp moved towards clockwise. N=0, 1, 2, 3… 
 
The  is the angle in radian between the wasp’s body line (from the wasp’s head to its 
abdomen) and the horizontal line though the centre point (positive X-axis) as time changes. A 
formula is used to calculate the angle between those 2 lines (the wasp’s body line and the 
positive X-axis) for every 0.2 seconds. 
 
There are two lines (line1[p1, p2]; line2[p3, p4]), the vertexes of first line are p1(x1, y1) and 
p2(x2, y2), which represent the wasp’s head and its abdomen. The vertexes of second line are 
p3(x3, y3) and p4(x4, y4), which represent two vertexes on X-axis. Here point (0, 0) is used 
for (x3, y3) and point (10, 0) is used for (x4, y4) in my study. Vector a = p2 –p1, vector b = 
p3 – p4. From the dot product formula  ),cos( baba  we have
)cos()cos(
ba
ba
ar
ba
ba





  . Because of )43()12( ppppba  and
)43()12( ppppba  , The angle formula is 
)2222()1111(
)2121(
cos
dydydxdxdydydxdx
dydydxdx
ar


 , where dx1 = x2-x1, dx2 =x4-x3, 
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dy1 =y2-y1, dy2 =y4-y3. 
 
If the wasp’s body was rotated anticlockwise, the formula and its condition are: 
  2*
)2222()1111(
)2121(
cos N
dydydxdxdydydxdx
dydydxdx
ar 


  
 Note: N is the number of cycles the wasp moved towards anticlockwise. N=0, 1, 2, 
3…  
 
If the wasp wasp’s body was rotated clockwise, the formula and its condition are: 
  2*
)2222()1111(
)2121(
cos N
dydydxdxdydydxdx
dydydxdx
ar 


  
 Note: N is the number of cycles the wasp moved towards anticlockwise. N=0, 1, 2, 
3…  
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Appendix E: Matlab programming 
 
E.1 Model equation γ  
 
E.1.1 Model simulation of γ at 5 mg dosage 
 
%This is the program for model equation gamma at 5 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)-0.0213*0.0001+sqrt(0.0853)*normrnd(0,0.01); 
end 
end 
  
disp('22 random model realization simulated') 
%============================================% 
%after generate 22 model realization 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
E.1.2 Model simulation of γ at 10 mg dosage 
 
%This is the program for model equation gamma at 10 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)+0.0092*0.0001+sqrt(0.0553)*normrnd(0,0.01); 
end 
end 
  
disp('22 random model realization simulated') 
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%============================================% 
%after generate 22 model realization 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
E.1.3 Model simulation of γ at 20 mg dosage 
 
%This is the program for model equation gamma at 20 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)+0.0392*0.0001+sqrt(0.0666)*normrnd(0,0.01); 
end 
end 
  
disp('22 random model realization simulated') 
  
%after generate 22 model realization 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
S=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*S/sqrt(22); 
upper= M + 2.08*S/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
E.1.4 Model simulation of γ at 40 mg dosage 
 
%This is the program for model equation gamma at 40 mg dosage  
%22 model simulations were generated  
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%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)+0.0393*0.0001+sqrt(0.0381)*normrnd(0,0.01);  
end 
end 
  
disp('22 random model realization simulated') 
%============================================% 
%after generate 22 model realizations 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
 
E.2 Model equation β  
 
E.2.1 Model simulation of β at 5 mg dosage 
 
%This is the program for model equation beta at 5 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)-0.0113*0.0001+sqrt(0.0561)*normrnd(0,0.01); 
end 
end 
  
disp('22 random model realization simulated') 
%============================================% 
%after generate 22 model realizations 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
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%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
E.2.2 Model simulation of β at 10 mg dosage 
 
%This is the program for model equation beta at 10 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)+0.0142*0.0001+sqrt(0.0447)*normrnd(0,0.01); 
end 
end 
  
disp('22 random model realization simulated') 
%============================================% 
%after generate 22 model realizations 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
E.2.3 Model simulation of β at 20 mg dosage 
 
%This is the program for model equation beta at 20 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)+0.0207*0.0001+sqrt(0.0353)*normrnd(0,0.01); 
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end 
end 
  
disp('22 random model realization simulated') 
%============================================% 
%after generate 22 model realizations 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
 
E.2.4 Model simulation of β at 40 mg dosage 
 
%This is the program for model equation beta at 40 mg dosage  
%22 model simulations were generated  
%and 95% confidence interval was calculated 
 
x=zeros(200001,22); 
  
for j=1:22 
for i=2:200001 
x(i,j)=x(i-1,j)-0.0054*0.0001+sqrt(0.0357)*normrnd(0,0.01); 
end 
end 
  
disp('22 random model realization simulated') 
%============================================% 
%after generate 22 model realizations 
%calculate the mean for each row 
M=mean(x,2); 
 
%calculate the standard deviation for each row 
STD=std(x,0,2); 
  
%lower and upper boundary of 95% CI 
lower = M - 2.08*STD/sqrt(22); 
upper= M + 2.08*STD/sqrt(22); 
  
%combine 95% CI into 1 data matrix called CI 
CI=[lower,upper]; 
  
disp('Finished calculate 95% CI') 
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Appendix F: Validation plots of γ and β using 95% confidence interval 
 
F.1 Validation plots of γ  
 
F.1.1 At 5 mg dosage 
 
 
Figure F-1: 95% confidence interval of the model output and the mean of validation 
data for γ at 5 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
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F.1.2 At 10 mg dosage 
 
 
Figure F-2: 95% confidence interval of the model output and the mean of validation 
data for γ at 10 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
 
 
F.1.3At 20 mg dosage 
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Figure F-3: 95% confidence interval of the model output and the mean of validation 
data for γ at 20 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
 
 
F.1.4 At 40 mg dosage 
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Figure F-4: 95% confidence interval of the model output and the mean of validation 
data for γ at 40 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
 
 
 
F.2 Validation plots of β  
 
F.2.1 At 5 mg dosage 
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Figure F-5: 95% confidence interval of the model output and the mean of validation 
data for β at 5 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
 
 
F.1.2 At 10 mg dosage 
 
Figure F-6: 95% confidence interval of the model output and the mean of validation 
data for β at 10 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
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F.1.3At 20 mg dosage 
 
 
Figure F-7: 95% confidence interval of the model output and the mean of validation 
data for β at 20 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
 
 
F.1.4 At 40 mg dosage 
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Figure F-8: 95% confidence interval of the model output and the mean of validation 
data for β at 40 mg dosage. Green line: upper boundary of 95% CI. Blue line: lower 
boundary of 95% CI. Red line: mean of validation data. 
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Appendix G: Comparison of model realizations and validation data for γ 
and β 
 
G.1 Model realizations and validation data plots for γ 
 
 
(A) 
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(B) 
 
 
(C) 
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(D) 
Figure G-1: Comparison of 1000 model realizations (blue line) and validation data (red 
dotted line) for γ at each test dosage. (A) 5 mg dosage. (B) 10 mg dosage. (C) 20mg 
dosage. (D) 40 mg dosage. 
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G.2 Model realizations and validation data plots for β 
 
(A) 
 
 
(B) 
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(C) 
 
 
(D) 
Figure G-2: Comparison of 1000 model realizations (blue line) and validation data (red 
dotted line) for β at each test dosage. (A) 5 mg dosage. (B) 10 mg dosage. (C) 20mg 
dosage. (D) 40 mg dosage. 
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Appendix H: Local sensitivity analysis of the model parameters 
 
H.1 LSA of model equation φ 
 
 
(A) 
 
 
 
(B) 
Figure H-1: The local sensitivity analysis of parameters for model equation φ. (A) With 
each parameter increased by 50% from the 20 mg dosage. (B) With each parameter 
decreased by 50% from the 20 mg dosage.  
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H.2 LSA of model equation γ 
 
 
 
(A) 
 
 
 
(B) 
Figure H-2: The local sensitivity analysis of parameters for model equation γ. (A) 
Average γ plot as parameters increased or decreased by 50% from the 20 mg dosage. (B) 
Average variance plot as parameters increased or decreased by 50% from the 20 mg 
dosage. 
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H.3 LSA of model equation β 
 
 
 
(A) 
 
 
 
(B) 
Figure H-3: The local sensitivity analysis of parameters for model equation β. (A) 
Average β plot as parameters increased or decreased by 50% from the 20 mg dosage. (B) 
Average variance plot as parameters increased or decreased by 50% from the 20 mg 
dosage. 
  
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 5 10 15 20 25
A
ve
ra
ge
 β
Time (s)
LSA of average β with increased and decreased 
parameters
20mg mean
mean (m3 + 50%)
mean (m3 - 50%)
mean (m4 + 50%)
mean (m4 - 50%)
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 5 10 15 20 25
A
ve
ra
ge
 v
ar
ia
n
ce
Time (s)
LSA of average variance for β with increased and 
decreased parameters
20mg variance
variance (m3 + 50%)
variance (m3 - 50%)
variance (m4 + 50%)
variance (m4 - 50%)
195 
 
Appendix I: Comparison of average γ and β for LA, RA and BA wasps 
 
I.1 Average γ of LA, RA and BA wasps 
 
 
(A) 
 
 
(B) 
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(C) 
Figure I-1: Average γ of LA, RA and BA wasps at three different test dosages. (A) Lower 
dosage 5 mg. (B) Training dosage 20 mg. (C) Higher dosage 40mg. 
 
 
I.2 Average β of LA, RA and BA wasps 
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(B) 
 
 
(C) 
Figure I-2: Average β of LA, RA and BA wasps at three different test dosages. (A) Lower 
dosage 5 mg. (B) Training dosage 20 mg. (C) Higher dosage 40 mg. 
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