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Abstract
We construct a set of extremal D1-D5-P solutions, by taking appropriate limits
in a known family of nonextremal 3-charge solutions. The extremal geometries turn
out to be completely smooth, with no horizon and no singularity. The solutions
have the right charges to be the duals of a family of CFT microstates which are
obtained by spectral flow from the NS vacuum.
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1 Introduction
In the traditional picture of a black hole, infalling matter settles into a central singularity
while Hawking radiation emerges at the horizon. Due to the large separation between
the horizon and the singularity the radiation is insensitive to the detailed state of the
matter that made the hole, and we get information loss [1].
Some computations in string theory suggest that the black hole interior is quite dif-
ferent; instead of ‘empty space with a central singularity’ we have a ‘fuzzball’ with state
information distributed throughout the interior of the horizon. It was shown in [2] that
due to the phenomenon of ‘fractionation’ the effective excitations of a D1-D5-P bound
state are very light, and in fact extend to a distance of order the horizon radius.
In [3, 4] the 2-charge extremal D1-D5 system was studied. The ‘naive’ geometry of
D1 and D5 branes is pictured in Fig.1(a); we have flat space at r →∞ and a singularity
at r = 0. But the CFT analysis implies that the Ramond (R) ground state of the D1-D5
system is highly degenerate, with entropy S = 2
√
2
√
n1n5. In [3] the geometries dual
to these states were constructed. It was found that the naive metric did not arise from
any of the microstates; instead all states yielded geometries that were ‘capped’ smoothly
before reaching r = 0.1 No individual geometry has a horizon or singularity but if we
draw a surface to bound the area where these geometries differ significantly from the
naive geometry then from the area A of this surface we find
A
4G
∼ 2
√
2
√
n1n5 (1.1)
The radius of this surface is ∼ (n1n5) 16 times the Planck length or the string length (the
dilaton is bounded, so lp ∼ ls). Thus we see that the D1-D5 bound state ‘swells’ up to
a radius that increases with the charges, and which is such that the bounding surface
constructed above bears a Bekenstein type relation to the count of states.
If we have three charges – D1, D5 and momentum P – then the ‘naive’ geometry is
an extreme Reissner-Nordstrom type black hole. This geometry has a horizon at r = 0,
and continues to a region r < 0 which contains a singularity (Fig.1(c)). The area of the
horizon gives
A
4G
= 2π
√
n1n5np (1.2)
and this exactly equals the microscopic entropy obtained from a count of D1-D5-P ground
states [6]. But based on the results above we are led to ask if the individual states are
described by geometries that ‘cap off’ before reaching r = 0 as in Fig.1(d). For three
charges the radius of the ‘throat’ asymptotes to a constant as we go down the throat, so
the area A obtained at the dashed line in Fig.1(d) will give (1.2). Thus the nontrivial
question in this case is whether the geometries dual to 3-charge microstates are like
Fig.1(c) (with a horizon and singularity inside the horizon) or whether some effects
1The construction in [3] had an apparent singularity along a closed curve in the ‘cap’, but it was
shown in [5] that this was just a coordinate singularity.
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destroy this naive expectation before we reach r = 0. Note that in the 3-charge case
(unlike the 2-charge case) we do not expect the generic state to be well-described by a
classical geometry; quantum fluctuations can be large. But there would still be special
cases that are in fact well described by a classical metric, and we can gain insight by
constructing these explicitly.
In [7] a perturbation was constructed on an extremal 2-charge D1-D5 state that
added one unit of P charge. The equation for linear perturbations was solved to give a
regular, normalizable excitation in the limits of small r and large r, and the solutions
were shown to agree to several orders in the region of overlap. This indicated that at
least this particular 3-charge state was smoothly ‘capped’ as in Fig.1(d), and did not
have a horizon or singularity like Fig.1(c).
In the present paper we obtain exact geometries dual to a set of D1-D5-P microstates.
These geometries will again turn out to be capped as in Fig.1(d). The microstates are
not generic 3-charge states; in particular they have a significant amount of rotation. But
the construction does support the general conjecture that all configurations must suffer
modifications before reaching r = 0 and forming a horizon.
(a)
(b) (d)
(c)
r=0 r=0
Figure 1: (a) Naive geometry of 2-charge D1-D5. (b) Actual geometries of 2-charge D1-D5;
the area of the surface shown by the dashed line gives A4G ∼
√
n1n5. (c) Naive geometry of
3-charge D1-D5-P; there is a horizon at r = 0 and a singularity past the horizon. (d) Expected
geometries for D1-D5-P; the area at the dashed line will give A4G = 2pi
√
n1n5np.
While we were finishing this work the paper [8] appeared, which also constructed
2
similar metrics by an interesting though different method based on [9]. If we set the D1
and D5 charges equal in our solution (Q1 = Q5) then the dilaton vanishes, and we obtain
solutions that look (locally) like the solutions in [8]. There does appear to be a difference
however in the way the final parameters are set in the solution, so that the values of the
conserved quantities like angular momenta in [8] appear to be different from the ones
that we have. We comment briefly on these issues near the end of our paper.
2 The CFT states
2.1 The D1-D5 CFT
We take IIB string theory compactified to M4,1×S1×T 4. Let y be the coordinate along
S1 with
0 ≤ y < 2πR (2.1)
The T 4 is described by 4 coordinates z1, z2, z3, z4, and the noncompact space is spanned
by t, x1, x2, x3, x4. We wrap n1 D1 branes on S
1, and n5 D5 branes on S
1 × T 4. Let
N = n1n5. The bound state of these branes is described by a 1+1 dimensional sigma
model, with base space (y, t) and target space a deformation of the orbifold (T 4)N/SN
(the symmetric product of N copies of T 4). The CFT has N = 4 supersymmetry, and a
moduli space which preserves this supersymmetry. It is conjectured that in this moduli
space we have an ‘orbifold point’ where the target space is just the orbifold (T 4)N/SN
[10].
The CFT with target space just one copy of T 4 is described, at the orbifold point,
by 4 real bosons X1, X2, X3, X4 (which arise from the 4 directions z1, z2, z3, z4), 4 real
left moving fermions ψ1, ψ2, ψ3, ψ4 and 4 real right moving fermions ψ¯1, ψ¯2, ψ¯3, ψ¯4. The
central charge is c = 6. The complete theory with target space (T 4)N/SN has N copies of
this c = 6 CFT, with states that are symmetrized between the N copies. The orbifolding
also generates ‘twist’ sectors, which are created by twist operators σn; for a detailed
construction of the σn in this theory see [11, 12]. We will not be working with the twist
sectors in this paper – all the states we construct are in the ‘untwisted sector’.
The rotational symmetry of the noncompact directions x1 . . . x4 gives a symmetry
so(4) ≈ su(2)L × su(2)R. The left fermions ψi carry spin 12 under su(2)L and the right
fermions ψ¯i carry spin 1
2
under su(2)R. The ‘charge’ of a state is given by the quantum
numbers (j, j¯) = (j3L, j
3
R).
Consider one copy of the c = 6 CFT, and look at the left sector. The fermions can be
antiperiodic around y (NS sector) or periodic (R sector). The NS vacuum has h = j = 0.
The NS sector states can be mapped to R sector states by ‘spectral flow’ [13], under
which the conformal dimensions and charges change as
h′ = h− αq + α2 c
24
(2.2)
q′ = q − α c
12
(2.3)
3
Setting α = 1 gives the flow from the NS sector to the R sector, and we can see that
under this flow chiral primaries of the NS sector (which have h = q) map to Ramond
ground states with h = c
24
.
The field theory on the D1-D5 branes system is in the R sector. This follows from the
fact that the branes are solitons of the gravity theory, and the fermions on the branes
are induced from fermions on the bulk. The latter are periodic around the S1; choosing
antiperiodic boundary conditions would give a nonvanishing vacuum energy and disallow
the flat space solution that we have assumed at infinity. The geometries constructed in
[3] described gravity duals of the R ground states of the CFT.
If we set α = 2 in (2.3) then we return to the NS sector, and setting α = 3 brings us
again to the R sector. More generally, the choice
α = 2n+ 1, n integer (2.4)
brings us to the R sector. From (2.3) we see that if we start with a R ground state
obtained at α = 1, then we get another R ground state (h = c
24
) at α = −1, but for
α = 3, 5, 7 . . . and α = −3,−5,−7 . . . we get excited states of the R sector.
2.2 The states we consider
We will look at states where we do a spectral flow (2.4) on the left sector, and a spectral
flow with α = 1 on the right sector. Thus the right movers will be in an R ground
state, and we get a supersymmetric configuration of the CFT. Taking into account all
N = n1n5 copies of the CFT we find that the states will have dimensions and charges
htotal =
1
4
(2n+ 1)2 n1n5 (2.5)
jtotal = −1
2
(2n+ 1)n1n5 (2.6)
h¯total =
1
4
n1n5 (2.7)
j¯total = −1
2
n1n5 (2.8)
In particular we have ‘momentum’ along the S1, with
h− h¯ = n(n + 1)n1n5 (2.9)
2.3 Explicit representation of the states
Let us construct explicitly the above CFT states. Consider one copy of the c = 6 CFT,
in the R sector. The fermions have modes ψim. The 4 real fermions can be grouped into
2 complex fermions ψ+, ψ− which form a representation of su(2). (ψ+ has j = 1
2
and ψ−
has j = −1
2
.) The anti-commutation relations are
{(ψ+)∗m, ψ+p } = δm+p,0, {(ψ−)∗m, ψ−p } = δm+p,0 (2.10)
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The su(2) currents are
J+m = (ψ
−)∗m−pψ
+
p , J
−
m = (ψ
+)∗m−pψ
−
p , J
3
m =
1
2
[(ψ−)∗m−pψ
−
p − (ψ+)∗m−pψ+p ] (2.11)
The R ground state for n = 1 in (2.4) has j = −1
2
; we call this state |1〉. We can get the
R ground state with n = −1 (which has j = 1
2
) by applying the zero modes ψ+0 , (ψ
−)∗0,
which is equivalent to applying J+0
| − 1〉 = (ψ−)∗0ψ+0 |1〉 = J+0 |1〉 (2.12)
We see that we cannot apply J+−1 to | − 1〉, but we can apply J+−2 getting the state with
n = −2
| − 2〉 = J+−2J+0 |1〉 = (ψ−)∗−1ψ+−1(ψ−)∗0ψ+0 |1〉 (2.13)
and so on. Returning to the full theory with n1n5 copies of the c = 6 CFT we find that
the currents are the sum of the currents in the individual copies
Ja,totaln = (J
a
n)1 + . . . (J
a
n)n1n5 (2.14)
and for k ≥ 0
| − k〉total = (J+,total−(2k−2))n1n5(J+,total−(2k−4))n1n5 . . . (J+,total−2 )n1n5(J+,total0 )n1n5 |1〉total (2.15)
Similarly, for k > 1
|k〉total = (J−,total−(2k−2))n1n5(J−,total−(2k−4))n1n5 . . . (J−,total−2 )n1n5 |1〉total (2.16)
3 Constructing the gravity duals
In [3] the 2-charge D1-D5 solutions were found by dualizing to the FP system, which has
a fundamental string (F) wrapped on S1 carrying momentum (P) along S1. Metrics for
the vibrating string were constructed, and dualized back to get D1-D5 geometries. The
general geometry was thus parametrized by the vibration profile ~F (v) of the F string.
But a 1-parameter subfamily of these D1-D5 geometries had been found earlier [14, 15],
by looking at extremal limits of the general axially symmetric D1-D5 geometry found in
[16].
We do not have an analogue of the procedure of [3] for 3-charge systems. We will
follow instead the analogue of [14, 15] and take an extremal limit of the general 3-charge
solution to obtain solutions with D1, D5 and P charges. Taking the limit needs some
care, and it will be important to know in advance the properties of the CFT states for
which we will be finding the duals. The procedure will give us the duals of the states
|n〉total which were discussed in the last section. We will find that the dual geometries
are completely smooth, with no horizon and no singularity.
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3.1 Spectral flow in the gravity description
In [14, 15] the following 2-charge D1-D5 solution was found (setting Q1 = Q5 = Q for
simplicity)
ds2 = −1
h
(dt2 − dy2) + hf
(
dθ2 +
dr2
r2 + a2
)
− 2aQ
hf
(cos2 θdydψ + sin2 θdtdφ)
+ h
[(
r2 +
a2Q2 cos2 θ
h2f 2
)
cos2 θdψ2 +
(
r2 + a2 − a
2Q2 sin2 θ
h2f 2
)
sin2 θdφ2
]
+ dzidzi
(3.1)
where
a =
Q
R
, f = r2 + a2 cos2 θ, h = 1 +
Q
f
(3.2)
Let R >>
√
Q. In the region r <<
√
Q the geometry (3.1) becomes
ds2 = −(r
2 + a2 cos2 θ)
Q
(dt2 − dy2) +Q
(
dθ2 +
dr2
r2 + a2
)
− 2a(cos2 θdydψ + sin2 θdtdφ) +Q(cos2 θdψ2 + sin2 θdφ2) (3.3)
The change of coordinates
ψNS = ψ − α˜ a
Q
y + (α˜− 1) a
Q
t, φNS = φ+ (α˜− 1) a
Q
y − α˜ a
Q
t (3.4)
with α˜ = 1 brings (3.3) to the form AdS3 × S3
ds2 = −(r
2 + a2)
Q
dt2 +
r2
Q
dy2 +Q
dr2
r2 + a2
+Q(dθ2 + cos2 θdψ2NS + sin
2 θdφ2NS) (3.5)
The solution (3.1) describes the asymptotically flat solution created by D1-D5 branes,
with fermions periodic around the y circle. The ‘near-region’ part (3.3) describes the
gravity dual of the appropriate CFT state, in the R sector. The change of coordinates
(3.4) gives ‘spectral flow’ in the gravity description, and with α˜ = 1 we reach (3.5) which
gives the gravity dual of the NS sector version of the CFT state [14, 15].
The 3-charge D1-D5-P states that we wish to describe are obtained by further spectral
flow applied to the state described by (3.3). From (3.4) we see that the ‘near region’
geometry dual to these states is just AdS3 × S3 described in new coordinates. (The
state |n〉total is generated by α˜ = −n.) Thus we may anticipate a ‘capped’ geometry for
these states. It is not obvious though that the near region solution can be continued to
flat space at infinity, while keeping the solution BPS as well as smooth (the analogue of
(3.1)), but we will see that in fact we do get such a solution.
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3.2 The nonextremal 3-charge solution, with angular momen-
tum
The nonextremal 3-charge metric with rotation was given in [16], but we will also need
the 2-form gauge field (which was not listed in [16]) so we derive this solution in the
Appendix. We follow a different method however from [16]; we take a neutral rotating
hole, and by a sequence of boosts and dualities, add the three charges. We find
ds2 = −
(
1− M cosh
2 δp
f
)
dt2√
H1H5
+
(
1 +
M sinh2 δp
f
)
dy2√
H1H5
− M sinh 2δp
f
√
H1H5
dtdy
+ f
√
H1H5
(
r2dr2
(r2 + a21)(r
2 + a22)−Mr2
+ dθ2
)
+
[
(r2 + a21)
√
H1H5 +
(a22 − a21)K1K5 cos2 θ√
H1H5
]
cos2 θdψ2
+
[
(r2 + a22)
√
H1H5 +
(a21 − a22)K1K5 sin2 θ√
H1H5
]
sin2 θdφ2
+
M
f
√
H1H5
(a1 cos
2 θdψ + a2 sin
2 θdφ)2
+
2M cos2 θ
f
√
H1H5
[
(a1 cosh δ1 cosh δ5 cosh δp − a2 sinh δ1 sinh δ5 sinh δp) dt
+(a2 sinh δ1 sinh δ5 cosh δp − a1 cosh δ1 cosh δ5 sinh δp)dy]dψ
+
2M sin2 θ
f
√
H1H5
[
(a2 cosh δ1 cosh δ5 cosh δp − a1 sinh δ1 sinh δ5 sinh δp) dt
+(a1 sinh δ1 sinh δ5 cosh δp − a2 cosh δ1 cosh δ5 sinh δp)dy]dφ+
√
H1
H5
4∑
i=1
dz2i
C2 =
M cos2 θ
fH1
[
(a2 cosh δ1 sinh δ5 cosh δp − a1 sinh δ1 cosh δ5 sinh δp)dt
+(a1 sinh δ1 cosh δ5 cosh δp − a2 cosh δ1 sinh δ5 sinh δp)dy] ∧ dψ
+
M sin2 θ
fH1
[
(a1 cosh δ1 sinh δ5 cosh δp − a2 sinh δ1 cosh δ5 sinh δp)dt
+(a2 sinh δ1 cosh δ5 cosh δp − a1 cosh δ1 sinh δ5 sinh δp)dy] ∧ dφ
− M sinh 2δ1
2fH1
dt ∧ dy − M sinh 2δ5
2fH1
(
r2 + a22 +M sinh
2 δ1
)
cos2 θdψ ∧ dφ
e2Φ =
H1
H5
(3.6)
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Here
f = r2 + a21 sin
2 θ + a22 cos
2 θ (3.7)
Hi ≡ 1 +Ki = 1 + M sinh
2 δi
f
, i = 1, 5 (3.8)
4 The Extremal Limit
4.1 Conserved charges
We want to take an extremal limit of the above solution. We take this limit while keeping
the conserved charges fixed to the values that describe the states |n〉total defined in section
2. Thus the solution should describe n1 D1 branes, n5 D5 branes, np = n(n + 1)n1n5
units of momentum, and angular momenta
Jψ = −j¯ + j = −n n1n5, Jφ = −j¯ − j = (n+ 1) n1n5 (4.1)
The volume of the T 4 is V and the length of the S1 is 2πR. The 10-D Newton’s constant is
G(10) = 8π6g2α′4. If we dimensionally reduce along T 4, S1 then we get the 5-D Newton’s
constant
G(5) =
G(10)
V (2πR)
(4.2)
From the solution given above we get
Q1 ≡ M
2
sinh 2δ1 =
(2π)4gα′3
V
n1 (4.3)
Q5 ≡ M
2
sinh 2δp = gα
′n5 (4.4)
Qp ≡ M
2
sinh 2δp =
(2π)4g2α′4
V R2
np =
(2π)4g2α′4
V R2
n(n+ 1)n1n5 (4.5)
It will be useful to define the length scale
a =
√
Q1Q5
R
(4.6)
We observe that
Qp = n(n + 1)a
2 (4.7)
The angular momenta are
Jψ = −M
(
a1 cosh δ1 cosh δ5 cosh δp − a2 sinh δ1 sinh δ5 sinh δp
) π
4G(5)
= −nn1n5 (4.8)
Jφ = −M
(
a2 cosh δ1 cosh δ5 cosh δp − a1 sinh δ1 sinh δ5 sinh δp
) π
4G(5)
= (n+ 1)n1n5
8
It will be helpful to define
− M√
Q1Q5
(
a1 cosh δ1 cosh δ5 cosh δp − a2 sinh δ1 sinh δ5 sinh δp
) ≡ γ1
− M√
Q1Q5
(
a2 cosh δ1 cosh δ5 cosh δp − a1 sinh δ1 sinh δ5 sinh δp
) ≡ γ2 (4.9)
Then (4.9) implies
γ1 = −a n , γ2 = a (n+ 1) (4.10)
4.2 Taking the extremal limit
To get the extremal limit we must take
M → 0, δi →∞ (i = 1, 5, p) (4.11)
keeping the Qi fixed. This gives
cosh2 δi =
Qi
M
+
1
2
+O(M)
sinh2 δi =
Qi
M
− 1
2
+O(M) (4.12)
We must also take suitable limits of a1, a2 so that the angular momenta are held fixed.
It is useful to invert (4.9):
a1 = −
√
Q1Q5
M
γ1 cosh δ1 cosh δ5 cosh δp + γ2 sinh δ1 sinh δ5 sinh δp
cosh2 δ1 cosh
2 δ5 cosh
2 δp − sinh2 δ1 sinh2 δ5 sinh2 δp
a2 = −
√
Q1Q5
M
γ2 cosh δ1 cosh δ5 cosh δp + γ1 sinh δ1 sinh δ5 sinh δp
cosh2 δ1 cosh
2 δ5 cosh
2 δp − sinh2 δ1 sinh2 δ5 sinh2 δp
(4.13)
Using (4.12) we find
a1 = −(γ1 + γ2) η
√
Qp
M
− γ1 − γ2
4
√
M
Qp
+O(M3/2)
= −a η
√
Qp
M
+ a
2n+ 1
4
√
M
Qp
+O(M3/2)
a2 = −(γ1 + γ2) η
√
Qp
M
+
γ1 − γ2
4
√
M
Qp
+O(M3/2)
= −a η
√
Qp
M
− a 2n+ 1
4
√
M
Qp
+O(M3/2) (4.14)
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where we have defined the dimensionless combination
η ≡ Q1Q5
Q1Q5 +Q1Qp +Q5Qp
(4.15)
and in the second equalities we have used the specific values for γ1 and γ2 given in (4.10).
We thus see that for generic values of γ1, γ2 and Qp the parameters a1 and a2 diverge
when M → 0. There are two exceptions:
(a) Qp = 0, which is the case considered in [14, 15]; in this case a1 and a2 go to finite
values when M → 0.
(b) j¯ ∼ (γ1 + γ2)/2 = 0; in this case a1 and a2 go to zero as
√
M in the extremal limit.
This case was studied in [16, 17].
In the case of interest to us both Qp and γ1+γ2 are non-zero and thus a1 and a2 have
divergent limits when M → 0. This might seem to pose a problem for the finiteness of
the metric in the extremal limit. Note however that a1 and a2 have the same divergent
part, so one of the expressions occurring in the metric
a21 − a22 → −a2 η (2n+ 1) (4.16)
is seen to be finite. Note that we need to keep terms up to O(
√
M) in the expansion of
a1, a2 in obtaining the above limit; higher order terms can however be discarded. Similar
care has to be taken in other computations below.
We also encounter the expressions r2 + a2i . Define a new radial coordinate
r2N = r
2 +
a2η2Qp
M
− β2 (4.17)
The term which diverges whenM goes to zero has been chosen to cancel the divergence of
a21 and a
2
2, and β is a finite constant that we will fix later. Note that r
2 goes to −∞ down
the throat in the extremal limit but r2N will reach a finite value. We find the following
as M → 0:
r2 + a21 = r
2
N + β
2 − a2η2n+ 1
2
r2 + a22 = r
2
N + β
2 + a2η
2n+ 1
2
f = r2 + a21 sin
2 θ + a22 cos
2 θ
= r2N +
(
β2 − a2η2n+ 1
2
)
sin2 θ +
(
β2 + a2η
2n+ 1
2
)
cos2 θ (4.18)
The coefficient of dr2 has the factor r
2
(r2+a2
1
)(r2+a2
2
)−Mr2 . If we choose
β2 =
η a2
2
(4.19)
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we are left with only a quadratic in the denominator. To see this note that the denomi-
nator is
(r2 + a21)(r
2 + a22)−Mr2
=
(
r2N + β
2 − a2η2n+ 1
2
)(
r2N + β
2 + a2η
2n+ 1
2
)
−M(r2N −
a2η2Qp
M
+ β2)
→
(
r2N + β
2 − a2η2n+ 1
2
)(
r2N + β
2 + a2η
2n+ 1
2
)
+ a2η2Qp
= r2N(r
2
N + η a
2) (4.20)
The numerator is r2dr2 = r2Ndr
2
N , and we get a cancellation of the factors r
2
N . We will
see below that in the extremal metric the point rN = 0 acts like an origin of polar
coordinates, so the choice (4.19) is the correct one to define a coordinate rN with range
(0,∞).
We also find that other terms in the metric and gauge field are finite in the extremal
limit; this can be verified using (4.12),(4.14). We get the extremal solution (in the string
frame)
ds2 = −1
h
(dt2 − dy2) + Qp
hf
(dt− dy)2 + hf
(
dr2N
r2N + a
2η
+ dθ2
)
+ h
(
r2N − na2η +
(2n+ 1)a2ηQ1Q5 cos
2 θ
h2f 2
)
cos2 θdψ2
+ h
(
r2N + (n+ 1)a
2η − (2n+ 1)a
2ηQ1Q5 sin
2 θ
h2f 2
)
sin2 θdφ2
+
a2η2Qp
hf
(
cos2 θdψ + sin2 θdφ
)2
+
2a
√
Q1Q5
hf
[
n cos2 θdψ − (n+ 1) sin2 θdφ] (dt− dy)
− 2aη
√
Q1Q5
hf
[
cos2 θdψ + sin2 θdφ
]
dy +
√
H1
H5
4∑
i=1
dz2i (4.21)
C2 =
a
√
Q1Q5 cos
2 θ
H1f
(−(n + 1)dt+ ndy) ∧ dψ
+
a
√
Q1Q5 sin
2 θ
H1f
(ndt− (n+ 1)dy) ∧ dφ
+
aηQp√
Q1Q5H1f
(Q1dt+Q5dy) ∧
(
cos2 θdψ + sin2 θdφ
)
− Q1
H1f
dt ∧ dy − Q5 cos
2 θ
H1f
(
r2N + (n + 1)a
2η +Q1
)
dψ ∧ dφ (4.22)
e2Φ =
H1
H5
(4.23)
11
f = r2N − a2η n sin2 θ + a2η (n+ 1) cos2 θ
h =
√
H1H5, H1 = 1 +
Q1
f
, H5 = 1 +
Q5
f
(4.24)
5 Regularity of the Solution
5.1 Regularity of the metric
A sufficient condition for the metric to be regular is that the coefficients of both the
metric and the inverse metric be twice differentiable functions of the coordinates. In
turn, the inverse metric is well-defined if the metric is smooth and the determinant is
non-vanishing. For the metric (4.21)
√−g = H1
H5
hfrN sin θ cos θ (5.1)
The function f does vanish on a hypersurface, but the combination hf takes a finite
value when f → 0
f → 0⇒ hf →
√
Q1Q5 (5.2)
The function f appears explicitly in the metric only in the combination hf ; thus we do
not get singularities at f → 0.
A little algebra shows that
Q1 + f > 0, Q5 + f > 0 (5.3)
everywhere. (To check this one needs to note that n is an integer; for fractional n the
above expressions can become negative at some points.) Thus the factor H1
H5
in (5.1) is
regular and nowhere vanishing.
We have factors of h in the second and third lines of (4.21). Since
h =
√
(Q1 + f)(Q5 + f)
f
(5.4)
we have h → ∞ as f → 0. But a little algebra shows that when f → 0 the brackets
multiplying h reduce to f in each case, so we again get the finite combination hf .
The vanishing of
√−g for θ = 0 and π/2 does not correspond to a singularity of the
metric but only signals the degeneration of polar coordinates at the north and south pole
of S3.
The most nontrivial limit arises at rN → 0. Let
φ→ φ˜ = φ+ a n√
Q1Q5
y ψ → ψ˜ = ψ − a (n+ 1)√
Q1Q5
y (5.5)
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In these coordinates, the metric expanded around rN → 0 has the following form:
ds2 =
hf
ηa2
(
dr2N +
a2
Q1Q5
r2N dy
2
)
+hf
(
dθ2 + g˜ψψ dψ˜
2 + g˜φφ dφ˜
2 + 2g˜ψφ dψ˜ dφ˜
)
+gtt dt
2 + 2gtψ dt dψ˜ + 2gtφ dt dφ˜+ ds
2
T 4 (5.6)
where now
f = ηa2(n+ 1) cos2 θ − ηa2 n sin2 θ (5.7)
The coefficients g˜ and g in the equation above are differentiable functions of rN and θ
that do not vanish as rN → 0 for generic values of θ; their explicit form is not important
for our argument.
There are several points to note about the above expansion:
(a) Before the coordinate transformation (5.5) we had the identifications (y, ψ, φ) ∼
(y + 2πm3R,ψ + 2πm1, φ + 2πm2). Recalling that R =
√
Q1Q5
a
we see that the transfor-
mation (5.5) gives new variables that have a similar identification
(y, ψ˜, φ˜) ∼ (y + 2πm′3R, ψ˜ + 2πm′1, φ˜+ 2πm′2) (5.8)
(b) Noting that y is periodic with period 2πR and recalling that R =
√
Q1Q5
a
we see
that the coefficient of dy2 is just right to make rN , y polar coordinates at the origin in
the rN , y space
hf
ηa2
(dr2N +
a2
Q1Q5
r2N dy
2) =
hf
ηa2
(dr2N +
r2N
R2
dy2) (5.9)
and thus there is no conical defect singularity at rN = 0.
(c) There is no term dtdy at leading order in rN ; this cross term is absorbed entirely
in the terms dψ˜dy, dφ˜dy. Note that if we did have a residual term dtdy we would not get
smoothness where the y circle shrinks. Indeed, to reach local orthogonal coordinates we
would need to define new coordinates
y′ = y, t′ = t+ cy, c 6= 0 (5.10)
The identification vector in the (y, t) space is (y, t) ∼ (y + 2πR, t), which implies the
identification
(y′, t′) ∼ (y′ + 2πR, t′ + 2πcR) (5.11)
Such an identification gives a singularity at rN = 0 where the y circle shrinks, and also
generates closed timelike curves if t′ is a timelike direction. Since we get c = 0, we avoid
both of these potential problems.
Nothing special happens at rN = 0, θ = 0, π/2; we just have the degeneration of
spherical coordinates at the poles. We conclude that the metric is regular everywhere.
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5.2 Absence of closed timelike curves
In the past, geometries have been constructed with D1-D5-P charges and angular mo-
mentum, and it was found that for high enough angular momentum the geometries had
closed timelike curves [18, 19, 20]. Our geometries on the other hand are conjectured to
be dual to actual microstates of the CFT, so we expect them to be free of pathologies.
There are three periodic variables in our geometry – y, ψ, φ. Following the path
(δy, δψ, δφ) = (n1Rǫ, n2ǫ, n3ǫ) (5.12)
gives a closed curve for any integers ni. This curve is spacelike at large rN , but a curve
like this gave a closed timelike curve at small rN in the metric studied in [19]. We thus
ask if the vector (5.12) can become timelike anywhere; if it does become timelike for
some rN , θ then we get a closed timelike curve. If the vector (5.12) becomes timelike for
nonintegral ni then we get a timelike path that passes arbitrarily close to itself, which is
pathological too; thus we investigate if the vector
V y = α, V ψ = β, V φ = γ (5.13)
can become timelike anywhere. Note that adding components V r, V θ makes V more
spacelike, while having a part V t 6= 0 makes the path non-closed.
The norms of the vectors (5.13) are given by the metric gab restricted to a, b =
y, ψ, φ. Let g˜ be the determinant of the metric restricted to these three coordinates. The
components gab of the restricted metric are regular and g˜ is positive at infinity. If some
direction in the 3-torus spanned by y, ψ, φ is to become timelike then we must have a
vanishing of g˜ somewhere. But an explicit evaluation of this determinant gives
g˜ =
r2N sin
2 θ cos2 θ√
(Q1 + f)(Q5 + f)
[
(r2N + ηa
2)(f +Q1 +Q5 + a
2 n(n+ 1)) +
Q1Q5
η
]
(5.14)
The fact that the combinations Q1 + f and Q5 + f are always positive ensures that the
determinant above only vanishes at rN = 0 or θ = 0 or π/2. Our explicit analysis of the
metric in the regions around rN = 0 and θ = 0 or π/2 shows that no closed time-like
curves appear even at these points; the vanishing of g˜ just signals the vanishing of one
of the three periodic coordinates.
5.3 Regularity of Φ, CAB
The dilaton given by (4.23) can be written as
e2Φ =
Q1 + f
Q5 + f
(5.15)
From (5.3) we see that Φ is regular everywhere.
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Let us finally check that the RR field is not singular. Since its coefficients are dif-
ferentiable functions of rN and θ for all values of the coordinates, singularities can come
only from places where the coordinate system degenerates, i.e. at θ = 0 and π/2 (nothing
special happens at rN = 0).
At θ = π/2 we see that the components of C are regular. At θ = 0, where the φ
coordinate becomes ill defined, the only component that is potentially singular is Cφψ:
Cφψ =
Q5
f +Q1
(
r2N + (n+ 1)ηa
2 +Q1
)
cos2 θ
= Q5 cos
2 θ +
Q5 a
2
f +Q1
(1 + 2n) sin2 θ cos2 θ
≈ Q5(1− θ2) + Q5 a
2
f +Q1
(1 + 2n) θ2 = Q5 +O(θ
2) (5.16)
The leading term can be removed by a gauge transformation:
Cφψ → Cφψ −Q5 (5.17)
and Cφψ becomes regular. This is just the gauge transformation arising from a magnetic
monopole potential. Such a potential is expected since the D5 branes produce a magnetic
charge for C2.
5.4 Absence of a horizon
Since the geometry is regular, singularity theorems suggest that there is no horizon. We
can check the absence of a horizon explicitly in the following way. There is no horizon if
from every point in the geometry we can find a path to asymptotic infinity such that the
tangent along the path lies in the forward light cone everywhere.
To show that there is such a path, we will argue that at each point in the spacetime
we can find a timelike vector in the forward light cone which has a nonzero positive V r;
thus following these vectors we can reach rN →∞ along a timelike path. Suppose we can
find a continuous timelike vector field V with V r = 0. Since drN appears in the metric
only in the form
hfdr2
N
r2
N
+a2η
we see that we can add a part V r > 0 to the vector at each point
while still keeping it timelike. (If the vector field is continuous then it lies in the forward
light cone everywhere if we choose it to lie in the forward light cone at infinity.)
We will find the vector field V in the subspace spanned by the coordinates t, y, ψ, φ.
The determinant of the metric restricted to these four directions is
gˆ = −r2N (r2N + η a2) sin2 θ cos2 θ (5.18)
and is seen to be negative everywhere. Thus the tangent plane spanned by these direc-
tions has signature (−1, 1, 1, 1) everywhere. The region of interest is spanned by a single
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coordinate patch (apart from coordinate degeneration at the poles; this causes no diffi-
culties for the argument). We can thus find a timelike direction in each tangent plane,
which is continuous and in the forward light cone at rN →∞.
As mentioned above, adding a sufficiently small V r keeps this vector field timelike
and in the forward cone (it is important that the coefficient of dr2N does not diverge
anywhere, so the allowed V r can be bounded below). Following this vector field we reach
rN →∞, and thus there is no horizon.
6 Comparison with the solution in [8]
The metric in [8] was expressed somewhat implicitly, but with some algebraic manipula-
tion it can be brought to the form
ds2 = −dt
2 − dy2
h
+
ν(ν + 1) a˜2
hf
(dt+ dy)2 + hf
( dr2
r2 + a˜2
+ dθ2
)
+h
[
r2 − ν a˜2 + (2ν + 1) a˜
2Q2 cos2 θ
h2f 2
]
cos2 θdψ2
+h
[
r2 + (ν + 1) a˜2 − (2ν + 1) a˜
2Q2 sin2 θ
h2f 2
]
sin2 θdφ2
+
ν(ν + 1) a˜4
hf
(cos2 θdψ − sin2 θdφ)2
−2 a˜ Q cos
2 θ
hf
[
ν
Q− (1 + ν) a˜2
Q
dt+ (ν + 1)
Q− ν a˜2
Q
dy
]
dψ
−2 a˜ Q sin
2 θ
hf
[
(ν + 1)
Q+ ν a˜2
Q
dt+ ν
Q + (ν + 1)a˜2
Q
dy
]
dφ (6.19)
where
f = r2 + a˜2 (ν + 1) cos2 θ − a˜2 ν sin2 θ
h = 1 +
Q
f
(6.20)
We have denoted by a˜ what in [8] has been called a, to distinguish it from the analogous
parameter appearing in our metric (4.21). Locally, the metric above reduces to ours (if
we set Q1 = Q5 = Q in our metric) after the following redefinitions of parameters and
change of coordinates:
a˜2 = a2 η , ν = n , ψ → −ψ, r = rN
t→ t cosh δ − y sinh δ , y → −y cosh δ + t sinh δ (6.21)
with
e−2δ = η (6.22)
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So essentially the two metrics are related by a boost in the y direction. But since y is
a compact direction this boost is not a symmetry; identification of points is altered by
the boost. It has been argued in [8] that the solution is smooth; it is not immediately
obvious to us though how the identifications used there avoid shifts like (5.11) and the
corresponding potential singularities. The charges of [8] appear to differ from the ones
that we have, so the solutions there might correspond to a somewhat different class of
3-charge states.
7 Discussion
We have constructed extremal D1-D5 -P solutions dual to a special subset of CFT states.
The solutions were smooth, with no singularity or horizon. The solutions thus look like
Fig.1(d) rather than Fig.1(c). These results support the general conjecture [7] that
individual microstates of a black hole do not look like the naive picture of a black hole
– ‘empty space inside the horizon with a central singularity’. Rather, the horizon arises
only as an effective construct when we coarse-graining over microstates. Some other
interesting results obtained recently also throw light on the nontrivial size associated to
high entropy states [21, 22, 23, 24], in many cases by representing them as supertubes
[25]. Topological field theories also offer hints of a ‘blow up’ of states in the gravity
description [26].
The states we have looked at are a small subfamily of all the 3-charge states. They
also are not very generic states since they carry a large angular momentum. One might
therefore argue that low angular momentum states might still look like Fig.1(c). To throw
some light on this issue let us recall the case of 2-charge states. The maximally rotating
D1-D5 solutions were found first [14, 15], by taking limits of the general solutions in [16].
These solutions turned out to be ‘capped’ instead of extending to a pointlike singularity
at r = 0. The general D1-D5 solutions were found in [3]; the generic solution had no
angular momentum but was still capped before reaching r = 0. The reason can be seen
best in the dual FP language. In the maximally rotating solution the F string carries
the momentum P by swinging in a uniform helix, and the nonzero transverse size of
the helix cuts off the geometry before r = 0. But we can let half the F string swing
clockwise and the other half anticlockwise; this still carries the same momentum P but
gives no net angular momentum. Note however that we still get the nonzero transverse
size, and hence the ‘cap’ to the throat. At a technical level, it was noted in [3] that
angular momentum makes its presence felt in two kinds of terms: ∼ adtdφ and ∼ dr2
r2+a2
.
For states with no net rotation the former type of term cancels out (different parts of the
geometry contribute with different signs to a) but the latter type of term survives since
a2 can only get positive contributions. We thus get a ‘cap’ before reaching r = 0, whether
we have rotation or not. We expect that a similar situation will hold for 3-charge states,
and that the naive geometry will be irrelevant inside the ‘horizon’ radius.
Our solutions have low curvature everywhere and the dilaton is bounded; thus they
are well described by their classical geometry. Note however that we do not expect the
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generic 3-charge state to be well described by a classical geometry; quantum corrections
can be large. Also, while our solutions were smooth, we do not know if this will be the
case for all states – the only relevant property we seek for the generic state is that the
naive geometry be not valid inside a radius of the order of the naive horizon size. The
generic 2-charge FP solution was singular at the location of the string, while its dual
D1-D5 system was smooth for generic configurations. The singularity at the location of
the F string changed under duality to the coordinate singularity at the center of a ‘KK-
monopole tube’ – the geometry in the ‘cap’ region is a KK monopole ×S1 [5]. Generically
this S1 does not self-intersect, but if we look at a special limit where the S1 runs m times
around the same path before closing then we get the conical defect singularity arising from
the coincidence of m KK monopoles [14, 15, 5]. For the 3-charge solutions constructed in
this paper we can perform dualities to interchange the D1 and P charges: n1 ↔ np. Now
we have np 6= n(n + 1)n1n5, so we do not get the smooth solutions constructed above;
we get instead extremal limits of the general solution (3.6) which have conical defects
just like the conical defects in [14, 15]. We hope to return to an analysis of more general
3-charge solutions elsewhere.
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Appendix A: The Non-Extremal Solution
We start with a neutral rotating black hole in 5-D lifted to 10-D
ds2 = −
(
1− M
f
)
dt2 +
r2fdr2
(r2 + a21)(r
2 + a22)−Mr2
+ fdθ2
+
[
r2 + a21
(
1 +
M
f
cos2 θ
)]
cos2 θdψ2 +
2Ma1a2
f
sin2 θ cos2 θdψdφ
+
[
r2 + a22
(
1 +
M
f
sin2 θ
)]
sin2 θdφ2 +
2M
f
dt
(
a1 cos
2 θdψ + a2 sin
2 θdφ
)
+ dy2 +
4∑
i=1
dz2i (A.1)
where
f = r2 + a21 sin
2 θ + a22 cos
2 θ (A.2)
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The parameters a1, a2 give the two angular momenta. The dilaton and the gauge fields
vanish. We generate momentum along y by boosting
t = t′ cosh δ5 − y′ sinh δ5
y = −t′ sinh δ5 + y′ cosh δ5 (A.3)
and perform a T-duality Ty along y. We get the geometry of D1 branes
ds210 = −
(
1− M
f
)
dt2
1 +K5
+
2M cosh δ5
f(1 +K5)
ωdt+
dy2
1 +K5
+
r2fdr2
(r2 + a21)(r
2 + a22)−Mr2
+ fdθ2
+
[
r2 + a21
(
1 +
M
f(1 +K5)
cos2 θ
)]
cos2 θdψ2 +
Ma1a2 sin
2 2θ
2f(1 +K5)
dψdφ
+
[
r2 + a22
(
1 +
M
f(1 +K5)
sin2 θ
)]
sin2 θdφ2 +
4∑
i=1
dz2i
B2 = −M sinh δ5
f(1 +K5)
[cosh δ5dt+ ω] ∧ dy
e2Φ = (1 +K5)
−1 (A.4)
where
ω ≡ a1 cos2 θdψ + a2 sin2 θdφ, K5 = M sinh
2 δ5
f
(A.5)
We again boost along y with parameter S1, then do an S-duality, followed by the
T-dualities T1234. We get the D5-P solution
ds210 =
√
1 +K5
[
−
(
1− M cosh
2 δ1
f
)
dt2
1 +K5
+
(
1 +
M sinh2 δ1
f
)
dy2
1 +K5
+
2M cosh δ5 cosh δ1
f(1 +K5)
ωdt− M sinh 2δ1
f(1 +K5)
dtdy − 2M cosh δ5 sinh δ1
f(1 +K5)
ωdy
+
r2fdr2
(r2 + a21)(r
2 + a22)−Mr2
+ fdθ2
+
[
r2 + a21
(
1 +
M
f(1 +K5)
cos2 θ
)]
cos2 θdψ2 +
Ma1a2 sin
2 2θ
2f(1 +K5)
dψdφ
+
[
r2 + a22
(
1 +
M
f(1 +K5)
sin2 θ
)]
sin2 θdφ2 + (1 +K5)
−1
4∑
i=1
dz2i
]
C6 = −M sinh δ5
f(1 +K5)
[cosh δ5dt ∧ dy + ω ∧ (−dt sinh δ1 + dy cosh δ1)] ∧ dz1 ∧ · · · ∧ dz4
e2Φ = 1 +K5 (A.6)
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The solution above has a non-zero six-form RR field which should be converted to a
two-form field before we can perform the next S-duality. The dual two form field C2 is
defined by the equation
F3 = ∗F7 (A.7)
where ∗ is taken with respect to the metric above (in the string frame) and F3 = dC2, F7 =
dC6 are the respective field strengths. F7 has the following non-zero components
Frty1234 =
Mr sinh 2δ5
f 25
Fθty1234 =
M(a21 − a22) sinh 2δ5
2f 25
sin 2θ
Frψt1234 = −2Mra1 sinh δ5 sinh δ1
f 25
cos2 θ Frφt1234 = −2Mra2 sinh δ5 sinh δ1
f 25
sin2 θ
Frψy1234 =
2Mra1 sinh δ5 cosh δ1
f 25
cos2 θ Frφy1234 =
2Mra2 sinh δ5 cosh δ1
f 25
sin2 θ
Fθψt1234 = −Ma1 sinh δ5 sinh δ1
f 25
(r2 + a21 +M sinh
2 δ5) sin 2θ
Fθφt1234 =
Ma2 sinh δ5 sinh δ1
f 25
(r2 + a22 +M sinh
2 δ5) sin 2θ
Fθψy1234 = −Ma1 sinh δ5 cosh δ1
f 25
(r2 + a21 +M sinh
2 δ5) sin 2θ
Fθφy1234 =
Ma2 sinh δ5 cosh δ1
f 25
(r2 + a22 +M sinh
2 δ5) sin 2θ (A.8)
where
f5 ≡ f(1 +K5) = r2 + a21 sin2 θ + a22 cos2 θ +M sinh2 δ5 (A.9)
The determinant of the metric is√
−Det(G) = rf sin θ cos θ√
1 +K5
(A.10)
The non-zero components of the F3 are found to be
Fθψφ =
M(r2 + a21)(r
2 + a22) sin 2θ
f 2
sinh δ5 cosh δ5
Fθyψ =
Ma2(r
2 + a21) sin 2θ
f 2
sinh δ5 sinh δ1
Fθyφ = −Ma1(r
2 + a22) sin 2θ
f 2
sinh δ5 sinh δ1
Fθtψ = −Ma2(r
2 + a21) sin 2θ
f 2
sinh δ5 cosh δ1
Fθtφ =
Ma1(r
2 + a22) sin 2θ
f 2
sinh δ5 cosh δ1
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Frψφ = −Mr(a
2
1 − a22) sin2 2θ
2f 2
sinh δ5 cosh δ5
Fryψ =
2Mra2 cos
2 θ
f 2
sinh δ5 sinh δ1
Fryφ =
2Mra1 sin
2 θ
f 2
sinh δ5 sinh δ1
Frtψ = −2Mra2 cos
2 θ
f 2
sinh δ5 cosh δ1
Frtφ = −2Mra1 sin
2 θ
f 2
sinh δ5 cosh δ1 (A.11)
For the above field strength we find the following gauge field2
Cψφ = −M(r
2 + a22) cos
2 θ
f
sinh δ5 cosh δ5
Cyψ = −Ma2 cos
2 θ
f
sinh δ5 sinh δ1, Cyφ = −Ma1 sin
2 θ
f
sinh δ5 sinh δ1
Ctψ =
Ma2 cos
2 θ
f
sinh δ5 cosh δ1, Ctφ =
Ma1 sin
2 θ
f
sinh δ5 cosh δ1 (A.12)
Performing an S-duality followed by Ty we get the F1-NS5 solution
ds2 = −
(
1− M
f
)
(1 +K1)
−1dt2 + (1 +K1)
−1dy2
+ f(1 +K5)
[
r2)dr2
(r2 + a21)(r
2 + a22)−Mr2
+ dθ2
]
+
[
(r2 + a21)(1 +K5) +
Ma21 cos
2 θ
f(1 +K1)
+ (a22 − a21)
K5K1
1 +K1
cos2 θ
]
cos2 θdψ2
+
[
(r2 + a22)(1 +K5) +
Ma22 sin
2 θ
f(1 +K1)
+ (a21 − a22)
K5K1
1 +K1
sin2 θ
]
sin2 θdφ2
+
2Ma1a2 sin
2 θ cos2 θ
f(1 +K1)
dψdφ+
2Ma1 cosh δ5 cosh δ1
f(1 +K1)
cos2 θdψdt
+
2Ma2 cosh δ5 cosh δ1
f(1 +K1)
sin2 θdφdt+
2Ma2 sinh δ5 sinh δ1
f(1 +K1)
cos2 θdψdy
+
2Ma1 sinh δ5 sinh δ1
f(1 +K1)
sin2 θdφdy +
4∑
i=1
dz2i (A.13)
2This choice is up to the usual gauge freedom. In particular the apparent asymmetry between a1 and
a2 in the component Cψφ can be cured by a different gauge choice.
21
B2 =
M cos2 θ
f(1 +K1)
(a2 sinh δ5 cosh δ1dt + a1 cosh δ5 sinh δ1dy) ∧ dψ
+
M sin2 θ
f(1 +K1)
(a1 sinh δ5 cosh δ1dt + a2 cosh δ5 sinh δ1dy) ∧ dφ
− M sinh δ1 cosh δ1
f(1 +K1)
dt ∧ dy − M sinh 2δ5
2f(1 +K1)
(
r2 + a22 +M sinh
2 δ1
)
cos2 θdψ ∧ dφ
e2Φ =
1 +K5
1 +K1
(A.14)
Finally, doing an S-duality and performing a boost with parameter δp we get the D1-D5-P
solution (4.21)-(4.23).
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