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Czy język naturalny ma strukturę logiczną?
1. Wstęp
Czy logika streszcza najogólniejsze cechy rzeczywistości, czy jest tylko wynikiem 
konwencji językowej? Czy wszyscy ludzie zdrowi na umyśle muszą zgodzić się 
na jedną logikę, czy też każdy język ma swoją własną logikę? Są to pytania, które 
słyszymy często. Wydaje się, że sięgają one aż do najgłębszej sfery filozofii logi-
ki. Jasne, że te dwa pytania pozostają w ścisłym związku; jest to niemal jedno 
pytanie w dwóch formach. Pierwsze z tych pytań czy form okazało się właśnie 
niepoprawne; względnie nawet poprawne, ale nic nie znaczące. Co do drugiego 
pytania, czy formy – okazało się puste... [Quine 1977, s. 143].
Dwa pytania postawione przez Willarda Van Ormana Quine’a w jego niezwykle inspi-
rującej filozoficznie pracy Filozofia logiki zdają się dotykać sedna wysiłków tych spo-
śród logików i filozofów, którzy usiłują określić relację pomiędzy językiem (językami) 
a logiką. Zainicjowany przez Boole’a, Peirce’a i Fregego gwałtowny rozwój aparatury 
formalnej pozwalającej badać i poprawnie formułować logikę zaowocował wieloma 
opozycyjnymi koncepcjami w sporze o ontologiczny i lingwistyczny status logiki.
Ramy niniejszego tekstu nie pozwalają na dokładny przegląd wszystkich, lub 
choćby większości, najbardziej znaczących stanowisk w tej debacie. Należało dokonać 
wyboru reprezentantów poszczególnych orientacji filozoficznych w sporze o relację 
pomiędzy logiką a językiem. Każda selekcja tego rodzaju jest narażona na zarzut arbi-
tralności, wydaje się jednak, iż trzy przedstawione i poddane analizie w dalszej części 
tekstu koncepcje dobrze ilustrują kontrowersje wokół postawionego w tytule proble-
mu oraz przedkładają propozycje jego rozstrzygnięcia.
2. Czym jest logika?
Przez logikę rozumie się zazwyczaj zbiór tez pewnego rachunku logicznego, zbiór 
tautologii logicznych lub relację wynikania logicznego1 [Nowaczyk 1999]. Pomoc-
na w następujących poniżej rozważaniach będzie definicja logiki formalnej oraz onto-
logicznej interpretacji stałej logicznej:
1  Pomijam nierelewantną dla powyższych rozważań definicję logiki jako pewnej określonej 
dyscypliny naukowej.
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Zbiór zdań Z języka L jest systemem logiki ze względu na klasę interpretacji 
K wtedy i tylko wtedy, gdy Z jest zbiorem wszystkich zdań prawdziwych przy 
każdej interpretacji należącej do K i K jest semantyką logiczną ze względu na 
pełny zbiór stałych języka L.
Jeżeli interpretacja I = <U,Δ> należy do K, a ξ jest dowolną stałą języka L, to Δ(ξ) 
jest niezmiennikiem wszystkich permutacji ontologii U [Nowaczyk 1999, s. 87].
Druga z przywołanych eksplikacji wydaje się kluczowa dla uchwycenia pojęcia 
struktury logicznej języka naturalnego. Przez to pojęcie będziemy rozumieć pewien 
wyodrębniony podzbiór leksemów języka naturalnego, mających status wyrażeń 
logicznych, tj. takich, które będą stanowić podstawę pewnej gramatyki logicznej oraz 
rachunku logicznego. Stałe logiczne2 to te leksemy, które pozostają niewrażliwe na 
zmianę należących do pewnej klasy funkcji interpretacyjnych3. Wybór tych wyrażeń 
języka naturalnego, które miałyby stanowić stałe logiczne, jest pierwszym etapem 
odkrywania jego logicznej struktury. Jak twierdzi Janusz Maciaszek [2003], kryterium 
logiczności dla znaku/wyrażenia jest jego przejrzystość, tj. beztreściowość. Drugim 
etapem wydobywania z języka naturalnego struktury logicznej jest stworzenie, na 
podstawie wyodrębnionego zbioru stałych, gramatyki logicznej oraz rachunku logicz-
nego. Warunkiem logiczności takiej teorii jest jej uniwersalność, tj. bycie o wszystkim 
[Maciaszek 2003]. Mówiąc krótko, logika nie może wyróżniać przedmiotu, do którego 
się odnosi.
Susan Haack [1978] wyodrębniła trzy stanowiska w filozofii logiki, rozstrzygające 
metafizyczny problem statusu tej ostatniej. Monizmem nazwała pogląd, wedle któ-
rego istnieje tylko jeden poprawny system logiki, pluralizmem – koncepcję wielu 
poprawnych systemów logiki, instrumentalizmem zaś – przekonanie, iż kategoria 
poprawności jest w odniesieniu do logiki nierelewantna. 
W doktrynie pluralizmu można wyróżnić dwa nurty – tzw. pluralizm lokalny oraz 
pluralizm globalny. Przedstawiciele pierwszego utrzymują, iż wiele alternatywnych 
systemów logiki możemy uznać jednocześnie za poprawne, funkcjonować one będą 
jednak w różnych obszarach4. Od razu widać jednak, że stanowisko pluralizmu lokalne-
go urąga wymogowi uniwersalności teorii logicznej. Jeśli ściśle się go trzymać (a dzia-
łanie takie wydaje się zasadne), takie lokalne teorie stracą status teorii logicznych i stają 
się zwyczajnymi pozalogicznymi teoriami pewnych wyrażeń. Pluralizm lokalny nie 
może zatem stanowić tropu w rozważaniach nad logiczną strukturą języka naturalnego, 
ponieważ termin logika rozumie w niewłaściwy, bardziej potoczny sposób. 
2  W niniejszym tekście używam pojęć stała logiczna oraz wyrażenie logiczne zamiennie. Jak się 
okaże w dalszej części wywodu, synonimiczność obu terminów jest przedmiotem sporu.
3  Np. jeśli wyrażenie jeżeli..., to uznamy za stałą logiczną, to choć w zdaniu Jeżeli stół ma cztery 
nogi, to ma nogi wyrażeniom stół, ma, cztery i nogi możemy przypisać dowolne obiekty z uni-
wersum odniesień języka, funkcja jeżeli..., to w powyższym zdaniu nie ulegnie zmianie, samo 
zdanie zaś zachowa tę samą wartość logiczną.
4  Przykładowo, logika klasyczna miałaby służyć do opisu zjawisk makroskopowych, logika 
kwantowa – zjawisk kwantowych, logika wielowartościowa – dyskursu dotyczącego przyszłości, 
logika deontyczna – dyskursu na temat powinności, logika intuicjonistyczna – działań mate-
matyków itd. 
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Rzecznicy pluralizmu globalnego twierdzą, iż dopuszczalne jest funkcjonowanie 
wielu alternatywnych systemów logiki, spośród których wszystkie możemy określić 
mianem poprawnych. Twierdzą jedynie, że wraz ze zmianą systemu logiki zmieniamy 
znaczenia konstytuujących ją wyrażeń. Innymi słowy, zarówno logika klasyczna, jak 
i intuicjonistyczna mogą być jednocześnie poprawne, jednak poszczególne wyraże-
nia logiczne (np. alternatywa lub negacja) muszą być rozumiane inaczej w obu syste-
mach. Ponieważ same znaki (wyrażenia) logiczne pozostają beztreściowe, o tym, jak 
powinniśmy je interpretować, decyduje system znaczeń danego języka.
Porównując wyróżnione przez Haack stanowiska z ustaleniami poczyniony-
mi wcześniej, możemy stwierdzić, że moniści uznają, iż każdy język naturalny ma 
dokładnie jeden zbiór wyrażeń logicznych, na podstawie którego można stworzyć 
jedną poprawną gramatykę logiczną oraz jeden poprawny rachunek logiczny. Zada-
nie logika polegałoby jedynie na odszukaniu w języku naturalnym leksemów odpo-
wiadających wyrażeniom logicznym oraz skonstruowaniu adekwatnej gramatyki oraz 
rachunku logicznego. 
Pluralista uznałby z kolei, że tak długo, jak nie ustalimy obowiązującego w danym 
języku systemu znaczeń, nie będziemy w stanie wskazać jednego poprawnego syste-
mu logiki. Logik, by dokonać wyboru, potrzebowałby więc pomocy lingwisty, który 
wsparł by go w opracowaniu adekwatnej dla danego języka naturalnego teorii zna-
czenia5. 
Instrumentalista uznałby natomiast, że wybór wyrażeń logicznych oraz gramaty-
ki i rachunku logicznego cechuje się arbitralnością. Jedynym powodem, dla którego 
pewne systemy logiki skłonni jesteśmy odrzucić, inne zaś uznać, jest ich owocność 
lub przydatność dla naszych rozważań. Kryterium trafności czy też adekwatności 
w dyskursie instrumentalistycznym nie istnieje.
Przybliżeniu założeń wyodrębnionych wyżej stanowisk posłuży krótki przegląd 
koncepcji reprezentatywnych dla każdego z nich.
3. Monizm Hansa Reichenbacha
Wedle Hansa Reichenbacha wątpliwości nie powinno wzbudzać istnienie logicznej 
struktury języka naturalnego. Wszak – jak utrzymuje – to właśnie w języku natural-
nym należy szukać korzeni pojęcia logiczności [Maciaszek 2003; Reichenbach 1947]. 
Reichenbach koncentruje się w swych badaniach na języku angielskim, którego gra-
matyka logiczna ma się znacząco różnić od tej, z którą zapoznaje nas standardowa 
gramatyka opisowa6. W swych analizach przypisuje każdemu leksemowi funkcję 
pragmatyczną lub kognitywną. Jedynie wyrażenia należące do drugiej kategorii są 
5  Wynikła z niej teoria logiczna nadal nie byłaby jedyną poprawną, każda inna jednak zmienia-
łaby swój przedmiot z języka naturalnego na jakiś język sztuczny (ze względu na niezgodność 
z przyjętą koncepcją znaczenia).
6  Reichenbach oskarża gramatyków języka angielskiego o posługiwanie się w swych analizach 
nieadekwatnymi kategoriami języka łacińskiego [Maciaszek 2003].
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interesujące, jeśli chcemy wydobyć gramatykę i rachunek logiczny właściwy dla języ-
ka angielskiego. 
Wyrażenia o funkcji kognitywnej możemy podzielić na denotatywne oraz eks-
presywne. Elementy przynależne do pierwszej kategorii odnoszą się do konkretnych 
obiektów z uniwersum, te zaś, które należą do kategorii drugiej, nie mają nomina-
tów – jedynie wyrażają relacje pomiędzy funkcjami i ich argumentami. Reichenbach 
proponuje bowiem nowy podział języka angielskiego na części mowy. W miejsce 
starej i nieadekwatnej kategoryzacji, wyróżniającej czasowniki, rzeczowniki itp., nale-
ży przyjąć nową, uwzględniającą jedynie trzy klasy wyrażeń: argumenty (wyrażenia 
nasycone), funkcje (wyrażenia nienasycone) oraz wyrażenia logiczne. 
Relacja pomiędzy dwoma wymienionymi podziałami nie jest oczywista. Gdyby 
właściwym językiem logiki języka naturalnego był rachunek predykatów I rzędu, 
wówczas kategorie wyrażeń logicznych i ekspresywnych byłyby koekstensywne. 
Ponieważ jednak Reichenbach utrzymuje, iż język naturalny można wyrazić dopie-
ro w języku predykatów rzędu II lub wyższych, właściwy stosunek obu klasyfikacji 
możemy wyrazić tabelką:
Argumenty Funkcje Wyrażenia logiczne
Wyrażenia denotatywne + + +
Wyrażenia ekspresywne – – +
Poszczególne zdania angielskie, wyrażone w języku I rzędu, można tłumaczyć na 
zdania rzędów wyższych7. Nietrudno jednak zauważyć, iż przy przekładzie zdania 
z języka I rzędu na języki rzędów wyższych wyrażenia logiczne mogą stracić swój 
inwariantny charakter8. W konsekwencji może się okazać, iż to, co w języku I rzę-
du było prawdą logiczną, staje się po przekładzie na języki rzędów wyższych jedynie 
prawdą faktualną. By wyeliminować takie ryzyko, Reichenbach wprowadza tzw. zasa-
dę notacyjną, która głosi, że zdanie wyrażone w języku wyższego rzędu pozostaje 
prawdą logiczną, jeśli jest prawdziwe przy wszystkich interpretacjach występujących 
w nich wyrażeń denotatywnych lub przy wszystkich interpretacjach wyrażeń deno-
tatywnych występujących w przekładzie zdania na język możliwie niskiego rzędu 
[Maciaszek 2003].
Wydaje się, iż Reichenbach dokonuje trafnej analizy logicznej języka angielskiego, 
zastrzeżenia wzbudzają jednak niezwykle pojemne kategorie wyrażeń logicznych, któ-
7  Np. w zdaniu „Jan jest łysy” o schemacie logicznym Ł(j) Jan (j) jest argumentem, łysy (Ł) – 
funkcją, a łącznik jest (reprezentowany przez nawiasy w schemacie logicznym) – wyrażeniem 
logicznym. Nietrudno zauważyć, iż dwa pierwsze leksemy odnoszą się do pewnych obiektów, 
ostatni jedynie wyraża relację między nimi. Powyższe zdanie, wyrażone w języku I rzędu, 
możemy przełożyć na zdanie Janowi przysługuje łysość o schemacie logicznym P(ł,j), w którym 
Janowi (j) oraz łysość (ł) to argumenty, przysługuje (P) to funkcja, zaś środkami logicznymi, 
wyrażającymi stosunek pomiędzy nimi są tu końcówki fleksyjne stosownych wyrażeń.
8  W przykładzie z poprzedniego przypisu relacja przysługiwania została wyrażona w pierwszym 
zdaniu za pomocą użytego w funkcji predykatywnej łącznika jest, w drugim zaś – za pomocą 
dwuargumentowego predykatu. W przekładzie straciła więc ona swój ekspresywny charakter 
i stała się wyrażeniem denotatywnym.
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re dzieli na syntaktyczne9, semantyczne10 oraz pragmatyczne11. Mnogość środków 
zakwalifikowanych jako logiczne nakazuje sądzić, iż pojawiłyby się problemy z prze-
kładem struktury logicznej dwóch języków o formie podmiotowo-orzecznikowej, lecz 
znacznie różniących się w gramatykach opisowych12. Choć pomysłowość koncepcji 
Reichenbacha budzi uznanie, tak zrekonstruowana struktura logiczna nastręcza 
trudności. Oprócz wspomnianej powyżej, jest nią przede wszystkim niedomkniętość 
rachunku predykatów wyższych rzędów. Koncepcję Reichenbacha można uznać za 
sensu stricto monistyczną.
4. Instrumentalizm Stephena Kuhna
W artykule Logical expressions, constants and operator logic Stephen Kuhn [1981] 
przedstawia zarys swojego stanowiska w sporze o status logiki i jej relację do języka. 
Wychodzi od konstatacji, iż w języku angielskim13 możemy znaleźć siedem wyrażeń 
uchodzących za stałe. Są to: „oraz”, „lub”, „nie jest tak, że”, „jeżeli..., to”, „wtedy i tyl-
ko wtedy”, „dla każdego”, „dla pewnego”14. Zestaw ten, jak twierdzi Kuhn, stanowi 
podstawę logiki od czasów Arystotelesa. Jak się jednak okazuje, nie wszystkim przy-
wołanym wyrażeniom logicznym zasadnie przypisuje się status stałych. O ile bowiem 
spójniki prawdziwościowe pozostają inwariantne ze względu na wszystkie interpre-
tacje danej klasy, o tyle kwantyfikatory zależne są od dziedziny interpretacji. Należy 
zatem odróżnić pojęcia stałej logicznej, czyli takiego leksemu języka naturalnego, 
który pozostaje niezmienny przy każdej interpretacji określonej klasy, od wyrażenia 
logicznego, stanowiącego jeden z elementów konstrukcyjnych danej logiki.
Kuhn, mimo wyróżnienia zestawu siedmiu wyrażeń języka naturalnego ucho-
dzących za logiczne, utrzymuje, iż podział wyrażeń języka naturalnego na logiczne 
i pozalogiczne ma charakter konwencjonalny, nie zaś zdeterminowany przez samą 
strukturę języka. Przekonaniu temu daje wyraz w czterech sformułowanych przez sie-
bie tezach, o których – jak utrzymuje – często się zapomina:
a) to twórca systemu logicznego wybiera, które wyrażenia mają uchodzić za stałe,
b) nie wszystkie wyrażenia klasycznej logiki predykatów są stałymi,
 9 Zalicza do niej m.in. zaimki, końcówki fleksyjne, stronę bierną, łączniki, znaki przestankowe, 
denotatywne odpowiedniki logicznych wyrażeń syntaktycznych niższego rzędu [Maciaszek 
2003].
10  Do tej kategorii zalicza kwantyfikatory oraz denotatywne odpowiedniki logicznych wyrażeń 
semantycznych niższego rzędu [Maciaszek 2003].
11  Elementami tej kategorii są m.in. zaimki pytajne, wykrzykniki i tryb rozkazujący [Maciaszek 
2003].
12  Intuicja zaś podpowiada, iż takie dwa języki, pomimo powierzchownych rozbieżności, nie róż-
niłyby się strukturą logiczną.
13  Mając jednak na myśli najprawdopodobniej obszerniejszą klasę języków o zbliżonej do angiel-
skiej gramatyce oraz leksykonie.
14  Odpowiadają one klasycznym spójnikom prawdziwościowym: koniunkcji (ш), alternatywy 
(щ), negacji (¬), implikacji materialnej (→), równoważności (←→) oraz kwantyfikatorom: uni-
wersalnemu (С) i egzystencjalnemu (Ф).
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c) stałość jest stopniowalna,
d) wyrażenia logiczne nie wiążą się z żadną konkretną kategorią gramatyczną.
Choć więc dysponujemy już zestawem wyrażeń uznawanych za logiczne, równie 
dobrze moglibyśmy wyznaczyć inny – podziału na wyrażenia logiczne i pozalogiczne 
dokonuje arbitralnie twórca systemu logicznego15.
Kuhn radykalnie sprzeciwia się traktowaniu wszelkich odmian logiki modalnej 
jako logiki. Urągają one bowiem konstytutywnemu dla pojęcia logiki warunkowi uni-
wersalności. Pozostaje zatem stwierdzić, że są zwyczajnymi pozalogicznymi teoriami 
funktorów modalnych. Aby nie stwarzać wrażenia, iż stanowią realną konkurencję 
dla logiki klasycznej, Kuhn proponuje stworzyć w ich miejsce tzw. logikę operato-
rową. Jej język miałby się składać z symboli zdaniowych, skończonego zbioru funk-
torów prawdziwościowych (boole’owskich i – co nie jest wykluczone – innych) oraz 
przeliczalnego zbioru funktorów n-argumentowych. Każdy odgrywający istotną rolę 
w danym systemie logiki predykat lub operator byłby reprezentowany w logice opera-
torowej przez jeden z takich n-argumentowych funktorów i definiowany za pomocą 
zbioru aksjomatów. Semantyka takiego systemu byłaby zbliżona do semantyki świa-
tów możliwych M.J. Cressewella [Kuhn 1981; Maciaszek 2003]. Logika operatorowa 
mogłaby stanowić rozszerzenie klasycznej logiki predykatów, lecz – jak utrzymuje 
Kuhn – klasyczny rachunek predykatów równie dobrze można traktować jako pewien 
szczególny dział logiki operatorowej. Należy pamiętać, że zestaw funktorów praw-
dziwościowych logiki operatorowej nie jest zdeterminowany – pozostaje całkowicie 
zależny od zamysłu twórcy konkretnego systemu. Stanowisko Kuhna, implikujące 
swobodę w podziale wyrażeń języka na logiczne i pozalogiczne, wpisuje się w nurt 
instrumentalizmu w filozofii logiki.
5. Globalny pluralizm Willarda Van Ormana Quine’a
Być może najbardziej interesującym filozoficznie stanowiskiem w sporze o relację logi-
ki i języka naturalnego jest koncepcja Quine’a. Jako ortodoksyjny naturalista, zarysował 
on ciekawą wizję wydobywania logicznej struktury z języka naturalnego. Gramatyk 
i logik zaczyna analizę i obróbkę języka naturalnego od kontaktu z ciągiem fonemów, 
którym jest zobowiązany przypisać odpowiednie, stworzone przez siebie kategorie. 
Kryterium przynależności do danej kategorii gramatycznej jest wymienialność jej 
elementów salva congruitate. Jak się okazuje, warunkowi takiemu trudno sprostać16. 
15 Oczywiście decyzja w kwestii zakwalifikowania danego leksemu do określonej kategorii nie 
pozostaje całkowicie swobodna – nie bylibyśmy skłonni przyznać sformułowaniu podczas 
kolejnej pełni księżyca zdarzy się tak, że... statusu wyrażenia logicznego. (Być może dlatego, że 
jest to zwyczajny funktor zdaniotwórczy o argumentach zdaniowych. Demarkacja pomiędzy 
zwyczajnym a niezwyczajnym funktorem pozostaje jednak niezwykle kłopotliwa. Prawdopo-
dobnie za kryterium uznalibyśmy częstość występowania danego wyrażenia i jego zdolność do 
konstrukcji zdań złożonych ze zdań prostych). 
16  Wystarczy przyjrzeć się dwóm terminom: lepi i szyje, należącym teoretycznie do tej samej gra-
matycznej kategorii czasowników. O ile bowiem po zastąpieniu w zdaniu „Jan lepi bałwana” 
jednego terminu drugim zachowa ono poprawność syntaktyczną (choć wyda się nonsensow-
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Jeśli jednak nieco go osłabimy i wyodrębnimy przy jego użyciu poszczególne kategorie 
gramatyczne, możemy przystąpić do tworzenia gramatyki logicznej. Jej język będzie 
się składać z dwóch klas wyrażeń: leksykonu oraz partykuł. Przez leksykon będziemy 
rozumieć zbiór tych wyrażeń, które dzielą się na kategorie gramatyczne. Partykułami 
zaś będziemy nazywać wyrażenia niewymienialne salva congruitate z żadnymi innymi. 
Te ostatnie nie denotują żadnych obiektów, pełnią jedynie funkcje składniowe – może-
my więc uznać je za wyrażenia logiczne. Quine optuje za przyjęciem tzw. gramatyki 
standardowej17 języka rachunku predykatów I rzędu jako adekwatnie oddającej struk-
turę logiczną języka naturalnego18. Językom wyższych rzędów brakuje zupełności. 
Ponadto, ponieważ kwantyfikujemy w nich po predykatach19, powołujemy do istnienia 
byty zwane cechami, których status jest mocno niejasny. Można uznać, iż rachunek 
predykatów I rzędu jako adekwatny model struktury logicznej języka naturalnego to 
roszczenie dość skromne. Przemawiają jednak za tym silne racje. Logiki temporalne 
odrzuca Quine jako nietrafne ze względu na przyjęcie czterowymiarowej, uwzględ-
niającej czas i przestrzeń ontologii. Nieadekwatność logik modalnych jest implikowa-
na natomiast niejasnym statusem funktorów modalnych. Modalności pojmuje Quine 
jako sposoby mówienia o rzeczach, nie zaś sposoby istnienia rzeczy. Mają więc one 
charakter de dicto, nie zaś de re. Jeśli więc znajdą się w zasięgu kwantyfikatora egzy-
stencjalnego, zwyczajnie nie będziemy wiedzieć, o czym mówimy [Haack 1978]. Logiki 
intuicjonistyczne i wielowartościowe dopuszczają się sprzecznej z językowym uzusem 
interpretacji spójników prawdziwościowych20 [Quine 1977].
Choć Quine trzyma się dość ryzykownej tezy, iż logikę możemy poddawać rewi-
zji jak każdy inny system zdań, istnienie struktury logicznej języka naturalnego nie 
podlega dlań wątpliwości. Ujawnia się ona przy próbach przekładu zdań i terminów 
z jednego języka na drugi. Jeśli tłumaczymy zdania nieobserwacyjne, korzystamy 
ne), o tyle w zdaniu „Szyje łabędzi są białe” nie możemy dokonać podstawienia, nie tracąc 
gramatycznej poprawności [Quine 1977].
17  Przez gramatykę standardową rozumiem tutaj język rachunku predykatów I rzędu, składający 
się ze zmiennych indywiduowych, predykatów, spójników negacji i koniunkcji oraz kwanty-
fikatora egzystencjalnego wraz z regułami transformacji. Identyczności nie uznaje Quine za 
stałą logiczną, gdyż, jak pokazuje, można zdefiniować ją za pomocą wyrażeń języka I rzędu.
18  Znajduje co najmniej trzy racje przemawiające za takim posunięciem: gramatyka standardo-
wa jest ekstensjonalna, zupełna oraz zachowuje wszystkie definicje prawdy logicznej. Ponadto 
zapewnia jednolitą kwantyfikację po wszystkich zmiennych.
19  Musimy pamiętać, iż zmienna znajdująca się w zasięgu kwantyfikatora egzystencjalnego czyni 
według Quine’a zobowiązanie ontologiczne.
20  Zarzutów pod adresem Quine’owskiego przywiązania do rachunku predykatów I rzędu można 
postawić więcej. Wydaje się bowiem, iż logiki niemonotoniczne – tj. takie, w których jeśli 
zbiór przesłanek A jest powiązany relacją wynikania ze zbiorem konsekwencji B, to nie każdy 
właściwy nadzbiór A dziedziczy tę relację z B [Makinson 2008] – lepiej oddają wnioskowa-
nie w języku naturalnym niż logiki monotoniczne. Podobnie, logiki relewantne trafniej niż 
klasyczne oddają potoczne rozumienie spójnika implikacji. Także teoria mnogości zdaje się 
dostarczać narzędzi, bez pomocy których nie jesteśmy w stanie wyrazić pewnych pojęć (np. 
większość). Należy jednak wyjaśnić, że Quine nie sprzeciwiał się zastosowaniu teorii mnogości 
jako narzędzia modelującego język naturalny. Uznawał jedynie, iż ma ona status pozalogiczny, 
gdyż w całości jest wyrażalna w języku predykatów I rzędu. Powyższe uwagi zawdzięczam 
Juliuszowi Doboszewskiemu oraz mgr. Pawłowi Balcerakowi.
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wówczas z tzw. hipotez analitycznych, do których należy zaliczyć przekonania o ist-
nieniu stałych logicznych w języku, z którego przekładamy, oraz o izomorficzności 
(w tym przypadku – przekładalności) struktur logicznych obu języków [Maciaszek 
2003; Quine 1977, 1999]. Choć w Dwóch dogmatach empiryzmu Quine jawił się jako 
monista, w Filozofii logiki zajmuje stanowisko globalnego pluralisty [Haack 1978; 
Quine 1977, 2000]. Możemy, jak twierdzi, zmienić logikę21, jednakże pociąga to za 
sobą zmianę przedmiotu badań, czyli języka. Innymi słowy, zastany system znaków 
(wraz z systemem znaczeń) obliguje nas do przyjęcia konkretnego systemu logiki, 
jednakże możemy ten ostatni zmienić, zmieniając ten pierwszy, tj. idąc wbrew przyję-
temu powszechnie językowemu uzusowi.
6. Rozstrzygnięcie?
Jedynym empirycznym sposobem rozstrzygnięcia sporu pomiędzy monizmem a in stru-
mentalizmem logicznym wydaje się test Turinga. Jego przygotowanie wymagało-
by zapewne kooperacji logików, informatyków i lingwistów22, którzy stworzyliby 
automat operujący językiem naturalnym na podstawie konkretnego systemu logi-
ki. Należy jednak zauważyć, iż rozwiązanie to mogłoby sfalsyfikować jedynie tezę 
monisty. Tezy instrumentalisty wydają się empirycznie niefalsyfikowalne. Czy moż-
na rozwiązać zarysowany powyżej spór apriorycznie? Wydaje się, że nie wchodzi 
to w grę. Jeśli jednak poważnie potraktować słowa Haack [1996], która twierdzi, iż 
nie da się wykluczyć, że struktura logiczna jest immanentną częścią każdego odpo-
wiednio rozwiniętego systemu znaków, najłatwiej skłonić się do nurtu pluralizmu 
globalnego (do którego przyznaje się zarówno Quine, jak i Haack), dopuszczającego 
wielość systemów logiki dla wielu rozmaitych języków. Ponieważ logika jest wypad-
kową gramatyki i prawdy, każdy system logiczny ujawnia inny aspekt świata. Inny, 
jako że zmienia się gramatyka. Mówi jednak o świecie, nie zaś o języku, dzięki kom-
ponentowi prawdy [Quine 1977].
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