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Abstract
This paper focuses on a two machine re-entrant flow shop scheduling problem with the objective of minimizing makespan. In
the re-entrant flow shop considered here, each job has the processing route (M1, M2, M1, M2, . . . , M1, M2). We present heuristic
algorithms, some are modified from existing algorithms and some are newly developed. Extensive computational experiments are
performed to evaluate the performance of the heuristics. Results of the experiments show that the performance of heuristics is
significantly affected by the distribution of workloads on machines and some of them are excellent.
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1. Introduction
In this paper we consider a two machine re-entrant flow shop scheduling problem with the objective of minimizing
makespan. In contrast to the classical scheduling assumption that each job visits each machine at most once, the re-
entrant shop is a new type of manufacturing shop. The basic characteristic of a re-entrant shop is that a job visits
certain machines more than once, for example, in semiconductor manufacturing the machines used in the product line
are extremely expensive and comprise 75% of the total cost of a wafer fabrication plant. Consequently, each wafer
revisits the same machines several times to produce different layers [1]. Other practical applications of re-entrant
models include signal processing, printed circuit boards, production planning for facilities containing a hub [7,8,11],
bridge construction [12] and so on.
Recently many papers have dealt with the re-entrant flow shop scheduling. Choi and Kim [4] considered the
makespan problem with the jobs having the processing route (M1, M2, . . . , Mm , M1, M2, . . . , Mm , . . . , M1, M2,
. . . , Mm). They developed several effective heuristic algorithms. Chen et al. [3] proposed a hybrid genetic algorithm
to solve the same problem. Pan and Chen [9] showed that the re-entrant permutation flow shop scheduling problem
with the objective of minimizing makespan is NP-hard in the strong sense even for the two-machine case and give
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mixed integer programming formulations and heuristic algorithms for the problem. Chen et al. [2] applied hybrid
tabu search to solve the same problem. Demirkol and Uzsoy [6] suggested decomposition methods for the objective
of minimizing maximum lateness in a re-entrant flow shop with sequence dependent setup times. Choi and Kim
[5] studied the re-entrant production flows that each job has the processing route (M1, M2, M1, M2). To minimize
makespan, they developed dominance properties, lower bounds and heuristic algorithms, and used these to develop a
branch and bound algorithm. Yang et al. [12] considered the same processing route with multi-family jobs and setup
times included. They showed that the problem is NP-hard and derived some theoretical results also proposing a branch
and bound algorithm. In this paper, we consider the two-machine re-entrant flow shop scheduling problem where
each job has the processing route (M1, M2, M1, M2, . . . , M1, M2) and choose minimizing makespan as the objective
function, so it is an extension of the model in [5] and also a special case of the problem in [4]. Obviously, the re-entrant
problem considered in this paper is also NP-hard. We develop some heuristic algorithms to minimize the makespan.
The paper is organized as follows: in the next section, the problem description and assumptions are stated briefly;
Section 3 presents some heuristic algorithms; computational experiments and analysis of the results are performed in
Section 4; finally, Section 5 presents the conclusion with a short summary and discussion of future research directions.
2. Problem description and assumptions
In the two-machine re-entrant flow shop scheduling problem considered here, there are n jobs to be processed on
two machines with the processing route (M1, M2, M1, M2, . . . , M1, M2). Every job can be decomposed into several
levels each of which starts on machine 1 and finishes on machine 2. We consider only the general case where all jobs
have the same number of levels and denote it as L . The cases for which jobs revisit the machines a different number
of times can be obtained by letting some of the processing times be zero.
In this paper we consider the L levels of each job as L independent sub-jobs which are subject to precedence
constraints. The precedence constraints mean that the process of the (l + 1)th sub-job on machine 1 can not be started
before the process of the lth sub-job on machine 2 is completed, where l = 1, 2, . . . , L − 1. The sub-jobs of the same
job do not need to be processed successively, they can be interrupted by sub-jobs from other jobs. In this way, we trans-
form a re-entrant two-machine flow shop with n jobs into a non-re-entrant two-machine flow shop with nL sub-jobs.
In addition, we assume that all the jobs are available at time zero and the machines do not breakdown during the
work. Each machine can handle only one sub-job at a time and different operations of the same job cannot be processed
simultaneously. Preemption is not allowed, that is, we need to keep an operation to be processed on a machine until it
is completed. There is no setup time required before jobs are processed on any machine or setup times are included in
the processing times. The objective is to minimize the maximum completion time.
In this paper we consider only permutation schedules in which sequences of sub-jobs on the two machines are the
same. Note that in the ordinary two-machine flow shop scheduling problem, a permutation schedule is defined as one
in which sequences of jobs on the two machines are the same. Although the permutation schedules are not dominant
in the re-entrant flow shop problem considered in this paper, they are preferred to nonpermutation schedules in most
real systems, see [5] for detail.
3. Heuristic algorithms
Choi and Kim [4] developed two simple heuristic algorithms, two hybrid algorithms, and three constructive
algorithms for m-machine re-entrant flow shop, where the key idea of a hybrid algorithm is a combination of simple
heuristic algorithms and the essence of a constructive algorithm is an improvement of an initial sequence which can
be obtained randomly or by simple heuristic algorithms. In addition, it is shown that the constructive algorithm works
better when a better seed sequence is used, therefore, in this paper we consider only simple heuristic algorithms.
3.1. Modified lower bound-based algorithm (MLBB)
This algorithm is a little different from that in [4] on the computation of lower bounds. In the two-machine case we
can obtain tighter lower bounds by Johnson’s rule [5]. In this algorithm sub-jobs are scheduled one by one according
to priorities which are obtained from lower bounds on the makespan. Let σ and U denote the current partial schedule
and the set of sub-jobs not yet scheduled, respectively. Here we define available sub-jobs as the lth sub-jobs when the
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(l − 1)th sub-jobs have been scheduled, l = 1, 2, . . . , L , and let A be the set of all available sub-jobs, obviously, A
is a subset of U . In each iteration of the algorithm, we assume that the sub-job k, in A, being considered is scheduled
just after the current partial schedule and relax the precedence constraints of the sub-jobs that are not yet scheduled,
then we apply the Johnson’s rule to compute the lower bounds as
B(σk) = max
{
C1(σk)+ C Jmax(U − {k}), C2(σk)+
∑
a∈U−{k}
pa2
}
whereC Jmax(U−{k}) denotes the makespan of the sub-jobs inU−{k} scheduled by Johnson’s rule.C1(σk) andC2(σk)
denote the completion time of the partial schedule σk on machine 1 and machine 2 respectively. In the current set A
a sub-job that gives the minimum lower bound is selected and actually scheduled after the current partial schedule.
The new augmented partial schedule is used for the next iteration until there is only one sub-job left in U , adding the
sub-job just after the current partial schedule gives the final sequence.
We summarize the procedure of the algorithm as follows.
Step 0. Set σ = φ, C1 (σ ) = C2 (σ ) = 0, let U be the set of all sub-jobs and A be the set of all the sub-jobs at the
first level.
Step 1. If U = φ, terminate. Otherwise, for each sub-job k ∈ A, compute the lower bound B(σk).
Step 2. Select the sub-job with the lowest lower bound in the current A and denote it as k∗.
Step 3. Let σ ← σk∗and delete sub-job k∗ fromU and A. At the same time, if it exists, add k∗’s immediate successor
to A. Compute
C1 (σ )← max
{
C1(σ ), C p
(
k∗
)}+ pk∗1
C2 (σ )← max {C1(σ ), C2 (σ )} + pk∗2
and save them, where C p (k∗) denotes the completion time of k∗’s immediate predecessor on machine 2, and
pk∗1, pk∗2 denote the processing times of k∗ on machine 1 and machine 2, respectively. Go to step 1.
The worst-case computational complexity of this algorithm is O(n3L2 log(nL)) .
3.2. Weighted idle time-based algorithm (WITB)
The idea for this algorithm comes from the Weighted Profile Fitting heuristic in [10] for cyclic scheduling of a
flow line. In a flow shop the workloads on the machines can be imbalanced, that is to say there may be a bottleneck
machine at which more processing has to be done than on any other machine. It is intuitive that idle time on a
bottleneck machine is more damaging than idle time on a nonbottleneck machine. So, based on the idle time-based
(ITB) algorithm presented in [4], we have developed a weighted idle time-based algorithm. In WITB, when measuring
the total idle time caused by appending an available sub-job at the end of current partial sequence, we weight each
idle time by a factor proportional to the degree of congestion at the particular machine. The higher the degree of
congestion is at a machine, the larger the weight. In this paper, the degree of the congestion at a machine is described
by the total processing time for all sub-jobs on the machine and the weighting factors are denoted by w1 and w2. The
procedure of this algorithm is as follows:
Step 0. Set σ = φ, C1 (σ ) = C2 (σ ) = 0, compute the weighting factors of machine 1 and machine 2 as
w1 = max
{
nL∑
i=1
pi1
/ nL∑
i=1
pi2, 1
}
, w2 = max
{
nL∑
i=1
pi2
/ nL∑
i=1
pi1, 1
}
,
let U be the set of all sub-jobs and A be the set of all the sub-jobs at the first level.
Step 1. If U = φ, terminate. Otherwise, for each sub-job k ∈ A, compute the total idle time
I (σk) = w1 (C1 (σk)− C1 (σ )− pk1)+ w2 (C2 (σk)− C2 (σ )− pk2) .
Step 2. Select the sub-job with the lowest value of idle time in the current A and denote it by k∗.
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Step 3. Let σ ← σk∗and delete sub-job k∗ fromU and A, at the same time, if it exists, add k∗’s immediate successor
to A . Compute
C1 (σ )← max
{
C1 (σ ) , C p
(
k∗
)}+ pk∗1
C2 (σ )← max {C1 (σ ) , C2 (σ )} + pk∗2
and save them, where C p (k∗), pk∗1, pk∗2 have the same meanings as defined in MLBB Algorithm. Go to
step 1.
This algorithm requires O (n2L) time, while the worst-case computational complexity of ITB algorithm presented
in [4] is O (n2L2m) for m-machines. This is because the introduction of the set of available sub-jobs A has reduced
the running time. Note that the weighted idle time-based algorithm can also be used in flow shops that have more than
two machines.
3.3. Extended Johnson’s algorithm (EJ)
Johnson’s rule is a classical algorithm for two-machine flow shop scheduling problems. Although larger, more
complicated flow shop scheduling problems have turned out to be intractable, Johnson’s elegant scheduling rule
continues to be a useful component in many heuristics for solving them. In this algorithm, we applied Johnson’s
rule to every level of the sub-jobs and then sequenced the Johnson’s schedules level by level. We finally obtained the
schedule of all the sub-jobs . The detailed procedure for this algorithm is given below:
Step 1. Schedule each level of sub-jobs by Johnson’s rule and get sequences S1, S2, . . . , SL .
Step 2. Let S = (S1, S2, . . . , SL) be the schedule of all the sub-jobs.
This algorithm requires O (nL log n) time.
Having presented the heuristic algorithms, we now processed to discuss the computational experiments conducted
to evaluate their performance.
4. Computational experiments
4.1. Experimental design
An extensive set of computational experiments using randomly generated test problems was conducted to evaluate
the performance of the simple heuristics presented in this paper and that given in [4]. Three main factors are varied
in the computational experiments: the number of jobs n, the number of levels of each job L , and the processing time
range factor R. For the computational experiments conducted in the literature, it was usually assumed that there is no
bottleneck machine in a workshop and the distribution of processing times on all machines are the same in each test
problem, but this is often violated in practice. Since generally the processing times of the operations were generated
from the discrete uniform distribution within a range of [1, 10R], we let R = 5 for a nonbottleneck machine and
R = 10 for a bottleneck machine in this paper. Consequently, we generated three groups of test problems. In group
1 there is no bottleneck machine and R = 10 for machine 1 and machine 2. In group 2 machine 2 is a bottleneck
machine with R = 10 and machine 1 is a nonbottleneck machine with R = 5. In group 3 machine 1 is a bottleneck
machine with R = 10 and machine 2 is a nonbottleneck machine with R = 5. For each group we solved ten problems
for each of all combinations of four levels of n(20, 50, 100 and 200), and three levels of L(2, 5 and 10), yielding a
total of 360 randomly generated problem instances. All the suggested algorithms were coded in the C programming
language and run on a personal computer with a Pentium 4 processor operating at 1.2 GHz clock speed.
Since optimal solutions cannot be obtained in a reasonable amount of time, we show the performance of the heuris-
tic algorithm by the percentage gaps of heuristic solutions from a simple lower bound as many other researchers have.
By relaxing precedence constraints among the sub-jobs and then scheduling all the sub-jobs by Johnson’s rule, we get
the lower bound as C Jmax (G), where G is the set of all the sub-jobs and the meaning of C
J
max is the same as defined in
Section 3.1.
4.2. Results
The computational results for three groups of test problems are given in Tables 1–3 respectively. In each table, the
Avg., Std., and B values represent the average of the percentage gaps, the standard deviation of the percentage gaps
and the number of best solutions obtained out of 10 instances.
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Table 1
Performance of the heuristics in the test problems of group 1, in which there is no bottleneck machine
n L LBB MLBB ITB WITB EJ
Avg. Std. B Avg. Std. B Avg. Std. B Avg. Std. B Avg. Std. B
2 3.46 2.32 0 2.54 2.42 1 2.59 2.08 2 2.43 1.95 2 1.34 2.28 7
20 5 4.90 2.15 2 4.40 2.21 3 2.54 1.33 5 2.54 1.33 5 3.78 1.96 2
10 3.96 1.45 2 3.90 1.49 2 2.71 1.11 5 2.66 1.13 6 5.51 2.01 2
2 1.55 1.17 0 1.38 1.20 1 0.90 1.34 6 0.90 1.34 6 0.74 2.33 8
50 5 2.03 1.36 1 2.06 1.36 1 0.59 0.62 7 0.59 0.62 7 1.74 1.02 1
10 2.84 1.84 1 2.83 1.82 0 0.99 0.74 8 0.99 0.74 8 2.92 1.40 1
2 0.75 0.52 0 0.55 0.39 3 0.47 0.51 3 0.47 0.51 3 0.44 0.65 5
100 5 0.98 0.50 2 1.06 0.45 1 0.33 0.27 8 0.33 0.27 8 2.63 1.37 0
10 1.93 1.84 4 1.93 1.83 3 0.67 0.44 5 0.67 0.44 5 1.64 0.66 1
2 0.44 0.33 3 0.42 0.38 2 0.36 0.35 5 0.36 0.35 5 0.91 1.50 6
200 5 0.73 0.56 1 0.72 0.56 1 0.39 0.37 5 0.39 0.37 5 0.94 0.75 4
10 1.31 1.74 1 1.31 1.74 0 0.26 0.25 9 0.26 0.25 9 1.27 0.69 0
Table 2
Performance of the heuristics in the test problems of group 2, in which machine 2 is a bottleneck machine
n L LBB MLBB ITB WITB EJ
Avg. Std. B Avg. Std. B Avg. Std. B Avg. Std. B Avg. Std. B
2 0.83 1.08 5 0.74 0.92 5 0.09 0.16 9 0.09 0.16 9 0.10 0.14 9
20 5 1.57 0.74 0 1.62 0.65 0 0.05 0.07 9 0.05 0.07 9 0.12 0.06 1
10 1.30 0.69 0 1.36 0.74 0 0.01 0.01 10 0.01 0.01 10 0.08 0.03 0
2 0.37 0.40 3 0.37 0.40 3 0.02 0.02 10 0.02 0.02 10 0.03 0.02 8
50 5 0.49 0.29 0 0.48 0.28 0 <0.01 0.01 10 <0.01 0.01 10 0.01 0.02 6
10 0.75 0.37 0 0.75 0.37 0 <0.01 0.01 10 <0.01 0.01 10 0.01 0.01 3
2 0.16 0.17 5 0.16 0.17 5 <0.01 <0.01 10 <0.01 <0.01 10 <0.01 0.01 7
100 5 0.23 0.16 1 0.25 0.17 1 <0.01 <0.01 10 <0.01 <0.01 10 <0.01 <0.01 5
10 0.29 0.16 0 0.30 0.16 0 <0.01 <0.01 10 <0.01 <0.01 10 <0.01 <0.01 3
2 0.08 0.08 3 0.08 0.08 3 0 0 10 0 0 10 0 0 10
200 5 0.07 0.07 0 0.07 0.07 0 0 0 10 0 0 10 <0.01 <0.01 9
10 0.11 0.05 0 0.11 0.05 0 0 0 10 0 0 10 <0.01 <0.01 9
Table 1 shows the performance of the simple heuristics in the test problems of group 1 in which there is no
bottleneck machine and the processing times on machine 1 and 2 were generated from the discrete uniform distribution
within a range of [1, 100]. We can see from Table 1 that the average performance of all heuristics tends to improve
gradually with an increasing number of jobs, but they tend to degrade with an increasing number of levels, except for
ITB and WITB, where more best solutions were obtained for larger numbers of levels. EJ worked well for a small
number of levels (e.g. L = 2) on the number of best solutions. Note that the sum of the B values of all heuristics in
10 test problems of a combination may exceed 10, this is because in some cases several of the heuristics obtained the
best solution simultaneously in a test problem. In general, ITB and WITB outperformed the other heuristics in the test
problems of group 1.
The results of test problems in group 2 are given in Table 2. We define machine 2 as a bottleneck machine by setting
the range of processing time values. Examining Table 2, we see that the average performance of all heuristics tend
to improve gradually with increasing number of jobs, however there is no obvious trend with increasing number of
levels. Among the five heuristics, LBB and MLBB were significantly outperformed by others, ITB and WITB worked
better than EJ and got the best solutions in almost all the test problems. EJ worked well for small numbers of levels
on the number of best solutions as in group 1.
Table 3 shows the computational results of test problems in group 3 where machine 1 is a bottleneck machine.
The trend of the average performance of all heuristics with an increasing number of jobs is the same as for group 1
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Table 3
Performance of the heuristics in the test problems of group 3, in which machine 1 is a bottleneck machine
n L LBB MLBB ITB WITB EJ
Avg. Std. B Avg. Std. B Avg. Std. B Avg. Std. B Avg. Std. B
2 0.86 1.11 3 0.77 1.14 3 3.41 1.69 0 2.30 1.02 0 0.08 0.13 10
20 5 1.20 0.78 0 1.20 0.78 0 5.18 1.03 0 2.30 0.62 0 0.10 0.08 10
10 1.39 0.59 0 1.37 0.57 0 6.45 1.50 0 3.31 0.83 0 0.12 0.06 10
2 0.37 0.43 4 0.23 0.30 4 2.21 0.75 0 1.43 0.50 0 0.02 0.02 8
50 5 0.54 0.29 1 0.55 0.39 1 4.92 1.36 0 2.27 0.52 0 0.01 0.01 10
10 0.45 0.08 0 0.43 0.09 0 5.92 0.71 0 2.60 0.50 0 0.01 0.01 10
2 0.16 0.19 1 0.14 0.17 1 2.42 0.58 0 1.21 0.43 0 0 0 10
100 5 0.27 0.17 0 0.25 0.11 0 4.58 0.50 0 2.31 0.38 0 <0.01 <0.01 10
10 0.24 0.10 0 0.24 0.10 0 6.08 0.54 0 2.61 0.37 0 <0.01 <0.01 10
2 0.03 0.05 5 0.04 0.05 5 1.95 0.34 0 1.12 0.30 0 0 0 10
200 5 0.19 0.06 0 0.17 0.08 0 4.27 0.33 0 1.88 0.17 0 <0.01 <0.01 10
10 0.14 0.04 0 0.14 0.05 0 5.49 0.45 0 2.31 0.19 0 <0.01 <0.01 10
and group 2. This indicates that a large number of different jobs can reduce the effect of the precedence constraints
caused by re-entrance to the makespan. The performance tends to degrade with increasing number of levels except for
LBB and MLBB. EJ significantly outperformed all the other heuristics and got the best solutions in almost all the test
problems, LBB and MLBB were the next best. In complete contrast to the results in Tables 1 and 2, ITB and WITB
were overshadowed by the other three heuristics and did not obtain even one best solution in all the test problems.
However, WITB worked much better than ITB in group 3 compared to the closeness of their results in group 1 and
group 2.
Combining the three tables, we also find that MLBB worked better than LBB in general and WITB worked better
than ITB, especially in group 3. In fact, the computational results of WITB exceeded or was equal to that of ITB in
every test problem. However, the fact that we are comparing the heuristics to a lower bound on the optimal solution
value and not to the optimal solution value itself should also be borne in mind. In general, comparison of the standard
deviations is similar to that of the averages of the percentage gaps.
One most important result is that the performance of the heuristics is significantly affected by the existence
of a bottleneck machine, therefore we should choose heuristics according to the distribution of workloads on the
machines in practice. The computational complexity of a heuristic is also an important factor that must be taken into
consideration. From Section 3, we know that all the heuristics except MLBB require low-order polynomial time and
EJ requires the least. MLBB is the most time-consuming individual heuristic, requiring hours of CPU time under the
computational conditions presented in Section 4.1 to solve a 200 jobs problem instance with L = 10.
Summarizing our conclusions as to performance and computational complexity, EJ and WITB are to be preferred
among the five individual heuristics, they can combine with hybrid algorithms and constructive algorithms to get
better solutions. In practice, we can make a trade-off between the accuracy of solution and computational time to
decide which algorithm to choose.
5. Summary and future research
In this paper we have examined a two machine re-entrant flow shop scheduling problem with the objective of
minimizing makespan. This problem is of interest not only from a theoretical point of view but also for its extensive
application in practice. As the general problem is NP-hard, we suggested a number of heuristics and evaluated their
performance through extensive computational experiments. The results indicate that the performance of the heuristics
is significantly affected by the distribution of the workload on machines and two of the heuristics are to be preferred.
There are a number of directions for future research, for example, it may be necessary to develop more efficient
heuristics to solve the problem. Study of problems with other objectives is also an important direction. In addition,
because of its application to semiconductor manufacturing, more general cases such as those in which setup times are
required between processings of different types of jobs and in which batch processing machines are used should be
considered.
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