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Abstract
In this paper, first we introduce a new mapping for finding a common fixed point of an infinite
family of nonexpansive mappings then we consider iterative method for finding a common element
of the set of fixed points of an infinite family of nonexpansive mappings, the set of solutions of
an equilibrium problem and the set of solutions of the variational inequality for α-inverse-strongly
monotone mapping in a Hilbert space. We show that under suitable conditions, the sequence converges
strongly to a common element of the above three sets. Our results presented in this paper improve
and extend other results.
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1 Introduction and preliminaries
Throughout this paper, we always assume that H is a real Hilbert space with inner product, 〈., .〉 and
norm, ‖.‖, respectively and C is a nonempty closed convex subset of H . We use F(T) to denote the set of
fixed point of T . Recall that a mapping T : C −→ C is called nonexpansive if ‖Tx−Ty‖ ≤ ‖x−y‖, ∀x, y ∈
C, and is a contraction, if there exists a constant α ∈ (0, 1) such that ‖Tx− Ty‖ ≤ α‖x− y‖, ∀x, y ∈ C.
Let B : C −→ H be a mapping, the classical variational inequality problem is to find a u ∈ C such that,
〈Bu, v − u〉 ≥ 0, ∀v ∈ C. (1.1)
The set of solution of variational inequality (1.1) is denoted by VI(B,C).
An operator A is said to be strongly positive if there exists a constant γ¯ > 0 such that, 〈Ax, x〉 ≥
γ¯‖x‖2, ∀x ∈ H . It is easy to see that the following is true,
u ∈ V I(B,C)⇐⇒ u = PC(u− λBu), λ > 0.
Let F be a bifunction of C × C −→ R. The equilibrium problem for F : C × C −→ R is to find x ∈ C
such that,
F (x, y) ≥ 0 (1.2)
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for all y ∈ C, the set of solution of (1.2) is denoted by EP(F). It is well known that for every point x ∈ H ,
there exists a unique nearest point in C, denoted by PCx, such that ‖x− PCx‖ ≤ ‖x− y‖, ∀y ∈ C.
PC is called the metric projection of H onto C and is a nonexpansive mapping which satisfies
〈x− y, PCx− PCy〉 ≥ ‖PCx− PCy‖
2, ∀x, y ∈ H.
Moreover, PCx is characterized by the following properties, PCx ∈ C and
〈x− PCx, y − PCy〉 ≤ 0,
‖x− y‖2 ≥ ‖x− PCx‖
2 + ‖y − PCx‖
2,
for all x ∈ H , y ∈ C.
For solving the equilibrium problem for a bifunctional F : C × C −→ R, let us assume that F satisfies
the following conditions:
(A1) F (x, x) = 0, for all x ∈ C;
(A2) F is monotone, i.e., F (x, y) + F (y, x) ≤ 0, for all x, y ∈ C;
(A3) for each x, y, z ∈ C, limt→0 F (tz + (1− t)x, y) ≤ F (x, y);
(A4) for each x ∈ C, y 7−→ F (x, y) is convex and lower semicontinuous.
Recall that a mapping B : C −→ H is said to be:
(i) monotone if 〈Bu−Bv, u− v〉 ≥ 0, ∀u, v ∈ C;
(ii) L-Lipschitz if there exists a constant L > 0 such that ‖Bu−Bv‖ ≤ L‖u− v‖, for all u, v ∈ C;
(iii) α-inverse-strongly monotone, if there exists a positive real number α such that
〈Bu−Bv, u − v〉 ≥ α‖Bu−Bv‖2, ∀u, v ∈ C. (1.3)
We know that any α-inverse-strongly monotone mapping B is monotone and ( 1
α
)-Lipschitz continuous.
Numerous problems in physics, optimization and economics are to find a solution of (1.2). Let A be
strongly positive bounded linear operator on H , a typical problem is to minimize a quadratic function
over the set of the fixed points of a nonexpansive mapping on a real Hilbert space H, i.e.,
min
x∈F (T )
1
2
〈Ax, x〉 − 〈x, b〉,
where b is a given point in H .
Takahashi [8] introduced an iterative method for finding a common element of equilibrium points of F
and the set of fixed points of a nonexpansive mapping in Hilbert spaces as follows:
F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αnf(xn) + (1− αn)Tun.
They proved under certain conditions {xn} and {un} converges strongly to z ∈ F (T )
⋂
EP (F ), where
z ∈ PF (T )
⋂
EP (F )f(z).
Moreover, Plubtieng and Pungpaeng [4] introduced the following iterative scheme:
F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ H,
xn+1 = αnγf(xn) + (I − αnA)Tun, ∀n ∈ N.
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They proved under certain appropriate conditions on {αn} and {rn} the sequence {xn} and {un} gen-
erated by above scheme converges strongly to the unique solution of the variational inequality 〈(A −
γf)z, x− z〉 ≥ 0, ∀x ∈ F (T )
⋂
EP (F ).
Zhao and He [11] introduced the following process:
F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,
yn = snPC(un − λnAun) + (1 − sn)xn,
xn+1 = αnu+ βnxn + γnWn(PC(yn − λnAyn)).
They proved under some conditions the sequences {xn} and {un} converges strongly to
z ∈
⋂∞
i=1 F (Ti)
⋂
V I(A,C)
⋂
EP (F ), where Wn is defined by Shimoji and Takahashi [6], as follows:
Un,n+1 = I,
Un,n = γnTnUn,n+1 + (1− γn)I,
Un,n−1 = γn−1Tn−1Un,n + (1− γn−1)I,
...
Un,k = γkTkUn,k+1 + (1− γk)I,
Un,k−1 = γk−1Tk−1Un,k + (1− γk−1)I,
...
Un,2 = γ2T2Un,3 + (1 − γ2)I,
Wn = Un,1 = γ1T1Un,2 + (1− γ1)I,
(1.4)
where γ1, γ2, ... are real numbers such that 0 ≤ γn ≤ 1, T1, T2, ... are an infinite family of mappings of H
into itself. Note that the nonexpansivity of each Ti ensures the nonexpansivity of Wn.
Qin, Cho and Kang [5] introduced the following iterative scheme:
x1 = x ∈ H, chosen arbitrary,
zn = λnxn + (1− λn)Wnxn,
yn = βnγf(zn) + (I − βnA)zn,
xn+1 = αnxn + (1 − αn)yn, ∀n ≥ 1.
(1.5)
They proved that under certain assumptions on the sequences {αn}, {βn} and {λn}, {xn} converges
strongly to a common fixed point of the infinite family of nonexpansive mappings.
Throughout this paper, inspired by Qin, Cho and Kang [5] and Zhao and He [11], we introduce a
composite iterative method for infinite family of nonexpansive mappings as follows:
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F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,
zn = λnun + (1 − λn)Wnun,
yn = βnγf(zn) + (I − βnA)PC(zn − γnBzn),
xn+1 = αnxn + (1− αn)yn,
(1.6)
where Wn is defined as (1.4), f is a contraction on H , A is strongly positive bounded linear self-adjoint
operator, B is α-inverse-strongly monotone. We prove under certain appropriate assumptions on the
sequences {αn}, {βn}, {λn} and {γn}, the sequence {xn} defined by (1.6), converges strongly to a common
element of the set of fixed points of a finite family of nonexpansive mappings, the set of solutions of an
equilibrium problem and the set of solutions of the variational inequality for α-inverse-strongly monotone
mapping.
We need the following lemmas for the proof of our main results.
Lemma 1.1. The following inequality holds in a Hilbert space H,
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉, ∀x, y ∈ H.
Lemma 1.2. [10] Assume {αn} is a sequence of nonnegative real numbers such that αn+1 ≤ (1−γn)αn+
δn, n ≥ 1 , where {γn} is a sequence in (0, 1) and δn is a sequence in R such that:
1.
∑∞
n=1 γn =∞,
2. lim supn→∞(
δn
γn
) ≤ 0 or
∑∞
n=1 |δn| <∞,
then limn→∞ αn = 0.
Lemma 1.3. [3] Assume that A is a strongly positive linear bounded self-adjoint operator on a Hilbert
space H with coefficient γ¯ and 0 < ρ ≤ ‖A‖−1, then ‖I − ρA‖ ≤ 1− ργ¯.
Lemma 1.4. [7] Let {xn} and {yn} be bounded sequences in Banach space X and let {βn} be a sequence
in [0, 1] with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose that xn+1 = (1 − βn)yn + βnxn for all
integers n ≥ 0 and
lim sup
n→∞
(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.
Then, limn→∞ ‖yn − xn‖ = 0.
Lemma 1.5. [1] Let C be a nonempty closed convex subset of H and let F be a bifunction of C ×C into
R satisfying (A1)-(A4). Let r > 0 and x ∈ H. Then, there exists z ∈ C such that,
F (z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C.
Lemma 1.6. [2] Assume that F : C × C −→ R satisfies (A1)-(A4). For r > 0 and x ∈ H, define a
mapping Tr : H −→ C as follows:
Tr(x) = {z ∈ C : F (z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C} for all z ∈ H. Then the following hold:
1. Tr is single-valued;
2. Tr is firmly nonexpansive, i.e., for any x, y ∈ H, ‖Trx− Try‖2 ≤ 〈Trx− Try, x− y〉;
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3. F (Tr) = EP (F );
4. EP (F ) is closed and convex.
Lemma 1.7. [6] Let C be nonempty closed convex subset of a Hilbert space, let Ti : C −→ C be an
infinite family of nonexpansive mappings with
⋂∞
i=1 F (Ti) 6= ∅ and let γi be a real sequence such that
0 < γi ≤ γ < 1 for all i ≥ 1 then ,
1. Wn is nonexpansive and F (Wn) =
⋂n
i=1 F (Ti) for each n ≥ 1 ,
2. For each x ∈ C and for each positive integer k, the limn→∞ Un,k exists ,
3. The mapping W : C −→ C defined by :
Wx := lim
n→∞
Wnx = lim
n→∞
Un,1x x ∈ C,
is a nonexpansive mapping satisfying F (W ) =
⋂∞
i=1 F (Ti) and is called the W -mapping generated
by T1, T2, ... and γ1, γ2, ... .
Lemma 1.8. [6] Let C be a nonempty closed convex subset of a Hilbert space H, let Ti : C −→ C be
an infinite family of nonexpansive mappings with
⋂∞
i=1 F (Ti) 6= ∅ and let γi be a real sequence such that
0 < γi ≤ γ < 1 for all i ≥ 1, if K is any bounded subset of C then,
lim sup
n→∞
‖Wx−Wnx‖ = 0, x ∈ K.
2 Main Results
In this section, we prove strong convergence theorem.
Theorem 2.1. Let H be a real Hilbert space. Let F be a bifunction from C × C −→ R satisfying (A1)-
(A4) and let B be an α-inverse-strongly monotone mapping of C into H, and let {Ti : C −→ C} be a
infinite family of nonexpansive mappings with F :=
⋂∞
i=1 F (Ti)
⋂
V I(B,C)
⋂
EP (F ) 6= ∅. Suppose A is
a strongly positive linear bounded self-adjoint operator with the coefficient γ¯ ≥ 0 and 0 < γ ≤ γ¯
α
. Let
{αn}, {βn}, {λn} and {δn} be sequences in [0, 1] satisfying the following conditions:
(C1)
∑∞
n=0 βn =∞, limn→∞ βn = 0;
(C2)
∑∞
i=1 |λn − λn+1| <∞;
(C3)
∑∞
i=1 |αn − αn+1| <∞;
(C4) ∃λ ∈ [0, 1];λn < λ, ∀n ≥ 1;
(C5)
∑∞
n=1 |γn − γn+1| <∞, γn ∈ [a, b], a, b ∈ (0, 2α);
(C6) lim infn→∞ rn > 0 and
∑∞
n=1 |rn+1 − rn| <∞.
Then the sequences {xn} defined by (1.6) converges strongly to q ∈ F , where q = PF (γf + (I − A))(q)
which solves the following variational inequality:
〈γf(q)−Aq, p− q〉 ≤ 0, ∀p ∈ F.
proof : For all x, y ∈ C and γn ∈ (0, 2α), we note that
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‖(I − γnB)x− (I − γnB)y‖
2 = ‖(x− y)− γn(Bx−By)‖
2
= ‖x− y‖2 − 2γn〈x− y,Bx−By〉+ γ
2
n‖Bx−By‖
2
≤ ‖x− y‖2 + γn(γn − 2α)‖Bx−By‖
2
≤ ‖x− y‖2,
(2.7)
which implies that I − γnB is nonexpansive. Noticing that A is a linear bounded self-adjoint operator so
we have,
‖A‖ = sup{|〈Ax, x〉| : x ∈ H, ‖x‖ = 1}.
Since βn → 0 as n→∞, by (C1) we may assume without loss of generality βn < ‖A‖−1, ∀n ∈ N.
〈(I − βnAx), x〉 = 1− βn〈Ax, x〉 ≥ 1− βn‖A‖ ≥ 0,
So I − βnA is positive.
It follows that,
‖I − βnA‖ = sup{〈(I − βnA)x, x〉 : x ∈ H, ‖x‖ = 1}
= sup{1− βn〈Ax, x〉 : x ∈ H, ‖x‖ = 1}
≤ 1− βnγ¯.
Let p ∈
⋂∞
i=1 F (Ti)
⋂
V I(B,C)
⋂
EP (F ) and {Trn} be a sequence of mapping defined as in lemma (1.6),
then p = PC(p− γnBp) = Trnp. Put tn = PC(zn − γnBzn), from (2.7) we have,
‖tn − p‖ = ‖PC(zn − γnBzn)− PC(p− γnBp)‖
≤ ‖zn − γnBzn − p+ γnBp‖
≤ ‖zn − p‖.
Next we show that {xn} is bounded. Let p ∈ F , from the definition of Tr, we know that un = Trnxn, it
follows that ‖un − p‖ = ‖Trnxn − Trnp‖ ≤ ‖xn − p‖. Furthermore we have,
‖zn − p‖ = ‖λnun + (1− λn)Wnun − p‖
= ‖λn(un − p) + (1− λn)(Wnun − p)‖
≤ λn‖un − p‖+ (1− λn)‖Wnun − p‖
= ‖un − p‖ ≤ ‖xn − p‖,
and hence,
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‖yn − p‖ = ‖βnγf(zn) + ((I − βnA))PC(zn − γnBzn)− p‖
= ‖βn(γf(zn)−Ap) + (I − βnA)(PC(zn − γnBzn)− p)‖
≤ βn‖γf(zn)−Ap‖+ (1− βnγ¯)‖zn − p‖
≤ βnγ‖f(zn)− f(p)‖+ βn‖γf(p)−Ap‖+ (1− βnγ¯)‖zn − p‖
≤ βnγα‖zn − p‖+ βn‖γf(p)−Ap‖+ (1− βnγ¯)‖zn − p‖
≤ βnγα‖xn − p‖+ βn‖γf(p)−Ap‖+ (1− βnγ¯)‖xn − p‖
= (1− βn(γ¯ − γα)) ‖xn − p‖+ βn‖γf(p)−Ap‖.
It follows that,
‖xn+1 − p‖ = ‖αnxn + (1− αn)yn − p‖
≤ αn‖xn − p‖+ (1− αn)‖yn − p‖
≤ αn‖xn − p‖+ (1− αn)[(1 − βn(γ¯ − γα))‖xn − p‖+ βn‖γf(p)−Ap‖]
= [1− βn(γ¯ − γα)(1− αn)]‖xn − p‖+ βn(γ¯ − γα)(1− αn)
‖γf(p)−Ap‖
γ¯ − γα
,
by simple induction we have,
‖xn − p‖ ≤ max{‖x1 − p‖,
‖Ap− γf(p)‖
γ¯ − γα
}.
Which gives that the sequence {xn} is bounded, so {yn} and {zn}.
Next, we claim that limn→∞ ‖xn+1 − xn‖ = 0.
First we have un = Trnxn, un−1 = Trnxn−1, so
F (un−1, y) +
1
rn−1
〈y − un−1, un−1 − xn−1〉 ≥ 0, ∀y ∈ C, (2.8)
and
F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C, (2.9)
putting y = un in (2.8) and y = un−1 in (2.9), we have,
F (un−1, un) +
1
rn−1
〈un − un−1, un−1 − xn−1〉 ≥ 0,
and
F (un, un−1) +
1
rn
〈un−1 − un, un − xn〉 ≥ 0.
Hence,
〈un − un−1,
un−1 − xn−1
rn−1
−
un − xn
rn
〉 ≥ 0,
therefore we have,
〈un − un−1, un−1 − un + un − xn−1 −
rn−1
rn
(un − xn)〉 ≥ 0.
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We can assume that there is a real number b such that rn > b > 0, for all n ∈ N. Then we have,
‖un − un−1‖
2 ≤ 〈un − un−1, xn − xn−1 + (1−
rn−1
rn
)(un − xn)〉
≤ ‖un − un−1‖[‖xn − xn−1‖+ |1−
rn−1
rn
|‖un − xn‖].
So,
‖un − un−1‖ ≤ ‖xn − xn−1‖+
1
rn
|rn − rn−1|‖un − xn‖
≤ ‖xn − xn−1‖+
1
b
|rn − rn−1|L,
where L = sup{‖un − xn‖ : n ∈ N}.
On the other hand,
‖zn − zn−1‖ = ‖λnun + (1− λn)Wnun − λn−1un−1 − (1− λn−1)Wn−1un−1‖
≤ λn‖un − un−1‖+ |λn − λn−1|‖un−1 −Wn−1un−1‖
+(1− λn)‖Wnun −Wnun−1‖+ (1− λn)‖Wnun−1 −Wn−1un−1‖
≤ ‖un − un−1‖+ |λn − λn−1|‖un−1 −Wn−1un−1‖+ (1− λn)‖Wnun−1 −Wn−1un−1‖.
Also by nonexpansivity of Ti and the definition of Wn we have,
‖Wnun−1 −Wn−1un−1‖ = ‖µ1T1Un,2un−1 − (1− µ1)un−1 − µ1T1Un−1,2un−1 − (1− µ1)un−1‖
≤ µ1‖Un,2un−1 − Un−1,2un−1‖
= µ1‖µ2T2Un,3un−1 − (1− µ2)un−1 − µ2T2Un−1,3un−1 − (1 − µ2)un−1‖
≤ µ1µ2‖Un,3un−1 − Un−1,3un−1‖
...
≤ (
n−1∏
i=1
µi)‖Un,nun−1 − Un−1,nun−1‖
≤ M1(
n−1∏
i=1
µi),
where M1 ≥ 0 is a constant such that ‖Un,nun−1 − Un−1,nun−1‖ ≤M1.
Now we have,
‖zn − zn−1‖ = ‖un − un−1‖+ |λn − λn−1|‖un−1 −Wn−1un−1‖+ (1 − λn)M1.
Also,
‖yn − yn−1‖ = ‖βnγf(zn) + (I − βnA)tn − βn−1γf(zn−1)− (I − βn−1A)tn−1‖
≤ βnγα‖zn − zn−1‖+ γ|βn − βn−1|‖f(zn−1)‖+ (1− βnγ¯)‖tn − tn−1‖+ |βn−1 − βn|‖Atn−1‖,
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where,
‖tn − tn−1‖ = ‖PC(zn − γnBzn)− PC(zn−1 − γn−1Bzn−1)‖
≤ ‖(zn − zn−1)− (γnBzn − γn−1Bzn−1)‖
≤ ‖zn − zn−1‖+
γn
α
‖zn − zn−1‖+ |γn − γn−1|‖Bzn−1‖.
So,
‖yn − yn−1‖ ≤ βnγα‖zn − zn−1‖+ γ|βn − βn−1|‖f(zn−1)‖+ |βn−1 − βn|‖Atn−1‖
+(1− βnγ¯)
(
(
α+ γn
α
)‖zn − zn−1‖+ |γn − γn−1|‖Bzn−1‖
)
≤
(
βnγα+ (1 − βnγ¯)(
α + γn
α
)
)
‖zn − zn−1‖
+(|γn − γn−1|(1− βnγ¯) + |βn − βn−1|)M2,
where, M2 = sup{γ‖f(zn−1‖+ ‖Bzn−1‖+ ‖Atn−1‖}
≤ (1− βn(γ¯ − γα) +
γn
α
)[‖un − un−1‖
+|λn − λn−1|‖un−1 −Wn−1un−1‖+ (1− λn)M1
n−1∏
i=1
µi]
+pnM2,
where, pn = (|γn − γn−1|(1 − βnγ¯) + |βn − βn−1|).
≤ (1− βn(γ¯α− γα) +
γn
α
)[‖xn − xn−1‖+
1
b
|rn − rn−1|L]
+(1 +
γn
α
)[|λn − λn−1|‖un−1 −Wn−1un−1‖
+(1− λn)M1
n−1∏
i=1
µi] + pnM2.
We note that,
‖xn+1 − xn‖ = ‖αnxn + (1− αn)yn − αn−1xn−1 − (1− αn−1)yn−1‖
= ‖αnxn − αnxn−1 + αnxn−1 − αn−1xn−1 + (1 − αn)yn − (1− αn)yn−1
+(1− αn)yn−1 − (1− αn−1)yn−1‖
≤ αn‖xn − xn−1‖+ |αn − αn−1|‖xn−1‖+ (1− αn)‖yn − yn−1‖+ |αn−1 − αn|‖yn−1‖.
If we put K = sup{‖xn−1‖+ ‖yn−1‖}.
So,
9
‖xn+1 − xn‖ ≤ αn‖xn − xn−1‖ + 2K|αn − αn−1| + (1 − αn)‖yn − yn−1‖. By substitute ‖yn − yn−1‖ in
above inequality we have,
‖xn+1 − xn‖ ≤ αn‖xn − xn−1‖+ (1− αn)(1− βn(γ¯ − γα) +
γn
α
)[‖xn − xn−1‖
+
1
b
|rn − rn−1|L]
+(1− αn)(1 +
γn
α
)[‖un−1 −Wn−1un−1‖|λn − λn−1|
+(1− λn)M1] + (1− αn)pnM2 + 2K|αn − αn−1|
= (3 − βn(γ¯ − γα))‖xn − xn−1‖+ sn,
where,
sn = {(1− αn)(1− βn(γ¯ − γα) +
γn
α
)(
1
b
|rn − rn−1|L)
+(1− αn)(1 +
γn
α
)[‖un−1 −Wn−1un−1‖|λn − λn−1|+ (1 − λn)M1
n−1∏
i=1
µi]
+(1− αn)pnM2 + 2K|αn − αn−1|}.
So,
‖xn+1 − xn‖ ≤ (1− βn(
γ¯−γα
3 ))‖xn − xn−1‖+ sn, and by lemma (1.2), we have
‖xn − xn−1‖ → 0.
(2.10)
Now we show that limn→∞ ‖yn − un‖ = 0. We have,
‖yn+1 − yn‖ = ‖(I − βn+1A)(tn+1 − tn)− (βn+1 − βn)Atn
+γ[βn+1(f(zn+1)− f(zn)) + f(zn)(βn+1 − βn)]‖
≤ (1− βn+1γ¯)‖tn+1 − tn‖+ |βn+1 − βn|‖Atn‖
+γβn+1α‖zn+1 − zn‖+ |γn+1 − γn|‖Bzn‖
+γ|βn+1 − βn|‖f(zn)‖
≤ (1− βn+1(γ¯ − γα))‖zn+1 − zn‖+ |γn+1 − γn|‖Bzn‖+ |βn+1 − βn|M3
≤ ‖zn+1 − zn‖+ |γn+1 − γn|‖Bzn‖+ |βn+1 − βn|M3,
where M3 = sup{‖Atn‖+ γ‖f(zn)‖}.
So,
‖yn+1 − yn‖ ≤ ‖un+1 − un‖+ ‖un −Wnun‖|λn+1 − λn|
+(1− λn+1)M1
n−1∏
i=1
µi + |γn+1 − γn|‖Bzn‖+ |βn+1 − βn|M3,
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which implies,
‖yn+1 − yn‖ − ‖un+1 − un‖ ≤ ‖un −Wnun‖|λn+1 − λn|+ (1− λn+1)M1
n−1∏
i=1
µi
+|βn+1 − βn|M3 + |γn+1 − γn|‖Bzn‖.
By conditions (C1), (C2) and (C5) we have, lim sup{‖yn+1−yn‖−‖un+1−un‖} ≤ 0 and by lemma (1.4),
we have lim supn→∞ ‖yn − un‖ = 0.
(2.11)
Also we show that limn→∞ ‖xn − un‖ = 0. We have,
‖xn+1 − p‖
2 = ‖αnxn + (1 − αn)yn − p‖
2
≤ αn‖xn − p‖
2 + (1 − αn)‖yn − p‖
2
≤ αn‖xn − p‖
2 + (1 − αn)(‖yn − un‖+ ‖un − p‖)
2
= αn‖xn − p‖
2 + (1 − αn)‖yn − un‖
2 + 2(1− αn)‖yn − un‖‖un − p‖+ (1− αn)‖un − p‖
2.
Also,
‖un − p‖
2 = ‖Trnxn − Trnp‖
2 ≤ 〈Trnxn − Trnp, xn − p〉
= 〈un − p, xn − p〉 =
1
2
(‖un − p‖
2 + ‖xn − p‖
2 − ‖xn − un‖
2).
(2.12)
Now by (2.12) we have,
‖xn+1 − p‖
2 ≤ αn‖xn − p‖
2 + (1− αn)(‖xn − p‖
2 − ‖xn − un‖
2) + dn
= ‖xn − p‖
2 − (1− αn)‖xn − un‖
2 + dn,
where,
dn = (1− αn)‖yn − un‖
2 + 2(1− αn)‖yn − un‖‖un − p‖.
Therefore,
(1− αn)‖xn − un‖
2 ≤ ‖xn − p‖ − ‖xn+1 − p‖
2 + dn
≤ ‖xn − xn+1‖(‖xn − p‖+ ‖xn+1 − p‖) + dn,
by using (2.10), we have, limn→∞ ‖xn − un‖ = 0.
Now we can say that, ‖yn − xn‖ ≤ ‖yn − un‖+ ‖un − xn‖,
so,
lim
n→∞
‖yn − xn‖ = 0. (2.13)
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Next we will show that, lim ‖Wtn − tn‖ → 0.
First we prove that, limn→∞ ‖Bzn −Bp‖ = 0.
‖yn − p‖
2 = ‖βnγf(zn) + (I − βnA)tn − p‖
2
= ‖βn(γf(zn)−Ap) + (I − βnA)(tn − p)‖
2
= (1 − βnγ¯)
2‖tn − p‖
2 + β2n‖γf(zn)−Ap‖
2
+2〈βn(γf(zn)−Ap), (I − βnA)(tn − p)〉
≤ (1 − βnγ¯)
2‖zn − γnBzn − p+ γnBp‖
2 + β2n‖γf(zn)−Ap‖
2
+2〈βn(γf(zn)−Ap), (I − βnA)(tn − p)〉
= (1 − βnγ¯)
2[‖zn − p‖
2 + γn(γn − 2α)‖Bzn −Bp‖
2] + cn,
where, cn = β
2
n‖γf(zn)−Ap‖
2 + 2〈βn(γf(zn)−Ap), (I − βnA)(tn − p)〉.
So,
(1− βnγ¯)
2b(b− 2α)‖Bzn −Bp‖
2 ≤ (1− βnγ¯)‖un − p‖
2 − ‖yn − p‖+ cn
≤ 1− βnγ¯)
2(‖un − yn‖+ ‖yn − p‖)
2 − ‖yn − p‖
2 + cn
≤ (1− βnγ¯)
2[‖un − yn‖
2 + 2‖yn − un‖‖yn − p‖+ ‖yn − p‖
2]
−‖yn − p‖
2 + cn,
hence, limn→∞ ‖Bzn −Bp‖ = 0.
On the other hand,
‖tn − p‖
2 = ‖PC(zn − γBzn)− PC(p− γnBp)‖
2
≤ 〈(zn − γnBzn)− (p− γnBp), tn − p〉
=
1
2
{‖(zn − γnBzn)− (p− γnBp)‖
2 + ‖tn − p‖
2
−‖(zn − γnBzn)− (p− γnBp)− (tn − p)‖
2}
≤
1
2
{‖zn − p‖
2 + ‖tn − p‖
2 − ‖(zn − tn)− γn(Bzn −Bp)‖
2}
=
1
2
{‖zn − p‖
2 + ‖tn − p‖
2 − ‖zn − tn‖
2
+2γn〈zn − tn, Bzn −Bp〉 − γ
2
n‖Bzn −Bp‖
2},
which implies,
‖tn − p‖2 ≤ ‖zn − p‖2 − ‖zn − tn‖2 + 2γn〈zn − tn, Bzn −Bp〉 − γ2n‖Bzn −Bp‖
2.
Now by above inequality we want to show that, ‖zn − tn‖ → 0.
‖yn − p‖
2 = (1− βnγ¯)
2‖tn − p‖
2 + cn
≤ (1− βnγ¯)
2(‖zn − p‖
2 − ‖zn − tn‖
2 + 2γn〈zn − tn, Bzn −Bp〉
−γ2n‖Bzn −Bp‖
2) + cn.
Therefore,
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(1− βnγ¯)
2‖zn − tn‖
2 ≤ (1− βnγ¯)
2‖zn − p‖
2 − ‖yn − p‖
2
+2γn‖zn − tn‖‖Bzn −Bp‖ − γ
2
n‖Bzn −Bp‖
2 + cn
≤ (1− βnγ¯)
2‖un − p‖
2 − ‖yn − p‖
2 + 2γn‖zn − tn‖‖Bzn −Bp‖
−γ2n‖Bzn −Bp‖
2 + cn
≤ (1− βnγ¯)
2[‖un − yn‖
2 + 2‖yn − un‖‖yn − p‖+ ‖yn − p‖
2]− ‖yn − p‖
2
+2γn‖zn − tn‖‖Bzn −Bp‖ − γ
2
n‖Bzn −Bp‖
2 + cn,
so, limn→∞ ‖zn − tn‖ = 0.
(2.14)
Also,
‖Wnyn − yn‖ ≤ ‖yn − zn‖+ ‖zn −Wnyn‖
≤ ‖yn − zn‖+ ‖zn −Wnun‖+ ‖Wnun −Wnyn‖
≤ ‖yn − zn‖+ λn‖un −Wnun‖+ ‖un − yn‖
≤ ‖yn − zn‖+ λn‖un − yn‖+ λn‖yn −Wnun‖+ ‖un − yn‖
≤ ‖yn − zn‖+ (1 + λn)‖un − yn‖+ λn‖yn −Wnyn‖
+λn‖Wnyn −Wnun‖.
So,
(1− λn)‖Wnyn − yn‖ ≤ ‖yn − zn‖+ (2 + λn)‖un − yn‖, by (2.14) and (2.11) we have,
‖Wnyn − yn‖ → 0. (2.15)
By lemma (1.8) and (2.15), we obtain,
‖Wyn − yn‖ ≤ ‖Wyn −Wnyn‖+ ‖Wnyn − yn‖
≤ sup
y∈{yn}
‖Wy −Wny‖+ ‖Wnyn − yn‖ → 0, as n→∞.
Finally we have,
‖Wtn − tn‖ ≤ ‖Wtn −Wyn‖+ ‖Wyn − yn‖+ ‖yn − tn‖. So, ‖Wtn − tn‖ → 0.
(2.16)
Observe that, PF (γf + (I −A)) is a contraction, in fact for x, y ∈ H we have,
‖PF (γf + (I −A))(x) − PF (γf + (I −A))(y)‖ ≤ ‖(γf + (I −A))(x) − (γf + (I −A))(y)‖
≤ γ‖f(x)− f(y)‖+ ‖I −A‖‖x− y‖
≤ γα‖x− y‖+ (1− γ¯)‖x− y‖
= [1− (γ¯ − γα)]‖x− y‖.
Banach’s Contraction Mapping Principle guarantees that PF (γf +(I −A)) has a unique fixed point, say
q ∈ H . That is, PF (γf + (I −A))(q) = q.
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Now we choose a subsequence {tni} of {tn} such that,
lim sup
n→∞
〈γf(q)−Aq,Wtn − q〉 = lim
i→∞
〈γf(q)−Aq,Wtni − q〉.
Since {tni} is bounded, there exists a subsequence {tnij } of {tni} which converges weakly to z ∈ C.
Without loss of generality, we can assume that tni ⇀ z. From ‖Wtni − tni‖ → 0, we obtain Wtni ⇀ z.
Therefore, we have
lim sup
n→∞
〈γf(q)−Aq,Wtn − q〉 = lim
i→∞
〈γf(q)−Aq,Wtni − q〉
= 〈γf(q)−Aq, z − q〉.
(2.17)
We want to prove that z ∈ F (W ) =
⋂∞
i=1 F (Ti). Suppose z /∈ F (W ), that is Wz 6= z. Since tni ⇀ z, by
Opial’s condition and (2.16) we have,
lim inf
i→∞
‖tni − z‖ < lim inf
i→∞
‖tni −Wz‖
≤ lim inf
i→∞
{‖tni −Wtni‖+ ‖Wtni −Wz‖}
≤ lim inf
i→∞
{‖tni −Wtni‖+ ‖tni − z‖}
= lim inf
i→∞
‖tni − z‖.
That is a contradiction, hence z ∈ F (W ) =
⋂∞
i=1 F (Ti).
Next we prove that z ∈ EP (F ). Since un = Trn , we have,
F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C.
From (A2), we have,
1
rn
〈y − un, un − xn〉 ≥ F (y, un)
and hence,
〈y − uni ,
uni − xni
rni
〉 ≥ F (y, uni).
From ‖un − xn‖ → 0, ‖xn −Wtn‖ → 0 and ‖Wtn − tn‖ → 0 we get uni ⇀ z.Since
uni−xni
rni
→ 0 by (A4)
we have, F (y, z) ≤ 0, ∀y ∈ C.
For t with 0 < t ≤ 1 and y ∈ C, let yt = ty + (1− t)z. Since y ∈ C and z ∈ C we have yt ∈ C and hence
F (yt, z) ≤ 0. So from (A1) and (A4) we have
0 = F (yt, yt) ≤ tF (yt, y) + (1− t)F (yt, z) ≤ tF (yt, y)
and hence 0 ≤ F (yt, y). From (A3) we have 0 ≤ F (z, y) for all y ∈ C so, z ∈ EP (F ).
Finally, similar as the proof of [9, Theorem 2.1, pp. 678], we can prove that z ∈ V I(B,C). Therefore
z ∈ F (W ) ∩ V I(B,C) ∩ EP (F ).
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Moreover by (2.17), we have,
lim sup
n→∞
〈γf(q)−Aq,Wtn − q〉 = 〈γf(q)−Aq, z − q〉 ≤ 0.
Also,
lim sup
n→∞
〈γf(q)−Aq, tn − q〉 = lim sup
n→∞
〈γf(q)−Aq, (tn −Wtn) + (Wtn − q)〉
≤ lim sup
n→∞
〈γf(q)−Aq,Wtn − q〉
≤ 0.
(2.18)
Hence we have,
lim sup
n→∞
〈γf(q)−Aq, xn − q〉 = 〈γf(q)−Aq, xn − yn〉
+〈γf(q)−Aq, yn − tn〉+ 〈γf(q)−Aq, tn − q〉,
by (2.13) and (2.18) we have, lim supn→∞〈γf(q)−Aq, xn − q〉 ≤ 0.
(2.19)
On the other hand we have, 〈γf(q)−Aq, yn − q〉 = 〈γf(q)−Aq, yn − xn〉+ 〈γf(q)−Aq, xn − q〉,
by (2.13) and (2.19) we have,
lim sup
n→∞
〈γf(q)−Aq, yn − q〉 ≤ 0. (2.20)
So,
‖yn − q‖
2 = ‖βnγf(zn) + (I − βnA)tn − q‖
2
= ‖(I − βnA)(tn − q) + βn(γf(zn)−Aq)‖
2
≤ ‖(I − βnA)(tn − q)‖
2 + 2βn〈γf(zn)−Aq, yn − q〉
= ‖(I − βnA)(tn − q)‖
2 + 2βn〈γf(zn)− γf(q), yn − q〉
+2βn〈γf(q)−Aq, yn − q〉
≤ (1− βnγ¯)
2‖tn − q‖
2 + 2βnγα‖zn − q‖‖yn − q‖
+2βn〈γf(q)−Aq, yn − q〉
≤ (1− βnγ¯)
2‖xn − q‖
2 + 2βnγα‖xn − q‖‖yn − q‖
+2βn〈γf(q)−Aq, yn − q〉
≤ (1− βnγ¯)
2‖xn − q‖
2 + βnγα(‖xn − q‖
2 + ‖yn − q‖
2)
+2βn〈γf(q)−Aq, yn − q〉,
so,
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‖yn − q‖
2 ≤
(1− βnγ¯)2 + βnγα
1− βnγα
‖xn − q‖
2
+
2βn
1− βnγα
〈γf(q)−Aq, yn − q〉
≤ [1−
2βn(γ¯ − γα)
1− βnγα
]‖xn − q‖
2
+
2βn(γ¯ − γα)
1− βnγα
[
1
γ¯ − γα
〈γf(q)−Aq, yn − q〉+
βnγ¯
2
2(γ¯ − γα)
M4],
where M4 is an appropriate constant such that M4 ≥ supn≥1{‖xn − q‖}.
Finally,
‖xn+1 − q‖
2 ≤ αn‖xn − q‖
2 + (1 − αn)‖yn − q‖
2
≤ [1− (1− αn)
2βn(γ¯ − γα)
1− βnγα
‖xn − q‖
2
+(1− αn)
2βn(γ¯ − γα)
1− βnγα
[
1
γ¯ − γα
〈γf(q)−Aq, yn − q〉+
βnγ¯
2(γ¯ − γα)
M4],
we put hn = (1− αn)
2βn(γ¯−γα)
1−βnγα
and rn =
1
γ¯−γα〈γf(q)−Aq, yn − q〉+
βnγ¯
2(γ¯−γα)M4,
so,
‖xn+1 − q‖
2 ≤ (1− hn)‖xn − q‖
2 + tn, (2.21)
where tn = hnrn, from condition (C1) we have limn→∞ hn = 0 and by(2.20), lim supn→∞ tn ≤ 0.
Finally lemma (1.2), implies xn → 0 as n→∞. 
If we put Tnx = x for all n = 1, 2, . . . , k and for all x ∈ C in (1.4) we have Wnx = x, then we have,
Corollary 2.1. Let H be a real Hilbert space. Let F be a bifunction from C ×C −→ R satisfying (A1)-
(A4) and let B be an α-inverse-strongly monotone mapping of C into H, F := V I(B,C)
⋂
EP (F ) 6= ∅.
Suppose A is a strongly positive linear bounded self-adjoint operator with the coefficient γ¯ ≥ 0 and
0 < γ ≤ γ¯
α
. Let {αn}, {βn}, {λn} and {δn} be sequences in [0, 1] satisfying the following conditions:
(C1)
∑∞
n=0 βn =∞, limn→∞ βn = 0;
(C2)
∑∞
i=1 |λn − λn+1| <∞;
(C3)
∑∞
i=1 |αn − αn+1| <∞;
(C4) ∃λ ∈ [0, 1];λn < λ, ∀n ≥ 1;
(C5)
∑∞
n=1 |γn − γn+1| <∞, γn ∈ [a, b], a, b ∈ (0, 2α);
(C6) lim infn→∞ rn > 0 and
∑∞
i=1 |rn+1 − rn| <∞.
Then the sequences {xn} defined by
F (un, y) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,
yn = βnγf(un) + (I − βnA)PC(un − γnBun),
xn+1 = αnxn + (1− αn)yn,
converges strongly to q ∈ F , where q = PF (γf + (I − A))(q) which solves the following variational
inequality:
〈γf(q)−Aq, p− q〉 ≤ 0, ∀p ∈ F.
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If we put F (x, y) = 0 for all x, y ∈ C and rn = 1 for all n ∈ N in theorem (2.1), then we have,
Corollary 2.2. Let H be a real Hilbert space. Let {Ti : C −→ C} be a infinite family of nonexpansive
mappings with F :=
⋂∞
i=1 F (Ti)
⋂
V I(B,C) 6= ∅. Suppose A is a strongly positive linear bounded self-
adjoint operator with the coefficient γ¯ ≥ 0 and 0 < γ ≤ γ¯
α
. Let {αn}, {βn}, {λn} and {δn} be sequences
in [0, 1] satisfying the following conditions:
(C1)
∑∞
n=0 βn =∞, limn→∞ βn = 0;
(C2)
∑∞
i=1 |λn − λn+1| <∞;
(C3)
∑∞
i=1 |αn − αn+1| <∞;
(C4) ∃λ ∈ [0, 1];λn < λ, ∀n ≥ 1;
(C5)
∑∞
n=1 |γn − γn+1| <∞, γn ∈ [a, b], a, b ∈ (0, 2α);
Then the sequences {xn} defined by
zn = λnun + (1 − λn)Wnun,
yn = βnγf(zn) + (I − βnA)PC(zn − γnBzn),
xn+1 = αnxn + (1− αn)yn,
converges strongly to q ∈ F , where q = PF (γf + (I − A))(q) which solves the following variational
inequality:
〈γf(q)−Aq, p− q〉 ≤ 0, ∀p ∈ F.
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