are discussed in comparison with the previous observational studies along with the theoretical predictions from the available chemical evolution models.
to ∼ −4) by the extensive study of McWilliam et al. (1995b) using the resonance D lines (Na i 5890/5896). It should be pointed out that most of these previous studies were done based on the assumption of LTE.
In late 1990's, however, new studies have appeared that cast doubt to this classical picture. Baumüller et al. (1998) investigated the non-LTE formation of various Na i lines and found considerable (negative) non-LTE corrections reaching −0.5 dex for the D lines, by which a systematic tendency of decreasing [Na/Fe] ratios is obtained toward a metal-poor regime ([Na/Fe] ∼ −0.5 at [Fe/H] ∼ −3). Similarly, the (LTE) analysis of for halo dwarf stars based on high-quality spectra of Na i 5683/5688 subordinate lines suggested that [Na/Fe] progressively decreases (from [Fe/H] ∼ −1 to [Fe/H] ∼ −2) down to the value of ∼ −0.5.
Accordingly, it appears that a proper account of the non-LTE effect is mandatory for studying stellar sodium abundances, at least for the resonance Na Admittedly, several elaborate and important studies have recently been done concerning the non-LTE effect on Na abundance determinations for solar-type stars (e.g., Baumüller et al. 1998; Gratton et al. 1999; Korotin, Mishenina 1999; Mashonkina et al. 2000) . We would say, however, that their results are not presented in sufficient detail for the purpose of practical applications; i.e., they tend to be confined to only specific lines of interest or only representative atmospheric parameters, and it is not necessarily easy for the reader to assess how all those Na i lines of importance are affected by the non-LTE effect for stars showing a diversity of atmospheric parameters.
In view of this necessity, we decided to (1) carry out non-LTE calculations on the neutral sodium for a wide range of atmospheric parameters with an intention of applying to those 4 line pairs mentioned above, (2) construct useful grids of non-LTE corrections, and (3) perform extensive abundance analysis toward establishing the Na abundances of disk/halo stars with 4 Y. Takeda, G. Zhao, M. Takada-Hidai, et al. a variety of metallicities based on our own new observations/measurements along with the published equivalent widths taken from various literature.
The following sections of this paper are organized as follows. Our statistical-equilibrium calculations on neutral sodium and the resulting non-LTE corrections are explained in section 2, where we also discuss uncertain factors or adopted approximations involved in the abundance determination based on some theoretical test calculations. Our observational data obtained at two observatories are explained in section 3, followed by section 4 where we describe the procedures of the abundance analysis using these data along with the reanalysis of the extensive literature data. We discuss in section 5 the results obtained in section 4, especially in terms of the [Na/Fe] vs. [Fe/H] relation and its implications, while referring to the representative theoretical calculations of Galactic chemical evolution. Finally, the conclusion of this paper is presented in section 6.
NON-LTE CALCULATIONS

Computational Procedures
The procedures of our statistical-equilibrium calculations for neutral sodium, based on a Na i atomic model comprising 92 terms and 178 radiative transitions, are essentially the same as those described in Takeda and Takada-Hidai (1994) and Takeda (1995) , which should be consulted for details. One difference is the choice of the background model atmospheres; i.e., instead of Kurucz's (1979) ATLAS6 models adopted in those old works, the photoionizing radiation field was computed based on Kurucz's (1993a) ATLAS9 model atmospheres while incorporating the line opacity with the help of Kurucz's (1993b) opacity distribution functions. It should also be mentioned that a reduction factor of 0.1 (logarithmic correction of h = −1 according to the definition of Takeda 1995) was applied to the H i collision rates computed with classical approximate formula (Steenbock, Holweger 1984; Takeda 1991) according to the empirical determination of Takeda (1995) , though test calculations by varying this correction factor from 1 to 10 −3 were also performed (cf. subsection 2.3 below).
Since we planned to make our calculations applicable to stars from near-solar metallicity (population I) down to very low metallicity (extreme population II) at late-F through early-K spectral types in various evolutionary stages (i.e., dwarfs, subgiants, giants, and supergiants),
we carried out non-LTE calculations on an extensive grid of 125 (5 × 5 × 5) model atmospheres resulting from combinations of five T eff values (4500, 5000, 5500, 6000, 6500 K), five log g values As for the stellar model atmospheres, we adopted Kurucz's (1993a) ATLAS9 models corresponding to a microturbulent velocity (ξ) of 2 km s −1 .
Regarding the sodium abundance used as an input value in non-LTE calculations, we assumed log ǫ input Na = 6.33 + [Fe/H], where the solar sodium abundance of 6.33 was adopted from Anders and Grevesse (1989) (which is used also in the ATLAS9 models). Namely, a metallicity-scaled sodium abundance was assigned to metal-poor models. The microturbulent velocity (appearing in the line-opacity calculations along with the abundance) was assumed to be 2 km s −1 , to make it consistent with the model atmosphere.
Characteristics of the Non-LTE Effect
In figure functions of the equivalent width for representative model atmospheres.
-There is a tendency that the non-LTE effect is enhanced with a lowering of the gravity, as naturally expected.
-The departure from LTE appears to be larger for higher T eff in the high-metallicity (1×) case, while this trend becomes ambiguous, or even inverse, in the low-metallicity case.
-Toward a lower metallicity, the extent of the non-LTE departure tends to decrease, but the departure appears to penetrate deeper in the atmosphere, which makes the situation rather complex.
-For a very strong damping-dominated case (i.e., lowest T eff and highest metallicity), the departure from LTE shifts toward the upper atmosphere and the non-LTE effect becomes comparatively insignificant.
Grid of Non-LTE Corrections
Based on the results of these calculations, we computed extensive grids of the theoretical equivalent-widths and the corresponding non-LTE corrections for the considered eight lines (Na i 5683, 5688, 5890, 5896, 6154, 6161, 8183, and 8195) We used the WIDTH9 program (Kurucz 1993a) , which had been modified to incorporate the non-LTE departure in the line source function as well as in the line opacity, for calculating are drawn in the same line-type, but both are easily discernible since the former (diluted) is generally lower than the latter (overpopulated). The solid lines show the results for the 3 2 S-3p 2 P o transition of multiplet 1 (corresponding to Na i 5890/5896 resonance lines), while those for the 3p 2 P o -3d 2 D transition of multiplet 4 (corresponding to Na i 8183/8195 lines) are depicted by dashed lines. In each case, the results for two different gravity atmospheres are given: The thick lines are for log g = 4 and the thin lines are for log g = 2, respectively. Note also that the curves are vertically offset by an amount of 0.5 dex relative to those of the adjacent metallicity ones. ∆ log ε (NLTE) Na I λ8194.82 (b) Figure 2 Theoretical non-LTE corrections as functions of the NLTE equivalent width for representative models, based on the electronic tables E1 (see subsection 2.3 for details). Different symbols discern the effective temperature (triangle, inverse triangle, circle, square, and diamond correspond to T eff = 4500, 5000, 5500, 6000, and 6500 K, respectively) and the surface gravity (open and closed symbols are for log g = 2 and 4, respectively) of the adopted model atmospheres. Notes. Each of the columns 1-6 give the multiplet number, the line abbreviation used in this paper, the line wavelength (inÅ), the lower excitation potential (in eV) , the logarithm of the gf value, and the radiation damping constant in unit of 10 8 s −1 . The data presented here are based on table 1 of Takeda and Takada-Hidai (1994) , who consulted the compilation of Wiese et al. (1969) . Each line was treated as if it is a single line, while neglecting any hyperfine structure (cf. subsection 2.3). See also subsection 2.3 for the treatment of the quadratic Stark effect damping and of the van der Waals effect damping.
One of the controversial factors in abundance determinations for late-type stars is the choice of the van der Waals effect damping constant. Regarding this parameter, we assumed the classical Unsöld's (1955) formula unchanged, which means the adoption of ∆ log C 6 = 0.0 (C 6 is connected to the damping width as log Γ 6 = log Γ classical 6 +0.4∆ log C 6 ). While this choice is based on our previous empirical investigations (cf. appendix A of Takeda, Takada-Hidai 1994; subsection 4.2 of Takeda 1995), we actually confirmed that this choice is reasonable from the analysis of solar Na i lines (cf. subsection 4.2). Anyhow, the precise value of this correction is not very essential unless very strong lines are used, as can be seen from figure 3 where the abundance changes expected by using ∆ log C 6 = 0.5 are graphically displayed. Namely, the maximum change is ∼ 0.4|∆ log C 6 | at most occurring only in the case of very strong dampingdominated lines and the low-temperature condition where Γ 6 dominates Γ (≡ Γ R + Γ 4 + Γ 6 ).
Regarding the quadratic Stark effect damping (Γ 4 , which is comparatively insignificant in latetype stars), we followed the Peytremann's formula (Kurucz 1979, p.8) .
Note also that we neglected the hyperfine structure (hfs; see, e.g., but will be replaced to CDS when the paper is to be published.
OBSERVATIONAL DATA
Our observational data consist of those obtained at two observatories, Beijing Astronomical Observatory (BAO; 2.2 m reflector + coude echelle spectrograph at Xinglong station) in P. R.
China and Okayama Astrophysical Observatory (OAO; 1.9 m reflector + coude HIgh-Dispersion Echelle Spectrograph named "HIDES") in Japan.
BAO Data
The BAO spectra (R ∼ 40000 and S/N ∼ 200-400) used here are such those originally collected for the purpose of Chen et al.'s (2000) comprehensive analyses on Galactic disk stars. See subsection 2.2 therein for detailed information on the observations and the data quality. Chen et al. (2000) determined the abundance of sodium based on the comparatively weak Na i 6154/6161 lines, though the used equivalent-widths data were not published. For the present † We decided to invoke the original WIDTH9 algorithm (applicable to a symmetric single line) for an equivalentwidth calculation instead of using the spectral-synthesis technique (which requires a sufficiently fine division of a line profile unsuited/unnecessary for very strong lines), since we wanted to treat cases of considerably different line strengths in the same consistent way (i.e., for constructing the tables of non-LTE corrections for different lines over wide parameter ranges). ∆ log ε (with hfs) Na I λ8194.82 (b) Figure 4 Differences of the resulting non-LTE abundances, when the hyperfine structure was approximately included instead of the purely single-line treatment (as basically adopted in this study; cf. Table 2 Dependence of the non-LTE effect on the choice of the correction factor for the H i collision. Notes. Columns 1-6 are self-explanatory (the units of T eff , g, and ξ are K, cm s −2 , and km s −1 , respectively). The suffixes (0, −1, −2, −3, and −4) appended to W (the non-LTE equivalent width in mÅ calculated for the atmospheric parameters and the assigned sodium abundance given in columns 1-5) and ∆ (the non-LTE abundance correction) denote the corresponding values of h (the logarithm of the H i collision correction factor applied to the classical formula). on the spectra of 22 F-G stars (+ Moon), which are our BAO program stars also adopted in our previous potassium analysis ‡ . Although many lines (except for the 6154/6161 lines) are so strong in these disk stars and not suitable for sodium abundance determinations, we tried to derive the abundances from them in order to see whether the similar behavior of [Na/Fe] may be reproduced among the different line groups (cf. subsection 5.2).
Yet, it should be kept in mind that difficulties are involved in measuring the equivalent widths of very strong damping-dominated lines such as the 5890/5896 D lines, with which errors are more or less involved. Nevertheless, comparing the solar (Moon) equivalent width measured by us with those taken from the literature (cf. table 3), we can see that our measurements are regarded as being reasonable (i.e., crucial systematic discrepancies are not observed). The finally obtained BAO equivalent-widths are given in tables 4 and 5.
OAO Data
The OAO data are based on the near-IR spectra of 17 mostly metal-poor disk/halo stars (dwarfs and giants being mixed), which have been collected by using HIDES during our observing runs in [2001] [2002] . § The slit width of 250 µm (0. ′′ 95) was set to yield a spectral resolution of R ∼ 50000. By using the single 4K×2K CCD (pixel size of 13.5 µm × 13.5 µm), a wavelength span of ∼ 1100Å could be covered at one time. Most of our observations were made in the wavelength region of ∼ 7700-8800Å.
The data reduction was performed with the IRAF ¶ echelle package, following the standard procedure for extracting one-dimensional spectra. We also removed the telluric lines using the telluric task of IRAF and the spectra of a rapid rotator. The S/N ratios of the resulting spectra, differing from star to star, are typically of the order of 200-300. The resulting OAO equivalent widths of the Na i 8183/8195 lines based on these spectra, which were measured by the Gaussian fitting or direct integration method using the splot task of IRAF, are presented ‡ One of our present 22 BAO stars, HD 167588, was not included in Takeda et al.'s (2002) analysis, because there was a problem in the data quality of the K i 7699 line. § Actually, the primary motivation of these observations was to study the abundance of sulfur based on the near-IR S i lines. Nevertheless, we could apply those spectra to the present purpose, since they cover the wavelength region of the Na i 8183/8195 lines. ¶ IRAF is distributed by the National Optical Astronomy Observatories, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation. 
106.9 127.9 Notes on the data sources: B76 and K84 means the solar flux spectrum atlas published by Beckers et al. (1976) and Kurucz et al. (1984) , respectively. a Moon spectrum observed at Beijing Astronomical Observatory. b Based on two different atlases (see Gratton, Sneden 1987a 
Notes. Columns 1-6 are self-explanatory as in table 2. W is the observed equivalent width (in mÅ), A N is the logarithmic non-LTE abundance (in the usual normalization of H = 12), and ∆ is the non-LTE correction (≡ A N − A L ), respectively. Column 13 gives the keys to the references of the atmospheric parameters (cf. subsection 4.1): (1) Chen et al. (2000); (2) Fulbright (2000); (3) Luck and Bond (1985) ; (4) (τ ) ratios for each star.
Abundance Determination
The procedures for determining the sodium abundances from the equivalent widths of Na i lines are the same as already explained in subsection 2.3 (i.e., modified WIDTH9 program, line data given in table 1, ∆ log C 6 = 0, neglecting the hfs effect). The abundance changes caused by uncertainties in the atmospheric parameters are quantitatively similar to the case of potassium described in section 5 of Takeda et al. (2002) , since K and Na have quite similar atomic structures to each other (alkali atom with one valence electron; ionization potential of 4-5 eV) and most atoms are in the once-ionized stage. Hence, even for changes of ∆T eff ∼ ±200 K or ∆ log g ∼ ±0.3 dex (we expect that internal errors in the parameters of our program stars, especially for BAO sample stars, are smaller than these), the extents of the resulting abundance variations are ∼ < 0.2 dex, as can be seen from table 1 of Takeda et al. (2002) . The effect of changing the microturbulence, which influences only the lines at the flat part of the curve of growth (W λ ∼ 100-300 mÅ; cf. figure 4) can also be assessed by inspecting that table.
The resulting non-LTE abundance (A
The [Na/Fe] ratios (Na-to-Fe logarithmic abundance ratio relative to the Sun) can be ob- 
Literature Data Analysis
We also tried to reanalyze the published equivalent-width data (for the Na i 5683/5688, 5890/5896, 6154/6161, and 8183/8195 lines) of late-type stars in the Galactic disk as well as in the halo covering a wide range of metallicities, while taking account of the non-LTE effect. In searching for the papers including the observational data we need, the extensive references quoted by Timmes et al. (1995) , Samland (1998) , and Goswami and Prantzos (2000) were quite helpful.
Although our literature survey is not complete, we consider that we have picked up most of the important works done after 1980's.
These data were analyzed just in the same way as we did for our BAO/OAO data (cf.
subsections 4.1 and 4.2). The atmospheric parameters were taken from the same paper as that presenting the equivalent-width data as far as possible. By inspecting those original papers, we found that abundance analyses done before 1990 tend to be based on rather coarsely determined parameters (e.g., using rounded T eff or log g values; assuming the same ξ values for all program stars, etc.) compared to the more recent studies carried out this decade. Accordingly, we decided to present the results of the reanalyzes on the data before and after 1990 separately. The same results as those in figure 7a (the reanalysis results based on the new data after 1990) are also depicted in figure 8a , where the [Na/Fe] data are plotted with a more compressed vertical scale (for the purpose of clarifying the global tendency) and low-and high-gravity stars are distinguished by different symbols. In addition, figure 8b shows the T eff vs. log g plots relevant to these data; it can be seen from this figure that most of the high-gravity stars are comparatively higher T eff stars of mid-F through late-G type, while low-gravity stars mainly consist of late-G through early-K giants of lower T eff and show a positive correlation between T eff
The exceptional cases are as follows: Gratton and Sneden's (1987b) EW data were analyzed with the parameters taken from Gratton and Sneden (1987a) . Peterson's (1989) EW data were analyzed with the parameters of Peterson et al. (1990) . Zhao and Magain's (1990b) EW data were analyzed with (T eff , log g, and ξ) values taken from Magain (1989) and [Fe/H] values taken from Zhao and Magain(1990a) . McWilliam et al.'s (1995a) EW data were analyzed with the parameters taken from McWilliam et al. (1995b) .
and log g (reflecting the evolutionary sequence). We may state from an inspection of figure 8a that any meaningful systematic log g-dependent difference does not exist in the [Na/Fe] values;
however, the biased sample (i.e., very low-metallicity stars tend to be low-gravity giants, and vice versa) prevents us from making any definite argument regarding this point.
The details of these analyses (the data of the used equivalent widths and the adopted parameter values, the resulting non-LTE abundances or [Na/Fe] values with the non-LTE corrections, given for each line/multiplet and for each star) are available only electronically as "tables E2"(from the ftp site mentioned at the end of subsection 2.3).
DISCUSSION
Non-LTE Effect
Figures 5, 6, and 7 clearly show how the non-LTE effect acts on different Na i lines in sodium abundance determinations for stars of various metallicities.
Roughly speaking, a simple principle appears to hold: The non-LTE effect (negative corrections to the corresponding LTE abundances) tends to be most important for rather strong satu- We should note, however, that the situation more or less differs from line to line, reflecting their individual properties. For example, lines at longer wavelengths tend to suffer larger non-LTE effects because of the decreasing sensitivity of the Planck function to the temperature (i.e., the minimum allowed LTE residual intensity tends to be raised and thus the difference between LTE and non-LTE becomes more significant). Hence, we can understand the fact that Sneden (1987b,1988 ) circles: Peterson and Carney (1979) , Peterson (1980 Peterson ( , 1981 Peterson ( , 1989 ) squares: Zhao and Magain (1990b) [Filled symbols (5890/5896)] triangles: Sneden (1987b,1988) circles: Peterson (1989) squares: Zhao and Magain (1990b) [Open symbols (6154/6161)] squares: Tomkin et al. (1985) circles: Peterson (1981) Molero and Bonifacio (1990), Primas et al.(1994) , Beveridge and Sneden (1994) circles: McWilliam et al. (1995a) triangles: Pilachowski et al. (1996) [Open symbols (6154/6161)] double squares:
Beveridge and Sneden (1994) squares: this study (BAO) circles: Edvardsson et al. (1993) stars: Korotin and Mishenina (1999) triangles: Sadakane et al. (2002) double circles: Kraft et al. (1992) (only field stars) diamonds: Prochaska et al. (2000) inverse triangles: Carretta et al. (2000) [ figure 6 ; see the caption therein for more details. The results of the reanalysis of Pilachowski et al.'s (1996) 5890/5896 data for the low-gravity giants/supergiants (filled triangles) may suffer rather large uncertainties and should not be seriously taken (cf. the footnote in subsection 5.3).
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Y. Takeda, G. Zhao, M. Takada-Hidai, et al. , filled clrcles -lowgravity stars (log g < 3). The theoretical prediction of Timmes et al. (1995) (the case of reduced Fe yield denoted by "TWW (1/2 ×)"; cf. the caption of figure 6a ), which appears to match the observed trend most satisfactorily, is also drawn for a comparison. (b) T eff vs. log g relation for the sample stars relevant to the data plots in (a). The meanings of the symbols as the same as in (a). we consider that properly taking account of the non-LTE effect is necessary.
Disk Stars
The overall behavior of the Na abundances for disk stars (−1 ∼ < [Fe/H] ∼ < +0.4) has long been known to nearly scale with Fe; i.e., [Na/Fe] ∼ 0 (e.g., Wallerstein 1962; Tomkin et al. 1985) .
There remains almost no doubt for this broad description, which may be confirmed also in our ina's (1999) data shown by open stars in figure 7 ] showing markedly positive [Na/Fe] values in contrast to others. These stars are expected to have suffered evolution-induced Na enrichment in the envelope caused by the dredge-up of NeNa cycle products in the H-burning shell, such as the case of supergiants (Takeda, TakadaHidai 1994) . Hence, their abundance characteristics should be discriminated from those related to the Galactic chemical evolution.
this study) suggested a weak minimum at [Fe/H] ∼ −0.2 superposed on the nearly flat [Na/Fe] (∼ 0) (cf. figure 8 therein) consistent with that found by Edvardsson et al. (1993) .
As mentioned in the previous subsection, the non-LTE corrections on the Na i 6154/6161 lines usually used in sodium abundance analyses of disk stars are so small that they are practically negligible. Therefore, it is expected that our non-LTE analyses on these orange lines of multiplet 5 reproduce essentially the same results as obtained by Chen et al. (2000) , which is actually confirmed in figure 5c . We point out, however, that our non-LTE [Na lines, respectively] and slightly smaller than the value (0.087) they obtained, which may be due to the non-LTE effect (mean non-LTE corrections are −0.09 and −0.06, respectively).
Halo Stars
Now, we discuss the behavior of [Na/Fe] for metal-poor halo stars. For simplicity, our discussion is confined to figure 7 , the results of our reanalyzes based on the data taken from the works after 1990, which may presumably be more accurate and reliable than those in figure 6 for the reasons mentioned in subsection 4.3.
One important feature that can be read from figure of Baumüller et al. (1998) and , as opposed to the previous belief until mid 1990's (cf. section 1). It should be stressed that each of the different multiplet lines [5683/5688
