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ABSTRACT 
A word function is a function from the set of all words over a finite alphabet into 
the set of real numbers. In particular, when the blocks of a partition over the state set 
of a Markov chain are taken as the letters of the finite alphabet, and the function 
represents the probabilities that the chain will visit sequences of such blocks 
consecutively, then the function is a function of a Markov chain. It is known that (the 
rank of a function is defined in the text), a word function is of “finite rank” if and 
only if it is a function of a pseudo Markov chain (“pseudo” means here that the initial 
vector and the matrix representing the chain may have positive, negative, or zero 
values and are not necessarily stochastic). The aim of this note is to show that any 
function of a pseudo Markov chain can be represented as the difference of two 
functions of true Markov chains multiplied by a factor which grows exponentially 
with the length of the arguments (considered as words over a finite alphabet). 
1. INTRODUCTION AND PRELIMINARIES 
Let 2 be a finite alphabet Z* the set of all words over Z and f a word 
function f: Z*+R (R denotes the set of real numbers) such that f(x) > 0 for 
all xEZ*. 
DEFINITION 1. For u E 2, define r( f, a) (the rank off induced by a) to be 
the rank of the infinite matrix whose ii entry is f(upuJ, where ur, us, us,. . . , 
u,,... is an enumeration of all the words in Z* (the rank of a matrix, finite or 
infinite, is defined as usual, i.e., the maximal number of independent rows, or 
columns, spanning the set of all rows, or columns, respectively. The rank of 
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infinite matrices may assume an infinite value). Define r(f) to be 
z &r(f~e). 
DEFINITION 2. Let (a, A) be a Markov chain where T is its initial 
distribution (a stochastic row vector) and A its transition matrix (a stochastic 
square matrix). Let S be the state set of the chain and let Z be a partition 
over S (a, are the blocks of the partition). Let ~7~ be the subvector of n with 
entries in the block CT, let A, be the submatrix of A with rows in u and 
columns in 6 (a, 6 E Z), and let qO be a column vector with all its entries 
equal to 1, of dimension equal to 1 u[ (101 denotes the number of elements in 
the block u). For ~=u,...u~EZ* define ~(x)=~~,A~~~,...A~_,~~~~~. The 
function f so defined is called a function of a Markov chain and is a word 
function. 
If f is a function of a Markov chain, then f (ui . . . uk) is the probability that 
the chain visited the blocks u u i s, . . . ,a, consecutively, as one verifies easily. 
Such functions are, therefore, potentially applicable to the study of systems 
evolving in time probabilistically, and such that no exact information is 
available as to the exact state of the system at a specific instant of time. Such 
systems are, e.g., natural languages-functions as above have also been used 
for statistical inference (for evaluating the cloud cover estimation of 
parameters and goodness-of-fit based on Boston data-see [l]). 
The following theorems are well known: 
THEOREM 1. If f is a function of a pseudo-Markov chain over an 
alphabet (partition) Z, then f has finite rank. 
THEOREM 2. If f is a word-function, over an alphabet 2, of finite rank, 
then f is a function of a pseudo-Markov chain (i.e., a system (n,A,q) such 
that T, A, and q may assume positive, negative, or zero values and the vector 
B and matrix A are no longer stochastic). 
As in definition 2, f(x) = T,,,A,,,~~. .A4_,%q,, (Z being a partition on the 
state set of the system), and the pseudo-Markov chain can effectively be 
constructed if a bound on the rank off is given. 
For proofs of these theorems, see [2, pp. 117 and onward]. Theorems 1 
and 2 show that a word function is of finite rank if and only if it is a function 
of a pseudo-Markov chain. But, while Theorem 1 holds true for true Markov 
chains as well (not only for pseudo-Markov chains), it is not known what 
additional conditions are necessary in order that Theorem 2 will also hold 
true for true Markov chains. The scope of this paper is to give a partial 
answer to this problem and prove the following 
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THEOREM 3. Let f be a word function of finite rank n. Then there are 
two functions of true Markov chains with 2n + 1 states, g and h and two 
constants, c1 and c2 0 < cl,cz < 1 such that for any x EZ*, 
f(x) = @‘g(x) - c,Ix’h(x), 
(where 1x1 denotes the length of the word x). Moreover, the underlying 
Markov chains can effectively be constructed. 
REMARK. It is clear that the constants ci and cs in Theorem 3 cannot be 
discarded in general, for a general function f (even of finite rank) can have 
its values grow without bound, with the length of the words x, while the 
function g and h, being functions of true Markov chains, are bounded, 
O<g(x)<landO<h(r)<lforallx~Z*. 
2. PROOF OF MAIN THEOREM 
For the proof of Theorem 3, we shall need the following 
THEOREM 4. Let (n,A,q) and (7~‘,A’,q’) be two pseudo-Markov chains 
with state sets S and S’, respectively. Let Z be a partition over S and denote 
a corresponding partition over S’ by the same notation Z (meaning that 
every block of S has a corresponding block in S’ to be denoted by the same 
symbol a, and vice versa). Assume further, that there are matrices X,, with 
the number of rows equal to the number of elements in the block a over S’ 
and number of columns equal to the number of elements in the correspond- 
ing block a over S such that: 
(a) 7rO= 77& all (I EZ 
(b) X,,A, = Ai8X,, all u, S E Z 
(c) X,,rjO=qL all 0EZ. 
Then the functions induced by the two chains are equal (and the chains will 
be called equivalent). 
For proof, see [2, p. 1251. 
Proof of Theorem 3. Given the word function f of rank n construct, 
according to Theorem 2, the underlying pseudo-Markov chain (r,A,q) with 
state set S (containing n-states) and partition Z over S. If the pseudo-Markov 
chain is already a true Markov chain, then we are done. Otherwise, the 
following sequence of transformations is performed on the pseudo-Markov 
chain. 
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Transformation 1. We assume first that there are some negative entries 
in 7~ or A-otherwise, go to Transformation 2. Let X,, be 214 X (u( matrices 
such that 
x0,= z 
[ 1 -z ’ 
where Z is the unity matrix of order 1~1. Solve Eqs. (a) and (b) in Theorem 3 
for vectors 77: and matrices A,$ subject to the condition that 7: and A& have 
only nonnegative entries. It is easy to see that such solutions exist, for any 
vector of due dimension can be expressed as a nonnegative combination of 
the rows of X,, by the definition of X0,,. Define T$ as nL= X,,n,,. All the 
conditions of Theorem 3 hold true and, therefore, the resulting chain 
(?r’, A’, n’) is equivalent to the chain (r, A, n), has 2n states and all the entries 
in 7~’ and q’ are nonnegative. If (?~‘,A’,rj) is already a true Markov chain, 
then we are done. Otherwise, go to the next 
Transformation 2. We assume that there are some zero and/or negative 
entries in n’. Otherwise, go to Transformation 3. Express the vector 7 in the 
form n’ = q - 5 where ?j and 7j have only positive entries (the choice is, of 
course, not unique). The next transformation is to be performed in parallel to 
both systems (n’, A’, 3) and (T’, A’, $‘). 
Transformation 3. Let x0, be the diagonal matrix whose i-th diagonal 
entry is the inverse of the i-th entry of si,. All the diagonal entries of x00 and 
gO,-’ are positive by construction. Define $ = ~~~00-‘, A,$ = ~O,A&&-‘, 
ni = x0,,& The resulting system (++‘,A”,~“) is equivalent by Theorem 3 to 
the system (rr’,A’,ij) has the same number of states, P” and A” have only 
nonnegative entries and 9” is a vector with all its entries equal to 1. A similar 
transformation is performed on the other chain (+,A’,?) giving an equiva- 
lent chain (~*,A*,TJ*) having the same properties. 
Transfomation 4. Let cr be a constant such that ~71” and c,A” are a 
substochastic vector and matrix, respectively (i.e., the sum of the entries in 
C,VT” or in any row of +A” is less or equal to l), and such that cr is the 
maximal number having this property. Let c2 be a constant having the same 
properties for the chain (vr*,A*,v*). Consider now, the chains 
(cld’,clA”,q”) and (c,~*,c,A*,q*) and let the induced functions be g” and 
g*. We have, that for any XEZ* 
f(x) = C1-‘x’g’(x) - c&*(x). 
The number of states in transformation 4 is left unchanged. 
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Transformation 5. The substochastic Markov chains (err”, c,A “, 1”) and 
(cs~*, caA*, q*) are easily transformed into true Markov chains by adding a 
state (giving a total of 2n + 1 states) and using the following construction: 
The initial vector will have the form (c,n”c,) where cs is a nonnegative 
constant such that cs, when added to the sum of the entries of c~?T“, gives 1. 
The new matrix will have the form 
A” 5 
I 1 0 1’ 
where < is a column vector chosen in a way such that the resulting matrix is 
stochastic. The new n vector is a vector of dimension 2n + 1 having all its 
entries equal to 1. A similar transformation is performed on (ca~*,caA*,rl*). 
The new partition over the states has an additional block, corresponding to 
the added state. Denote by g and h the resulting word functions induced by 
the resulting chains. Then, g and h are functions of true Markov chains, their 
alphabet domain is bigger than the alphabet domain 2 off, but it is easy to 
see that over Z* (the domain of f) the required equality 
f(x)=q’“‘g(r)-c,+h(.) 
holds true for all x EX*. This completes the proof. 
REMARK. 1. If in Transformation 4, one chooses c =min(c,, c2) and uses 
this c for both chains (r”,A”,n”) and (r*,A*,n*) then the result of the 
transformation 5 will be: 
f(x)=c-‘“‘(g(x)-h(x)) for all xEC*. 
REMARK. 2. An interesting open question is the following: Under what 
condition is it possible to express a word function f of finite rank in the form 
f(x)= c’“‘g(x) for all xEX*, 
where g is a function of a true Markov chain, and c a positive constant. 
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