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Abstract 
 
Improved Upscaling Scheme for Steam Assisted Gravity Drainage 
(SAGD) and Semi-Analytical Modeling of the SAGD Rising Phase 
 
Mayuri Murugesu, M.S.E. 
The University of Texas at Austin, 2015 
 
Supervisor: Sanjay Srinivasan 
 
Steam assisted gravity drainage (SAGD) process commonly applied for heavy oil 
and bitumen recovery consists of two production phases: a steam rising phase and a 
spreading phase. Extensive research has been done on modeling the SAGD spreading 
phase, but fewer analytical/semi-analytical models exist for the unstable rising phase. 
This thesis presents a semi-analytical method, MS-SAGD, to model the SAGD rising 
phase. In addition, an improved upscaling technique that takes into account the unique 
flow geometry observed during SAGD is presented that enables more accurate 
predictions of oil recovery rates in heterogeneous reservoirs during both phases. 
  viii 
The MS-SAGD semi analytical method, based on the Myhill and Stegemeier 
frontal advance model for steam drive processes, tracks the growth of the steam chamber 
as a function of time. Two different oil production rate models are proposed and the 
comparison of results from flow and transport simulations is presented. Model 1 is 
similar to Butler’s approach using the rising steam finger theory. Model 2 is obtained by 
modifying Butler’s spreading phase model and applying it to the rising phase. Both 
models use the outputs of the MS-SAGD model to estimate the oil production rates 
during the SAGD rising phase. 
The application of the MS-SAGD model is extended to heterogeneous reservoirs 
by treating the heated volume estimated by the original MS-SAGD model as an effective 
heated volume. In addition, the homogeneous permeability in the proposed oil production 
rate model is replaced with an upscaled effective permeability that is a function of time. 
The improved upscaling technique is based on a global approach that minimizes the 
differences between the fine scale and upscaled model pressure solutions. Sources and 
sinks by means of wells are used in the upscaling to simulate the convergent flow pattern 
observed during the SAGD process.  
The proposed models outperform existing analytical/semi-analytical methods and are 
in good agreement with the results obtained from CMG-STARSTM reservoir simulation. 
Both oil production rate models perform comparatively well, producing similar results in 
terms of cumulative oil production. However, Model 2 performs better than Model 1 in 
describing the overall behavior of the oil production observed in the reservoir simulation 
and is thus a better model for the SAGD rising phase.  
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Chapter 1: Introduction 
With declining light oil discoveries (oil with API gravity greater than 25° API), the 
vast reserves of heavy oil and bitumen are becoming increasingly important as a future 
energy source. Worldwide, 7,878 billion barrels of heavy oil and bitumen have been 
discovered, with more than 566.2 billion barrels in North America alone (Meyer et al., 
2007). Both heavy oil and bitumen are too viscous to flow in their naturally occurring 
state. Heavy oil has API gravity between 10° API and 20° API inclusive and viscosity 
greater than 100 cP (Meyer et al., 2007). Bitumen has API gravity less than 10° API and 
viscosity commonly greater than 10,000 cP. Thermal processes that involve the injection 
of heat via steam into these unconventional reservoirs are widely applied to reduce the oil 
viscosity and produce it to the surface.  
Steam assisted gravity drainage (SAGD) is an enhanced oil recovery (EOR) 
technique that has been successfully applied in the production of heavy oil and bitumen. 
Steam is injected through a horizontal injection well that is placed typically 5m – 10m 
above a horizontal production well (Dang et al., 2012). The injected steam rises to form a 
steam chamber that grows upwards and sideways as shown in Figure 1.1. Successful 
implementation of SAGD can result in recovery factors of 50% and higher (Sheng 2013). 
However, the process is very energy intensive and can be expensive. In order for it to be 
economical, the energy efficiency measured in terms of cumulative steam oil ratio 
(cSOR) is generally in the range of 2-4 tonnes/m3 (Sheng 2013). This thus warrants a 
quick and accurate analysis of the SAGD process before major investments and 
implementation in the field. Full physics numerical simulation models can serve this 
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purpose and are beneficial in that they can be used to design field implementations of the 
SAGD process, but they can be time consuming and computationally expensive, 
especially for thermal processes that need to be resolved using fairly small grid sizes. In 
addition, the quality of numerical solutions can be affected by numerical issues such as 
dispersion, thereby motivating the need for simpler models that can capture the overall 
physics of the process at reduced computational cost and time.     
 
 
Figure 1.1: Steam Assisted Gravity Drainage Process (courtesy of JAPEX)   
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1.1 Research Objectives 
Compared to full physics numerical simulation models, semi-analytical models 
developed by employing simplifying assumptions provide an attractive alternative to 
study the SAGD process while retaining a balance between computational time and 
accuracy of the results. In this work, we present the following models aimed at achieving 
this balance: 
I. Semi-analytical models: Compared to full physics simulations models that could 
take more than a day to complete one simulation run, semi-analytical models give 
results within the span of a few seconds to few minutes. As such, it is highly 
desirable to have such models that can be applied at a field scale to assess the 
influence of operational and reservoir conditions on recovery. Steam assisted 
gravity drainage process consists primarily of the rising phase and the spreading 
phase. During the rising phase, the steam chamber grows rapidly in the vertical 
direction until it reaches the top of the formation. The spreading phase applies 
when the steam chamber has grown to the top of the formation and is expanding 
horizontally till it reaches the confines of the reservoir. Extensive research has 
been done on modeling the SAGD spreading phase but fewer models exist for the 
unstable rising phase. In this work, we present a semi-analytical model based on 
Myhill and Stegemeier frontal advance method to model the SAGD rising phase. 
The model is originally developed for application in isotropic, homogeneous 
formations and later extended for application in anisotropic/heterogeneous 
formations as well. 
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II. Coarser simulation models: A solution that would be attractive for studying the 
SAGD process in strongly heterogeneous heavy oil/bitumen formations is a 
coarsened/upscaled numerical model. The upscaled model would still retain the 
inherent heterogeneity observed in the field and capture the overall physics of the 
process, but would require less computational time and resources compared to a 
full physics fine scale simulation. This is attractive in situations where the 
heterogeneity may affect an operational decision to be made such as well 
placement. A large fraction of Athabasca oil sands deposits are ancient point bar 
systems that are characterized by bedded, sandstone-dominated strata with 
interbedded siltstone layers and mud channels that results in lateral and vertical 
lithological heterogeneity (Su et al., 2012). An example of such a system is 
illustrated in Figure 1.2. This motivates the need to evaluate SAGD performance 
in such fields using realistic models for reservoir heterogeneity. Upscaled models 
would serve this purpose very well. However, Kumar et al. (2013) noted that the 
current upscaling methods do not adequately represent the separate impact of 
shale correlation length and lens frequency on the growth of the steam chamber. 
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Figure 1.2: Cross Section of a Point Bar System (courtesy of CABS, University of 
Calgary)  
 
As a result, models upscaled using conventional upscaling techniques predict the 
rise of the steam chamber and oil recovery incorrectly. In SAGD, the flow pattern 
is not uniform across the reservoir cross-section but convergent towards the 
production wells. This leads us to believe that the traditional upscaling methods 
that assume parallel flow between the injection and production face may not apply 
for SAGD processes. We present an upscaling technique that takes into account 
the unique flow geometry observed during SAGD.  
 
1.2 Description of Chapters 
Chapter 2 begins with an introduction to SAGD and goes further into a discussion 
of existing analytical/semi-analytical models and proxies for the SAGD process, focusing 
mainly on the SAGD rising phase. The impact of permeability anisotropy/heterogeneity 
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on SAGD performance present in literature is reviewed, and relevant background on 
conventional upscaling techniques is presented.  
Chapter 3 presents an investigation of the application of conventional upscaling 
techniques to SAGD. Following this, an upscaling technique that takes into account the 
unique convergent flow geometry of the SAGD process is presented.  
Chapter 4 presents a semi-analytical model based on the Myhill and Stegemeier 
frontal advance method to model the stream rising phase in SAGD. The semi-analytical 
model is originally developed for application in an isotropic and homogeneous formation.  
Chapter 5 presents an extension of the modeling procedure in Chapter 4 to account 
for heterogeneity.  
Chapter 6 summarizes the findings of this research and presents recommendations 
for future work.  
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Chapter 2: Background and Literature Review 
This chapter presents relevant literature detailing the research on steam assisted 
gravity drainage (SAGD) and its field implementation. Special emphasis has been placed 
on reviewing analytical/semi-analytical models and proxies that have been developed to 
model the SAGD rising phase. The impact of permeability anisotropy/heterogeneity on 
SAGD performance discussed in the literature is reviewed, and the importance of 
incorporating shale barriers in SAGD models is highlighted. At the end, relevant 
background is discussed regarding conventional upscaling techniques, with primary focus 
on techniques used in upscaling absolute permeability.  
 
2.1 Steam Assisted Gravity Drainage (SAGD) 
Steam assisted gravity drainage (SAGD) is a thermal method for enhanced insitu 
recovery of heavy oil and bitumen. Steam is continuously injected through a horizontal 
injection well located 5-10 meters above a horizontal producer (Dang et al., 2012). The 
injected steam rises to form a steam chamber in the reservoir as shown in Figure 2.1. The 
steam pressure is usually maintained constant during this process (Butler, 1991). Injected 
steam flows within the sand in the chamber to the steam-bitumen interface and 
condenses, transferring heat to the colder oil sand. The heat reduces the viscosity of the 
oil near the chamber interface, and the heated oil and condensate drain by gravity to the 
production well below. As the liquids (oil and condensate) are removed, the space that is 
left in the pores is filled with steam. The steam chamber thus grows upwards and 
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sideways by continuously stripping off layers of heavy oil/bitumen at the edges of the 
steam chamber (Gotawala and Gates, 2008). 
 
Figure 2.1: Conceptual Diagram of the SAGD Process (Butler, 1991) 
 
The steam chamber growth typically occurs in three phases. First, the injected 
steam rises vertically from the injector – this is referred to as the rising phase. Once the 
rising steam intercepts the overburden or seal, it spreads laterally and expands 
horizontally. This is referred to as the spreading phase. The depletion phase is the last 
phase, where steam chamber collapses and production is reduced to an economical limit 
(Llaguno et al., 2002).  
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Although the rising phase precedes the spreading phase in the actual SAGD 
process, in the subsequent sections, we begin with a discussion of the SAGD spreading 
phase before moving on to the rising phase. This is because the commonly applied model 
for the rising phase, developed by Roger Butler, is based on his formulation of the 
spreading phase. This thus justifies a discussion of the spreading phase prior to the rising 
phase.  
 
2.1.1 The Spreading Phase 
The spreading phase also called the horizontal or lateral growth phase applies 
when the steam chamber has grown to the top of the formation and is expanding 
horizontally till it reaches the confines of the reservoir. Butler et al. (1981) first attempted 
to model the spreading phase of the SAGD process by assuming that the only transport 
mechanism was 1-D quasi-steady state heat conduction ahead of the steam chamber front, 
and by combining this with Darcy’s law for the drainage of oil along the steam chamber 
wall, developed the expression for the oil rate given in Equation 2.1: 
𝑞! = 2 2𝜙∆𝑆!𝑘𝑔𝛼𝐻𝑚𝑣!"  [2.1] 
Where α is the thermal diffusivity, ϕ is the porosity, νos is the kinematic viscosity of oil at 
steam temperature, k is the permeability, H is the thickness of the reservoir, ΔSo is the 
movable oil saturation, and m is a parameter that relates how the viscosity-temperature 
curve changes from reservoir to steam temperature and is obtained using Equation 2.2:  
  10 
𝑚 =    𝜈! 1𝜈 − 1𝜈! 𝑑𝑇𝑇 − 𝑇!!!!! !! [2.2] 
Typical values for m vary between 3 and 5 for heavy oil and bitumen reservoirs (Butler, 
1991).  
Equation 2.1 indicates that the rate of drainage is a function of the drainage height 
and is independent of the shape of the interface or on its horizontal extension. Butler’s 
model assumes that the reservoir is both homogeneous and isotropic. A homogeneous 
porous medium is one where the permeability in any direction does not vary with space 
and an isotropic porous medium is one where the permeability is the same in all 
directions (i.e. kx = ky = kz, where x, y, and z are different coordinate directions). When 
the directional permeabilities of the porous medium are different, it is referred to as 
anisotropic. A heterogeneous medium is one where the permeability in any direction 
varies with space.  
The drainage rate that would be obtained using Equation 2.1 overestimates the 
production because not all the head, h, is available as some of the head is required to 
move the oil horizontally to the well (Butler, 1991). Butler and Stephens (1981) corrected 
Equation 2.1, incorporating the concept of tangential drainage or “TANDRAIN”, by 
replacing the 2 with 1.5 to account for the extra head needed to move bitumen 
accumulated at the base of the reservoir to the producer well. Their attempt was to 
account for both the horizontal flow to the producer well as well as the multiphase flow 
of oil and water towards the producer. Butler also obtained another equation that replaces 
the 2 in Equation 2.1 with 1.3 and this was called the Linear Drainage (LINDRAIN) 
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approximation (Butler, 1991). He assumed in the LINDRAIN approximation that the 
steam chamber-to-reservoir interface remains straight right up to the top of the reservoir 
and as the steam chamber grows in size, this straight interface becomes more inclined and 
longer (Butler, 1991).  
Azom and Srinivasan (2011) modified Butler’s equation for the spreading phase 
to account for permeability anisotropy by representing the permeability anisotropy as an 
ellipsoid and mapping the steam chamber geometry to the coordinate space of that 
ellipsoid. They replaced the permeability, k, in Equation 2.1 with an effective 
permeability, keff, that is a function of the directional permeabilities, kv and kh (Azom and 
Srinivasan, 2011). Reis (1992, 1993), Akin (2005), Nukhaev et al. (2006), Alali et al. 
(2009) and Azad et al. (2010) developed other models based on Butler’s original model. 
The fundamental assumptions and formulations in all these models are similar to 
Butler’s. 
 
2.1.2 The Rising Phase 
The rising phase follows the preheating of the formation (circulating steam in the 
injection and production wells). During this phase, the steam chamber grows very rapidly 
in the vertical direction and the process is thermally efficient as all of the latent heat 
released by the condensation of the steam is directed to heating the heavy oil/bitumen at 
the edges of the steam chamber (Chakrabarty et al., 2006).  
Very few analytical/semi-analytical models and proxies are available for the 
SAGD rising phase as most of the studies on SAGD have focused on the more stable 
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horizontal spreading phase than the unstable rising phase. Butler (1991) first attempted to 
model the SAGD rising phase. Similar to the spreading phase, Butler assumed that the 
available head during the rising phase is less than the total height of the chamber, h, at 
any particular time. This is allowed for by replacing the “2” within the square root in 
Equation 2.1 with an unspecified factor, β. Furthermore, he assumed that the problem is 
two-dimensional and the shape of the steam chamber remains geometrically similar as it 
rises (Butler, 1991). Butler (1991) related the cumulative oil production during the rising 
stage to the mobile oil per unit area multiplied by the square of the chamber height 
according to Equation 2.3: 
𝑞!"# = 𝑞  𝑑𝑡!! = 𝛾𝜙∆𝑆!ℎ! [2.3] 
Where γ is a shape factor reflecting the shape of the steam chamber. 
Equation 2.3 indicates that the oil production is directly proportional to the shape 
factor, γ, the porosity, φ, the mobile oil saturation, ΔSo, and the square of the height of 
the steam chamber, h. By differentiating Equation 2.3 with respect to time and equating it 
to Equation 2.1, he obtained the expression for the steam chamber height given by 
Equation 2.4: 
ℎ =    94 𝛽𝛾! !/! 𝑘𝑔𝛼𝑚𝜈!"𝜙∆𝑆! !/! 𝑡!/! [2.4] 
 
Several experimental studies were conducted and by curve fitting the observed data to 
Equations 2.3 and 2.4, the value of γ and β were obtained and the following model given 
by Equation 2.5 was proposed for the oil flow rate as a function of time: 
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𝑞 = 3 𝑘𝑔𝛼𝑚𝜈! !/! 𝜑∆𝑆! !/!𝑡!/! [2.5] 
 
In the derivation of Equation 2.5, Butler assumed that the shape of the steam chamber is 
approximately a sector of a circle at 64° as shown in Figure 2.2. The model does not 
predict the rate of rise of the steam chamber, and hence, the duration for the rising phase 
cannot be determined using Butler’s (1991) model. 
 
Figure 2.2: Approximate shape of rising chamber sector with shape factor, γ = 9/16 
(Butler, 1991) 
Another mechanism for steam rise proposed by Butler (1987) is the rise of 
interfering steam fingers. This model predicts the rate of rise of the steam chamber. In 
this approach, the frictional drag for the falling oil around a rising steam finger is 
balanced with the frictional drag within the finger and the driving force provided by 
gravity (Butler 1987). Butler assumes that the steam chamber rises at a constant rate and 
that the rate of rise of steam fingers is proportional to the absolute permeability of the 
reservoir and is a strong function of the steam temperature and oil viscosity (Butler, 
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1987). As a consequence of the assumption of the constant rate of rise, the theory predicts 
that small and large steam fingers will move upward at the same velocity given by 
Equation 2.6 (Butler, 1987).   
𝑉 = 𝑘𝑘!"𝑔(𝑚 + 1)𝜈!"𝜑∆𝑆! (1− 𝑋!)𝑋!(1− 𝐴)𝑋!! + 𝐴 − 𝐵 𝑋! + 𝐵  [2.6] 
Where kro is the relative permeability for oil flow, Xi is the dimensionless steam finger-
to-reservoir interface and is given by Equation 2.7, and A and B are constants (Butler, 
1987).  
𝑋! = 𝐵 1+ 2𝐵 − 𝐵(1+ 𝐵)  [2.7] 
Murtaza and Dehghanpour (2012) indicated that there was a flaw in the derivation of 
Equation 2.6 by Butler and presented the following corrected model given by Equation 
2.8 for the steam rise rate: 
𝑉 = 𝑘𝑘!"𝑔𝜈!"𝜑∆𝑆! (1− 𝑋!)𝑋!−𝐴𝑋!! + 𝐴 − 𝐵 +𝑚 + 1 𝑋! + 𝐵  [2.8] 
Where Xi is given by Equation 2.9.  
 𝑋! = 𝐵(𝑚 + 1)− 𝐵𝑚 + 1 − 𝐵  [2.9] 
The oil flow rate using this approach of rising steam fingers is given by Equation 2.10.  𝑞! = 𝜙∆𝑆!𝑥𝑉 [2.10] 
The oil flow rate at the critical point of interference of two steam fingers is given by 
Equation 2.11.  𝑞!! = 𝜙∆𝑆!𝑥!𝑉 [2.11] 
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Where x is the horizontal distance from the plane of symmetry of a rising finger and xi is 
the half spacing between steam fingers.  
Ito and Ipek (2005) studied the steam-fingering concept suggested by Butler 
(1987) by reviewing history matches of real field observation data. They concluded that 
steam fingers play an important role in the rise of steam chamber and that high-pressure 
operation is important for activating steam fingers. Murtaza and Dehghanpour (2012) 
extended Butler’s analytical model (1987) for the rise of interfering steam fingers to 
account for three-phase flow. They concluded that in general, the analytical solutions 
underestimate the steam rise velocity compared to field values. Their proposed solution 
that includes flow coupling between oil and water predicts higher rise velocities 
compared to Butler’s (1987), although they are still lower than measured field values 
(Murtaza and Dehghanpour, 2012).  
Gotawala and Gates (2008) corrected Butler’s derivation for the steam finger rise 
rate and showed that the length scale of the steam fingers range from pore-scale to tens of 
centimeters long, which is shorter than the conductive heat length scale. They indicated 
that the steam fingers are more like shallow undulations and do not appear to penetrate 
several meters into the oil sand as suggested by Butler (1987) and Ito and Ipek (2005) 
(Gotawala and Gates, 2008). Their simulation work shows that the steam chamber 
interface is stable with no growth of fingers, and the steam chamber largely moves like a 
piston (Gotawala and Gates, 2008).  
Vanegas et al. (2008) proposed a proxy model based on Butler’s semi-analytical 
solution of the process to predict the oil flow rate, cumulative oil production and 
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cumulative steam injection profiles during both the rising and spreading phases. Their 
proxy is based on the description of the hot interface advance through a 2-D section of a 
confined well pair, using conduction as a heat transference mechanism. The 
heterogeneity of the reservoir was explicitly incorporated in their proxy by averaging the 
reservoir properties along the discretized steam chamber-to-reservoir interface. 
Modifying factors are used to fit the proxy to flow simulation results to account for 
conformance and reservoir heterogeneity among other factors (Vanegas et al., 2008). 
Thus, the application of their proxy still requires full physics numerical simulations that 
have to be run a few times to calibrate the proxy for a particular heavy oil/bitumen field.  
 
2.2 Effect of Permeability Anisotropy/Heterogeneity on SAGD Performance 
Permeability anisotropy/heterogeneity can result from inter-bedded shale or 
presence of stochastically occurring streaks of shale distributed laterally through the 
porous media (Deutsch, 2010). It can also result from the presence of interbedded 
siltstones and mud channels that have permeability smaller than that of sandstone in the 
same formation (Su et al., 2012). For simplicity, we shall refer to all facies that have low 
permeability and acts as a barrier to steam and oil flow as shale in this work.  
If the shale is of limited lateral extent, it can slow down the flow of oil draining to 
the production well and act as a reduced vertical permeability (Ipek et al., 2008). If the 
shale is continuous over a significant lateral extent, it can impede and re-route steam flow 
as well as oil flow. Although conductive heat transfer can continue through the shale, the 
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rerouting of steam can change the geometry of the steam chamber, leading to reduced 
thermal efficiency of the SAGD process (Ipek et al., 2008).  
Kumar et al. (2013) performed numerical simulations for several cases of 
reservoir heterogeneity and found that naturally occurring low permeability barriers result 
in a steam chamber shape that is quite different from the one assumed in the literature for 
proxy model development, and severely limited the growth of the steam chamber. 
McLennan and Deutsch (2006) found that the flow performance during SAGD is heavily 
dependent and sensitive to the spatial distribution of permeability and the contrast 
between vertical and horizontal permeability.  
Chen et al. (2007) studied the effects of reservoir heterogeneities on SAGD 
performance using a stochastic model for shale distribution. Numerical simulations were 
conducted with various realizations of shale distributions. Chen et al. (2007) observed 
that the effects of reservoir heterogeneity on steam rising and oil drainage are not the 
same throughout the extent of the reservoir formation because of the difference in the 
characteristics of the flows in different regions. They thus divided the SAGD flow region 
into the near well region (NWR) and the above well region (AWR). Their findings 
indicate that flow in NWR is very sensitive to the presence of shale that impairs vertical 
permeability. In the AWR, only long, continuous shale or a high fraction of shale 
adversely affected the SAGD performance in their study (Chen et al., 2007).  
Le Ravalec et al. (2009) investigated the effects of heterogeneity on SAGD 
performance using numerical models. A set of reservoir models were randomly generated 
with 0 to 20% shale volume and it was shown that the influence of shale baffles depends 
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upon their locations relative to the well-pairs. It was concluded that the most detrimental 
location occurs when a shale baffle is located between the injector and producer (Le 
Ravalec et al., 2009). This is similar to the findings of Shin and Choe (2009).  
Azom (2012) showed that the effect of anisotropy on SAGD is time dependent 
and that there exists a unique time corresponding to a given set of reservoir and fluid 
properties, after which the effect of permeability anisotropy ceases to impact the SAGD 
performance. They found that as the steam chamber spreads in an inverted triangular 
shape (during the spreading phase), the influence of the vertical permeability decreases 
while the influence of the horizontal permeability on bitumen rates increases with time 
(Azom and Srinivasan, 2011). 
The above findings by various researchers clearly indicate the importance and 
need to capture the effect of permeability anisotropy/heterogeneity in SAGD models. 
Alali et al. (2009) used geometric averaging of the vertical and horizontal permeabilities 
of a reservoir to develop their semi-analytical model for the spreading phase, however 
they demonstrated the validity of their model only over a very small range of cases. The 
model developed by Azom and Srinivasan (2011) for application in anisotropic reservoirs 
is unable to directly account for the heterogeneity introduced by spatial distribution of 
shale and depends instead on the estimated value of the effective permeability, keff, and 
thus the directional permeabilities, kv and kh. This constraint applies not only to Azom 
and Srinivasan’s (2011) model but also to all methods that tries to account for 
anisotropy/heterogeneity by means of an effective permeability, keff, thereby motivating 
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the development of a proper upscaling technique to obtain the effective permeability that 
accurately represents the heterogeneous media.  
 
2.3 Upscaling Techniques 
Upscaling involves the conversion of high-resolution geostatistical models to 
coarse scale models that are manageable for reservoir simulation, while retaining 
geological realism and effectively representing fluid transport in the reservoir (Salazar 
and Villa, 2007). In the simplest case, upscaling involves the computation of an effective 
permeability that adequately represents a heterogeneous media for incorporation into 
analytical or simulation models. The simplest form of upscaling is single-phase upscaling 
(Christie, 1996). For single-phase flow involving only one component, the only 
parameters to be upscaled are porosity and absolute permeability or transmissibility 
(Durlofsky, 2005). In this work, we will focus on the upscaling of absolute permeability. 
This involves the calculation of an effective permeability that results in the same total 
flux of a single-phase fluid through the coarse, homogeneous block as that obtained using 
the fine heterogeneous model (Christie, 1996), as illustrated in Figure 2.3. 
 
Figure 2.3: Upscaling of Permeability (Salazar and Villa, 2007) 
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The methods used in upscaling can be classified into analytical/static and 
numerical/dynamic approaches. Static averaging methods include power averaging 
procedures such as arithmetic, geometric, and harmonic averaging. These are the simplest 
techniques for computing grid block permeabilities (Durlofsky, 2005) as they do not 
require numerical solutions and are very efficient computationally. Arithmetic averaging 
provides an upper bound to the effective permeability and harmonic provides a lower 
bound. Arithmetic and harmonic averaging are used when reasonable assumptions can be 
made about the direction of flow with respect to the reservoir heterogeneity. For example, 
when flow is in the direction parallel to the major reservoir heterogeneity (for example 
reservoir bedding) arithmetic averaging is commonly applied (Salazar and Villa, 2007). 
Flow in the direction perpendicular to the major heterogeneity is referred to as series flow 
and in that case, it is best to perform upscaling using the harmonic mean of permeability 
values (Salazar and Villa, 2007). In cases where no particular assumption regarding flow 
direction can be made, geometric averaging is best applied (Salazar and Villa, 2007). A 
generalization of the three static averaging techniques discussed above is using the Power 
Law expression given in Equation 2.12 (Salazar and Villa, 2007).  
𝑘! = 1𝑛 𝑘!!!!!!
!/!
 [2.12] 
Where ω is the power averaging exponent and ranges between -1 and 1. For values of ω = 
1, 0, -1, Equation 2.12 results in arithmetic, geometric, and harmonic averages 
respectively (Salazar and Villa, 2007). Other analytical techniques for permeability 
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upscaling include the renormalization approach (King, 1989) and the full tensor 
averaging technique (Kasap and Lake, 1990). 
Dynamic methods involve the solution of Equation 2.14 for the pressure 
distribution using finite-difference methods (Salazar and Villa, 2007). Equation 2.14 is 
obtained by applying Darcy’s law to the single-phase, incompressible flow conservation 
equation, neglecting gravity and capillary effects, given in Equation 2.13.  ∇.𝒖 = 0 [2.13] ∇. 𝒌∇𝑝 = 0 [2.14] 
Extensive reviews of existing flow based upscaling methods are given by Renard and de 
Marsily (1997), Farmer (2002), and Durlofsky (2005), among many others. Depending 
on the size of the region used for the calculation of the coarse scale quantities, these 
upscaling techniques can be characterized as local, extended local, global or quasi-global 
(Chen et al., 2003). In local approaches, the upscaled parameters are computed using fine 
scale regions corresponding only to the target coarse block under study, while fine scale 
information from nearby regions are also considered in the upscaling using extended 
local approaches (Chen et al., 2003). In both local and extended local approaches, 
boundary conditions are specified to estimate an effective permeability that yields the 
same flow rate as the fine grid calculation. Global methods utilize global fine scale flow 
simulations for the determination of coarse scale parameters whereas quasi-global 
approaches reduce the computational requirements of full global procedures by 
substituting some type of approximate global information in place of global fine scale 
results (Chen et al., 2003).  
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Kumar et al. (2013) used a flow based upscaling method (Durlofsky, 1991) to 
obtain effective directional permeabilities, kv and kh, for various realizations of shale 
distributions. This flow-based technique involves the solution of Equation 2.14 within the 
reservoir domain subject to periodic boundary conditions. A pressure gradient is imposed 
in the flow direction and a linear pressure profile on the two other opposite faces 
resulting in a non-symmetrical permeability tensor that takes into account the cross-flow 
term (Durlofsky, 1991). Kumar et al. (2013) observed that the upscaling could not 
adequately represent the separate impact of shale correlation length and lens frequency on 
the growth of the steam chamber. Kumar (2014) thus used a statistical upscaling scheme 
based on full 3D numerical simulation models. He developed a statistical response 
function that can be used to obtain the kv/kh ratio given the correlation length and the 
proportion of shale present. 
Convectional upscaling techniques work quite efficiently for upscaling under 
uniform flow condition (illustrated in Figure 2.4a) i.e. when the fluid streamlines are 
roughly parallel from the inlet face to the outlet face, and where the local piezometric 
head or pressure values vary linearly. In SAGD, the flow pattern is no longer uniform but 
convergent towards the horizontal production well as shown in Figure 2.4b. This leads us 
to believe that for the SAGD process, these convectional upscaling approaches may not 
completely apply, motivating the need for an improved upscaling scheme. One such 
improved scheme is that presented by Kumar (2014), where he generated various 
correlations to obtain kv/kh ratio using the shale correlation length and frequency. In this 
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work, we propose a physics-based upscaling scheme to account for the convergent flow 
pattern observed in SAGD.   
 
Figure 2.4: Flow Patterns (a) Uniform Flow Pattern (Courtesy of the COMET 
program) (b) Convergent Flow Pattern  
 
2.4 Chapter Summary 
In this chapter, we carefully reviewed the available analytical/semi-analytical 
methods to model the SAGD process and found that very few methods are available to 
quantitatively analyze and describe the SAGD rising phase. We also discussed the impact 
of permeability heterogeneity on SAGD through a detailed literature review. Relevant 
background on conventional upscaling techniques with primary focus on techniques used 
in upscaling absolute permeability was also presented. In the next chapter, we investigate 
conventional upscaling techniques applied to the SAGD process and discuss the 
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development of an improved upscaling method that takes into account the convergent 
flow pattern observed during the SAGD process.  
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Chapter 3: Improved Physics Based Upscaling Scheme for SAGD1 
In the previous chapter, we reviewed the background literature investigating the 
impact of permeability heterogeneity on SAGD performance. These publications 
emphasized the need to account for heterogeneity in SAGD process modeling. 
Analytical/semi-analytical models for SAGD performance can be developed in terms of 
an effective permeability, similar to that in Azom and Srinivasan (2011) and the reservoir 
heterogeneity can be accounted for when computing the effective permeability. For such 
models in general, the heterogeneity observed in the field would need to be described by 
a single effective permeability value, keff, as illustrated in Figure 3.1a. As an extension, 
the effective permeability used in semi-analytical models could also be a function of 
time. This is further examined and demonstrated in Chapter 5. Another approach to 
incorporate heterogeneity in SAGD process modeling is to generate a coarse scale 
simulation model by upscaling the fine scale geostatistical model as illustrated in Figure 
3.1b. Compared to the fine scale model, the coarse scale model will have smaller number 
of grid blocks and runs at reduced computational cost and time.  
Both approaches mentioned above are dependent on a proper upscaling technique 
to compute the effective permeability corresponding to a heterogeneous permeability 
model. In the following sections, we first investigate the application of conventional 
upscaling techniques to SAGD by comparing the predictions corresponding to upscaled 
                                                
1 Dhananjay, K., Murugesu, M., and Srinivasan, S.: Modeling Effect of Permeability 
Heterogeneities on SAGD Performance Using Improved Upscaling Schemes. SPE Heavy 
Oil Conference, 10 – 12 June, Calgary, 2014.  
Two different research works are presented in the above cited conference paper. 
Contribution by Dhananjay, K. to the work presented in this thesis is zero. Srinivasan S. 
is my research advisor and provided valuable input and guidance.   
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models to fine scale numerical simulation results. Findings from the investigation 
indicate the need for improved methods that minimize the difference between the results 
obtained from the upscaled and fine scale models. Hence, a physics-based upscaling 
method that takes into account the convergent flow geometry of the SAGD process is 
presented.  
 
(a) 
 
(b) 
Figure 3.1: Upscaling Schemes: (a) Upscaling fine scale permeability model to 
generate a single effective permeability that can be used in semi-analytical models 
for predicting the performance of the SAGD process, (b) Upscaling fine scale 
permeability model to generate a coarse scale permeability model 
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3.1 Investigating Conventional Upscaling Techniques Applied to SAGD 
Process 
To study the applicability of conventional upscaling methods to the SAGD 
process, two different upscaling techniques were selected: a static method and a dynamic 
method. Kumar (2014) modeled the impact of permeability anisotropy on SAGD using a 
statistical upscaling scheme. In his work, he found that compared to linear and harmonic 
averaging, geometric averaging produced the best initial match to the performance in a 
heterogeneous reservoir. Works by Matheron (1967), Bakr et al. (1978), and Dagan 
(1979, 1981) indicate that geometric averaging can be effective when permeabilities are 
log-normally distributed with low variance. Hence, geometric averaging, given by 
Equation 3.1, was selected for static averaging of heterogeneous permeabilities in this 
study.  
𝑘!"#!!"" = 𝑘!!!!!
!/!
 [3.1] 
The flow-based technique by Durlofsky (1991) that involves the solution of Equation 
2.14 within the reservoir domain subject to periodic boundary conditions was selected as 
the dynamic upscaling method used in this study. In this upscaling technique, a pressure 
gradient is imposed in the flow direction and a linear pressure profile on the two other 
opposite faces, yielding symmetric, positive definite equivalent permeability tensors 
(Durlofsky 1991).  
Both upscaling schemes illustrated in Figure 3.1 are investigated in the following 
sections. In Case I, a single effective anisotropic ratio is used to describe the 
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heterogeneity observed in the fine scale model illustrated in Figure 3.1a. In Case II, the 
permeability for each coarse scale block is obtained by upscaling a certain number of fine 
scale blocks according to the specified upscaling ratio (as illustrated in Figure 3.1b). For 
both cases, two dimensional (2D) stochastic shale models were generated at the fine scale 
using sequential indicator simulation (SISIM) in SGeMS, a geostatistical modeling 
software (Remy et al., 2009). The investigations were limited to a single SAGD well pair. 
A breakdown of the two cases and the respective models is given in Figure 3.2 below.  
 
 
Figure 3.2: Summary of Upscaling Cases and Models Investigated 
 
 
Upscaling Cases 
Case I 
Model 1 
10% Shale Content  
Model 2 
30% Shale Content 
Model 3 
50% Shale Content 
Case II 
Model 4 
30% Shale Content 
Model 5 
50% Shale Content 
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3.1.1 Case I: Effective Permeability for Application in Analytical/Semi-Analytical 
Models 
Case I looks at upscaling the fine scale permeability model for application in 
analytical/semi-analytical models. Given the spatial distribution of shale lenses, an 
effective anisotropy ratio is computed using geometric averaging and the Durlofsky 
(1991) flow based upscaling technique described in the previous section. Three different 
stochastic shale models with shale frequencies of 10% (low), 30% (medium) and 50% 
(high) were generated in SGeMS as indicated in Figure 3.2. A maximum variogram range 
of 15m was assumed in the generation of these models. The stochastic shale distributions 
for the respective models are illustrated in Figures 3.3 – 3.5. For all three stochastic shale 
models, the directional permeabilities are equal i.e. kx = ky = kz, and hence the kv/kh ratio 
at the fine scale is 1. Each model has 150 by 1 by 50 grid blocks with a grid size of 1m by 
1m by 1m in the x, y and z directions, respectively.  
 
Figure 3.3: Permeability distribution for model 1 with 10% shale frequency 
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Figure 3.4: Permeability distribution for model 2 with 30% shale frequency 
 
 
 
Figure 3.5: Permeability distribution for model 3 with 50% shale frequency 
 
For each model, the effective directional permeabilities computed using both the static 
and the dynamic methods described above are given in Table 3.1. For the static method, 
geometric averaging was applied to obtain the effective horizontal permeability, kh, and 
the effective vertical permeability, kv. Since the fine scale model has a kv/kh ratio of 1, 
application of geometric averaging to obtain both effective permeabilities, kv and kh, 
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results in a kv/kh ratio of 1. For the Durlofsky flow based upscaling, the kv/kh ratio 
decreases from 0.68 to 0.26 as the shale frequency increases from 10% to 50%.   
Table 3.1: Effective Directional Permeabilities for Case I Models Calculated Using 
Conventional Upscaling Techniques 
Model Durlofsky Flow Based Upscaling Geometric Averaging 
 kh (mD) kv (mD) kv/kh kh = kv (md) kv/kh 
Model 1 1717 1168 0.68 1294 1 
Model 2 817 352 0.43 468 1 
Model 3 187 48 0.26 120 1 
 
CMG’s thermal simulator, STARSTM, was used to run the numerical simulations 
using the fine scale and the upscaled models. Reservoir simulation grid dimensions and 
input parameters for the upscaled models are the same as the fine scale models except for 
the permeabilities. The relevant input parameters for the reservoir simulations are given 
in Table 3.2. The plot of viscosity change with temperature is given in Figure A.1 in the 
Appendix. All injection wells were set on maximum injection pressure constraint of 2400 
kPa to compare the rates between the models. Each SAGD well pair was preheated for 6 
months. 
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Table 3.2: CMG-STARSTM Input Parameters for Case I 
Description Value Units 
Reservoir thickness 50 m 
Porosity 30 % 
Thermal conductivity of reservoir rock 89856 J/(m-day-°C) 
Volumetric heat capacity of reservoir 2.35E6  J/(m3-°C) 
Initial reservoir temperature 10 °C 
Maximum injection BHP 2400 kPa 
Steam injection quality 0.8 - 
Minimum steam trap 10 °C 
Minimum production well BHP 1500 kPa 
 
Figures 3.6 and 3.7 present a comparison of the cumulative oil production and 
cumulative steam injection, respectively, between the fine scale model and the upscaled 
models for Model 1. Similar comparison plots for Models 2 and 3 are given in Figures 
3.8 – 3.11. Comparison of the monthly oil production rates and monthly steam injection 
rates between the fine scale and upscaled models for Models 1 – 3 are presented in 
Figures A2 – A7 in the Appendix. The following observations can be made from the 
comparison plots: 
• As already established from the literature review, the cumulative oil production 
and cumulative steam injection reduces as the frequency of shale increases.  
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• The results obtained from the geometric averaging are very close to those 
obtained from Durlofsky flow based upscaling technique for Models 1 and 2. A 
small discrepancy is observed between the results from the two upscaling 
techniques for Model 3.  
• Both upscaling techniques result in lower steam injection rates and lower oil 
production rates compared to the base model (fine scale model).  
• The difference between the fine scale and upscaled model solutions widen as the 
frequency of shale increases.  
• The errors (given by Equation 3.2) in estimating the cumulative oil production 
using geometric averaging and Durlofsky flow based technique for Model 1 are 
about 27% and 25% respectively. For Model 2, the error in estimating the 
cumulative oil production using both techniques is about 61%. The errors in 
estimating the cumulative oil production using geometric averaging and 
Durlofsky flow based technique for Model 3 are about 70% and 80% respectively. 
It can thus be concluded that application of these upscaled effective permeabilities 
computed using conventional methods would result in pessimistic results.  
𝐸𝑟𝑟𝑜𝑟   % =    𝑄!"#$%#&'"#()  !"#!!"#$% − 𝑄!"#$  !"#$𝑄!"#$  !"#$ ∗ 100 [3.2] 
Where Q in Equation 3.2 is the cumulative oil production.  
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Figure 3.6: Model 1 (10% shale frequency) – Comparison of cumulative oil 
produced between fine scale model and models upscaled using conventional 
upscaling techniques. 
 
Figure 3.7: Model 1 (10% shale frequency) – Comparison of cumulative steam 
injected between fine scale model and models upscaled using conventional upscaling 
techniques. 
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Figure 3.8: Model 2 (30% shale frequency) - Comparison of cumulative oil 
produced between fine scale model and models upscaled using conventional 
upscaling techniques. 
 
Figure 3.9: Model 2 (30% shale frequency) - Comparison of cumulative steam 
injected between fine scale model and models upscaled using conventional upscaling 
techniques. 
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Figure 3.10: Model 3 (50% shale frequency) - Comparison of cumulative oil 
produced between fine scale model and models upscaled using conventional 
upscaling techniques. 
 
Figure 3.11: Model 3 (50% shale frequency) - Comparison of cumulative steam 
injected between fine scale model and models upscaled using conventional upscaling 
techniques. 
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3.1.2 Case II: Coarse Scale Permeability Model for Numerical Simulations 
In Case II, given the spatial distribution of shale lenses at fine scale, upscaling is 
applied to generate a coarse scale permeability model as illustrated in Figure 3.1b. 
Results from Case I show that the upscaled values from geometric averaging are similar 
to those obtained using Durlofsky flow based upscaling technique. Hence, only the flow 
based upscaling technique was applied for Case II. Two-dimensional (2D) stochastic 
shale models containing 90 by 1 by 50 grid blocks with grid size of 1m by 20m by 1m in 
the x, y, and z directions, respectively, were generated using the sequential indicator 
simulation program (SISIM) in SGeMS (Remy et al., 2009). Two different shale 
frequencies were modeled: Model 4 with 30% shale content and Model 5 with 50% shale 
content. The correlation length of the discontinuous shale for the models is the same and 
is equal to 25m.  For both models, the directional permeabilities are equal i.e. kx = ky = 
kz, and hence the kv/kh ratio is 1.  
An upscaling ratio of 4 is applied to generate the coarse scale models with 45 by 1 
by 25 grid blocks at 2m by 20m by 2m in the x, y, and z directions, respectively. The 
upscaling ratio is defined as the ratio of the number of fine grid blocks to the number of 
coarse scale grid blocks. Thermal simulations are sensitive to the spatial discretization 
employed (Carlson 2006) and generally require much finer grid resolution compared to 
conventional light oil reservoir simulations. Hence, an upscaling ratio of 4 was selected 
to keep the grid sizes small enough to minimize numerical errors and also grid orientation 
effect.  
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CMG’s thermal simulator, STARSTM, was used to run the numerical simulations 
using the fine scale and upscaled models. Reservoir simulation input parameters for the 
upscaled models are the same as the base case/fine scale model except for the 
permeability model. The relevant input parameter for the reservoir simulations are given 
in Table 3.3. All injection wells were set to a maximum injection pressure constraint of 
2400 kPa. For all models, the wells were preheated for 4 months. Figures 3.12 - 3.15 
present a comparison of the cumulative oil production and cumulative steam injection 
between the fine scale model and the upscaled model for Models 4 and 5. Comparison of 
the monthly oil production rates and monthly steam injection rates between the fine scale 
and upscaled model for Models 4 and 5 are presented in Figures A8 – A11 in the 
Appendix.  
Table 3.3: CMG-STARSTM Input Parameters for Case II 
Description Value Units 
Reservoir thickness 50 m 
Porosity 30 % 
Thermal conductivity of reservoir rock 89856 J/(m-day-oC) 
Volumetric heat capacity of reservoir 2.35E6  J/(m3-oC) 
Initial reservoir temperature 10 °C 
Maximum injection BHP 2400 kPa 
Steam injection quality 0.9 - 
Minimum production well BHP 1500 kPa 
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Similar to Case I, the conventional upscaling technique results in lower oil 
production and cumulative steam injection compared to the fine scale model. It can also 
be observed that using a coarser permeability model instead of a single effective 
permeability to capture the entire fine scale model heterogeneity results in better matches 
with the base case. However, unlike Case I, we do not see a correlation between the shale 
frequency and the error associated with the upscaling. The errors in estimating the 
cumulative oil production for Models 4 and 5 are about 44% and 31% respectively. Thus, 
the upscaled model solution for Model 5 with 50% shale frequency has less error 
associated with it compared to the upscaled model solution for Model 4 with 30% shale 
frequency.  
Although the errors associated with the conventional upscaling techniques are less 
for Case II compared to Case I, they are still rather high in the 30% range, further 
corroborating the findings of Kumar et al. (2013) that conventional upscaling techniques 
do not adequately reproduce the results observed in fine scale models. These results lead 
us to believe that a better upscaling scheme is needed for SAGD processes that takes into 
account the flow geometry and reduces the discrepancy between the fine scale and coarse 
scale model solutions. Since the heated oil and condensed water flow along the edges of 
the steam chamber to the production well because of the influence of gravity in the 
SAGD process, the flow pattern is convergent to the well as opposed to uniformly spaced 
streamlines had the entire bottom edge of the reservoir been subject to the boundary 
condition. In the next section, we take this flow pattern into account and propose an 
improved physics based upscaling technique for SAGD processes.  
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Figure 3.12: Model 4 (30% shale frequency) - Comparison of cumulative oil 
production between fine scale model and model upscaled using flow-based 
upscaling. 
 
Figure 3.13: Model 4 (30% shale frequency) - Comparison of cumulative steam 
injected between fine scale model and model upscaled using flow-based upscaling. 
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Figure 3.14: Model 5 (50% shale frequency) - Comparison of cumulative oil 
production between fine scale model and model upscaled using flow-based 
upscaling.  
 
Figure 3.15: Model 5 (50% shale frequency) - Comparison of cumulative steam 
injection between fine scale model and model upscaled using flow-based upscaling. 
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3.2 Physics-Based Upscaling Technique 
Flow-based methods of upscaling involve the solution of the pressure equation 
(Equation 2.14) within the reservoir domain. The fine scale flows are obtained either 
from the global solutions of the flow equation in the whole reservoir, or the local 
solutions in each grid block, referred to as global and local upscaling, respectively (Wu et 
al., 2002). Although local upscaling methods require much less computing power, they 
can be strongly affected by the boundary conditions such as no flow, periodic boundary 
condition (Durlofsky, 1991), or linear pressure boundary conditions (King et al., 1998, 
King and Mansfield, 1999), which may be appropriate far from the global boundaries of 
the reservoir (Holden and Nielsen, 2000). In this work, we formulate the proposed 
physics-based upscaling technique as a minimization problem based on the global 
upscaling method. The upscaled permeability is defined as the permeability that 
minimizes the pressure difference between the fine scale and coarse scale solutions 
corresponding to the global boundary conditions encountered during the SAGD process.  
In the proposed physics-based upscaling technique, it is necessary to compute the 
fine scale pressure to solve the associated minimization problem. Solution for the fine 
scale pressures leads to a large linear system of equations where the number of unknowns 
is the number of fine scale blocks. In local upscaling techniques, a fine scale problem is 
solved for each coarse block. According to Holden and Nielsen (2000), the computing 
time needed for solving one fine scale pressure equation, defined on the entire reservoir, 
is comparable to the time needed by local upscaling methods for solving all the fine scale 
problems for all the coarse blocks. Hence, the proposed upscaling technique based on 
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minimizing the error between the fine scale and coarse scale solutions over the entire 
reservoir is not significantly more computationally expensive than local methods. In 
addition, the proposed upscaling technique is based on the solution of the single-phase 
pressure equation over the entire domain to compute the effective value of permeability 
that will yield the same solution on the coarser scale. The solution of this single-phase 
pressure equation is relatively cheap. 
 
3.2.1 Model Setup for SAGD Flow Problem 
In the SAGD process, the heated oil and condensed water flow along the edges of 
the steam chamber to the production well because of the influence of gravity. To simulate 
this convergent flow process in our upscaling, a sink term is specified at the bottom 
center of the model and a constant pressure is imposed at the top boundary of the model 
by use of source terms as shown in Figure 3.16. This setup of the model simulates the 
streamlines converging to the production well that is observed in SAGD processes.  
 
Figure 3.16: Simulation of convergent flow towards a point sink 
     
     
     
     
     
 
     
  
Constant pressure source 
Sink 
Streamlines simulating 
convergent flow 
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Equation 3.3 gives the single-phase flow equation, ignoring capillary pressure, 
based on a finite difference scheme. 𝑐!!"𝑉!!" P!"!!! − P!"!= ∆𝑡 𝑇! !!!!,! P!!!,! − P!" !!! − 𝑇! !!!!,! P!" − P!!!,! !!!+ ∆𝑡 𝑇! !,!!!! P!,!!! − P!" !!! − 𝑇! !,!!!! P!" − P!,!!! !!!+ ∆𝑡Q!"!!! 
[3.3] 
 
Where ij is the location of the grid block, P is the pressure, T is the transmissibility, and 
Q is the rate for the source or sink term, and T is the transmissibility given by Equation 
3.4 for the i+1/2, j interface. Similar calculations are done to obtain the transmissibilities 
for the other interfaces.  
(𝑇!)!!!/!,! = 2( 1(𝑘!ℎ∆𝑦 𝜇∆𝑥)!" + 1(𝑘!ℎ∆𝑦 𝜇∆𝑥)!!!,!)!! [3.4] 
Q is related to the specified source/sink pressure using Equation 3.5.  𝑄! = 𝐽!(𝑃!",! − 𝑃!") [3.5] 
Where “s” represents the source/sink term, J is the productivity index, Pwf is the specified 
pressure for the source/sink term, and Pij is the grid block pressure.  
 
3.2.2 Upscaling Algorithm 
Upscaling begins with the definition of relevant inputs namely the grid 
specifications, the fine scale permeability field, kF, initial guess(es) for the upscaled 
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model permeability, kC, and the boundary conditions i.e. the definition of source and sink 
terms. Equation 3.3 is solved to obtain the fine scale pressures, PF. Static averaging 
methods such as linear averaging (given by Equation 3.6), geometric averaging (given by 
Equation 3.1), and harmonic averaging (given by Equation 3.7) are used to obtain the 
initial guess(es) for the horizontal permeability, khC, and the vertical permeability, kvC, of 
the upscaled model.  
𝑘!"#!!"" = 1𝑛 𝑘!!!!!  [3.6] 
 𝑘!!"!!"" = 11𝑛 1𝑘!!!!!  [3.7] 
We define an objective function (POBJ), given in Equation 3.8, as the sum of the 
square of the differences between the fine scale model and upscaled model pressure 
solutions.   𝑃!"# = (𝑃! − 𝑃!)! [3.8] 
Where PF is the fine scale model pressure solution and PC is the upscaled model pressure 
solution. Equation 3.8 is applicable to cases where the fine scale and upscaled models 
have the same number of grids, such as in Case I. In Case I, we obtain a single effective 
permeability while keeping the number of grids and grid sizes the same as the fine scale 
model. In upscaling cases that involve generating a coarse-scale permeability model 
(similar to Figure 3.1b), it is not possible to reconstruct the fine scale pressure at the 
center of the coarse scale grid block. Hence, for each coarse grid block ij, the 
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corresponding fine scale pressures, PFij, are arithmetically averaged to obtain the coarse 
grid block pressure, PFCij. Subsequently, PFC is used in place of PF in Equation 3.8 as 
shown in Equation 3.9. 𝑃!"# = (𝑃!" − 𝑃!)! [3.9] 
The vertical permeability of the upscaled model, kvC, is iterated until the objective 
function is minimized below the specified tolerance. The horizontal permeability, khc, of 
the upscaled model is kept constant (equal to the initial estimate) during the iteration 
process. The summary of the upscaling algorithm is given in Figure 3.17. 
 
 
Figure 3.17: Flow Chart of Upscaling Algorithm 
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3.2.3 Demonstration Examples 
The physics based upscaling technique is applied to Cases I and II from Section 
3.1. The horizontal permeabilities for the upscaled Case I and II models were obtained by 
arithmetic averaging and geometric averaging, respectively. The initial guesses of the 
vertical permeability for the upscaled Case I and II models were obtained by harmonic 
averaging and geometric averaging, respectively. The effective directional permeabilities 
calculated using the physics-based upscaling for Case I models are given in Table 3.4. 
Similar to the traditional flow-based upscaling results, the kv/kh ratio decreases with an 
increase in the shale frequency from 0.83 to 0.11. The kv/kh ratios obtained for Models 1 
and 2 using the physics-based upscaling is higher compared to that obtained using the 
traditional flow-based upscaling technique. The kv/kh ratio obtained for Model 3 using the 
traditional flow-based upscaling is higher compared to that obtained using the physics 
based upscaling technique. 
Table 3.4: Effective Directional Permeabilities for Case I Models Calculated Using 
Physics Based Upscaling 
Model Physics Based Upscaling 
 kh (mD) kv (mD) kv/kh 
Model 1 1840 1530 0.83 
Model 2 1455 1011 0.69 
Model 3 940 103 0.11 
 
Comparisons of the cumulative oil production and cumulative steam injection 
between the base model (fine scale model) and upscaled models for Case I are presented 
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in Figures 3.18 – 3.23. The errors between the base models and upscaled models (shown 
in Table 3.5) for Models 1 and 2 have been successfully reduced from over 25% to less 
than 10%. The error for Model 3 has been reduced from over 70% to 51%. Although we 
have successfully reduced the error associated with the upscaled results for Model 3, it is 
still rather high, indicating that for highly heterogeneous formations (over 30% shale 
frequency), a coarse scale simulation model would be a better method of study compared 
to analytical/semi-analytical methods.  
 
Table 3.5: Error in Upscaling for Cases I and II 
Upscaling 
Technique Case I Case II 
Model  Model 1 Model 2 Model 3 Model 4 Model 5 
Geometric 
Averaging 27% 61% 70% - - 
Traditional 
Flow-Based 25% 61% 80% 44% 31% 
Physics Based 7% 8% 51% 4% 10% 
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Figure 3.18: Model 1 (10% shale frequency) – Comparison of cumulative oil 
production between fine scale model and models upscaled using conventional 
techniques and physics-based upscaling. 
 
Figure 3.19: Model 1 (10% shale frequency) – Comparison of cumulative steam 
injection between fine scale model and models upscaled using conventional 
techniques and physics-based upscaling. 
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Figure 3.20: Model 2 (30% shale frequency) – Comparison of cumulative oil 
production between fine scale model and models upscaled using conventional 
techniques and physics-based upscaling. 
 
Figure 3.21: Model 2 (30% shale frequency) – Comparison of cumulative steam 
injection between fine scale model and models upscaled using conventional 
techniques and physics based upscaling. 
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Figure 3.22: Model 3 (50% shale frequency) – Comparison of cumulative oil 
production between fine scale model and models upscaled using conventional 
techniques and physics-based upscaling. 
 
Figure 3.23: Model 3 (50% shale frequency) – Comparison of cumulative steam 
injection between fine scale model and models upscaled using conventional 
techniques and physics-based upscaling. 
  52 
Comparisons of the cumulative oil production and cumulative steam injection 
between the base model (fine scale model) and upscaled models for Case II are presented 
in Figures 3.24 – 3.27. Similar to the findings of Section 3.1, the errors are less when 
using a coarser permeability model as opposed to a single effective permeability. The 
errors between the base models and upscaled models have been successfully reduced 
from over 30% to 10% and lower as shown in Table 3.5.  
 
 
Figure 3.24: Model 4 (30% shale frequency) - Comparison of cumulative oil 
produced in fine scale model and models upscaled using traditional flow-based 
upscaling and physics-based upscaling. 
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Figure 3.25: Model 4 (30% shale frequency) - Comparison of cumulative steam 
injected in fine scale model and models upscaled using traditional flow-based 
upscaling and physics based upscaling. 
 
Figure 3.26: Model 5 (50% shale frequency) - Comparison of cumulative oil 
produced in fine scale model and models upscaled using traditional flow based 
upscaling and physics based upscaling. 
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Figure 3.27: Model 5 (50% shale frequency) - Comparison of cumulative steam 
injected in fine scale model and models upscaled using traditional flow-based 
upscaling and physics based upscaling. 
 
In Figure 3.28, we present the profile of the steam chamber for Model 4 in Case 
II. In this figure, we show the temperature distribution for the fine scale and upscaled 
models at the end of 10 years from the start of the simulation. Figure 3.28a shows the 
permeability distribution for the model. Figure 3.28b shows the temperature distribution 
for the base model. The temperature distributions from the upscaled models, traditional 
flow-based upscaling and physics-based upscaling, are presented in Figures 3.28c and 
3.28d, respectively. It can be observed that the physics based upscaling does a fairly good 
job of reproducing the steam chamber growth observed in the base model compared to 
the traditional flow based upscaling technique. 
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Figure 3.28: Steam chamber growth for Model 4 – (a) Permeability distribution in 
fine scale model (b) Steam chamber (in terms of temperature distribution) in fine 
scale model (c) Steam chamber in model upscaled using traditional flow-based 
technique (d) Steam chamber in model upscaled using physics-based technique 
 
3.3 Chapter Summary 
In this chapter, we compared two conventional upscaling techniques for 
permeability- based on geometric averaging and traditional flow-based upscaling, with 
fine scale numerical simulation. The results from the thermal simulations indicate that 
conventional upscaling techniques do not effectively capture the oil production and the 
propagation of the steam front in SAGD. A physics-based upscaling technique that 
simulates the convergent flow pattern observed during SAGD is proposed. This is 
formulated as a global upscaling technique that involves minimizing the difference 
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between the fine scale and upscaled model solutions. Several two dimensional stochastic 
shale models were generated and used to validate and illustrate the effectiveness of the 
method. The physics-based upscaling scheme exhibits improvement over the geometric 
averaging and the traditional flow based-upscaling techniques, reducing the error 
between the results using the fine scale and upscaled models.  
In the next chapter, we discuss the development of a semi-analytical model to 
describe the SAGD rising phase for an isotropic and homogeneous reservoir. This model 
is extended in Chapter 5 for application in heterogeneous reservoirs with discontinuous 
shale barriers. The physics-based upscaling technique developed in this chapter will be 
applied to the steam rise model in heterogeneous reservoirs. 
 
 
 
 
 
 
 
 
 
  57 
Chapter 4: Semi-Analytical Modeling of the Steam Assisted Gravity 
Drainage (SAGD) Rising Phase 
Steam assisted gravity drainage (SAGD) consists primarily of the rising phase and 
the spreading phase. During the rising phase, the steam chamber grows rapidly in the 
vertical direction until it reaches the top of the formation. The spreading phase applies 
when the steam chamber has grown to the top of the formation and is expanding 
horizontally till it reaches the confines of the reservoir. Much of the research efforts on 
describing and analyzing the SAGD process have focused on the stable spreading phase, 
and there exist very few analytical/semi-analytical models of the unstable rising phase.  
In this chapter, we present an approximate semi-analytical method based on the 
Myhill and Stegemeier (MS) frontal advance model, which was originally developed for 
application in steam drive processes, to quantitatively describe the SAGD rising phase. 
The chapter begins with a discussion of relevant theoretical background on the Myhill 
and Stegemeier frontal advance model. The Myhill and Stegemeier frontal advance 
model is then modified for application to the SAGD rising phase and the modified semi-
analytical model is referred to as MS-SAGD. The MS-SAGD semi-analytical model 
tracks the growth of the steam chamber as a function of time.  
Two different approaches to calculate the oil production rates are proposed and are 
used in conjunction with the MS-SAGD model to describe the SAGD rising phase. The 
proposed oil production rate models are compared with each other and with reservoir 
simulation results.  
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4.1 Theoretical Background on Myhill and Stegemeier Frontal Advance 
Model  
Myhill and Stegemeier (1978) presented a model for steam drive correlation and 
prediction that combines the approach of Marx and Langenheim (1959) with the ideas of 
Mandl and Volek (1969). Marx and Langenheim (1959) developed theoretical relations to 
describe the growth of a steam zone that is limited by the loss of heat to the overburden 
and underburden and by the rate at which steam is introduced. Energy balance states that 
the total heat injected is the summation of the heat loss to the reservoir rock, heat loss to 
the fluids (in-situ oil and water), and heat losses to the overburden and underburden as 
expressed by Equation 4.1 (Green and Willhite, 1998).  
𝑚!𝐻! = 𝑀! 𝑇! − 𝑇! Δ𝑉Δ𝑡 + 2 𝑞  𝑑𝐴!!!!  [4.1] 
In Equation 4.1, 𝑚! is the steam injection rate, Hs is the energy content of the injected 
steam relative to the reservoir temperature in Btu/lbm, MR is the volumetric heat capacity 
of the heated region, and Ah is the heated area. The parameter “q” in Equation 4.1 is the 
instantaneous rate of conduction to overburden or underburden and is a function of 𝑡 − 𝜆  where t is the total time since start of injection and 𝜆 is the time of arrival of 
heated zone at a specific location (i.e. out to a specific area). The term on the left hand 
side (LHS) of Equation 4.1 represents the heat injection rate. The first term on the right 
hand side (RHS) of Equation 4.1 represents the heat required to raise the temperature of 
the reservoir rock from reservoir temperature, Tr, to steam temperature, Ts when the 
steam zone expands by an increment of bulk volume, Δ𝑉. The second term on the RHS of 
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Equation 4.1 represents the heat loss rate from the heated zone to the overlying and 
underlying formations (Green and Willhite, 1998). The concept presented by the 
expression in Equation 4.1 is schematically shown in Figure 4.1.   
 
Figure 4.1: Marx and Langenheim Reservoir Heating Model (Ref: Green and 
Willhite, 1998).  
 
In the development of their theoretical model, Marx and Langenheim (1959) 
assumed that steam is introduced at a constant rate and that no heat is transferred ahead of 
the steam front. A steam zone can be maintained throughout the heated region that is 
predicted by Marx and Langenheim’s (1959) model as long as there is sufficient latent 
heat to keep the steam zone at a constant temperature i.e. when there is still latent heat 
arriving at the heat front (Green and Willhite, 1998). However, as the heated zone 
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expands, a time is reached when the injected steam is no longer sufficient to supply all 
the losses. At this time, called the critical time, tc, the heated region separates into a steam 
zone and a hot water zone (Green and Willhite, 1998). A schematic of the steam drive 
process before the critical time is shown in Figure 4.2a. The heated region consists only 
of the steam zone. A schematic of the steam drive process after the critical time is shown 
in Figure 4.2b. The heated region now consists of a steam zone and a hot water zone.  
 
Figure 4.2: Schematic Representation of Steam Drive (a) Before critical time (b) 
After critical time  
 
The critical time, tc, when formation of a distinct hot water zone occurs was 
determined by Mandl and Volek (1969) from an energy balance at the condensation front. 
The critical time, tc, marks an important change in the heat flow across the condensation 
front and depends on the reservoir thickness, temperature, and quality of the steam 
Steam Zone at Ts Oil Bank Cold Zone at Tr 
Steam Zone at Ts Oil Bank Cold Zone at Tr  
Hot water zone 
(a) 
(b) 
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(Mandl and Volek, 1969). At time, t, before the critical time (0 < t < tc), the heat flow 
across the condensation front is purely conductive (Mandl and Volek, 1969). At time 
equal to the critical time (t= tc), the heat flow across the condensation front becomes 
predominantly convective (Mandl and Volek, 1969). Thus, the equations which govern 
the expansion of the steam zone change at t = tc (Mandl and Volek, 1969). Though the 
concept of critical time is relevant to steam drive processes, it is not of importance to the 
SAGD rising phase as the process remains at t < tc for the entire duration of the process.  
The basic assumptions in the development of the Myhill and Stegemeier frontal 
advance model are given below (Myhill and Stegemeier, 1978): 
1. The reservoir is horizontal, isotropic and homogeneous with constant thickness, 
H.  
2. Thermal properties, including initial formation temperature, heat capacity of 
reservoir rock, and heat capacity and conductivity of cap and base rock are 
assumed constant throughout the zone.  
3. Steam is injected at a constant pressure, quality, and rate per injector. 
4. Vertical temperature gradients in the reservoir are zero.  
5. Temperature of the heated zone is uniform and equal to the injected fluid 
temperature, while the regions outside the heated zone are at the initial reservoir 
temperature.  
6. The temperature front is sharp and vertical and defines the boundary at which the 
temperature falls from injection temperature to formation temperature.  
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7. Heat losses from the steam zone are by conduction only and occur normal to the 
reservoir into the cap and base rock. 
8. Heat is transferred in the reservoir by convection only, and heat passes through 
the condensation front only after Mandl and Volek’s critical time.  
The volume of the steam zone predicted by the Myhill and Stegemeier model before 
critical time, tc, is given by Equation 4.2 (Green and Willhite, 1998) and is a function of 
the heat injected, the volumetric heat capacity of the heated region, and the thermal 
efficiency of the process. 
𝑉! = 𝑚!𝐻!𝑡𝑀!(𝑇! − 𝑇!)𝐸! 𝑡!  [4.2] 
Where Vs is the volume of the steam zone, Eh is the thermal efficiency, t is time, and tD is 
the dimensionless time for heat transfer. The enthalpy of the steam entering the 
formation, Hs, is given by Equation 4.3 (Green and Willhite, 1998).  𝐻! = 𝐻!" + 𝑓!"𝐿!"! − 𝐻!" [4.3] 
Where Hwt is the enthalpy of saturated water at steam temperature, Hwr is the enthalpy of 
water at reservoir temperature, fsd is the steam quality at the injection well, and Lvdh is the 
latent heat of vaporization at sandface. The thermal efficiency, Eh, is given by Equation 
4.4 and is a function of the dimensionless time, tD, given by Equation 4.6 (Green and 
Willhite, 1998).   
𝐸! = 𝐺(𝑡!)𝑡!  [4.4] 
The parameter G (tD) in Equation 4.4 is given by Equation 4.5 (Green and Willhite, 
1998).  
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𝐺 𝑡! =    𝑒!"𝑒𝑟𝑓𝑐 𝑡! + 2 𝑡!𝜋 − 1  [4.5] 
 𝑡! = 4(𝑀!)!𝛼𝑡(𝑀!)!𝐻!  [4.6] 
In Equation 4.6, Ms is the volumetric heat capacity of the over burden and under burden, 
α is the thermal diffusivity of the over burden and under burden, MR is the volumetric 
heat capacity of the heated region and H is the reservoir thickness. The dimensionless 
time is defined in terms of the relative heat loss to the over/underburden as compared to 
the heated reservoir interval.  
 The critical dimensionless time, tcD, is a function of the steam temperature and 
quality only and is given by Equation 4.7 (Green and Willhite, 1998).  𝑒!!"𝑒𝑟𝑓𝑐 𝑡!" = 1− 𝑓!! [4.7] 
In Equation 4.7, fhv is the fraction of injected energy in the form of latent heat and is 
given by Equation 4.8 (Green and Willhite, 1998).  
𝑓!! = 𝑓!"𝐿!"!𝐻!  [4.8] 
The critical time, tc, is calculated given the critical dimensionless time, tcD, using 
Equation 4.9 (Green and Willhite, 1998). If the thickness of the formation changes, the 
critical time changes.  
𝑡!" = 4(𝑀!)!𝛼𝑡!(𝑀!)!𝐻!  [4.9] 
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As indicated earlier, the critical time is not reached in SAGD and t < tc at all times during 
the rising phase.  
In the next section, we discuss the modification of the Myhill and Stegemeier 
frontal advance model to apply it to the SAGD rising phase.                                                                                                                                                                   
 
4.2 Application of Myhill and Stegemeier Frontal Advance Model to Steam 
Assisted Gravity Drainage (SAGD) Rising Phase 
In the previous section, we reviewed the Myhill and Stegemeier frontal advance 
model and presented the assumptions that apply in the development and application of 
the model. For steam drive processes, the model assumes a piston like displacement with 
a constant reservoir thickness, H. During the SAGD rising phase, the steam chamber 
grows very rapidly in the vertical direction. The process during this stage is thermally 
efficient as all of the latent heat released by the condensation of the steam is directed to 
heating the heavy oil/bitumen at the edges of the steam chamber (Chakrabarty et al., 
2006). This results in an expansion of the steam zone horizontally and vertically as the 
steam chamber grows. The width of the steam zone/chamber in SAGD is thus not a 
constant value but increases with time as the steam chamber grows and will need to be 
modified accordingly in the Myhill and Stegemeier theoretical model to apply the model 
to the SAGD rising phase. A simple schematic to illustrate the differences between the 
steam drive process and the SAGD rising phase is given in Figure 4.3. The horizontal 
steam drive process shown in Figure 4.2a is rotated and made vertical as shown in Figure 
4.3a. In comparison, a simple schematic of the SAGD process is presented in Figure 4.3b.  
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Figure 4.3: Schematic of (a) Steam Drive and (b) SAGD  
 
The modified Myhill and Stegemeier model for SAGD application will be referred to 
as MS-SAGD. The primary difference between the original Myhill and Stegemeier 
frontal advance model and the MS-SAGD semi-analytical model is the width, W, input in 
the model. A constant reservoir thickness (H), is used in the original Myhill and 
Stegemeier frontal advance model whereas a variable width that is a function of time, 
W(t), as shown in Figure 4.4, is used in the MS-SAGD semi-analytical model. Figure 4.4 
shows the growth of the steam zone/chamber assuming a piston like displacement. The 
area of cross section over which the piston advances is no longer a constant but expands 
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with time as the width, W, of the steam zone/chamber increases with time (as shown in 
Figure 4.4).  
The MS-SAGD semi-analytical model is based on an energy balance and does not 
capture the impact of gravity on the rise of the injected steam although the impact of 
gravity on the heated oil flow is accounted for in the oil production models (that will be 
discussed in the subsequent sections). It should be noted that the reservoir thickness, H, 
used in the Myhill and Stegemeier theoretical relation is equivalent to the width, W, of 
the steam chamber in SAGD. In the next subsection, we discuss in detail the development 
of the MS-SAGD semi-analytical model.   
 
Figure 4.4: Modeling SAGD rising phase using Myhill and Stegemeier model with 
variable width input.  
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4.2.1 MS-SAGD Semi-Analytical Model 
Similar to the original assumption of the Myhill and Stegemeier frontal advance 
model, the MS-SAGD semi-analytical model assumes a piston like displacement; 
however, the area of cross section over which the piston advances is no longer a constant 
but expands with time. Since the width, W, of the steam chamber is an unknown and 
changes with time along with the height of the steam chamber, an iterative approach is 
taken to solve for the heated volume and determine the width and height of the steam 
chamber as a function of time. In the development of his model for the SAGD rising 
phase, Butler (1991) assumed that the shape of the steam chamber is approximately a 
sector of a circle inclined at an angle of 64° from the horizontal. This assumption is 
relaxed in the MS-SAGD semi-analytical model and the shape of the steam chamber is 
not fixed but obtained through a simple energy balance that is given by Equation 4.10 
which states that the heat loss to the sides of the steam chamber, Qloss, is simply the heat 
injected, Qinj, minus the heat required to raise the temperature of the reservoir rock from 
reservoir temperature, Tr, to steam temperature, Ts when the steam zone expands by an 
increment of bulk volume, Qrise.  𝑄!"## = 𝑄!"# − 𝑄!"#$ [4.10] 
Equation 4.11 gives the expression for Qrise. 𝑄!"#$ =   𝑀! 𝑇! − 𝑇! Δ𝑉 [4.11] 
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The rate of growth of the heated zone, given by Equation 4.12 (Green and Willhite, 
1998), is modified to obtain the expression for the incremental bulk volume Δ𝑉 (given in 
Equation 4.13) needed to solve Equation 4.11. 𝑑𝐴!𝑑𝑡 = 𝑚!𝐻!𝑀! 𝑇! − 𝑇! ℎ 𝑒!!𝑒𝑟𝑓𝑐 𝑡! [4.12] 
 
∆𝑉 = 𝑚!𝐻!𝑀! 𝑇! − 𝑇! 𝑒!!𝑒𝑟𝑓𝑐( 𝑡!)∆𝑡 [4.13] 
The dimensionless time, tD, in equation 4.13 is given by Equation 4.6 and is a function of 
the width, W, of the steam zone.  
The heat required to raise the temperature of the reservoir rock from reservoir 
temperature to steam temperature when the steam zone expands by an increment of bulk 
volume, Qrise, is a function of the width, Wnew, that is needed to determine the 
dimensionless time, tD, in Equation 4.13. However, Wnew given by Equation 4.14 is 
obtained by adding the incremental width, Winc, arising from heat losses to the sides of 
the steam chamber to the width of the steam chamber from the previous time step, Wprev.  𝑊!"# =𝑊!"#$ +𝑊!"# [4.14] 
The incremental width, Winc, is a function of Qloss and is given by Equation 4.15.  
𝑊!"# = 𝑄!"##𝑀!(𝑇! − 𝑇!)𝐿!"##ℎ [4.15] 
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It is thus an iterative process such that the width used in the calculation of Qrise is equal to 
that obtained from Equation 4.14. An illustration of the iterative concept presented in 
Equation 4.10 is presented in Figure 4.5. Figure 4.5a shows the various heat transfer 
terms in Equation 4.10. The iterative changes to the steam chamber shape are shown in 
Figure 4.5b.  
 
Figure 4.5: Modeling Steam Chamber Expansion in the MS-SAGD Semi-Analytical 
Model (a) Distribution of injected heat (b) Expansion of steam chamber 
 
The MS-SAGD model algorithm can be divided into two primary steps. The 
algorithm for Step 1 is given in Figure 4.5. The algorithm begins with an initial guess for 
the width, Wrise, which is used to calculate the dimensionless time, tD, and obtain the 
incremental bulk volume Δ𝑉 and Qrise. We then solve for the heat losses, Qloss and the 
incremental width arising because of steam expansion, Winc. Wnew is calculated using 
Equation 4.14 and checked against the initial guess, Wrise. The iteration continues until 
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the square of the difference between the Wrise and Wnew is below a specified error 
tolerance.  
 
Figure 4.6: Algorithm for Step 1 of MS-SAGD Model 
 
The algorithm for Step 2 is given below: 
I. Solve for the height of steam chamber.  
II. Solve for the oil production rate (will be discussed in Section 4.2.2). 
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III. Proceed to next time step. 
The MS-SAGD semi-analytical model tracks the growth of the steam chamber as a 
succession of rectangular rings of increasing width. The outputs from the model, the 
steam chamber height and width, are used in the models given in the next section to 
estimate the oil production rates during the SAGD rising phase.   
 
4.2.2 Oil Production Rate Models Used in Conjunction with MS-SAGD  
The MS-SAGD semi-analytical model described in the previous section tracks the 
steam chamber growth as a function of time. The outputs from the model, the height 
and/or width of the steam chamber as a function of time, are used as inputs in two oil 
production rate models that are proposed for the SAGD rising phase. The two models are 
discussed in the subsections below.  
 
4.2.2.1 Model 1: Oil Production Rate Based on Darcy’s Law 
The first model proposed for the oil production rate is based on Darcy’s law and 
is similar to Butler’s (1987) approach to model the oil production rate in his rising steam 
finger theory. The oil flow is assumed to be parallel to the steam chamber interface as 
shown in Figure 4.6. The interface is inclined to the horizontal at an angle, θ, which is a 
function of time and is obtained from the MS-SAGD semi-analytical model using the 
height and width of the steam chamber.    
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Figure 4.7: Model for SAGD Rising Phase 
According to Darcy’s law, the flow rate through an incremental area, dA, normal 
to the direction of flow (shown in Figure 4.7), is given by Equation 4.16. 
𝑑𝑞! = − 𝑘𝑘!"𝜇! 𝜕𝑃 𝜕𝑦 − 𝜌!𝑔 𝑠𝑖𝑛𝜃𝑑𝜀 [4.16] 
Equation 4.16 can be written as given in Equation 4.17. 
𝑑𝑞! = − 𝑘𝑘!"𝜌!𝜇! 1𝜌! 𝜕𝑃 𝜕𝑦 − 𝑔 𝑠𝑖𝑛𝜃𝑑𝜀 [4.17] 
Rearranging equation 4.17 and integrating results in Equation 4.18 for the oil production 
rate (Butler, 1987).  
𝑞! = 𝑘𝑘!"(𝑔 − 1𝜌! 𝜕𝑃𝜕𝑦) sin𝜃 𝑑𝜀𝜈!!!!  [4.18] 
Where k is the absolute permeability, kro is the relative permeability to the flow of oil, νo 
is the kinematic viscosity of oil, ρo is the oil density, ε is the distance measured along the 
normal from the steam chamber interface, and !"!" is the pressure gradient in the steam 
phase and is given by Equation 4.19 similar to the expression by Butler (1987). In his 
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model, Butler assumes !"!" to be a function of the steam finger width and to be a constant 
value. In Equation 4.19, we use the width of the steam chamber instead of the steam 
finger width. Also, since the width of the steam chamber is no longer a constant, !"!" 
changes with time as the width changes.  𝜕𝑃𝜕𝑦 = 𝑚!𝜇!𝑘𝑘!"𝑤(𝑡)+ 𝜌!𝑔 [4.19] 
Where krg is the relative permeability for steam flow. The integral in Equation 4.18 can 
be evaluated knowing the temperature gradient and the dependence of viscosity on 
temperature and is given by Equation 4.20 (Butler, 1987). In the derivation of Equation 
4.20, it is assumed that the temperature varies linearly with distance (Butler, 1987).    𝑑𝜀𝜈!!!! = 𝜋𝛼𝑡(𝑚 + 1)𝜈!" [4.20] 
 
4.2.2.2 Model 2: Oil Production Rate Based on Modification of Butler’s Semi-
Analytical Model for the Spreading Phase 
In the derivation of his model for the SAGD rising phase, Butler (1991) 
differentiated the equation for the cumulative oil production during the SAGD rising 
phase (given by Equation 2.3) to obtain an expression for the production rate during the 
rising phase that is a function of the height and differential change in height with time. 
He equated this rate expression to his analytical model for the spreading phase to obtain 
an expression for the height, h, of the steam chamber as a function of time.  
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The second model proposed for the estimation of the oil production rate is based 
on this approach of Butler’s (1991) and is obtained by modifying Butler’s model for the 
spreading phase by making the height a function of time instead of a constant value. In 
his original theoretical relationship for the spreading phase, the height of the steam 
chamber is kept constant. For the rising phase, the height is no longer constant but a 
function of the rise time that is obtained from the MS-SAGD semi-analytical model. 
Equation 4.19 gives the proposed model for the oil production rate that includes the 
modification to the height variable. In Equation 4.21, the effective permeability of oil is 
used to estimate the oil production rate instead of the absolute permeability.    
𝑞! = 2 1.5𝜙∆𝑆!𝑘𝑘!"𝑔𝛼ℎ(𝑡)𝑚𝑣!"  [4.21] 
 
4.3 Validation of MS-SAGD and Proposed Oil Production Rate Models 
Thus far, we have discussed the development of the MS-SAGD semi-analytical 
model and proposed two oil production rate models to describe the SAGD rising phase. It 
is however necessary to verify that the process physics is represented well by these 
models. We thus compare the output from the proposed models to results obtained from 
reservoir simulation using CMG-STARSTM. The steam chamber rise time (i.e. the time it 
takes for the steam chamber to rise to the top of the formation) estimated using the MS-
SAGD semi-analytical method is also compared to the output from Butler’s (1987) 
model, given by Equation 2.6, and Murtaza and Dehghanpour’s (2012) “Corrected 
Butler” model, given by Equation 2.10, that estimate the steam chamber velocity. The 
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results from the proposed oil production rate Models 1 and 2 are also compared with the 
output from Butler’s (1991) oil production rate model given by Equation 2.5. These 
model verification cases and results are discussed in the sections below.  
 
4.3.1 Model Setup and Input Parameters 
To validate the proposed models, two-dimensional, isotropic and homogeneous 
reservoir simulation models containing 150 by 1 by 100 grid blocks with grid sizes of 
0.5m by 1m by 0.5m in the x, y, and z directions, respectively, were created in CMG-
STARSTM. Three validation cases are presented in Table 4.1 along with the model 
permeability and average cold water equivalent (CWE) steam injection rate. In the 
reservoir simulator, the injection wells were specified to be on a pressure constraint, 
thereby keeping the steam injection temperature and pressure constant and allowing the 
injection rates be a function of the reservoir permeability. This allows us to implicitly 
model the impact of permeability on the predictions using the MS-SAGD semi-analytical 
model. The steam injection rates used in the validation of the MS-SAGD model were 
obtained by linearly averaging the daily steam injection rates from the simulator over the 
period of the rising phase estimated by the simulator. 
Table 4.1: Validation Cases for MS-SAGD and Oil Production Rate Models 
Case Permeability 
(mD) 
Avg. Steam Injection Rate 
(CWE m3/day) 
Case 1 1500 0.65 
Case 2 2000 0.85 
Case 3 2500 1.05 
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Relevant input parameters for the reservoir simulation models are given in Table 4.2.  
Table 4.2: CMG-STARSTM Input Parameters for Validation Cases 1 - 3 
Description Value Units 
Reservoir thickness (h) 50 M 
Porosity (φ) 30 % 
Thermal conductivity of rock (Krock) 2.74E5 J/(m-day-°C) 
Thermal conductivity of water (Kwater) 56160 J/(m-day-°C) 
Thermal conductivity of oil (Koil) 13400 J/(m-day-°C) 
Volumetric heat capacity of reservoir (MS) 2.35E6  J/(m3-°C) 
Initial reservoir temperature (Tr) 10 °C 
Maximum injection BHP 2400 kPa 
Steam injection quality 0.8 - 
Steam temperature (Ts) 220 °C 
Minimum production well BHP 1500 kPa 
 
Relevant input parameters for the analytical and semi-analytical models 
mentioned earlier and used in the validation are given in Table 4.3.  
 
 
 
 
 
 
 
 
  77 
Table 4.3: Input Parameters for Analytical and Semi-Analytical Models 
Parameter Value Units 
Movable oil saturation (Δso) 0.50  
Thermal diffusivity (α) 5.08E-7 m2/sec 
Volumetric heat capacity of heated region (Mr) 2.14E6 J/(m3-°C) 
Volumetric heat capacity of surrounding region 
(Ms) 
2.35E6  J/(m3-°C) 
Kinematic viscosity of flowing oil (vos) 9.37E-6 m2/sec 
Flowing oil density (ρo) 855.8 Kg/m3 
Relative permeability of oil (Kro) 0.58  
Relative permeability of steam (Krg) 0.2  
Viscosity exponent (m) 3.8097  
 
The volumetric heat capacity of the heated region, MR, was calculated using 
Equation 4.22 (Green and Willhite, 1998). 𝑀! = 1− 𝜑 𝜌!𝐶! + 𝜑𝑆!𝜌!𝐶! + 𝜙𝑆!𝜌!𝐶! + 𝜙𝑆!𝜌!𝐶! [4.22] 
Where Cr, Co, Cw, and Cs are the heat capacities at constant pressure for the rock, oil, 
water, and steam, respectively, and ρr, ρo, ρw, and ρs are the densities of the rock, oil, 
water, and steam, respectively. A nonlinear mixing rule, given by Equation 4.23, is used 
to obtain the overall thermal conductivity from phase values in CMG-STARSTM reservoir 
simulator (CMG, 2014). The nonlinear option accounts for the complicated distribution 
of different phases in the reservoir, such as water wetting the rock (CMG, 2014). The 
same non-linear rule was used to calculate the thermal conductivity of the composite rock 
for estimation of the thermal diffusivity.. 
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𝑘!"#!"#$%& = 𝐾𝐿 ∗ 𝑎! [4.23] 
Where KL is given by Equation 4.24, Equation 4.25 gives the parameter “a”, and the 
parameter “b” is given by Equation 4.26 (CMG, 2014). 
𝐾𝐿 = (𝑆!𝐾!"# + 𝑆!𝐾!"#$%)𝑆! + 𝑆!  [4.24] 
 
𝑎 =   𝐾!"#$𝐾𝐿  [4.25] 
 𝑏 = 0.28− 0.757 log(𝜑)− 0.057 log(𝑎) [4.26] 
The heat capacities of the hydrocarbon oil, water, and steam are calculated using 
Equations 4.27 (Butler, 1991), 4.28 (Green and Willhite, 1998), and 4.29 (Green and 
Willhite, 1998), respectively  𝐶! = 1.605+ 0.004361𝑇 − 4.046×10!!𝑇! [4.27] 
 
𝐶! =   𝐻!" − 𝐻!"𝑇! − 𝑇!  [4.28] 
Where HwT is the enthalpy of saturated water at steam temperature, Ts, and Hwr is the 
enthalpy of water at initial reservoir temperature, Tr.  
𝐶! = 𝐶! +    𝐿!𝑇! − 𝑇! [4.29] 
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4.3.2 Results and Discussion 
The time it takes for the steam chamber to rise to the top of the formation for the 
three validation cases are shown in Figure 4.7. Given in the figure are the outputs from 
CMG-STARSTM simulator, MS-SAGD semi-analytical model, Butler’s (1987) analytical 
model, and Murtaza and Dehghanpour’s (2012) “Corrected Butler” model. The solutions 
from Butler’s (1987) and Murtaza and Dehghanpour’s (2012) models underestimate the 
steam chamber rise velocity, resulting in longer steam chamber rise times as shown in 
Figure 4.7. These results are in agreement with the findings of Murtaza and Dehghanpour 
(2012). The results from the MS-SAGD semi-analytical model are in good agreement 
with the output from the simulator.  
 
 
Figure 4.8: Steam Chamber Rise Times for Validation Cases 1 – 3 
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A comparison of the outputs, cumulative oil production and oil production rates, 
from the proposed oil production rate Models 1 and 2, Butler’s (1991) model, and CMG-
STARSTM simulation are given in Figures 4.8 – 4.13. The stopping time for the 
calculation of the oil production are determined by the steam chamber rise times that are 
shown in Figure 4.7. As a result of this, the curves do not all end at the same time but 
rather at the time the steam chamber is predicted to reach the top of the formation using 
the particular model. The following observations can be made from the comparison plots: 
• The proposed oil production rate Models 1 and 2 perform comparatively better 
than Butler’s (1987) oil production rate model.  
• The output from the proposed oil production rate Models 1 and 2 compare well 
with the results from CMG-STARSTM simulation. 
• Proposed Models 1 and 2 give similar results for the cumulative oil production, 
but Model 2 performs better in describing the behavior of the oil production rates 
observed in CMG-STARSTM simulation. 
• Oil rate prediction using Model 1 basically presumes that the steam rise is an 
unstable process resulting in steam fingers. This is somewhat incompatible with 
the frontal displacement model assumed in MS-SAGD. The formulation for oil 
rate in Model 2 on the other hand is completely compatible with the assumptions 
of the MS-SAGD model. In both these models, however, the model for 
temperature rise is dissociated from the model for oil drainage and this 
decomposition may be the reason for the departure from the CMG results. 
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Figure 4.9: Case 1: Comparison of cumulative oil production output from CMG-
STARSTM simulation, Butler’s model, and proposed Models 1 and 2. 
 
Figure 4.10: Case 1: Comparison of oil production rates output from CMG-
STARSTM simulation, Butler’s model, and proposed Models 1 and 2. 
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Figure 4.11: Case 2: Comparison of cumulative oil production output from CMG-
STARSTM simulation, Butler’s model, and proposed Models 1 and 2. 
 
Figure 4.12: Case 2: Comparison of oil production rates output from CMG-
STARSTM simulation, Butler’s model, and proposed Models 1 and 2. 
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Figure 4.13: Case 3: Comparison of cumulative oil production output from CMG-
STARSTM simulation, Butler’s model, and proposed Models 1 and 2. 
 
Figure 4.14: Case 3: Comparison of oil production rates output from CMG-
STARSTM simulation, Butler’s model, and proposed Models 1 and 2. 
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4.4 Transition from the Rising Phase to the Spreading Phase 
So far we have discussed the development of a semi-analytical method to model the 
SAGD rising phase. In this section, we look at the transition from the rising phase model 
discussed in the previous sections to the spreading phase model developed by Butler and 
Stephens (1981) to describe the oil production during SAGD. We have modeled the 
transition from the rising phase of SAGD to the spreading phase as a step change in the 
oil production rate from the rising phase to the spreading phase. This is illustrated using a 
test case described below.  
Outputs from both the rising phase and spreading phase models for Case 1 
(presented in Section 4.3) are shown in Figures 4.15 and 4.16. The oil production rates 
are shown in Figure 4.15. The cumulative oil production is shown in Figure 4.16. Also 
plotted on the same graphs are the reservoir simulation results obtained using CMG 
STARSTM. It can be observed that the outputs from both semi-analytical models (rising 
and spreading) compare very well with the reservoir simulation results. At the end of the 
rising phase, a jump in the oil production rate is observed in the output from the reservoir 
simulation that eventually declines and stabilizes at a fairly constant value. This happens 
over a period of time usually referred to as the transition period. In the semi-analytical 
model, we have modeled the jump observed in the reservoir simulation during the 
transition period as a step change in the oil production rate from the end of the rising 
phase to the start of the spreading phase. Our findings indicate that modeling the 
transition as a step change from the oil production rate at the end of the rising phase to 
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the beginning of the spreading phase adequately models the oil production observed 
during SAGD as shown in Figures 4.15 and 4.16.  
 
Figure 4.15: Oil Production Rate for SAGD including both the rising and spreading 
phases. 
 
Figure 4.16: Cumulative Oil Production for the SAGD including both the rising and 
spreading phases. 
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4.5 Chapter Summary 
 
In this chapter, we presented a semi-analytical method, MS-SAGD, based on the 
Myhill and Stegemeier frontal advance method, to model the SAGD rising phase. The 
MS-SAGD model tracks the growth of the steam chamber as a function of time. Two oil 
production rate models are proposed to be used in conjunction with the MS-SAGD 
model. Both models use the outputs of the MS-SAGD model, height and/or width of the 
steam chamber as a function of time, to estimate the oil production rates during the 
SAGD rising phase. The models were validated by comparing the outputs from the 
models to the outputs from CMG-STARSTM reservoir simulation and existing analytical 
models developed by Butler (1987, 1991) and Murtaza and Dehghanpour (2012). The 
proposed models outperform the existing models for the SAGD rising phase and compare 
well with the results from CMG-STARSTM reservoir simulation. Oil production rate 
Model 2 performs better than Model 1 in describing the behavior of the oil production 
observed in the reservoir simulation and is thus a better model for the SAGD rising 
phase. We modeled the transition from the rising phase to the spreading phase of SAGD 
as a step change in the oil production rate from the end of the rising phase to the 
beginning of the spreading phase. This models the oil production observed in the 
reservoir simulation for SAGD reasonably well. In the next chapter, we discuss the 
extension of the MS-SAGD model and oil production rate Model 2 for application in 
heterogeneous reservoirs with discontinuous shale barriers.  
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Chapter 5: Extension of MS-SAGD Model for Application in 
Heterogeneous Reservoirs 
In the previous chapter, we discussed the development of the MS-SAGD semi-
analytical method, based on the Myhill and Stegemeier (MS) frontal advance model, to 
quantitatively analyze and describe the SAGD rising phase for homogeneous reservoirs. 
In Chapter 2, we reviewed the impact of permeability heterogeneity on SAGD 
performance reported by several researchers and highlighted the important impact of 
shale barriers on SAGD process performance. In Chapter 3, we used upscaled simulation 
models to model the performance of SAGD in heterogeneous reservoirs containing 
discontinuous shale barriers. A quicker alternative to numerical simulation is the use of 
semi-analytical methods to study the impact of heterogeneity on SAGD. In this chapter, 
we extend the application of the MS-SAGD semi-analytical method and the oil 
production rate Model 2 from Chapter 4 to study the effect of permeability heterogeneity 
on the vertical steam rise phase of SAGD. 
 
5.1 Extension of MS-SAGD Semi-Analytical Model 
For the validation cases in Chapter 4, the impact of reservoir permeability on steam 
chamber growth was implicitly accounted for by adjusting the steam injection rates that 
are used in the MS-SAGD flow rate equations. By specifying pressure constraint at the 
injection wells, thereby keeping the steam injection temperature and pressure constant in 
the simulator, the injection rates are a function of the reservoir permeability. The average 
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injection rate reflecting the average permeability of the model was then used for the 
validation of the MS-SAGD model in Chapter 4. In strongly heterogeneous reservoirs 
with discontinuous shale barriers (similar to those shown in Figures 3.3 – 3.5 in Chapter 
3), the shale barriers can impede and re-route the steam and oil flow, although conductive 
heat transfer can continue through the shale barriers. As a result of this, the steam 
chamber growth in the vertical direction is severely limited and this is accompanied by an 
increased lateral growth because of the diversion of the steam by the shale barriers. It is 
not possible to capture the impact of the permeability heterogeneity on SAGD simply by 
adjusting the injection rates and there is a need for alternative means to account for it in 
the MS-SAGD semi-analytical method.  
The MS-SAGD model assumes a piston-like displacement and does not explicitly 
model the convective flow path of the steam in the reservoir. To model the impact of the 
shale barriers on the steam chamber rise time, the heated volume calculated using the 
original MS-SAGD model is treated as an effective heated volume, Veff. Within this 
effective volume, there is a proportion of shales that has similar thermal conductivity to 
the sand but has much lower permeability and hence low convective heat flux. Thus, to 
distribute the heat over an equivalent heated volume, thermal heat transfer would occur 
over a larger volume of the sand. This would mimic the lateral spread of the heat into a 
larger extent of the sand when there are extensive shale barriers in the vicinity of the 
well. We elaborate further on this concept using an example whose schematic is given 
below in Figure 5.1. The example is given for a single time step calculation.   
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Figure 5.1a shows the heated volume (for a reservoir of unit thickness) estimated 
using the original MS-SAGD model (same procedure as Chapter 4). The heated volume 
is given by W1Δh in Figure 5.1a. Assuming similar thermal properties for the sand and 
shale, the heated volume can be distributed between the facies based on the volume 
fraction of sand and shale. Given that the ratio of sand to shale is 80:20 in this example, 
80% of the heated volume consists of sand and the remaining 20% consists of shale. Thus 
far, no changes have been made to the MS-SAGD model and the calculation is similar to 
that of Chapter 4. We shall refer to this model as the “original MS-SAGD” model for the 
remainder of this discussion.  
 
Figure 5.1: Distribution of Heated Volume (a) Weighted distribution based on 
fraction of shale and sand (b) Using the concept of Effective heated volume 
 
In Figure 5.1b, the sand to shale ratio is the same as in Figure 5.1a i.e. 80:20. The 
heated volume by the original MS-SAGD model is given by W1Δh (same as in Figure 
5.1a). Based on the volume fraction of sand, 80% of the heated volume consists of sand 
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i.e. 80% of the energy used in expansion of the steam zone vertically is used to heat the 
sand. However, to model the diversion of the steam flow by the extensive shale barriers 
resulting in greater lateral growth of the steam chamber, we assume that only a fraction of 
the remaining injected energy, Qrem, heats the shale and the rest goes towards lateral 
expansion of the steam chamber. The shale volume, 20% for the example given in Figure 
5.1 (equivalent to the fraction of energy remaining after heating the sand, Qrem), is 
multiplied by a heat allocation factor, fshv, that determines how to distribute Qrem. This is 
illustrated in Figure 5.1b. When doing this, we keep the height of the steam chamber 
remain the same as that given by the original MS-SAGD model, but allow the width to 
expand, thereby capturing the effect of heterogeneity on the steam chamber rise time 
observed in reservoir simulations.  
The heat allocation factor, fshv, given by Equation 5.1, is simply the ratio of the 
effective permeability of the heated volume determined by the original MS-SAGD model 
to the absolute permeability of the sand and ranges between 0 and 1. Low values of fshv 
indicate higher shale content whereas higher values closer to 1 indicate lower shale 
content.  
𝑓!!! = 𝑘!""!!"#!$  !"#$%&𝑘!!"#  [5.1] 
The heat allocation factor captures the effect of different convective heat fluxes in the 
sand and shale. Equation 5.2 gives the expression for the spread volume used in 
determining the lateral expansion of the steam chamber. 𝑉!"#$%& = 1− 𝑓!!! 𝑉!!!"# [5.2] 
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Where Vshale is the volume of shale present in the heated volume given by the original 
MS-SAGD model. Vspread simulates the diversion of the steam flow because of the shale 
barriers. When the shale proportion in the heated volume is high, fsh will be low and so 
the spread volume will be high. When the shale proportion in the heated volume is low, 
fsh will be high and the spread volume will be low. The algorithm for the extended MS-
SAGD semi-analytical model is given in Figure 5.2.  
 
Figure 5.2: Algorithm for Extended MS-SAGD Semi-Analytical Model 
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5.2 Modification to Oil Production Rate Model 
Chapter 4 concluded that the oil production rate Model 2 performed comparatively 
better than Model 1 in describing the oil production observed in the simulation results for 
the SAGD rising phase. In this chapter, we shall proceed with the modification of Model 
2 to account for heterogeneity. This is achieved by replacing the homogeneous 
permeability, k, in the oil production rate model with an effective permeability, keff, that 
is a function of time as given in Equation 5.3. 
𝑞! = 2 1.5𝜙∆𝑆!𝑘!""(𝑡)𝑘!"𝑔𝛼ℎ(𝑡)𝑚𝑣!"  [5.3] 
The fine scale permeability distribution within the heated volume from the extended MS-
SAGD semi-analytical model is upscaled at each time step to obtain an effective 
permeability that is a function of time, keff (t). We illustrate this using the example given 
in Figure 5.3. The propagation of the steam chamber as well as the volume heated by 
thermal losses to the sides of the steam chamber for four consecutive time steps are 
shown on the left hand side of Figure 5.3. The growth of the total heated volume in time, 
which includes the steam chamber and the volume heated by thermal losses, is shown on 
the right hand side of Figure 5.3. At each time step, the fine scale permeability 
distribution in the total heated volume is upscaled using the physics-based upscaling to 
obtain an effective permeability that is a function of time, keff (t). Later we present 
effective permeability values that are invariant in time, keff, obtained by upscaling the fine 
scale permeability model using geometric averaging and the physics-based upscaling. In 
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the next section, we shall discuss the validation of the extended MS-SAGD model and 
the modified oil production rate model (Equation 5.3).  
 
 
Figure 5.3: Calculation of Effective Permeability as a Function of Time 
 
5.3 Validation of Extended MS-SAGD Model Accounting for Heterogeneous 
Permeability Field 
To validate the extended MS-SAGD semi-analytical model and the modified oil 
production rate model, two dimensional stochastic shale models, shown in Figures 5.4 
and 5.5, were generated in SGeMS (Remy et al., 2009) for the two cases given in Table 
5.1. Both cases have a shale correlation length of 25m.  
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Table 5.1: Validation Cases for Extended MS-SAGD and Modified Oil Production 
Rate Model 
Case Shale Frequency Avg. Steam Injection Rate 
(CWE m3/day) 
Case 1 30% 0.72 
Case 2 50% 0.55 
 
Also given in Table 5.1 are the shale frequencies and the average cold water 
equivalent (CWE) steam injection rates for the two cases. The specifications and input 
parameters for the semi-analytical models and CMG-STARSTM reservoir simulator are 
the same as that given in Chapter 4 except for the permeability model and average steam 
injection rate.  
 
Figure 5.4: Permeability Distribution for Case 1 with 30% Shale Frequency 
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Figure 5.5: Permeability Distribution for Case 2 with 50% Shale Frequency 
 
The outputs from the modified models are compared with the results from reservoir 
simulation using CMG-STARSTM. The time it takes for the steam chamber to rise to the 
top of the formation for the two validation cases are shown in Figure 5.6. Given in the 
figure are the outputs from CMG-STARSTM simulator and the extended MS-SAGD semi-
analytical model. The results from the extended MS-SAGD model are in good agreement 
with the output from the simulator.  
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Figure 5.6: Steam Chamber Rise Times for Validation of Extended MS-SAGD 
 
As indicated in Section 5.2, the permeability of the heated volume from the 
extended MS-SAGD model is upscaled at each time step to obtain an effective 
permeability that is a function of time, keff (t). We also upscaled the permeability models 
using the geometric averaging and the physics-based upscaling technique presented in 
Chapter 3 to obtain the effective permeabilities given in Table 5.2. Note that these 
upscaled values are invariant in time. Output from the oil production rate model using 
these effective permeabilities in its formulation is compared with the results from the 
model that uses effective permeability as a function of time.  
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Table 5.2: Effective permeabilities obtained using geometric averaging and the 
improved physics-based upscaling techniques 
Case  keff_geometric averaging 
(mD) 
keff_improved upscaling 
technique (mD) 
Case 1 800 1265 
Case 2 507 1130 
 
Figures 5.7 – 5.10 present a comparison of the outputs from the oil production 
rate models using different upscaled permeability values to the results from reservoir 
simulation in heterogeneous reservoirs.  
 
Figure 5.7: Case 1: Comparison between cumulative oil production obtained from 
simulation and proposed models. These results are corresponding to the case with  
low shale proportion. 
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Figure 5.8: Case 1: Comparison between oil production rates results obtained from 
simulation and proposed models. These results are for the case with high shale 
proportion. 
 
Figure 5.9: Case 2: Comparison between cumulative oil production obtained from 
simulation and proposed models. These results are for the case with high shale 
proportion. 
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Figure 5.10: Case 2: Comparison between oil production rates results obtained from 
simulation and proposed models. This is for the case with high shale proportion. 
 
It can be observed from the comparison plots that for both validation cases, the oil 
production rate model that is a function of keff (t) performs better than the models that 
used a single effective permeability. The cumulative oil production output from the oil 
production rate model that is a function of keff (t) compares well with the results from 
CMG-STARSTM reservoir simulation. The matches between the oil production rates from 
the semi-analytical method and the reservoir simulation are reasonable though not as 
great as the matches between the cumulative oil productions and the steam chamber rise 
times. In Figure 5.10, we observe a significant mismatch of the oil production rates at 
early times. In analyzing the results, we find that at early times, the shale layers near the 
vicinity of the well (shown in Figure 5.5) are not extensive in the direct pathway of the 
steam flow i.e. although they slightly divert the steam flow, they do not significantly 
  100 
thwart the vertical rise of the steam chamber as observed during the middle and later 
times. The extended MS-SAGD model assumes that the shale layers are extensive which 
impedes and reroutes the steam flow, resulting in an increased lateral spread of the steam 
chamber and decreased steam chamber rise velocity when the steam flow encounters 
these shale barriers. As a result of this, the extended MS-SAGD model predicts a steam 
chamber rise velocity that is lower than that observed in the simulation during the early 
times and hence the mismatch observed in the oil production rates.  
Furthermore, although we used the concept of the effective heated volume to model 
the impact of the permeability heterogeneity on the steam chamber rise time, the 
distortion to the steam chamber shape that occurs because of the presence of the shale 
barriers in not fully captured in these models. The naturally occurring low permeability 
barriers result in a steam chamber shape that is quite different from that assumed for the 
development of the oil production rate model (triangular steam chamber). It is 
conceivable that the rate matches could be improved significantly by explicitly modeling 
the convective flow path of the steam and this is recommended for future work.   
 
5.4 Chapter Summary 
In this chapter, we extended the application of the MS-SAGD semi-analytical model 
to heterogeneous reservoirs by treating the heated volume estimated by the original MS-
SAGD model as an effective heated volume. This allows distribution of a fraction of the 
injected energy towards lateral expansion of the steam chamber based on the shale 
content in the original heated volume. Oil production rate Model 2 from Chapter 4 was 
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modified to account for heterogeneity by replacing the homogeneous permeability in the 
model with an upscaled effective permeability that is a function of time. Two 
dimensional stochastic shale models were chosen to validate and illustrate the efficiency 
of the proposed models. The results obtained compare well with reservoir simulation 
results. The oil production rate matches could be improved by explicitly modeling the 
convective flow path of the steam.  
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Chapter 6: Conclusions and Future Work 
Full physics numerical simulation models can be time consuming and 
computationally expensive. Semi-analytical methods developed by employing 
simplifying assumptions provide an attractive alternative to study SAGD while retaining 
a balance between the computational time and accuracy of the results. However the 
performance of the semi-analytical techniques to predict the performance of SAGD in 
heterogeneous reservoirs has been shown to be inadequate by previous researchers 
(Kumar et al., 2013). This thesis presents an improved upscaling technique that takes into 
account the unique flow geometry observed during SAGD to compute the effective 
permeability corresponding to a heterogeneous permeability field. This improved 
permeability upscaling technique is demonstrated to predict SAGD performance more 
accurately in heterogeneous reservoirs. The thesis also presents a semi-analytical method, 
MS-SAGD, to model the SAGD rising phase and subsequently extends this method to 
predict steam-rise in a heterogeneous reservoir.  
 
6.1 Summary and Conclusions 
The key summary and conclusions from this study are given as follows: 
• The impact of permeability heterogeneity on SAGD can be modeled using 
analytical/semi-analytical methods or coarser simulation models that require less 
computational resources compared to full physics reservoir simulation. The 
performance of both these approaches in the presence of reservoir heterogeneity is 
dependent on specification of an effective upscaled permeability value. We 
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investigated the applicability of conventional upscaling techniques and discovered 
that these conventional techniques do not accurately predict the oil and steam 
injection rates during the SAGD. 
• An improved upscaling technique that simulates the convergent flow behavior 
observed during SAGD and minimizes the difference between the fine scale and 
upscaled model solutions was proposed. An advantage of this approach is that it 
does not require any assumption regarding the local boundary conditions. Several 
two dimensional stochastic shale models were chosen to validate and illustrate the 
efficiency of the method. The improved upscaling scheme improves the 
performance prediction using both semi-analytical as well as coarse scale 
simulations, successfully reducing the error between the fine scale and upscaled 
model solutions.  
• Our literature review revealed that very few models exist for predicting the 
unstable steam rising phase. Furthermore, we found that the existing models 
underestimate the steam chamber rise velocity during the SAGD rising phase. We 
consequently presented a semi-analytical method, MS-SAGD, based on the 
Myhill and Stegemeier frontal advance method. We adapted this theory to model 
the SAGD steam rise phase. The MS-SAGD model tracks the growth of the steam 
chamber as a function of time. We also proposed two different oil production rate 
models to be used in conjunction with the MS-SAGD model. Model 1 is based on 
Darcy’s law and is similar to Butler’s (1987) approach to model the oil production 
rate in his rising steam finger theory. Model 2 is obtained by modifying Butler’s 
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model (1991) for the spreading phase and applying it to the rising phase by 
making the height in the semi-analytical model a function of time and using an 
effective permeability for the oil flow. Both models use the outputs of the MS-
SAGD model, height and/or width of the steam chamber as a function of time, to 
estimate the oil production rates during the SAGD rising phase. The proposed 
models outperform the existing methods and compare well with reservoir 
simulation results. The steam chamber rise times estimated by the proposed MS-
SAGD are close to the values obtained from CMG-STARSTM reservoir 
simulation. Both oil production rate models give similar results in terms of 
cumulative oil production but Model 2 performs better than Model 1 in describing 
the behavior of the oil production observed in the reservoir simulation and is thus 
a better model for the SAGD rising phase.  
• We modeled the transition from the rising phase of SAGD to the spreading phase 
in a homogeneous reservoir as a step change in the oil production rate from the 
end of the rising phase to the beginning of the spreading phase. This was 
validated by comparing the outputs from the rising phase semi-analytical model 
proposed in this work and the spreading phase semi-analytical model developed 
by Butler and Stephens (1981)) to the results from CMG STARSTM reservoir 
simulator. The results indicate that modeling the transition period in 
homogeneous reservoirs as a step change performs adequately well in 
quantitatively describing the oil production observed in the reservoir simulation.  
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• We extended the application of the MS-SAGD semi-analytical model to 
heterogeneous reservoirs by treating the heated volume estimated by the original 
MS-SAGD model as an effective heated volume and by replacing the 
homogeneous permeability in the oil production rate model with an effective 
permeability that is a function of time. Treating the heated volume from the 
original MS-SAGD model allows distribution of a fraction of the injected energy 
towards lateral expansion of the steam chamber that simulates the spreading of the 
steam chamber when a shale barrier is encountered in its path. Two dimensional 
stochastic shale models were chosen to validate and illustrate the efficiency of the 
proposed models. The extended MS-SAGD model gave rise times that are close 
to the values obtained from the reservoir simulation. The cumulative oil 
production output compares well with reservoir simulation results. The rate 
matches are also consistent with the simulation results. It is conceived that the 
matches can be improved by explicitly modeling the convective flow path of the 
steam and is recommended for future work.  
 
6.2 Recommendations for Future Work 
1. In the development and application of the extended MS-SAGD model for 
heterogeneous reservoirs, we have assumed that the shale barriers are extensive, 
which impede and reroute the steam flow. As a result of this, the steam chamber 
vertical rise velocity is reduced and there is an increased lateral spread of the 
steam chamber compared to that observed in a homogeneous reservoir. This is not 
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always the case as was observed during the early times for Case 2 in Figure 5.10. 
During the early times for this case, though the steam flow was diverted, the 
reduction in the steam chamber rise velocity was not as significant as the 
extended MS-SAGD model predicted. Furthermore, the distortion of the steam 
chamber shape that occurs because of the presence of the discontinuous shale 
barriers is not fully captured by the extended MS-SAGD model and the modified 
oil production rate model. Incorporating a way to explicitly model the steam flow 
path in these models would relax the assumptions made in the development and 
application of the extended MS-SAGD model and also lead to improved results 
and is recommended for future studies.  
2. The transition from the rising phase of SAGD to the spreading phase in 
homogeneous reservoir was modeled as a step change in the oil production rate 
from the rising phase to the spreading phase. Studies to model the transition from 
the rising phase to the spreading phase in heterogeneous reservoirs are 
recommended for future work.  
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Appendix 
 
Figure A.1: Viscosity Change with Temperature (Ref: Chen, 2009)  
 
Figure A.2: Model 1 (10% shale frequency) - Comparison of oil production rates 
between fine scale model and models upscaled using conventional techniques and 
physics based technique. 
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Figure A.3: Model 1 (10% shale frequency) - Comparison of steam injection rates in 
fine scale model and models upscaled using conventional upscaling and physics-
based upscaling. 
 
Figure A.4: Model 2 (30% shale frequency) - Comparison of oil production rates in 
fine scale model and models upscaled using conventional upscaling and physics-
based upscaling. 
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Figure A.5: Model 2 (30% shale frequency) - Comparison of steam injection rates in 
fine scale model and models upscaled using conventional upscaling and physics-
based upscaling. 
 
Figure A.6: Model 3 (50% shale frequency) - Comparison of oil production rates in 
fine scale model and models upscaled using conventional upscaling and physics-
based upscaling. 
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Figure A.7: Model 3 (50% shale frequency) - Comparison of steam injection rates in 
fine scale model and models upscaled using conventional upscaling and physics-
based upscaling. 
 
Figure A.8: Model 4 (30% shale frequency) - Comparison of oil production rates in 
fine scale model and models upscaled using traditional flow-based upscaling and 
physics-based upscaling. 
  111 
 
Figure A.9: Model 4 (30% shale frequency) - Comparison of steam injection rates in 
fine scale model and models upscaled using traditional flow-based upscaling and 
physics-based upscaling. 
 
Figure A.10: Model 5 (50% shale frequency) - Comparison of oil production rates in 
fine scale model and models upscaled using traditional flow-based upscaling and 
physics-based upscaling. 
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Figure A.11: Model 5 (50% shale frequency) - Comparison of steam injection rates 
in fine scale model and models upscaled using traditional flow-based upscaling and 
physics-based upscaling. 
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