Abstract-In this paper the throughput and energy efficiency of an unlicensed machine type communications network is studied. If an outage event happens in the network, there is a possibility for packet retransmissions in order to obtain a lower error probability. The model consist of a network with two types of users, Licensed and unlicensed users. The licensed users allocated uplink channel is also used by the unlicensed users. However, it is done in a way that no harm is done to the licensed users' transmission from sharing the same channel with the unlicensed users. However, licensed users' transmission causes interference on the unlicensed network. Poisson point process is used here to model the location of the nodes and the effect of interference on the network. We study how different factors such as number of retransmissions, SIR threshold and outage can effect the throughput and energy efficiency of the network. Throughput and energy efficiency are also both studied in constrained optimization problems where the constraints are the SIR threshold and number of retransmission attempts. We also show why it is important to use limited transmissions and what are the benefits.
rates in addition to moderate rates for the cell-edge users, (ii) ultra-reliable MTC (uMTC) which focuses on making ultra reliable and low latency connections in the networks possible and (iii) massive machine type communication (mMTC) main goal is to provide massive connectivity for a large number of nodes (in the order of 10 times higher than the current number of connected devices) with different quality of service (QoS) [5] , [6] . A mMTC network usually consists of billions of lowcomplexity low-power machine-type devices as nodes. A good example of this type of networks are smart grids where the data from a very large number of nodes (smart meters) needs to be collected [7] . Industrial control is also another application of mMTC. In both of these examples, the reliability level of the network needs to be high also since it should be able to handle critical situations [8] . In this paper we focus throughput and energy optimization in a mMTC network in the presence of retransmissions.
The spectrum resources are limited, hence, the availability of spectrum is a never ending challenge for wireless communications. Considering that mMTC is going to connect billions of devices together, this notion is becoming even more challenging in the upcoming 5G networks, thus, studying different ways to efficiently use the available spectrum is very important. Cognitive radio can provide useful tools which can help the network to use the spectrum more efficiently [9] . One of these methods is the unlicensed spectrum access which is a suitable option for low-power IoT-based networks and is also the spectrum access method used in this paper.
Authors in [10] , [11] study the same unlicensed spectrum access model where the unlicensed nodes use the licensed nodes uplink channel too. In there, they show that the position of the unlicensed nodes are fixed which makes it reasonable to use highly directional antennas and limited transmit power in the unlicensed network in order to avoid interference from this network on the licensed network. However, this does not prevent the licensed users causing interference on the unlicensed nodes. Since these works are limited to smart grids applications, we later on expanded these works in [12] , by following the work done in [13] , [14] , to make the model more generalized and compatible with other wireless networks. In this paper, we follow the same model as in [10] , [12] , [15] to prove that the approximation used there for the average number of retransmission attempt is in fact a tight approximation. We show why it is worth to use limited number of retransmission, and optimize the throughput as a function of the SIR threshold and number of retransmissions.
Moreover, we also study the energy efficiency of the proposed model in this paper. Energy efficiency is one of the most important problems that needs to be considered in wireless networks, specifically in ultra dense networks [16] . As was previously mentioned, mMTC network are designed to support massive connectivity between billions of IoT devices with minimum human interactions [17] , most of which are low powered . Most of theses devices are battery supplied, hence, having a limited energy supply (wireless sensor networks for instance). It also happens often that these mMTC networks are deployed in critical or hard to access locations which makes changing the batteries and renewing the energy resources very difficult [18] [19] [20] . All this show how important it is to maintain the energy resources in mMTC networks, meaning that energy efficiency is an important issue here that needs to be considered.
Valuable works have been done in the field of energy efficiency. In [21] , authors study different challenges and metrics with regards to reducing the total power consumption of the network while in [22] and [23] maximizing the energy efficiency by optimizing the packet size and constrained by an outage threshold in non-cooperative and cooperative wireless networks is studied respectively. In [24] , a new scheduling algorithm based on frame aggregation is proposed in order to achieve energy efficiency in IEEE 802.11n wireless networks. In terms of the physical properties of the battery equipped machine type devices, two interesting medium access control protocol and power scheduling schemes are proposed in [25] , [26] in order ro preserve the battery life. Moreover in [27] , Takeshi Kitahara, et al. introduce a data transmission control method based on the well-known electrochemical characteristics of batteries which makes increasing the discharge capacity possible.
While the above mentioned works are interesting and valuable, none of them really addresses the massive connectivity issue and how the energy efficiency needs to be handled in a mMTC network. In [28] , the authors investigate access control algorithms for machine type nodes which can reduce the energy consumption in the uplink channel. In this paper, the machine type nodes access to the base station is maximized by the means of grouping and coordinator selection. However, in this paper we evaluate the energy efficiency of an unlicensed mMTC network and optimize the energy efficiency contained by an outage threshold and maximum number of retransmissions. We also show the effect of different network parameters such as network density and the SIR threshold on the behavior of the energy efficiency.
A. Contributions
The followings are the main contributions of this paper.
‚ We show how tight the approximation used for the average number of retransmission attempts in our other work is and the desired range that the approximation is valid for. ‚ The maximum number of allowed retransmissions and the SIR threshold that leads to the maximum link throughput is studied. ‚ The optimal throughput in the sense of spectral efficiency and the optimal energy efficiency are also studied. Also, we show why it is important to have limited transmissions in the network and why it is beneficial to use our proposed optimal throughput model.
II. SYSTEM MODEL
In order to do the throughput and energy efficiency analysis in this paper, we use a dynamic spectrum access network model, shown in Fig. 1 . The two types of nodes in this model which are licensed and unlicensed which share the same frequency band which is used by the licensed users in the uplink channel. This sharing is done in a way that the unlicensed users can not cause excess" any harm or interference to the licensed users. In this model, the licensed link is the one between the mobile users and the cellular base stations while the unlicensed link is what is used by the sensors to communicate with their corresponding aggregators. The unlicensed nodes are considered to be static which would make the use of directional antennas possible, hence, the orientation errors could be avoided [29] .
Moreover, the power used by the unlicensed users for their transmission is limited. This limitation which is either imposed on them from the licensed network or comes from sensors own properties, restricts the maximum range that the unlicensed network transmitted signal can reach. This means that the unlicensed nodes radiations pattern can be considered as a line segment in which the starting points are these nodes and the end point is determined by the power constraint. Also, it is assumed that in this model, there are no packet collisions between the transmitted packets by the sensors to the same aggregator. This is justifiable since the packet size in these transmissions are assumed to be small and the unlicensed network can take advantage of the multiple access solutions. Fig. 1 . An illustration of the dynamic spectrum access scenario, where licensed and unlicensed users share the up-link channel. The unlicensed transmitter is depicted by the smart meter, the aggregator (unlicensed receiver) by the satellite receiver, the handsets are the mobile licensed users (interferers to the aggregator) and the big antenna is the cellular base-station. As the smart meter uses directional antennas with limited transmit power (bold arrow), its interference towards the base-station can be ignored. The thin black arrows represent the licensed users' desired signal, while the red ones represent their interference towards the aggregator.
Considering the above explanations, we can see that the interference in this model can stem from the following different sources, (i) from the mobile users to aggregators, (ii) from sensors to cellular base stations and (iii) from sensors to aggregators that they are not communicating with. Taking into account the aforementioned system model assumptions, it is possible to conclude that if the licensed and unlicensed nodes are implemented in explicit positions, it makes it possible to eliminate the interferences in cases (i) and (ii). Even if it is assumed that the nodes are implemented in random locations, the probability of having the base station or aggregator in the same line segment as the unlicensed nodes signal is close to zero [10] , [12] , [15] . As follows, the only source of interference in this model is then (i). In order to be able to evaluate the impact of this interference on the system performance, we need to be able to have a good understanding of the uncertainty of the licensed node's locations. Hence, a Poisson point process Φ is used to model the interfering nodes distributed over an infinite two-dimensional plane where λ ą 0 (average number of nodes per m 2 ) denotes the spatial density. This model is also elaborated in details in [12] , [30] .
For modeling the wireless channel in this paper, we consider distance dependent path-loss and quasi-static fading model. Here, r i represents the distance between the reference receiver and the i-th interfering node. Based on Slivnyak theorem [30] , the reference receiver being located arbitrarily at the origin means that the receiver's position is at the center of the Euclidean space. Having this location as a fixed point makes locating the surrounding elements easier [30] , [31] . The channel gain between the reference receiver and the ith interfering node is shown as g i . If we consider P Tx to be the transmit power and α ą 2, the path-loss exponent, then the power received at the reference receiver is equivalent to P Tx g i r´α i . With these in hand, the signal to interference ratio at the reference receiver SIR 0 is then defined as:
in which, P p denotes the licensed users transmit power and P s is the transmit power used by the unlicensed users for their transmissions 1 . The spectral efficiency in this model is defined as log 2 p1`βq in bits/s/Hz. This is justifiable since the reference link takes advantage of point-to-point Gaussian codes and interference-as-noise decoding rules [12] , [33] , [34] . This spectral efficiency can only be achieved if the SIR is greater than a given threshold which here is defined as β, i.e SIR ą β. An outage event happens if a transmitted message is not successfully decoded at the receiver side, meaning that SIR ď β. The probability of the system being in outage is P out " PrrSIR ă βs . In this model, there is possibility of retransmission in case an outage event occurs. There can be up to m retransmissions in the network, hence, if the message is not successfully decoded by the receiver after 1`m transmission attempts (first transmission plus m retransmissions), it is then dropped [35] which will result in packet loss. Here, P suc is used to refer to a probability of having a successfully decoded message and is P suc " 1´P 1`m out . In order to compute P out , the previously mentioned channel gains g, are considered to be quasi-static (squared envelopes) which are also independent and identically distributed exponentials (Rayleigh fading) with mean 1 [29] . In this model, the licensed users which are also the source of interference are not static but rather, highly dynamic. Therefore, we consider that their locations with respect to the reference receiver are constantly changing during each transmission. Considering a Poisson point process Φ, it is possible to characterize the signal-to-interference ratio at the reference link SIR 0 as in [12] . Then, the outage probability P out " Pr rSIR 0 ď βs for each transmission attempt is as presented below where
We are now able to evaluate the link throughput T in the reference link as:
It should be noted that in this throughput equation, m shows the retransmissions attempts whereas 1`m is the average number of transmissions for a successful transmission. Further details shall be seen in section III. As stated above,´1´P
1`m outī s the probability of having a successful transmission.
III. THROUGHPUT OPTIMIZATION

A. Constrained optimization
In this section we evaluate the optimal link throughput in the sense of spectral efficiency. We consider a constrained throughput optimization problem where the constraint is a maximum acceptable error rate which is imposed by the application at hand. This means that the quality requirement of this network is determined by how often a message is eventually dropped after all retransmission attempts. Considering (3), the optimization problem is defined as below.
where represents the aforementioned quality requirement. In this equation, the SIR threshold β ą 0 and the number of allowed retransmissions m P N are the design variables.
is a function of the variables m ą 0 and β ą 0, i.e. T " f pβ, mq. The function f is then concave with respect to β if
Bβ 2 ă 0. After that, we can calculate β˚which is the value of the SIR threshold that maximizes the link throughput.
Proof: As m and β are strictly positive variables and function T is twice differentiable in terms of β, then T is concave if and only if
Bβ 2 ă 0. Based on our calculations, we can see below that the second derivative of the throughput equation is in fact negative with respect to β. Hence, in the region
Knowing this, we can now calculate β˚. To do so, we follow the same steps as in [10, Prop.1] where β˚is the highest values that satisfies the inequality 1´P suc " , thus β˚which is presented as (5) .
With this result at hand, we move forward as follows. The constraint in the optimization problem is P 1`m out ď . By considering the equality part P 1`m out " in addition to [36, §17] , we reach the below equation for the average number of retransmission attempts 1`m:
hence, by inserting (2) and (7) into (3), we reach the following as the throughput equation.
The maximum allowed number of retransmissions m˚that maximizes the link throughput is then given by (9).
Proof: By taking into account the β˚from (5), and (8), we can find the optimal maximum number of retransmissions (m˚) for the throughput. Hence, the optimal throughput Ti n terms of both m and β is then given by the value of m that maximizes the throughput, which achieved by (9) . It should be noted that the maximum number of retransmissions m is a natural number that is usually small, therefore, (9) is easy to evaluate.
B. Extreme Cases
In this section, we evaluate the two extreme cases in terms of maximum number of transmissions and their effect on the throughput. To do so, we consider having no transmission m " 0 and having a very high number of retransmissions m Ñ 8 in the network. Considering the zero transmission case, we reach the following for the throughput:
Moving on to the m Ñ 8 case, by replacing " P p1`mq out in (7), we reach the below equation for the average number of retransmission for the extreme cases (1`m e ):
now by inserting (11) in (3), we can achieve the throughput equation in this case. After some mathematical manipulation, it is proven that while m Ñ 8, we reach the same throughput equation as in (10) . Hence, for both extreme cases of m " 0 and m Ñ 8, the system behavior remains the same in terms of throughput. We later use these results in the numerical results section of this paper and discuss what they show and why they are important. More details about these two extreme cases can also be found in [37] .
C. Error Analysis
In our previous work, we can see that in [12, Lemma 2], we use an approximation of (7) (which is also shown in this paper as (12) ) presented in this analysis in order to calculate the average number of retransmissions in the throughput optimization problem in [12] . In this section we aim to prove that this previously used approximation is in fact a tight and good approximation and the error in calculations is low when using the approximated expression. It is important to remember that this approximation is suitable when the number of transmissions is not not large and also ă 40% which is the case if most of practical communications anyway since having a very large m is not efficient and 40% is already a quite a loose error threshold for most systems.
In Figs. 2 and 3 , we can see how (7) and [12, §6] compare to each other with respect to increasing the number of retransmissions and outage threshold respectively. From these figures, we confirm our previous claims and show the accuracy of the approximated expression. In these figures, the previously mentioned fact about [12, §6] being suitable for low m and is also proven. It is shown that in both figures, the approximated and the original 1`m are either the same or very close to each other in the mentioned areas.
Moving on, we analyze the error between 1`m app and 1`m org as: Error " p1`m app q´p1`m org q p1`m org q
where p1`m app q is [12, §6] and p1`m org q is (7). Fig. 4 shows this error as a function of number of retransmissions while Fig.  5 shows how the error changes as a function of the outage threshold. We can see that as expected, the error increases when m or get larger. It is also shown that the increase in has a bigger impact on increasing the error. In Fig. 4 , when we have strict outage threshold in the network, increasing m does not increase the error much. However, as the outage threshold gets looser, increasing m results in higher error and we can see that for " 0.1, error can even reach 20%. This is also true for Fig. 5 where the highest error happens when both m and are high, further proving the point that the approximation is tight only for low m and .
IV. ENERGY EFFICIENCY OPTIMIZATION
After the throughput optimization, we are now moving on to the energy efficiency (EE) optimization problem. This is important specially since the energy efficiency can be seen as a tool that represents the trade-off between the throughput and total power consumption (P T ) in a network. The total power consumption in the network is itself a function of the distance dependent transmission power, total energy consumed by the radio components and bit rate [19] , [38] [39] [40] . Having this in mind, the total power consumption of this model is calculated as:
In the above equation, P P A is the energy consumed by the power amplifier in an one-hop communication network. This consumed energy is itself a function of the drain efficiency parameter of the amplifier. This parameter is shown by δ and is δ " 0.35, hence, P P A " βδ . As it was also mentioned earlier, β˚is the optimal SIR threshold and logp1`β˚q represents the bit rate (bits/s) of the network. P Tx is the power consumed for the transmission, which is constant and P Tx " 97.9 mW while P Rx is the consumed energy during reception and is P Tx " 112.2 mW [19] . It should be noted that both of these parameters are constant since their value depends on the current technology and depend on the internal circuitry power consumption. Thus, we can now express the energy efficiency as:
The energy efficiency optimization problem is then :
which like throughput, is also a function of SIR threshold β ą 0 and the number of allowed retransmissions m P N. The energy efficiency equation in (16) is concave with respect to β if
Bβ 2 ă 0 and (17) obtained for
Bβ 2 proves that this in fact is true and the energy efficiency is concave with respect to β. Energy efficiency is also concave with respect to m but since the obtained expression is long and complicated, we show this concavity and the optimal throughput in the numerical results section of this paper.
V. NUMERICAL RESULTS
In this section, we present the numerical results for the previously studied optimal throughput T˚and optimal energy efficiency EE˚. It is important to mention that to obtain these results, the following arbitrary parameters where considered in our simulations. The distance between the reference receiver and sensor r 0 " 1 and path-loss exponent α " 4; the required error rate and the density of interferers λ are the input parameters that their effects are analyzed. Moreover, based on [19] , P Tx " 97.9 mW, P Rx " 112.2 mW and δ " 0.35 were considered. Fig. 6 shows how the throughput behaves as a function of the maximum number of retransmissions in with different network densities. In this plot, we consider " 0.02 in order to show how tight the previously mentioned approximation is. If Fig. 6 in this paper is compared with [12, Fig. 3 ], we can see that the two plots are almost identical since here we have strict outage threshold in the network which is the area that the approximations works well.
It is shown that in Fig. 6 , as the number of allowed retransmissions increases, the link throughput also improves until one point at which the throughput stars decreasing. This is true for different network densities as well. By increasing m, the system experiences a two fold effect which results in the trade-off. This effect can be explained as with increasing m we are allowing for also higher values of β which also means having higher spectral efficiency in each transmission attempt (higher logp1`βq). However, by doing so, we are also increasing the outage probability since this reduces the chance of a message being correctly decoded in a single transmission attempt. In order to capture these trade-offs, we have the studied constrained optimization which its solutions are må nd β˚which results in the optimal throughput T˚which represents the maximum points shown in Fig. 6 . Fig. 7 represents the optimal throughput as a function of the network density for 5 different cases. First, we can see that for the stricter outage threshold range, the optimal throughput obtained by the optimization problem in this paper, is the same as the one in [12, Fig. 4 ], which again proves how precise the approximation is 2 . Moreover, we can see how the optimal throughput decreases as λ increases. Since λ is an indicator of the number of active transmitters, i.e. source of interference, in the network, it is understandable that as it increases, the throughput decreases since the unlicensed network experiences higher level of interference from the licensed nodes.
17)
As it was proven in III-B, both extreme cases of having zero and very large number of retransmissions will result in the same throughput. This can also be seen in Fig. 7 that the optimal throughput obtained from both of these cases is also the same. One interesting notion to consider in this plot is that, when the packet error threshold is loose ( " 0.1), even though the number of retransmissions is not as large as the m Ñ 8, the system outperforms the other cases. In cases with limited transmissions and strict outage threshold ( " 0.001, " 0.01), this is understandable because the stricter the error is, the worse the throughput gets and in these cases, we are fixing the number of retransmissions to lead to the outage probability that maximizes the throughput via β. Compared to the other two extreme cases also, when m " 0, we are forcing the system to have zero retransmissions in which the β would be high and as it was shown, having higher SIR threshold would result in high outage probability as well which will decrease the throughput. As for the m Ñ 8, we are optimizing in terms of an error probability of 0, in oder words, we are basically forcing the packet loss probability to be zero, hence, we are loosing spectral efficiency since infinite retransmissions will use a lot more spectrum resources which is resulting in the worse throughput compared to " 0.1.
In both of these extreme cases, we are taking the system degree of freedom away in terms of retransmissions and packet loss, which in the first would result in high packet loss probability and in the second in very high delay. On the other hand, in the proposed throughput optimization problem (4), where the outage probability and number of retransmissions are the designed variables, we are in fact relaxing the two very tight constraints which were considered in the two extreme cases, hence, giving back the system's degree of freedom of having a certain arbitrary level of outage while also benefiting fro retransmissions if case an outage event happens. The delay of this network would be much lower than the m Ñ 0 and although the packet loss probability would not be zero, having limited retransmission not also would reduce that, but would also result is the same or even higher system throughput compared to the case where m " 0 which proves the benefits and importance of the optimized throughput problem studied in this paper. Moving on to the energy efficiency analysis, EE is shown in Figs. 8, 9 and 10 as a function of network density, SIR threshold and number of retransmissions respectively. As can be seen in Fig. 8 , EE faces a decrease after some point when λ increases. When the nodes are sparsely located in the network, the level of interference is low but a lot of energy is also used to transfer a message between nodes, hence EE is low. As λ gets higher, meaning that the nodes are getting closer to each other, the EE improves since less energy is used for the transmission while interference is still low and the transmission is affected only by path loss. However, when the network gets very dense, the level of interference gets so high that in order to prevent outage, a lot of energy should again be used for transmissions which will cause the decrease in energy efficiency after some point in the plot.
It should be noted that when λ is low, the scenario with the loosest outage threshold has the lowest energy efficiency because the SIR in this case is lower compared to the other cases, however, when the network gets denser, the interference level rises which would eventually decrease the throughput, hence, the loosest outage threshold would result in the highest energy efficiency since there is more room allowed for having outage and less energy is used to do the transmission in the presence of the interference. Although having a denser network also means having higher level of interference, when there is room for higher levels of outage, it means that less retransmissions are also needed in order to meet the reliability requirements of the network, hence, less transmission energy is used. All of these would eventually result in the system being more energy efficient in the presence of loose outage threshold in a dense network. Fig. 9 shows how EE performs as the SIR threshold gets larger while having different network densities. As β increases, it means that the throughput is also increasing, even though power consumption is also increasing at the same time, the rate at which the throughput is increasing is higher, thus, the energy efficiency also improves during this time. This however means that the outage events are also increasing which will decrease the throughput and eventually EE also decreases. That is why we see the maximum point in Fig. 9 . Also, we can see that the denser the network is, the more energy efficient it is. This is due to the fact that while nodes being close to each other means higher interference, it also means less energy is used for the transmission since the distances are smaller in denser networks. This figure also shows that the energy efficiency is concave in terms of β which was also proven in the EE optimization problem.
Moreover, the effect of increasing the number of retransmissions on EE with different network densities can be seen in Fig. 10 . While λ is low, lower numbers of retransmission are needed for a successful message delivery, therefore, the energy efficiency is higher in less dense networks. As the number of retransmissions increases, we can see that while the over all EE starts too decrease, denser networks become more energy efficient as well. The reason behind this is that in networks with high λ, less energy is used per each retransmission attempt to send the message since the distance between the nodes are smaller. So although the interference is higher, using less transmit power makes the network more energy efficient.
In Fig. 11 we can see the behavior of the optimal energy efficiency while λ and outage threshold level increases. As it was shown earlier, due to the previously explained reasons, the energy efficiency is concave with respect to λ meaning that while increasing at first, it starts decreasing after a certain density of interferers is met in the network. Hence, it is understandable that the same thing is happening in the case of optimal energy efficiency as well. It is also shown in this figure that while the scenarios when the outage threshold is somewhat strict in the network ( " 0.001, " 0.001), EEi s almost the same and the difference is negligible. However, when the outage threshold gets loose ( " 0.1) the optimal throughput that the system can attain is slightly higher than the other two cases. The crossing point between these cases can also be explained the same way as described in Fig. 8 
VI. DISCUSSION AND FINAL REMARKS
In this paper, we studied the throughput and energy efficiency of a network where licensed and unlicensed nodes share the same frequency band which is used by the licensed nodes for their transmission. The interference in this model comes from the licensed network on the unlicensed nodes. There is also possibility of retransmissions in case the transmitted message in not successfully decoded at the receiver. We studied the optimal throughput in a constrained optimization problems where the interferers locations are modeled using Poisson point process. We then derived the value of optimal number of retransmissions and SIR threshold that jointly result in the optimal throughput. We showed how increasing the number of nodes and the outage threshold can decrease and increase the optimal throughput respectively and how these cases compared to the two extreme cases of having zero and infinite number of retransmissions in the network. We also studied the optimal energy efficiency and how it also decreases with increasing the number of nodes and gets better with having looser outage threshold. The energy efficiency behavior with respect to network density, SIR threshold and the number of retransmissions was also studied. In addition to the above results, we also show that the approximation used in our previous work for the average number of retransmissions is very precise and has very low error in the range.
