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Abstract
Semiclassical systems being symmetric under Lie group are studied. A state of a semiclassical
system may be viewed as a set (X, f) of a classical state X and a quantum state f in the external
classical background X . Therefore, the set of all semiclassical states may be considered as a bundle
(”semiclassical bundle”). Its base {X} is the set of all classical states, while a fibre is a Hilbert space
FX of quantum states in the external background X . Symmetry transformation of a semiclassical
system may be viewed as an automorphism of the semiclassical bundle. Automorphism groups can be
investigated with the help of sections of the bundle: to any automorphism of the bundle one assigns
a transformation of section of the bundle. Infinitesimal properties of transformations of sections are
investigated; correspondence between Lie groups and Lie algebras is discussed. For gauge theories, some
points of the semiclassical bundle are identified: a gauge group acts on the bundle. For this case, only
gauge-invariant sections of the semiclassical bundle are taken into account.
1shvedov@qs.phys.msu.su
1 Introduction
Semiclassical approximation is a very important technique of constructing asymptotic solutions of dif-
ferential equations with a small parameter ε:
iε
∂ψ
∂t
= H(x,−iε ∂
∂x
)ψ, x ∈ Rn, t ∈ R. (1.1)
There are a lot of semiclassical ansatzes that approximately satisfy eq.(1.1) as ε → 0: the well-known
WKB substitution is not the only possible semiclassical wave function. The Maslov complex WKB
theory [1] tells us that the wave function of the type
ψt(x) = e
i
ε
Ste
i
ε
P t(x−Qt)f t(
x−Qt√
ε
) (1.2)
also satisfies approximately eq.(1.1). Here St ∈ R, P t, Qt ∈ Rn, f t(ξ) is a smooth rapidly damping
function as ξ →∞. The quantum state (1.2) corresponds to the classical particle with coordinates Qt
and momenta P t. The function f t(ξ) specifies the shape of the wave packet. It can be interpreted as a
quantum state in the external classical background (St, P t, Qt).
Other semiclassical wave functions (including WKB states) may be viewed as superpositions of
states (1.2) [2].
At the fixed moment of time, a semiclassical state of the type (1.2) may be viewed as a set (X, f),
where X = (S, P,Q) ∈ R2n+1 may be considered as a classical state, while the wave function f is a
quantum state in a given external classical background X . Set of all semiclassical states of the form
(1.2) may be interpreted as a bundle (”semiclassical bundle” [3, 4]). Its base is X = {X} = R2n+1,
while fibres FX are Hilbert spaces L2(Rn). Point (X ∈ X , f ∈ FX) is then a semiclassical state.
Substitution of expression (1.2) to eq.(1.1) gives us the following relations [1, 2]
S˙t = P tQ˙t −H(Qt, P t), Q˙t = ∂H
∂P
(Qt, P t); P˙ t = −∂H
∂Q
(Qt, P t). (1.3)
if˙ t(ξ) =
[
1
2
ξ
∂2H
∂Q∂Q
ξ + ξ
∂2H
∂Q∂P
(−i ∂
∂ξ
) + (−i ∂
∂ξ
)
∂2H
∂P∂P
(−i ∂
∂ξ
)
]
f t(ξ). (1.4)
Therefore, the evolution transformations
ut : (S
0, P 0, Q0) ∈ X 7→ (St, P t, Qt) ∈ X ,
Ut(utX ← X) : f 0 ∈ FX 7→ f t ∈ FutX (1.5)
are specified. The set of transformations (1.5) is an automorphism of the semiclassical bundle.
A conception of semiclassical bundle may be introduced also in statistical mechanics (ε is 1/N ,
where N is a number of particles), quantum field theory (ε is a coupling constant) [2], for quantum
gauge theories [5]. For these cases, the semiclassical bundle is not trivial but locally trivial.
In this paper the properties of semiclassical bundles being invariant under Lie groups are investigated.
Let (Z,X , pi) be a semiclassical bundle (Z be a space of the bundle, pi : Z → X be the projection). Let
us start from definitions.
Definition 1.1. We say that a Lie group G acts on a semiclassical bundle (Z,X , pi) if:
(a) for any g ∈ G the transformation ug : X → X such that
(i) the mapping (g,X) 7→ ugX is smooth;
(ii) ug1g2 = ug1ug2;
is specified;
(b) for any g ∈ G and X ∈ X the unitary operators Ug(ugX ← X) : FX → FugX such that
1
(i) the mapping (g, h) 7→ Ug(uhX ← ug−1uhX) is strongly continuous for any X ∈ X ;
(ii)
Ug1(ug1ug2X ← ug2X)Ug2(ug2X ← X) = Ug1g2(ug1g2X ← X) (1.6)
are given.
Composition law (1.6) is not suitable for investigations. However, formula (1.6) can be taken to
the group form. Consider the following transformations of sections of the bundle (Z,X , pi). To each
element g ∈ G assign the mapping Ug that takes each section Ψ of the bundle (Z,X , pi) of the form
{ΨX ∈ FX , X ∈ X}
to the section UgΨ of the form
(UgΨ)ugX = Ug(ugX ← X)ΨX .
The transformation Ug obey the group law
Ug1Ug2 = Ug1g2.
Under certain conditions, the operators Ug(ugX ← X) are uniquely determined by the transformations
Ug and wise versa. Instead of sections of the bundle (Z,X , pi), one can consider gauge orbits on the
base
[X ] = {uhX, h ∈ G}
and sections of the subbundles (pi−1[X ]; [X], pi) with pi ≡ pi|pi−1[X]. These problems are to be considered
in section 2.
Analogous ideas were used in [6]. Properties of ”unitary propagators” being unitary transformations
U(t, τ), t, τ ∈ R of the Hilbert space H such that
U(t1, t2)U(t2, t3) = U(t1, t3)
were investigated. The one-parametric group of unitary transformations V(t) of the Hilbert space
L2(R→H) of the form
(V(t)f)(τ) = U(t, t− τ)f(t− τ), f : R→H.
were assigned to each unitary propagator U(t, τ). It appeared to be more convenient to investigate
properties of the transformations V(t) rather than of the propagator U(t, τ). For our purposes, it is
more suitable to consider the Banach space of continuous vector functions f with respect to the norm
sup ||f ||.
For constructing group representations and checking the group law, it is convenient to consider
infinitesimal transformations. One investigates then Lie algebras instead of Lie groups. In section 3,
the representation of the Lie algebra of the group G in the Garding-type spaces [7, 8] is assigned to the
representation Ug of the Lie group (i.e. to the set of operators Ug(ugX ← X)).
The inverse problem of integrating representations of Lie algebras is nontrivial [7, 9, 10]. In section 4,
the sufficient conditions of integrability of Lie algebra representations in spaces of sections are presented.
For example, they are useful in investigating the property of Poincare invariance of semiclassical field
theory [11].
Gauge-invariant systems are widely considered in quantum field theory. In the semiclassical approx-
imation, the principle of gauge invariance means that some equivalence relation should be introduced
in the space of the semiclassical bundle [5].
Definition 1.2. 1. We say that a gauge group L acts on a semiclassical bundle (Z,X , pi) if for any
α ∈ L the set
λα : X → X ; Vα(λαX ← X) : FX → FλαX
2
of a smooth mapping λα and unitary transformations Vα(λαX ← X) such that
(i) the set (λα, Vα) specifies an automorphism of the bundle (Z,X , pi);
(ii)
λα1λα2 = λα1α2 ; Vα1(λα1λα2X ← λα2X)Vα2(λα2X ← X) = Vα1α2(λα1λα2X ← X)
is given.
2. Two points (X1, f1), (X2, f2) ∈ Z are called gauge-equivalent, (X1, f1) ∼ (X2, f2), if for some α ∈ L
λαX1 = X2; Vα(X2 ← X1)f1 = f2.
For gauge systems, it is not required for property (1.6) to be satisfied. A weaker condition is
postulated: points
(ug1ug2X,Ug1(ug1ug2X ← ug2X)Ug2(ug2X ← X)f) and (ug1g2X,Ug1g2(ug1ug2X ← X)f)
are required to be gauge-equivalent. We also require that
(ugX1, Ug(ugX1 ← X1)f1) ∼ (ugX2, Ug(ugX2 ← X2)f2),
provided that (X1, f1) ∼ (X2, f2).
For gauge-invariant systems, actions of groups can be also investigated by the section method. To
satisfy the group law for the operators Ug, spaces of gauge-invariant sections obeying the condition
ΨλαX = Vα(λαX ← X)ΨX
should be considered. Analogs of results of sections 2-4 are obtained for the gauge-invariant systems in
section 5.
2 Transformations of sections of a semiclassical bundle
1. Let X ∈ X . By (Z[X], [X ], pi) we denote the subbundle of the bundle (Z,X , pi) such that
[X ] = {ugX, g ∈ G}.
Let G0(X) be the stationary subgroup of the point X (set of all g0 ∈ G such that ug0X = X). By
G/G0(X) we denote the factorspace of classes gG0. To each strongly continuous section {X 7→ ΨX , X ∈
[X ]} of the subbundle (Z[X], [X ], pi) assign the strongly continuous vector function Ψ(g) = ΨugX , which
is constant on each class gG0. Therefore, Ψ(g) can be viewed as a vector function on G/G0(X). If the
support of this function is compact, then we say that the section Ψ is of the class C0([X ]). By definition,
put
||Ψ||[X] = maxg ||ΨugX ||. (2.1)
By C([X]) we denote the closure of C0([X ]) with respect to the norm (2.1). Consider the following
operator
(U [X]g Ψ)uhX = Ug(uhX ← ug−1hX)Ψug−1hX
in the space of sections of the subbundle (Z[X], [X ], pi). It happens that properties of the operators
Ug(X ← ug−1X) can be reformulated in terms of U [X]g .
Lemma 2.1. Let Ψ ∈ C0([X ]). Then U [X]g Ψ ∈ C0([X ]).
3
Proof. The mapping (g,X) 7→ ugX is continuous. Therefore, the support of U [X]g Ψ is compact.
Let us check that U [X]g Ψ is continuous. The property of local triviality of vector bundle implies that all
spaces FX may be viewed as identical. Let hn → h be an arbitrary sequence. One has:
||(U [X]g Ψ)uhnX − (U [X]g Ψ)uhX || =
||Ug(uhnX ← ug−1hnX)Ψug−1hnX − Ug(uhX ← ug−1hX)Ψug−1hX || ≤
||Ug(uhnX ← ug−1hnX)||||Ψug−1hnX −Ψug−1hX ||
+||(Ug(uhnX ← ug−1hnX)− Ug(uhX ← ug−1hX))Ψug−1hX || →n→∞ 0.
Lemma 2.1 is proved.
Lemma 2.2. Let Ψ ∈ C0([X ]). Then ||U [X]g Ψ||[X] = ||Ψ||[X].
The proof is straightforward.
Therefore, the operators U [X]g can be uniquely extended to the space C(X). The isometric property
remains valid.
Property (1.6) can be reformulated as follows.
Lemma 2.3. For the operators U [X]g , the group properties are satisfied:
U [X]g1 U [X]g2 = U [X]g1g2, U [X]e = 1. (2.2)
The proof is trivial.
Lemma 2.4. The operator U [X]g is strongly continuous with respect to g at the point g = e.
Proof. Let Ψ ∈ C0([X ]). Consider the expression
||U [X]g Ψ−Ψ||[X] = suph ||(U [X]g Ψ)uhX −ΨuhX || = suph ||Ug(uhX ← ug−1hX)Ψug−1hX −ΨuhX ||.
Let us prove that it tends to zero as g → e. Assume the converse. Then for some sequences of elements
gn ∈ G such that gn → e and of equivalence classes hn ∈ G/G0
||Ugn(uhnX ← ug−1n uhnX)Ψug−1n uhnX −ΨuhnX || ≥ C1 > 0. (2.3)
Let U ⊂ G be an open set such that e ∈ U and U is compact. By D we denote the set of all
h ∈ G/G0(X) such that Ψu
h
X 6= 0. Then D is compact. There exists a subsequence {hnk} such that
hnk ∈ UD. Otherwise, the left-hand side of formula (2.3) will be zero for sufficiently large n. Since the
sequence hnk belongs to the compact set UD., one can choose a subsequence {hnkl} being convergent
with respect to the G/G0(X)-topology. Therefore, for some representatives hl ∈ hnkl one has hl → h
with respect to the G-topology. Denote g′l = gnkl . Formula (2.3) implies that
||Ug′
l
(uhlX ← ug′l−1hlX)Ψug′
l
−1hl
X −ΨuhlX || ≥ C1.
If one combines tis with eq.(1.6), one gets
||Uh−1
l
g′
l
(X ← ug′
l
−1hlX)Ψug′
l
−1hl
X − Uh−1
l
(X ← uhlX)ΨuhlX || ≥ C1. (2.4)
Since the mapping
h 7→ Uh−1(X ← uhX)
is strongly continuous, while the operators Uh−1(X ← uhX) are unitary, one obtains:
||Uh−1
l
(X ← uhlX)ΨuhlX − Uh−1(X ← uhX)ΨuhX || → 0;||Uh−1
l
g′
l
(X ← ug′
l
−1hlX)Ψug′
l
−1hl
X − Uh−1(X ← uhX)ΨuhX || → 0
4
as l → ∞. This contradicts (2.4). Hence, the unitary operator U [X]g tends to 1 in the strong sense on
the set C0([X ]),
lim
g→e
||U [X]g Ψ−Ψ||[X] = 0, Ψ ∈ C0([X]). (2.5)
However, the set C0([X ]) is dense in C([X ]). Then the Banach-Steinhaus theorem (see, for example,
[12]) implies that property (2.5) is valid for Ψ ∈ C([X ]) as well. Lemma is proved.
Let αX , X ∈ X be a complex continuous bounded function on X . By v[X][α] : C0([X ]) → C0([X ])
denote the multiplication operator of the form
(v[X][α]Ψ)uhX = αuhXΨuhX .
The operator is bounded. It can be extended then to C([X]) uniquely. Denote also
(wgα)X = αug−1X .
Lemma 2.5. For Ψ ∈ C([X ]), one has
U [X]g v[X][α]Ψ = v[X][wgα]U [X]g Ψ. (2.6)
Proof. For Ψ ∈ C0([X ]), check of eq.(2.6) is trivial. Relation (2.6) can be extended to C([X ]), since
operators v[X][wgα], v[X][α], U [X]g are continuous. Lemma is proved.
Combining Lemmas 2.1 - 2.5, one gets
Theorem 2.1. Suppose that the group G acts on the semiclassical bundle (Z,X , pi). Then the
operators U [X]g : C([X ])→ C([X ]) of the form (2):
- are invariant under transformation X → uhX;
- are isometric;
- satisfy properties (2.2) and (2.6);
- are strongly continuous with respect to g at g = e.
2. The inverse theorem is also valid.
Theorem 2.2. Suppose that for any g ∈ G the transformation ug : X → X such that:
(i) the mapping (g,X) 7→ ugX is smooth;
(ii) ug1g2 = ug1ug2;
is specified. Let also for any g ∈ G and X ∈ X the operators U [X]g : C([X ])→ C([X ]) such that:
(i) U [X]g is invariant under transformation X 7→ uhX;
(ii) U [X]g is isometric;
(iii) properties (2.2) and (2.6) are satisfied;
(iv) U [X]g is strongly continuous with respect to g at g = e
is given. The for all g ∈ G and X ∈ X there exist unique unitary operators Ug(ugX ← X) : FX →
calF ugX such that:
(i) the mapping (g, h) 7→ Ug(uhX ← ug−1uhX) is strongly continuous for any X ∈ X ;
(ii) the property (1.6) is satisfied;
(iii) the operator U [X]g has the form (2).
To prove Theorem 2.2, we need several Lemmas.
Lemma 2.6. The operator Ug(X ← ug−1X) is uniquely found from relation (2).
Proof. Namely, let X = uhX , Ψ0 be some element of Fug−1X . Choose a section Ψ ∈ C0([X]) of the
subbundle (Z[X], X, pi) such that Ψug−1X = Ψ0. Set
Ug(X ← ug−1X)Ψ0 ≡ (U [X]g Ψ)X . (2.7)
5
Show this procedure of constructing the operator Ug(X ← ug−1X) to be well defined. It is sufficient to
check that Ψu
g−1X
= 0 implies (U [X]g Ψ)X = 0. Suppose that Ψug−1X = 0. This implies that ΨY can be
written as ΨY = αYΦY . Here ΦY is a continuous section of (Z[X], [X], pi), αY is a continuous function
on [X ] such that αug−1X = 0. It is sufficient to set
αY = ||ΨY ||1/2, ΦY = ΨY /||ΨY ||1/2.
One has
(U [X]g Ψ)X = (U [X]g v[X][α]Φ)X = (v[X][wgα]U [X]g Φ)X = αug−1X(U [X]g Φ)X = 0.
Therefore, definition (2.7) is well formulated. Lemma 2.6 is proved.
Lemma 2.7. The property (1.6) is satisfied; Ue(X ← X) = 1.
This is a direct corollary of relation (2.2).
Lemma 2.8. The operator Ug(ugX ← X) is isometric.
Proof. First, show that
||Ug(Y ← ug−1Y )Φ|| ≤ ||Φ||. (2.8)
Choose a section Ψ of the bundle (Z[X], [X], pi) such that
max
X∈[X ]
||ΨX|| = ||Ψu
g−1Y
||.
Then
||(U [X]g Ψ)Y || ≤ ||U [X]g Ψ||[X] = ||Ψ||[X] = ||Ψug−1Y ||.
Hence, property (2.6) is satisfied. Besides, Lemma 2.7 implies
Ug(Y ← ug−1Y )Ug−1(ug−1Y ← Y ) = 1 (2.9)
and
||Φ|| = ||Ug(Y ← ug−1Y )Ug−1(ug−1Y ← Y )Φ|| ≤ ||Ug−1(ug−1Y ← Y )Φ|| ≤ ||Φ||
for any Φ ∈ FY . Thus, the inequality signs can be substituted by equality signs. The operators
Ug(Y ← ug−1Y ) are isometric then. Lemma 2.8 is proved.
Combining Lemmas 2.7 and 2.8, we find that the operators Ug(Y ← ug−1Y ) are unitary.
Lemma 2.9. Let the operators U [X]g : C([X ]) → C([X ]) be strongly continuous with respect to g at
g = e. Then the operator Ug(uhX ← ug−1hX) is strongly continuous with respect to (g, h).
Proof. Let gn → g, hn → h be any convergent sequences. One has
Ugn(uhnX ← ug−1n hnX) = Uhnh−1(uhnX ← uhX)Ug(uhX ← ug−1hX)Ug−1hh−1n gn(ug−1hX ← ug−1n hnX).
To prove Lemma 2.9, it is sufficient to check that
Ugn(ugnY ← Y )→ 1, Ugn(Y ← ug−1n Y )→ 1 (2.10)
in the strong topology. It is sufficient to prove one of properties (2.10) because of (2.9).
Since the operator U [X]g is strongly continuous at g = e, one has:
sup
Y=uhX
||Ugn(Y ← ug−1n Y )Ψug−1n Y −ΨY || → 0
as g → e. Therefore, property
||Ugn(Y ← ug−1n Y )Ψug−1n Y −ΨY || → 0
6
is valid for all Y . Let us choose a section Ψ such that it is constant in some vicinity of the point Y for
some trivialization of the semiclassical bundle. One gets then property (2.10). Lemma 2.9 is proved.
Thus, all statements of Theorem 2.2 are checked.
3. Let us introduce the function-valued bilinear form that takes each set (Φ ∈ C([X ]),Ψ ∈ C([X ]))
to the complex function on [X] of the form
< Φ,Ψ >X= (ΦX ,ΨX), X ∈ [X ].
The bilinear form resembles inner product. It satisfies the properties:
< Φ,Ψ1 +Ψ2 >X=< Φ,Ψ1 >X + < Φ,Ψ2 >X ;
< Φ,Ψ >∗X=< Ψ,Φ >X ;
< Φ, v[X][α]Ψ >X= αX < Φ,Ψ >X ;
< Φ,Φ >X≥ 0;
< Φ,Φ >X= 0 for all X ≡ Φ = 0;
supX | < Φ,Ψ >X | ≤ ||Φ||||Ψ||;
< Φ,Ψ >X is continuous.
Lemma 2.10. The property
< U [X]g Φ,U [X]g >Y=< Φ,Ψ >ug−1Y (2.11)
is satisfied.
Proof. One has
< U [X]g Φ,U [X ]g Ψ >Y=
(Ug(Y ← ug−1Y )Φug−1Y , Ug(Y ← ug−1Y )Ψug−1Y ) = (Φug−1Y ,Ψug−1Y ) =< Φ,Ψ >ug−1Y .
3 Infinitesimal generators of semiclassical transformations in
Garding-type spaces
To study infinitesimal properties of the representation U [X]g , it is important to investigate the differen-
tiability properties of U [X]g . Analogously to [8], let us construct a domain D being dense in C(X) such
that U [X]g are differentiable on D.
By D0([X]) we denote the set of the sections of the subbundle (Z[X], [X], pi) of the form
ΨX =
∫
dLgγ(g)Ug(X ← ug−1X)Φug−1X , X ∈ [X ]. (3.1)
Here dLg is the left-invariant Haar measure on the group G, γ(g) is a smooth function on G with
compact support, Φ ∈ C0([X ]).
Lemma 3.1. D0([X ]) ⊂ C0([X ]).
Proof. The support of the section (3.1) has the form suppγ supp
Phi and therefore compact. Consider some local trivialization of the bundle (Z[X], [X ], pi). Check that
section (3.1) is continuous. Let hn → h. Prove that
Ψuhn [X] → Ψuh[X]. (3.2)
One has:
||Ψuhn [X] −Ψuh[X]|| ≤
∫
dLg|γ(g)|||Φug−1hnX − Φug−1hX ||+∫
dLg|γ(g)|||(Ug(uhnX ← ug−1hnX)− Ug(uhX ← ug−1hX))Φug−1hX ||.
(3.3)
7
It follows from the Lesbegue theorem (see, for example, [13]) that the limits of integrals entering to
eq.(3.3) coincide with the integrals of the limits of integrands. Hence, one obtains property (3.2).
Lemma 3.1 is proved.
Lemma 3.2. Let h(τ) be a one-parametric subgroup of G, Ψ ∈ D0([X ]). Then the function U [X]h(τ)Ψ
belongs to D0([X ]) and is strongly differentiable with respect to τ at τ = 0. Moreover,
d
dτ
|τ=0U [X]h(τ)Ψ ∈ D0([X ]).
Proof. One has
(U [X]h(τ)Ψ)X = Uh(τ)(X ← uh−1(τ)X)Ψuh−1(τ)X =∫
dLgγ(g)Uh(τ)g(X ← ug−1h−1(τ)X)Φug−1h−1(τ)X =∫
dLgγ(h
−1(τ)g)Ug(X ← ug−1X)Φug−1X .
Hence, U [X]h(τ)Ψ ∈ D0([X ]). Let us check the property of strong differentiability. One finds:
( 1
τ
(U [X]h(τ) − 1)Ψ)X =
∫
dLg
γ(h−1(τ)g)−γ(g)
τ
Ug(X ← ug−1X)Φug−1X =∫
dLg
∫ 1
0 dα
d
dt
|t=ατγ(h−1(t)g)Ug(X ← ug−1X)Φug−1X .
(3.4)
Formally, this implies
(
d
dτ
|τ=0U [X]h(τ)Ψ)X =
∫
dLg
d
dt
|t=0γ(h−1(t)g)Ug(X ← ug−1X)Φug−1X . (3.5)
To justify formula (3.5), consider the difference of expressions (3.5) and (3.4):
||( 1
τ
(U [X]h(τ) − 1)Ψ− ddτ |τ=0U [X]h(τ)Ψ||[X]
≤ ∫ dLg ∫ 10 dα[ ddt |t=ατ − ddt |t=0]γ(h−1(t)g)) supX∈[X] ||Ug(X ← ug−1X)Φug−1X ||.
It tends to zero as τ → 0. Since expression (3.5) is of the class D0([X ]), all statements of Lemma 3.2
are proved.
Lemma 3.3. The set D0([X ]) is a dense subset of C([X ]).
Proof. It is sufficient to check that any section Φ ∈ C0([X ]) can be approximated by sections (3.1).
Choose a sequence γn(g) such that ∫
dLgγn(g) = 1, γn(g) ≥ 0.
For any open set U such that e ∈ U there exists N such that suppγn ⊂ U for all n > N . Consider the
sequence of sections
ΨnX =
∫
dLgγn(g)Ug(X ← ug−1X)Φug−1X .
One has
||ΨnX − ΦX || ≤
∫
dLgγn(g)||Ug(X ← ug−1X)Φug−1X − ΦX ||.
Hence,
||Ψn − Φ||[X] ≤
∫
dLgγn(g) sup
h
||Ug(uhX ← ug−1hX)Φu
g−1h
X − ΦX ||.
We have already justified (proof of Lemma 2.4) that
sup
h
||Ug(uhX ← ug−1hX)Φu
g−1h
X − ΦX || → 0
8
as g → e. This means that for any ε > 0 there exists an open set U such that e ∈ U and
sup
h
||Ug(uhX ← ug−1hX)Φu
g−1h
X − ΦX || < ε
for all g ∈ U . However, for some N , suppγn ⊂ U for n > N . Therefore,
||ΨnX − ΦX || < ε.
Lemma 3.3 is proved.
Let us extend the set D0([X ]). By C∞0 ([X ]) we denote the set of all smooth complex functions
α : X ∈ [X ] 7→ αX ∈ C such that set of all h ∈ G/G0(X) such that αu
h
X 6= 0is pre-compact in
G/G0(X). By D([X ]) we denote the set of all linear combinations of the form
vX [α1]Ψ1 + ...+ vX [αn]Ψn
with αi ∈ C∞0 ([X ]). Ψi ∈ D0([X ]. Notice that Ψ ∈ D([X ]) implies v[X][α]Ψ ∈ D([X]) for α ∈ C∞0 ([X ]).
Lemma 3.4. Let h(τ) be a one-parametric subgroup of the Lie group G, Ψ ∈ D([X ]). Then the
section U [X ]h(τ) ∈ D([X ]) is strongly differentiable with respect to τ at τ = 0 and
d
dτ
|τ=0U [X]h(τ)Ψ ∈ D([X]).
Proof. It is sufficient to consider the case Ψ = v[X]Φ, α ∈ C∞0 ([X]), Φ ∈ D0([X ]). One has
U [X]−1
τ
v[X][α]Φ = τ
−1{v[X][wh(τ)α]U [X]h(τ) − v[X][α]}Φ =
v[X][
wh(τ)α−α
τ
]U [X]h(τ)Φ + v[X][α]
U
[X]
h(τ)
−1
τ
Φ.
(3.6)
Since
sup
X∈[X]
|wh(τ)α− α
τ
− d
dτ
|τ=0wh(τ)α)X | =
∫ 1
0
dα sup
g∈G/G0(X)
[
d
dt
|t=ατ − d
dτ
|t=0]αuh−1(τ)g[X] →τ→0 0,
expression (3.6) is strongly convergent to
v[X][
d
dτ
|τ=0wh(τ)α]Φ + v[X][α]
d
dτ
|τ=0U [X ]h(τ)Φ ∈ D([X]).
Lemma 3.4 is proved.
Let hA(τ) = expAτ be a one-parametric subgroup of the group G, A be its generator being an
element of the corresponding Lie algebra. By Hˇ(A) : D([X])→ D([X ]) denote the operator of the form
Hˇ(A) = i
d
dτ
|τ=0U [X]expAτ (3.7)
Note that the operator Hˇ(A) may be defined on the set of all sections Ψ such that U [X]expAτΨ is strongly
differentiable at τ = 0.
Lemma 3.5. For any Ψ ∈ D0([X]) the following properties are satisfied:
Hˇ(A1 + A2)Ψ = Hˇ(A1)Ψ + Hˇ(A2)Ψ; Hˇ(λA)Ψ = λHˇ(A)Ψ;
U [X]h Hˇ(A)U [X]h−1Ψ = Hˇ(hAh−1)Ψ; [Hˇ(A); Hˇ(B)]Ψ = iHˇ([A;B])Ψ.
(3.8)
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Proof. By ∇(A) we denote the following operator in the space of smooth functions γ : G→ C with
compact supports:
(∇(A)γ)(g) = d
dτ
|τ=0γ(expAτ · g).
It follows from eq.(3.5) that
Hˇ(A)
∫
dLgγ(g)Ug(X ← ug−1X)Φug−1X =
∫
dLg[−i∇(A)γ](g)Ug(X ← ug−1X)Φug−1X . (3.9)
Let su check now properties (3.8). The first relation is a corollary of linearity of ∇(A) with respect to
A:
∇(A1 + A2) = ∇(A1) +∇(A2); ∇(λA) = λ∇(A).
To check the second property, introduce the operator
(Whγ)(g) = γ(h
−1g).
Notice that
Wh∇(A)Wh−1 = ∇(hAh−1). (3.10)
For section (3.1), one has
(U [X]h Hˇ(A)U [X]h−1Ψ)X =
∫
dLg[−iWh∇(A)Wh−1γ](g)Ug(X ← ug−1X)Φug−1X ;
(Hˇ(hAh−1)Ψ)X =
∫
dLg[−i∇(hAh−1)γ)(g)Ug(X ← ug−1X)Φug−1X .
The second property is proved.
Let h(t) = expBt. Differentiate eq.(3.10) with respect to t at t = 0. We obtain:
[∇(A);∇(B)] +∇([A;B]) = 0. (3.11)
This implies the last relation. Lemma 3.5 is proved.
Consider the following operator in C∞0 ([X]):
(δ[A]α)X =
d
dτ
|τ=0αuexpAτX .
Lemma 3.6. For Ψ ∈ D(([X ])),
i[Hˇ(A); v[X][α]]Ψ = v[X][δ[A]α]Ψ. (3.12)
The proof is straightforward.
Remark. Eq.(3.12) is a mathematical formulation of the heuristic fact that
Hˇ(A) = H(A : X)− iδ[A]
for some operator H(A : X) acting in FX .
Lemma 3.7. Properties (3.8) are satisfied for Ψ ∈ D([X]).
Proof. It is sufficient to check that relations (3.8) are valid for sections v[X][α]Ψ for Ψ ∈ D0([X ]),
α ∈ C∞0 ([X ]). Combining Lemmas 2.5 and 3.6, we obtain
i(Hˇ(A1 + λA2)− Hˇ(A1)− λHˇ(A2))v[X][α]Ψ = v[X][(δ[A1 + λA2]− δ[A1]− λδ[A2])α)Ψ = 0;
U [X]h Hˇ(A)U [X]h−1v[X][α]Ψ = U [X]h Hˇ(A)v[X][wh−1α]U [X]h−1Ψ
= U [X]h v[X][wh−1α]Hˇ(A)U [X]h−1Ψ− iU [X]h v[X][δ[A]wh−1α]U [X]h−1Ψ =
v[X][α]Hˇ(hAh
−1)Ψ− iv[X][whδ[A]wh−1α]Ψ;
Hˇ(hAh−1)v[X][α]Ψ = v[X][α]Hˇ(hAh
−1)Ψ− iv[X][δ[hAh−1]α]Ψ.
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The property whδ[A]wh−1 = δ[hAh
−1] is checked analogously to eq.(3.10).
To check the third property of set (3.8), it is sufficient to check that
[[Hˇ(A); Hˇ(B)]; v[X][α]] = i[Hˇ([A;B]); v[X][α]].
This is equivalent to
[δ[A]; δ[B]] + δ[A;B] = 0.
Relation (3) is justified analogously to eq.(3.11). Lemma 3.7 is proved.
Lemma 3.8. Let the section U [X]h(t)Ψ be strongly differentiable at t = 0. Then the differential operator
δ[A] is defined on the function < Ψ,Ψ >X and
− iδ[A] < Ψ,Ψ >=< Ψ, Hˇ(A)Ψ > − < Hˇ(A)Ψ,Ψ > . (3.13)
Proof. One has
1
τ
(< Ψ,Ψ >uexp(−Aτ)X − < Ψ,Ψ >X) = 1τ (< U [X]expAτΨ,U [X]expAτΨ >X − < Ψ,Ψ >X) =
((
U
[X]
expAτ−1
τ
Ψ)X , (U [X]expAτΨ)X) + (ΨX , (
U
[X]
expAτ−1
τ
Ψ)X).
As τ → 0, this expression tends to
−i(ΨX , (Hˇ(A)Ψ)X) + i((Hˇ(A)Ψ)X ,ΨX).
Lemma 3.8 is proved.
Results of this section can be formulated as follows.
Theorem 3.1. Let the group G act on the semiclassical bundle (Z,X , pi). Then the operators
Hˇ(A) : D(A) → D(A) of the form (3.7) are defined an the dense subset D([X ]) ⊂ C([X ]). The
properties (3.8), (3.12) and (3.13) are satisfied.
4 Sufficient conditions of integrability of algebra representa-
tion
Starting from known operators U [X]g , we have constructed the generators Hˇ(A) of the representation.
An inverse problem is considered in this section: we are going to reconstruct operators U [X]g from known
Hˇ(A).
Let us impose the following conditions (”axioms”) on the operators Hˇ(A).
A1. There exists such set D being dense in C([X ]) such that the operators Hˇ(A) are defined on D.
A2. For any Φ,Ψ ∈ D the function < Φ,Ψ > belongs to the domain of δ[A] and
−iδ[A] < Φ,Ψ >=< Φ, Hˇ(A)Ψ > − < Hˇ(A)Φ,Ψ > .
A3. For any α ∈ C∞0 ([X ]) and Ψ ∈ D v[X][α]Ψ ∈ D and
[Hˇ(A); v[X][α]]Ψ = −iv[X ][δ[A]α].
A4. For Φ,Ψ ∈ D the function < Φ, Hˇ(A)Ψ > belongs to the domain of δ[B].
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A5. For Φ,Ψ ∈ D the property
< Hˇ(A)Ψ; Hˇ(B)Φ > −iδ[A] < Ψ, Hˇ(B)Φ > − < Hˇ(B)Ψ, Hˇ(A)Φ > +iδ[B] < Ψ, Hˇ(A)Φ >
= i < Ψ, Hˇ([A;B])Φ > .
A6. Let B1, ..., Bn be a basis in the Lie algebra. Suppose that Ψ
0 ∈ D. Then there exists a solution
Ψt of the Cauchy problem for the equation
i
d
dt
Ψt = Hˇ(Bk)Ψ
t (4.1)
such that Ψt is strongly continuously differentiable with respect to t. Moreover,
Hˇ(Bl)Ψ
t → Hˇ(Bl)Ψ0
as t→ 0 in the strong sense for all l, while the function
δ[A] < Φ, Hˇ(Bk)Ψt >
is continuous.
Under conditions A1-A6, it is possible to construct an action of the Lie group G on the semiclassical
bundle.
Lemma 4.1. The solution Ψt of eq.(4.1) satisfies the following property
< Ψt,Ψt >X=< Ψ
t,Ψt >uexp(−Bkt)X .
Proof. Consider the function fX(t) =< Ψ
t,Ψt >X . One has
1
τ
(fX(t + τ)− fX(t)) =< Ψt+τ−Ψtτ ; Ψt+τ >X + < Ψt, Ψ
t+τ−Ψt
τ
>X→τ→0
< −iHˇ(Bk)Ψt,Ψt >X + < Ψt,−iHˇ(Bk)Ψt >X= −(δ[Bk] < Ψt,Ψt >)X = −δ[Bk]fX(t).
Hence, d
dt
fuexpBktX = 0. Lemma 4.1 is proved.
Corollary. There exists a unique solution of the Cauchy problem for eq.(4.1).
Proof. Assume the converse, i.e. Ψ0 = 0, Ψt 6= 0. This contradicts Lemma 4.1. Corollary is proved.
By U tBk we denote the operator that takes each initial condition Ψ0 for the Cauchy problem to the
solution Ψt to the Cauchy problem for eq.(4.1),
U tBkΨ
0 = Ψt.
Combining Lemma 4.1 and axiom A6, we obtain:
Lemma 4.2. The operator U tBk satisfies the following properties:
U tBk : D → D; U t+τBk = U tBkU τBk
for any Ψ ∈ D;
i
U tBk − 1
t
Ψ→t→0 Hˇ(Bk)Ψ; Hˇ(Bs)U tBkΨ→t→0 Hˇ(Bs)Ψ
in the strong sense for any Ψ ∈ D;
< U tBkΨ, U
t
Bk
Ψ >X=< Ψ,Ψ >uexp(−Bkt)X .
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The proof is obvious.
Corollary. The operator U tBk is isometric. It can be uniquely extended to C([X ]).
Lemma 4.3. The following property is satisfied:
U tBkv[X][α] = v[X][wexpBktα]U
t
Bk
.
Proof. Consider the following initial condition for the Cauchy problem for eq.(4.1):
Φ0X = αXΨ
0
X .
To prove Lemma 4.3, it is sufficient to justify that section
ΦtX = αuexp(−Bkt)XΨ
t
X
satisfies eq.(4.1). One has:
i
τ
(Φt+τX − ΦtX) = i
αuexp(−Bk(t+τ))
X−αuexp(−Bkt)
X
τ
Ψt+τX + iαuexp(−Bkt)X [
Ψt+τ
X
−Ψt
X
τ
].
Consider the strong limit τ → 0. Then we get
i
d
dt
ΦtX = i(δ[Bk]α)uexp(−Bkt)XΨ
t
X + αuexp(−Bkt)X(Hˇ(Bk)Ψ
t)X = (Hˇ(Bk)αuexp(−Bkt)XΨ
t)X = (Hˇ(Bk)Φ
t)X .
Lemma 4.3 is proved.
Lemma 4.4. For Ψ ∈ D,
U−tBkHˇ(A)U
t
Bk
Ψ = Hˇ(e−BktAeBkt)Ψ.
Proof. It is sufficient to check that the function
f tX =< U
t
Bk
Φ, Hˇ(eBktAe−Bkt)U tBkΨ >X , Φ,Ψ ∈ D.
satisfies the property
f tX = f
0
u
e−BktX
. (4.2)
Consider the derivative of f with respect to t. One has
1
τ
(f t+τX − f tX) =< U t+τBk Φ, Hˇ( e
Bk(t+τ)Ae−Bk(t+τ)−eBktAe−Bkt
τ
)U t+τBk Ψ >X + <
UτBk
−1
τ
U tBkΦ, Hˇ(A)U
t+τ
Bk
Ψ >X
+ < U tBkΦ, Hˇ(A)
Uτ
Bk
−1
τ
U tBkΨ >X .
The first term contains the operator of the type
Hˇ(
∑
s
ck,s(τ)Bs)
with ∑
s
ck,s(τ)Bs →τ→0 [Bk; eBktAe−Bkt].
Therefore, it tends to
< U tBkΦ, Hˇ([Bk; e
BktAe−Bkt])U tBkΨ >X
The second term tends to
< −iHˇ(Bk)U tBkΦ, Hˇ(A)U tBkΨ >X .
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The third term can be rewritten as a sum
< Hˇ(A)U tBkΦ,
U τBk − 1
τ
U tBkΨ >X −i(δ[A] < U tBkΦ,
U tauBk − 1
τ
U tBkΨ >)X .
The first term tends to
< Hˇ(A)U tBkΦ,−iHˇ(Bk)U tBkΨ >X ,
the second term is taken to the form
−iδ[A] < U tBkΦ,
∫ 1
0
dα(−iHˇ(Bk)Ψt+τα) >X
and tends to
−δ[A] < U tBkΦ, Hˇ(Bk)U tBkΨ >X .
Combining all the terms and taking into account axiom A5, we find
d
dt
f tX = −δ[Bk]f tX .
This equation can be rewritten as
d
dt
f tuexpBktX
= 0.
Property (4.2) is checked. Lemma 4.4 is proved.
Lemma 4.5. Let tk(α), k = 1, ..., m, be smooth functions such that tk(0) = 0. Suppose also that for
any α ∈ [0, 1]
e = expBi1t1(α)... expBimtm(α)
Then
U
t1(α)
Bi1
...U
tm(α)
Bim
= 1.
Proof. Consider the expression
i d
dα
(U
t1(α)
Bi1
...U
tm(α)
Bim
)(U
t1(α)
Bi1
...U
tm(α)
Bim
)−1 =∑m
j=1U
t1(α)
Bi1
...U
tj−1(α)
Bij−1
i d
dα
U
tj(α)
Bij
· U−tj(α)Bij ...U
−t1(α)
Bi1
=∑m
j=1 t
′
j(α)U
t1(α)
Bi1
...U
tj−1(α)
Bij−1
Hˇ(Bij )U
−tj−1(α)
Bij−1
...U
−t1(α)
Bi1
.
By Lemma 4.4, we take this expression to the form
∑m
j=1 Hˇ(t
′
j(α)e
Bi1 t1(α)...eBij−1 tj−1(α)Bije
−Bij−1 tj−1(α)...e−Bi1 t1(α)) (4.3)
The property
d
dα
(eBi1 t1(α)...eBim tm(α))(eBi1 t1(α)...eBim tm(α))−1 = 0
implies that expression (4.3) vanishes. Therefore,
U
t1(α)
Bi1
...U
tm(α)
Bim
= const = 1.
Lemma 4.5 is proved.
Let us construct now the operators U [X]g . It is well known that one can locally introduce the second-
kind canonical coordinates t1, .., tn on the Lie group G as follows [14];
g = expB1t1... expBntn. (4.4)
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To each g of the form (4.4) assign the following operator U [X]g :
U [X]g = U t1B1 ...U tnBn . (4.5)
Lemma 4.6. The operators U [X ]g satisfy the following properties:
(i) the operator U [X]g is isometric with respect to the C([X ])-norm;
(ii) the group relation (2.2) is satisfied;
(iii) formula (2.6) is obeyed;
(iv) the operator U [X]g is strongly continuous with respect to g at g = e.
Proof. Corollary of Lemma 4.2 implies the isometric property. Lemma 4.3 implies relation (2.6).
Let us check that the operator U [X]g is strongly continuous with respect to g at g = e. Let {gl ∈ G}
be any sequence that tends to e as l →∞. Then
gl = expB1t
l
1... expBnt
l
n,
where tli → 0 as l →∞. Since the operators U tBk are strongly continuous, one has
U [X]g = U t
l
1
B1 ...U
tln
Bn → 1
in the strong sense.
Let us justify the group property (2.2). For g = e, one has t1 = ... = tn = 0 and U [X]g = 1. Let
g1, g2 ∈ G and
g1,2 = expB1t
1,2
1 ... expBnt
1,2
n .
Consider the functions
g1,2(α) = exp(αB1t
1,2
1 )... exp(αBnt
1,2
n )
and
g1(α)g2(α) = exp(B1t
3
1(α))... exp(Bnt
3
n(α))
Then
eB1t
1
1α...eBnt
1
nαeB1t
2
1α...eBnt
2
nαe−Bnt
3
n(α)...eB1t
3
1(α) = e.
Lemma 4.5 implies that
U
t11α
B1
...U
t1nα
Bn U
t21α
B1
...U
t2nα
Bn U
−t3n(α)
Bn ...U
t1n(α)
B1
= 1.
This proves the group relation and Lemma 4.6.
The obtained results can be formulated as follows.
Theorem 4.1. Suppose that for any g ∈ G the transformation ug : X → X such that
(i) the mapping (g,X) 7→ ugX is smooth;
(ii) ug1g2 = ug1ug2
is specified. Suppose also that for any [X ] the operators Hˇ(A) satisfying axioms A1-A6 are given. Then
there exists a unique action of the local group G on the semiclassical bundle such that
i
d
dτ
|τ=0Ug(τ)(X ← ug−1(τ)X)Ψug−1(τ)X = (Hˇ(A)Ψ)X (4.6)
for g(τ) = expAτ , Ψ ∈ D.
Proof. Since the second-kind canonical coordinates are unique, the operators U [X]g (4.5) are well
defined. Differentiating formula (4.5) with respect to τ for any smooth curve g(τ) on G, we obtain
relation (4.5).
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5 Gauge theories
Let us generalize the obtained results to the gauge theories.
Let L be a gauge group acting on the semiclassical bundle (Z,X , pi) (Definition 1.2). In particular,
the group L acts on the manifold X .
Definition 5.1. We say that a Lie group G acts on the smooth manifold X with the gauge group L
if for any g ∈ G the transformation ug : X → X such that
(i) the mapping (g,X) 7→ ugX is smooth;
(ii) for any α ∈ L, g ∈ G there exists β ∈ L such that the mapping (g, α) 7→ β is continuous and
ugλαug−1 = λβ; (5.1)
(iii) for any g1, g2 ∈ G there exists γ ∈ L such that the mapping (g1, g2) 7→ γ is continuous and
ug1ug2 = λγug1g2 (5.2)
is given.
Two points X1, X2 ∈ X are called gauge-equivalent if X2 = λαX1 for some α ∈ L. Property (5.1)
means that gauge-equivalents points of X are taken to gauge-equivalent. Property (5.2) means that the
points ug1ug2X and ug1g2X are gauge-equivalent. This is an analog of the group property.
Definition 5.2. We say that a Lie group G acts on the semiclassical bundle (Z,X , pi) if:
(i) G acts on the manifold X ;
(ii) for any g ∈ G and X ∈ X the unitary operators Ug(ugX ← X) : FX → FugX such that
(1) the mapping (g, h, α) 7→ Ug(uhλαX ← ug−1uhλαX) is strongly continuous with respect to (g, h, α);
(2) the following relations are satisfied:
Ug(ugλαX ← λαX)Vα(λαX ← X)Ug−1(X ← ugX) = Vβ(ugλαX ← ugX); (5.3)
Ug(ug1ug2X ← ug2X)Ug2(ug2X ← X) = Vβ(λβug1g2X ← ug1g2X)Ug1g2(ug1g2X ← X) (5.4)
are given.
Let us construct an analog of the space C([X ]). By (Z[X], [X], pi) we denote the subbundle of the
form [X ] = {λαug[X ]|g ∈ G,α ∈ L}, Z[X] = pi−1[X ]. By G0(X) denote the set of all h ∈ G such
that uhX = λαX for some α ∈ L. We say that a strongly continuous section ΨY of the subbundle
Z[X], [X ], pi) is of the class C0([X ]) if it is invariant under gauge transformations,
ΨλαY = Vα(λαY ← Y )ΨY , (5.5)
while the set of all classes g ∈ G/G0([X ]) such that Ψλαug[X] 6= 0 is pre-compact inG/G0([X ]). Introduce
the following norm in C0([X ]):
||Ψ||[X] = sup
X∈[X]
||ΨX ||. (5.6)
By C([X ]) we denote the closure of C0([X ]) with respect to the norm (5.6). Consider the operator
(U [X]g Ψ)Y = Ug(Y ← ug−1Y )Ψug−1Y . (5.7)
Theorem 5.1. Let the Lie group G act on the semiclassical bundle (Z,X , pi) with the gauge group
L. Then the operator (5.7):
(i) maps C0([X ]) to C0([X ]);
(ii) conserves the norm (5.6);
(iii) can be uniquely extended to C([X ]);
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(iv) satisfies the group property (2.2);
(v) is strongly continuous with respect to g at g = e.
Property (2.6) is satisfied for gauge-invariant functions α, which satisfy the property
αλγY = αY ; for all γ ∈ L. (5.8)
The proof is analogous to Theorem 2.1.
Theorem 5.2. Let the Lie group G act on the manifold X with the gauge group L. Let the operators
U [X]g : C([X ])→ C([X]) such that:
(i) U [X]g conserves the norm;
(ii) U [X]g is strongly continuous with respect to g at g = e;
(iii) the group property (2.2) is obeyed;
(iv) relation (2.6) is satisfied for all functions α obeying eq.(5.8);
be given. Then there exists a unique set of operators Ug(ugX ← X) : FX → FugX , X ∈ X , g ∈ G such
that
(i) the mapping (g, h, α) 7→ Ug(uhλαX ← ug−1uhλαX) is strongly continuous with respect to (g, h, α);
(ii) properties (5.3), (5.4) and (5.7) are satisfied.
The proof is analogous to Theorem 2.2.
Define the garding domain analogously to section 3. By D0([X ]) we denote the set of all sections of
the type (3.1) with Φ ∈ C0([X ]). By C∞0 ([X ]) we denote the set of all smooth functions αX : [X] 7→ C
such that eq.(5.8) is satisfied and the set of all classes h ∈ G/G0(X) such that αu
h
X 6= 0 is pre-compact.
By D([X]) we denote the set of all linear combinations
v[X][α1]Ψ1 + ...+ v[X][αs]Ψs, αi ∈ C∞0 ([X]), Ψi ∈ D0([X ]).
Theorem 5.3. Let the Lie group G act on the semiclassical bundle (Z,X , pi) with the gauge group
L. Then:
(i) D([X ]) is a dense subset of C([X ]);
(ii) the operators Hˇ(A) of the form (3.7) are defined on D([X]);
(iii) Hˇ(A) : D([X])→ D([X ]);
(iv) properties (3.8), (3.12), (3.13) are satisfied.
The proof is analogous to Theorem 3.1.
Theorem 5.4. Let the Lie group G act on the manifold X with the gauge group L. Let for any
[X ] the operator Hˇ(A) in C([X ]) be given. Let the axioms A1-A6 be satisfied. Then there exists a
unique action of the local Lie group on he bundle (Z,X , pi) such that the property (4.6) for Ψ ∈ D([X ]),
g(τ) = expAτ is satisfied.
The proof is analogous to Theorem 4.1.
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