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QUANTITATIVE NORM CONVERGENCE OF DOUBLE ERGODIC
AVERAGES ASSOCIATED WITH TWO COMMUTING GROUP
ACTIONS
VJEKOSLAV KOVACˇ
Abstract. We study double averages along orbits for measure preserving actions
of Aω, the direct sum of countably many copies of a finite abelian group A. In
this article we show an Lp norm-variation estimate for these averages, which in
particular reproves their convergence in Lp for any finite p and for any choice of
two L∞ functions. The result is motivated by recent questions on quantifying
convergence of multiple ergodic averages.
1. Introduction
Let (X,F , µ) be a probability space and let T1, T2, . . . , Tr : X → X be mutually
commuting measure µ preserving transformations. Multiple averages
Mn(f1, f2, . . . , fr) :=
1
n
n−1∑
k=0
(f1 ◦ T
k
1 )(f2 ◦ T
k
2 ) · · · (fr ◦ T
k
r ) (1.1)
for f1, f2, . . . , fr ∈ L
∞ were motivated by the work of Furstenberg and Katznelson
[14] on multidimensional Szemere´di’s theorem and have attracted much attention in
the literature. Their convergence in the L2 norm as n→∞ was first established by
Tao [23]. For r = 1 this was shown much earlier by von Neumann [22] and for r = 2
by Conze and Lesigne [8]. On the other hand, far reaching generalizations were later
given by Austin [1] and Walsh [26].
However, it is an interesting problem to quantify the convergence of the sequence
(1.1) by controlling the number of its jumps of a certain size. Such a result in the
case of a single transformation (i.e. r = 1) is the following norm-variation estimate,
sup
n0<n1<···<nm
m∑
j=1
∥∥Mnj−1(f)−Mnj (f)∥∥pLp(X,F ,µ) ≤ Cp ‖f‖pLp(X,F ,µ), (1.2)
which holds for p ≥ 2 with some constant Cp depending only on the exponent p. The
supremum is taken over all positive integers m and all increasing choices of positive
integers n0, n1, . . . , nm. Inequality (1.2) was first proved by Jones, Ostrovskii, and
Rosenblatt [16] in the case p = 2 and generalized by Jones, Kaufman, Rosenblatt,
and Wierdl [15] to p ≥ 2. Avigad and Rute [2] interpreted (1.2) by observing that for
any ε > 0 the sequence (Mn(f))
∞
n=1 has O
(
ε−p‖f‖pLp
)
jumps of size at least ε in the
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Lp norm. They also studied analogues of (1.2) in the setting of more general Banach
spaces.
Furthermore, Avigad and Rute [2, §7] asked if it was possible to show any quanti-
tative estimates in this direction for multiple averages (1.1) when r ≥ 2. So far the
only quantitative results exist when r = 2 and the transformation T2 is an integer
power of T1, and can be found in the work of Bourgain [6] and Demeter [9]; also
see a variational estimate by Do, Oberlin, and Palsson [11]. It is also worth noting
that papers [6], [9], [15] are actually dealing with estimates that establish pointwise
convergence a.e., which is significantly stronger than convergence in the Lp norm.
We are able to make a slight progress on this question in the particular case r = 2
by adapting the technique that originated in the papers [17], [18], and [19] by Thiele
and the author. However, due to several technical reasons explained later we need
to work in a slightly different group setting, borrowed for instance from [4].
Let us fix a finite abelian group A and consider the group Aω defined as the direct
sum
A
ω :=
∞⊕
k=0
A = A⊕ A⊕ · · ·
of countably many copies ofA. Thus, elements ofAω are simply sequences a = (ak)
∞
k=0
of elements from A such that ak = 0 if the index k is large enough. The most natural
Følner sequence [12] for Aω is
Φn =
{
(ak)
∞
k=0 ∈ A
ω : ak = 0 for k ≥ n
}
∼= An.
Furthermore, let S = (Sa)a∈Aω and T = (T
a)a∈Aω be two commuting measure pre-
serving Aω-actions on a probability space (X,F , µ), i.e.
• Sa, T a : X → X are measurable maps for each a ∈ Aω,
• S0 = T 0 = identity,
• SaSb = Sa+b, T aT b = T a+b, SaT b = T bSa for a, b ∈ Aω,
• µ(SaE) = µ(E) = µ(T aE) for a ∈ Aω and E ∈ F .
We also impose a technical assumption that (X,F) is a standard Borel measurable
space, i.e. F is a Borel σ-algebra of some separable complete metric space.
It is now natural to consider double averages of the form
MAn(f, g) :=
1
|Φn|
∑
a∈Φn
(f ◦ Sa)(g ◦ T a) (1.3)
for some F -measurable functions f, g : X → C and a nonnegative integer n. Here
we write |Φ| for the number of elements of a finite set Φ. Slightly modified averages
(replacing T a by SaT a) were already shown to converge by Bergelson, McCutcheon,
and Zhang [3], even for a general countable amenable group. Multiple ergodic aver-
ages for amenable groups were discussed by Zorin-Kranich [27]. The case of several
“powers” of the same measure preserving action of (Z/pZ)ω, p prime, was studied
in detail by Bergelson, Tao, and Ziegler [4], with more emphasis on identifying the
limits. Let us remark that all these results are either only qualitative or very weakly
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quantitative in nature, in the sense that they do not provide any explicit bounds on
the number of ε-jumps defined below.
Now we can formulate the main result of this paper.
Theorem 1. For every 2 ≤ p < ∞ there exists a finite constant Cp such that the
following norm-variational estimate holds for any A, S, T, µ, f, g as above:
sup
m,n0,n1,...,nm
0≤n0<n1<···<nm
m∑
j=1
∥∥MAnj−1(f, g)−MAnj(f, g)∥∥pLp(X,F ,µ) ≤ Cp‖f‖pL2p(X,F ,µ)‖g‖pL2p(X,F ,µ).
The number of ε-jumps (or ε-fluctuations) of a sequence (Mn)
∞
n=0 in the space
Lp(X,F , µ) is defined to be the largest nonnegative integer m for which there exist
indices
n1 < n
′
1 ≤ n2 < n
′
2 ≤ · · · ≤ nm < n
′
m
satisfying
‖Mnj −Mn′j‖Lp ≥ ε for j = 1, 2, . . . , m.
If such a finite m does not exist, we conventionally set the number of ε-jumps to
infinity.
Take ε > 0, 2 ≤ p <∞, and two complex functions f, g normalized by
‖f‖L2p = ‖g‖L2p = 1.
An immediate consequence of Theorem 1 is that (MAn(f, g))
∞
n=0 has O(ε
−p) ε-jumps
in Lp. On the other hand, if we take any 1 ≤ p <∞ and the functions such that
‖f‖L∞ = ‖g‖L∞ = 1,
then we can apply Theorem 1 with a sufficiently large exponent q in the place of p and
use nestedness of the Lp spaces. This way we conclude that the number of ε-jumps
in the Lp norm of the sequence (1.3) is O(ε−N) for some N > 0. In particular, the
number of ε-jumps is finite for any ε > 0, so we reprove the fact that the averages
(1.3) converge in mean, a qualitative result that can be obtained along the lines of
the papers [3] or [8].
In order to prove Theorem 1 we will transfer it into a convenient estimate for
functions on the real line using the so-called Caldero´n transference principle [7],
sometimes also named the reverse Furstenberg correspondence principle [13]; the
details are in Section 3. It is not absolutely necessary to transfer the estimate to the
Cantor group model of the reals, as we do, and one could equality well work with the
group Aω itself, as a sort of Cantor group model of the integers. However, working
with the Cantor group will make the proof notationally simpler and the method from
[17], [18], [19] easier to apply, all at the cost of a few extra paragraphs. Moreover,
Proposition 2 from Section 2 might also hint how to obtain an analogous result on
the more common averages (1.1) for r = 2, but it is not yet clear how to resolve
some of the technical difficulties; see the comments in Section 4. Even though one
can express optimism towards the possibility of adapting the proof from Aω to Z, it
is quite likely that the ideas presented here are not enough and that they should be
combined with some novel time-frequency analysis.
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Another source of motivation for quantifying norm convergence of multiple ergodic
averages is the well-known problem of establishing a.e. convergence of averages (1.1),
which is still open for r ≥ 2 and for two general commuting transformations T1 and
T2. The papers in this direction [6], [9], [10] are also quantitative in nature and
attempt variants of the problem via real-analytic techniques. However, we do not
discuss pointwise convergence in this note.
2. An estimate on the real line
The main part of the proof of Theorem 1 will take place on the real line, as we
have already announced. Some of the arguments could equally well be performed
directly on Aω, but they would look artificial.
Let R+ denote the set of nonnegative real numbers, i.e. [0,∞), and let us also write
RN+ for a Cartesian power [0,∞)
N . It will always be understood that R+ and R
N
+ are
equipped with the standard Borel σ-algebra and the Lebesgue measure. We set
d = |A| = the cardinality of A
and agree to identify A with {0, 1, 2, . . . , d−1} in any order, with the only constraint
that 0 corresponds to the neutral element of A. The Cantor group structure on R+
compatible with the previous setting is obtained in the following way. Consider the
group
G :=
{
(ak)k∈Z ∈ A
Z : there exists k0 ∈ Z such that ak = 0 for each k > k0
}
with coordinate-wise binary operation, with an ultrametric defined by
ρ
(
(ak)k∈Z, (bk)k∈Z
)
:=
{
dk0 if k0 is the largest k ∈ Z such that ak 6= bk,
0 if (ak)k∈Z = (bk)k∈Z,
and with the Haar measure λG. If we normalize λG properly, the two maps
ι : G→ R+, ι : (ak)k∈Z 7→
∑
k∈Z akd
k,
κ : R+ → G, κ : t 7→ (⌊d
−kt⌋mod d)k∈Z
become a.e.-isomorphisms of measure spaces and are a.e.-inverse to each other. The
reason why we do not have exact correspondence between elements of G and elements
of R+ is that countably many real numbers do not have unique representation in base
d. For x, y ∈ R+ we can set
x⊕ y := ι
(
κ(x) + κ(y)
)
, ⊖x := ι
(
− κ(x)
)
.
We use the signs ⊕ and ⊖ to distinguish from the usual operations on real numbers.
One can summarize the previous construction by saying that the set of nonnegative
reals is viewed (up to an a.e. isomorphism) as a totally disconnected group with
digit-wise binary operations,(∑
k∈Z
xkd
k
)
⊕
(∑
k∈Z
ykd
k
)
:=
∑
k∈Z
(xk + yk︸ ︷︷ ︸
in A
)dk, ⊖
(∑
k∈Z
xkd
k
)
:=
(∑
k∈Z
(−xk︸︷︷︸
in A
)dk
)
.
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The case A = Z/dZ is prototypical and appears often in the literature, especially
when d = 2, which corresponds to the Walsh model [25]. The reader can refer to [21]
for more details on the Cantor group structure on R+.
Take any two Borel-measurable functions F,G : R2+ → C that are bounded and
supported on an interval. For any k ∈ Z we define a bilinear average
Ak(F,G)(x, y) := d
k
∫
[0,d−k)
F (x⊕ t, y)G(x, y ⊕ t) dt.
Now we can formulate an analytic variant of Theorem 1.
Proposition 2. If p ≥ 2 is a finite exponent,m is a positive integer, and k0, k1, . . . , km
are integers such that k0 < k1 < . . . < km, then the estimate
m−1∑
j=0
∥∥Akj+1(F,G)− Akj (F,G)∥∥pLp(R2+) ≤ Cp ‖F‖pL2p(R2+)‖G‖pL2p(R2+)
holds with a constant Cp depending only on p.
The rest of this section is devoted to the proof of Proposition 2. We begin with a
very elementary inequality for real numbers.
Lemma 3. For any 2 ≤ p <∞ there exists a constant cp > 0 such that the inequality
|a|p − |b|p − p(a− b)b|b|p−2 ≥ cp|a− b|
p
holds for any a, b ∈ R.
Proof. When either b = 0 or a = b or p = 2, the inequality is obvious and becomes
an identity with the constant cp simply being equal to 1. Therefore, in the following
we assume that a 6= b 6= 0 and p > 2. Dividing by |b|p and substituting t = a−b
b
6= 0
the inequality transforms into
|1 + t|p − 1− pt ≥ cp|t|
p.
Define a function θ : R \ {0} → R by the formula
θ(t) :=
|1 + t|p − 1− pt
|t|p
.
Observe that θ(t) > 0 for every t 6= 0. Indeed, for t > −1, t 6= 0 this follows from
Bernoulli’s inequality,
(1 + t)p > 1 + pt,
while for t ≤ −1 this is entirely evident,
|1 + t|p − 1− pt ≥ −1 + p > 0.
Next, an easy application of L’Hoˆpital’s rule gives
lim
t→0
θ(t) = +∞ and lim
t→±∞
θ(t) = 1.
Finally, note that θ is continuous on R \ {0}. From these properties it readily follows
that θ is bounded from below by some constant cp > 0. 
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Let us fix a positive integer m and arbitrary integers k0 < k1 < . . . < km. It will
be convenient to first work with integer values of p and later invoke an interpolation
argument. Thus, suppose that p ≥ 2 is a fixed integer. Without loss of generality we
can assume F,G ≥ 0, as otherwise we split the functions into their real and complex,
positive and negative parts. Consequently, Ak(F,G) ≥ 0 for each k.
Denote
ϕk := d
k1[0,d−k)
for any k ∈ Z, where 1E denotes the characteristic function of a set E, so that
Ak(F,G)(x, y) :=
∫
R+
F (x⊕ t, y)G(x, y ⊕ t)ϕk(t)dt.
Applying Lemma 3 with
a = Akj+1(F,G)(x, y) ≥ 0, b = Akj (F,G)(x, y) ≥ 0,
summing over j = 0, 1, . . . , m− 1, and telescoping the cancelling terms, we get
m−1∑
j=0
∣∣∣Akj+1(F,G)(x, y)− Akj (F,G)(x, y)∣∣∣p
≤ c−1p
(
Akm(F,G)(x, y)
p −Ak0(F,G)(x, y)
p
− p
m−1∑
j=0
(
Akj+1(F,G)(x, y)−Akj (F,G)(x, y)
)
Akj(F,G)(x, y)
p−1
)
.
Integrating in (x, y) over R2+ we conclude that the left hand side of the estimate in
Proposition 2 is at most a constant depending on p times
‖Akm(F,G)‖
p
Lp(R2+)
+ |Λ(F,G)|,
where we have denoted
Λ(F,G) :=
m−1∑
j=0
∫
R2+
(
Akj+1(F,G)(x, y)− Akj(F,G)(x, y)
)
Akj (F,G)(x, y)
p−1dxdy
=
m−1∑
j=0
∫
R
p+2
+
F (x⊕ t1, y) · · ·F (x⊕ tp, y)G(x, y ⊕ t1) · · ·G(x, y ⊕ tp)(
ϕkj+1(t1)− ϕkj (t1)
)
ϕkj (t2) · · ·ϕkj(tp) dxdydt1 · · · dtp.
Since by the integral Minkowski and Ho¨lder inequalities we have
‖Akm(F,G)‖Lp(R2+) ≤
∫
R+
‖F (x⊕ t, y)G(x, y ⊕ t)‖Lp
(x,y)
(R2+)
ϕkm(t)dt
≤
∫
R+
‖F‖L2p(R2+)‖G‖L2p(R2+) ϕkm(t)dt = ‖F‖L2p(R2+)‖G‖L2p(R2+),
it is enough to show
|Λ(F,G)| ≤ ‖F‖p
L2p(R2+)
‖G‖p
L2p(R2+)
. (2.1)
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For the rest of the proof we need to introduce appropriate Haar functions. Let
ξ0, ξ1, ξ2, . . . , ξd−1 : A→ S
1 = {z ∈ C : |z| = 1}
be all characters of the abelian group A, enumerated arbitrarily except for ξ0 being
constantly equal to 1. We first define hs[0,1) for any s ∈ {0, 1, . . . , d− 1} as
hs[0,1) :=
d−1∑
i=0
ξs(i)1[i/d,(i+1)/d)
and then for any d-adic interval I = [d−kl, d−k(l + 1)) ⊆ R+, k, l ∈ Z, l ≥ 0, we set
hsI(t) := h
s
[0,1)(d
kt− l).
An equivalent definition is
hsI(t) :=
{
ξs(a−k−1) if t ∈ I,
0 if t 6∈ I,
where t =
∑
j∈Z ajd
j and I is as before. Note that in particular |hsI | = 1I and also
h0I = 1I . The system (h
s
I)I,s 6=0 is a variant of the Haar system.
The collection of all d-adic intervals inside R+ will be denoted by I and the length
of some I ∈ I will simply be written as |I|. If I, J ∈ I are intervals of the same
length,
I = [d−kl1, d
−k(l1 + 1)), J = [d
−kl2, d
−k(l2 + 1)), k, l1, l2 ∈ Z, l1, l2 ≥ 0,
then I ⊕ J and ⊖I will denote the new intervals
I ⊕ J := {x⊕ y : x ∈ I, y ∈ J} =
[
d−k(l1 ⊕ l2), d
−k((l1 ⊕ l2) + 1)
)
and
⊖I := {⊖x : x ∈ I} =
[
d−k(⊖l1), d
−k(⊖l1 + 1)
)
,
again of length d−k. Simply from the character property of ξs we obtain
hsI⊕J(x⊕ y) = h
s
I(x)h
s
J (y) and h
s
⊖I(⊖x) = h
s
I(x) (2.2)
whenever I, J ∈ I, |I| = |J |, x ∈ I, y ∈ J , s ∈ {0, 1, . . . , d − 1}. For I ∈ I and a
nonnegative integer N we will denote by dNI the unique interval I ′ ∈ I such that
|I ′| = dN |I| and I ′ ⊇ I. Each interval I ∈ I can be partitioned into d intervals in
I of size d−1|I|, which can be called the “children” of I. In this terminology we can
call dNI the “ancestor” of I from N generations back.
Observe that
1[0,d−k) +
d−1∑
s=1
hs[0,d−k) =
d−1∑
s=0
d−1∑
i=0
ξs(i)1[d−k−1i,d−k−1(i+1)) = d 1[0,d−k−1),
so we can decompose
ϕk+1 − ϕk = d
k+11[0,d−k−1) − d
k1[0,d−k) =
d−1∑
s=1
dkhs[0,d−k)
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and then also write
ϕkj+1 − ϕkj =
kj+1−1∑
r=kj
d−1∑
s=1
drhs[0,d−r). (2.3)
We substitute
zi = x⊕ y ⊕ ti, F˜ (z, y) := F (z ⊖ y, y), G˜(z, x) := G(x, z ⊖ x)
in the last expression for Λ(F,G), so that
ti = zi ⊖ x⊖ y, F (x⊕ ti, y) := F˜ (zi, y), G(x, y ⊕ ti) := G˜(zi, x)
and using (2.3) the form Λ transforms into
Λ(F,G) = Λ˜(F˜ , G˜)
=
m−1∑
j=0
kj+1−1∑
r=kj
d−1∑
s=1
∫
R
p+2
+
F˜ (z1, y) · · · F˜ (zp, y) G˜(z1, x) · · · G˜(zp, x) d
r+(p−1)kj
hs[0,d−r)(z1⊖x⊖y)1[0,d−kj )(z2⊖x⊖y) · · ·1[0,d−kj )(zp⊖x⊖y) dxdydz1 · · · dzp.
Splitting the integrals in x and y by inserting 1I(x)1J(y) for any d-adic intervals I, J
of length d−r and using the character property (2.2) we obtain
Λ˜(F˜ , G˜) =
m−1∑
j=0
kj+1−1∑
r=kj
d−1∑
s=1
∑
I,J∈I, |I|=|J |=d−r
K:=I⊕J, L:=dr−kjK
dr+(p−1)kj
∫
R
p+2
+
F˜ (z1, y) · · · F˜ (zp, y) G˜(z1, x) · · · G˜(zp, x)
hsI(x)h
s
J(y)h
s
K(z1)1L(z2) · · ·1L(zp) dxdydz1 · · · dzp.
The form Λ˜ is reminiscent of entangled multilinear dyadic Caldero´n-Zygmund op-
erators studied in [19]. The basic idea for proving bounds for such operators is based
on repeated applications of the Cauchy-Schwarz inequality and certain telescoping
identities. We adapt the same approach here. Actually, for Λ˜ this procedure will
terminate after only one step and yield Estimate (2.1). We provide details of that
argument, in order to keep the exposition self-contained and to explain the necessary
modifications.
Taking absolute values,
|Λ˜(F˜ , G˜)| ≤
m−1∑
j=0
kj+1−1∑
r=kj
d−1∑
s=1
∑
I,J∈I, |I|=|J |=d−r
K:=I⊕J, L:=dr−kjK
dr+(p−1)kj
∫
R
p
+
∣∣∣ ∫
R+
F˜ (z1, y) · · · F˜ (zp, y)h
s
J(y)dy
∣∣∣∣∣∣ ∫
R+
G˜(z1, x) · · · G˜(zp, x)h
s
I(x)dx
∣∣∣
1K(z1)1L(z2) · · ·1L(zp) dz1dz2 · · · dzp,
QUANTITATIVE NORM CONVERGENCE OF DOUBLE ERGODIC AVERAGES 9
and then applying the Cauchy-Schwarz inequality we get
|Λ˜(F˜ , G˜)| ≤ Θ(F˜ )1/2Θ(G˜)1/2, (2.4)
where we have denoted
Θ(F˜ ) :=
m−1∑
j=0
kj+1−1∑
r=kj
d−1∑
s=1
∑
J,K∈I, |J |=|K|=d−r
L:=dr−kjK
dr+(p−1)kj
∫
R
p
+
∣∣∣ ∫
R+
F˜ (z1, y) · · · F˜ (zp, y)hsJ(y)dy
∣∣∣21K(z1)1L(z2) · · ·1L(zp) dz1dz2 · · · dzp.
Here we used the fact that if three intervals I, J,K are related by the equality I⊕J =
K, then any two of them uniquely determine the third one. Moreover, summing
1K(z1) over all K such that d
r−kjK = L for a fixed L we get a slightly simpler
expression,
Θ(F˜ ) =
m−1∑
j=0
kj+1−1∑
r=kj
d−1∑
s=1
∑
J,L∈I
|J |=d−r, |L|=d−kj
dr+(p−1)kj
∫
R
p
+
∣∣∣ ∫
R+
F˜ (z1, y) · · · F˜ (zp, y)hsJ(y)dy
∣∣∣21L(z1)1L(z2) · · ·1L(zp) dz1dz2 · · ·dzp.
Because of ‖F‖L2p = ‖F˜‖L2p , ‖G‖L2p = ‖G˜‖L2p , and (2.4), it is sufficient to verify
Θ(F˜ ) ≤ ‖F˜‖2p
L2p(R2+)
(2.5)
in order to prove (2.1).
Let us expand out the last expression for Θ(F˜ ),
Θ(F˜ ) =
m−1∑
j=0
kj+1−1∑
r=kj
d−1∑
s=1
∑
J,L∈I
|J |=d−r, |L|=d−kj
dr+(p−1)kj
∫
R
p+2
+
F˜ (z1, y1) · · · F˜ (zp, y1) F˜ (z1, y2) · · · F˜ (zp, y2)
hsI(y1)h
s
J (y2)1L(z1) · · ·1L(zp) dy1dy2dz1 · · · dzp.
Using (2.2) and (2.3) once again we obtain
kj+1−1∑
r=kj
d−1∑
s=1
∑
J∈I
|J |=d−r
drhsJ(y1)h
s
J(y2) =
kj+1−1∑
r=kj
d−1∑
s=1
drhs[0,d−r)(y1⊖y2)
= ϕkj+1(y1⊖y2)− ϕkj(y1⊖y2),
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so that Θ(F˜ ) can be rewritten as
Θ(F˜ ) =
m−1∑
j=0
∫
R
p+2
+
F˜ (z1, y1) · · · F˜ (zp, y1) F˜ (z1, y2) · · · F˜ (zp, y2)(
ϕkj+1(y1⊖y2)− ϕkj(y1⊖y2)
)
ϑkj (z1, . . . , zp) dy1dy2dz1 · · · dzp,
where
ϑk(z1, . . . , zp) :=
∑
L∈I
|L|=d−k
d(p−1)k1L(z1)1L(z2) · · ·1L(zp).
We introduce a “complementary” form
Θ′(F˜ ) :=
m−1∑
j=0
∫
R
p+2
+
F˜ (z1, y1) · · · F˜ (zp, y1) F˜ (z1, y2) · · · F˜ (zp, y2)
ϕkj+1(y1⊖y2)
(
ϑkj+1(z1, . . . , zp)− ϑkj(z1, . . . , zp)
)
dy1dy2dz1 · · · dzp
and also for any k ∈ Z we set
Ξk(F˜ ) =
∫
R
p+2
+
F˜ (z1, y1) · · · F˜ (zp, y1) F˜ (z1, y2) · · · F˜ (zp, y2)
ϕk(y1⊖y2)ϑk(z1, . . . , zp) dy1dy2dz1 · · · dzp.
The following identity and inequalities are similar to the ones used in [17, §2] and
[18, §3].
Lemma 4. (a) Θ(F˜ ) + Θ′(F˜ ) = Ξkm(F˜ )− Ξk0(F˜ ),
(b) Θ′(F˜ ) ≥ 0,
(c) 0 ≤ Ξk(F˜ ) ≤ ‖F˜‖
2p
L2p(R2+)
for any k ∈ Z.
Proof. Identity (a) follows immediately from the the summation by parts formula,
m−1∑
j=0
(
ϕkj+1(y1⊖y2)− ϕkj(y1⊖y2)
)
ϑkj (z1, . . . , zp)
+
m−1∑
j=0
ϕkj+1(y1⊖y2)
(
ϑkj+1(z1, . . . , zp)− ϑkj (z1, . . . , zp)
)
= ϕkm(y1⊖y2)ϑkm(z1, . . . , zp)− ϕk0(y1⊖y2)ϑk0(z1, . . . , zp).
In order to prove (b) we rewrite Θ′(F˜ ) as
Θ′(F˜ ) :=
m−1∑
j=0
∫
R2+
(
d(p−1)kj+1
∑
L′∈I
|L′|=d−kj+1
(∫
L′
F˜ (z, y1)F˜ (z, y2)dz
)p
− d(p−1)kj
∑
L∈I
|L|=d−kj
(∫
L
F˜ (z, y1)F˜ (z, y2)dz
)p)
ϕkj+1(y1⊖y2) dy1dy2.
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For any I ∈ I we denote
bI :=
∫
I
F˜ (z, y1)F˜ (z, y2)dz.
Recall that we are assuming F ≥ 0 and hence also F˜ ≥ 0, which implies bI ≥ 0. It
suffices to show that for any fixed interval L ∈ I we have
Np−1
N∑
i=1
bpLi −
( N∑
i=1
bLi
)p
≥ 0,
where N = dkj+1−kj and L1, L2, . . . , LN is the list of all intervals L
′ ∈ I such that
dkj+1−kjL′ = L. However, this is clearly a consequence of Jensen’s inequality for the
convex function t 7→ tp on [0,∞).
Finally, we turn to part (c) and simplify Ξk(F˜ ) as
Ξk(F˜ ) =
∫
R2+
d(p−1)k
∑
L∈I
|L|=d−k
(∫
L
F˜ (z, y1)F˜ (z, y2)dz
)p
ϕk(y1⊖y2) dy1dy2
=
∫
R2+
d(p−1)k
∑
L∈I
|L|=d−k
(∫
L
F˜ (z, y ⊕ t)F˜ (z, y)dz
)p
ϕk(t) dydt.
By Ho¨lder’s inequality
Ξk(F˜ ) ≤
∫
R+
∑
L∈I
|L|=d−k
|L|
(∫
R+
( 1
|L|
∫
L
F˜ (z, y)2dz
)p
dy
)
ϕk(t) dt
≤
∫
R+
( ∑
L∈I
|L|=d−k
∫
L×R+
F˜ (z, y)2pdzdy
)
ϕk(t) dt = ‖F˜‖
2p
L2p(R2+)
,
which is exactly what we needed. 
Combining parts (a)–(c) of Lemma 4 we establish (2.5) and thus also complete the
proof of Proposition 2 in the particular case when p is an integer.
In order to prove the result for a general 2 ≤ p < ∞, we introduce a bilinear
vector-valued operator
T (F,G) :=
(
Akj+1(F,G)− Akj (F,G)
)
0≤j≤m−1
and the norm
‖(Vj)0≤j≤m−1‖ℓp(Lp(R2+)) :=
(m−1∑
j=0
‖Vj‖
p
Lp(R2+)
)1/p
.
Observe that Proposition 2 is equivalent to boundedness of T between Banach spaces
L2p(R2+)× L
2p(R2+)→ ℓ
p(Lp(R2+)),
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with an operator norm depending only on p. It remains to interpolate between
the integer values of p using the multilinear complex interpolation of Banach-valued
sequences, discussed in [5, §4.4 & §5.6].
3. The transference argument
Even though the remaining part of the proof of Theorem 1 is an instance of a
rather standard transference principle and is easily adapted from [8], [13], or [14], we
prefer to include it for completeness.
Fix two functions f, g, an exponent 2 ≤ p < ∞, and some non-negative integers
n0 < n1 < · · · < nm. The estimate in Theorem 1 can by homogeneity in f and g be
equivalently written as∫
X
m∑
j=1
∣∣MAnj−1(f, g)−MAnj (f, g)∣∣p dµ ≤
∫
X
1
2
Cp
(
|f |2p + |g|2p
)
dµ. (3.1)
First, we claim that it is enough to prove (3.1) in the particular case when each set
E ∈ F invariant under both S and T has either µ(E) = 0 or µ(E) = 1, i.e. when the
action (SaT b)(a,b)∈Aω×Aω of A
ω × Aω on (X,F , µ) is ergodic. Indeed, we can apply
the ergodic decomposition by Varadarajan [24] to obtain a probability space (Y,G, ν)
and a family (µy)y∈Y of probability measures on (X,F) such that:
• for every y ∈ Y the measure µy is invariant and ergodic with respect to the
above action of Aω × Aω,
•
∫
X
h dµ =
∫
Y
( ∫
X
h dµy
)
dν(y) holds for any h ∈ L1(X,F , µ).
Therefore, once we establish the ergodic case, we will have (3.1) with each µy in place
of µ and it will only remain to integrate over Y with respect to the measure ν.
Next, if we additionally assume that (SaT b)(a,b)∈Aω×Aω is an ergodic action (X,F , µ),
then using the Lindenstrauss pointwise ergodic theorem [20] for the Følner sequence
(ΦN×ΦN )
∞
N=0 we obtain
lim
N→∞
1
|ΦN |2
∑
a,b∈ΦN
h(SaT bx) =
∫
X
h dµ
for every h ∈ L1(X,F , µ) and for µ-a.e. x ∈ X . Thus, we can choose (a so-called
generic point) x0 ∈ X such that the left hand side of (3.1) can be expanded as
lim
N→∞
1
|ΦN |2
∑
a,b∈ΦN
m∑
j=1
∣∣∣∣ 1|Φnj−1 |
∑
c∈Φnj−1
f(Sa+cT bx0)g(S
aT b+cx0)
−
1
|Φnj |
∑
c∈Φnj
f(Sa+cT bx0)g(S
aT b+cx0)
∣∣∣∣
p
,
while the right hand side expands into
lim
N→∞
1
|ΦN |2
∑
a,b∈ΦN
1
2
Cp
(
|f(SaT bx0)|
2p + |g(SaT bx0)|
2p
)
.
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We see that it suffices to fix a positive integer N larger than nm, define the functions
F ′, G′, and A′n(F
′, G′) on Aω × Aω by
F ′(a, b) :=
{
f(SaT bx0) if a, b ∈ ΦN ,
0 otherwise,
G′(a, b) :=
{
g(SaT bx0) if a, b ∈ ΦN ,
0 otherwise,
A′n(F
′, G′)(a, b) :=
1
|Φn|
∑
c∈Φn
F ′(a+ c, b)G′(a, b+ c),
for each integer 0 ≤ n ≤ N , and then prove the inequality
m∑
j=1
∥∥A′nj−1(F ′, G′)− A′nj (F ′, G′)∥∥pℓp ≤ 12Cp(‖F ′‖2pℓ2p + ‖G′‖2pℓ2p). (3.2)
Here the space ℓp is understood with respect to the counting measure on Aω×Aω.
Finally, in order to derive (3.2) from Proposition 2 we view at F ′ andG′ as functions
on Z+×Z+, where Z+ denotes the set of nonnegative integers, and extend them to
R+×R+ in a way that they become constant on squares [α, α + 1) × [β, β + 1),
α, β ∈ Z+. More precisely, restrictions of the maps ι, κ defined earlier,
ι′ : Aω → Z+, ι
′ : (ak)
∞
k=0 7→
∑∞
k=0 akd
k,
κ′ : Z+ → A
ω, κ′ : t 7→ (⌊d−kt⌋mod d)∞k=0,
realize a one-to-one and onto correspondence between elements of Aω and nonnegative
integers. If we define F,G : R2+ → C by
F (x, y) :=
∑
α,β∈Z+
F ′(κ′(α), κ′(β)) 1[α,α+1)(x) 1[β,β+1)(y),
G(x, y) :=
∑
α,β∈Z+
G′(κ′(α), κ′(β)) 1[α,α+1)(x) 1[β,β+1)(y),
then
A−n(F,G)(x, y) =
1
dn
∫
[0,dn)
∑
α,β,γ∈Z+
0≤γ≤dn−1
F ′
(
κ′(α⊕ γ), κ′(β)
)
G′
(
κ′(α), κ′(β ⊕ γ)
)
1[α,α+1)(x) 1[β,β+1)(y) 1[γ,γ+1)(t) dt
=
∑
α,β∈Z+
A′n(F
′, G′)(κ′(α), κ′(β)) 1[α,α+1)(x) 1[β,β+1)(y),
so it remains to apply the estimate from Proposition 2 with kj = −nm−j for j =
0, 1, . . . , m.
4. Closing remarks
The idea of studying convergence of (1.1) for r = 2 via bilinear singular operators
was formulated by Demeter and Thiele [10, §6]. They suggest proving estimates for
the operator
T (F,G)(x, y) := p.v.
∫
R
F (x+ t, y)G(x, y + t)
dt
t
, (4.1)
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for which still no positive or negative results are known at the time of writing; also
see the remarks in [19, §1]. The approach pursued in this paper differs slightly in the
sense that the Lp norms are expanded out after applying Lemma 3 and lead to “less
singular” objects, closer to the level of operators studied in [19].
In order to answer the previously mentioned question by Avigad and Rute [2] in
the case r = 2, one would have to prove Proposition 2 with the operation ⊕ replaced
with the usual addition. The main difficulty is then the lack of perfect localization in
both time and frequency, which guarantees that the form Λ has better cancellation
properties than the original bilinear averages. It is somewhat likely that certain
“error terms” that appear would have to be controlled by objects similar to (4.1).
However, already the results on entangled Caldero´n-Zygmund operators in [17] and
[19] seem to be difficult to adapt to the Euclidean setting.
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