We consider uncertainty aware compressive sensing when the prior distribution is defined by an invertible generative model. In this problem, we receive a set of low dimensional measurements and we want to generate conditional samples of high dimensional objects conditioned on these measurements. We first show that the conditional sampling problem is hard in general, and thus we consider approximations to the problem. We develop a variational approach to conditional sampling that composes a new generative model with the given generative model. This allows us to utilize the sampling ability of the given generative model to quickly generate samples from the conditional distribution.
Introduction
Invertible generative models (see e.g. and references therein) offer efficient sampling, density evaluation, and inversion. In this paper we study the Bayesian compressive sensing problem [Ji et al., 2008] when our prior is defined by an invertible generative model. In this problem, we are given an invertible generative model that defines a prior distribution p(x), a measurement matrix A and a set of measurements y * . Our goal is to generate samples from the conditional distribution p(x | Ax = y * ) given some linear measurements Ax = y * . This problem has numerous applications like image completion, reconstruction from linear projections and super-resolution with uncertainty quantification.
Several methods can be used to approach this problem, for example Langevin dynamics and variational inference techniques. However, as we further explain, these approaches learn to generate reconstructed samples specifically for given each measurement matrix. Training generative models is a difficult and expensive computational task. Our idea is to leverage powerful pre-trained generative models that produce unconditional samples to obtain conditional sampling by feeding carefully designed latent codes.
Specifically, we consider an approach that generates good samples of the latent variables z 1 that when fed into the invertible generative model, the output f (z 1 ) is almost satisfying the measurements, i.e. A f (z 1 ) ≈ y * . Our central finding is that working in the latent space is much more efficient to train and returns higher quality samples.
Our approach is to train a second invertible modelf to generate good latent noise vectors z 1 =f (z 0 ) using a variational inference technique. Due to the form of our composed variational family, we cannot directly apply existing approaches. We define a "smoothed" formulation that allows easy computation of the Evidence Lower Bound (ELBO).
Our contributions:
• We start with an interesting hardness result. Invertible models allow efficient inversion and sampling by construction. However, we show that conditional sampling is computationally intractable for a wide class of invertible generative models. This motivates approximate inference methods.
• We develop an approach to conditionally sample from a given invertible generative model by composing a second model (we call it the pre-generatorf ) with the given model. Specifically, we show how to train the pre-generator to yield structured noise so that the output of the composed model matches the conditional distribution.
• We experimentally validate our approach and demonstrate that it is able to create higher quality samples compared to alternative approaches.
Background and Related Work 2.1 Invertible Generative Models
Invertible generative models (also known as normalizing flow models) are generative models that produce samples x by transforming simple input noise z (typically i.i.d. Gaussian noise) to x = f (z) using bijective and differentiable functions f . Since f is bijective, for any x there is a unique z such that x = f (z). This is a simple change of variable and we can calculate the probability density of x:
dx is the Jacobian of the inverse transformation, i.e. z = f −1 (x). Invertible generative models are explicitly designed so that both f (z) and f −1 (x) are easily calculated, as is the determinant of the Jacobian of f −1 . They are directly trained by maximizing the log likelihood of the data, which can be easily evaluated using these properties.
Research into neural invertible generative models started with Dinh et al. [2015] and the NICE model. Since then, there has been extensive research on invertible architectures for generative modeling. Some examples include RealNVP [Dinh et al., 2016] , i-RevNet [Jacobsen et al., 2018] , Glow [Kingma and Dhariwal, 2018], Neural ODEs [Chen et al., 2018] , FFJORD [Grathwohl et al., 2019] , invertible ResNet [Behrmann et al., 2019] , and Neural Spline Flows [Durkan et al., 2019] . Additionally, see the survey by .
As an example, we describe the affine coupling layer, first described by Dinh et al. [2016] . In an affine coupling layer, we first partition the input variable as x = (x 1 , x 2 ) ∈ R n 1 × R n 2 . The layer is parametrized by neural networks N a : R n 1 → R n 2 and N s : R n 1 → R n 2 . For the output x = (x 1 , x 2 ), we pass x 1 through unchanged and have x 2 = N s (x 1 ) x 2 + N a (x 1 ).
The inverse and the determinant of the Jacobian of this transformation can be directly calculated.
Invertible generative models are attractive due to their tractable density and explicit inversion. Recently they have been utilized in applications such as compressive sensing, image deblurring, and image completion [Asim et al., 2019 , Shamshad et al., 2019 , attribute manipulation [Kingma and Dhariwal, 2018] , and variational inference Mohamed, 2015, Kingma et al., 2016] .
Variational Inference for Conditional Sampling
Variational inference [Jordan et al., 1999 , Wainwright et al., 2008 , Blei et al., 2017 is a set of techniques that attempt to solve difficult inference problems by approximating target posterior p(z | x) by optimizing over a tractable family of distributions called the variational family.
For the Bayesian compressive sensing problem, we attempt to minimize the Kullback-Leibler (KL) divergence between the tractable approximation and the true conditional P(x | Ax = y * ). For simplicity, we will assume that x = (x 1 , x 2 ) is a partition x and we want to fit the conditional distribution p(x 1 | x 2 = x * 2 ). We have that the KL minimization problem is min
is the KL divergence. We choose the variational family Q such that for all q ∈ Q we can sample from q and evaluate the density q(x).
While the conditional density p(x 1 | x 2 = x * 2 ) = p(x 1 x * 2 ) P(x * 2 ) cannot be efficiently calculated, often the joint density P(x 1 , x 2 = x * 2 ) can be, such as when the joint density is given as an invertible generative model. We can rewrite the minimization problem as
Since P(x 2 = x * 2 ) is a constant with respect to q, we can ignore it in optimization and instead maximize E x 1 ∼q [log P(x 1 , x 2 = x * 2 ) − log q(x 1 )]], which is the ELBO. We can then use the q we found to sample values of x 1 conditioned on x 2 = x * 2 .
Compressive Sensing with Generative Priors
In the compressive sensing problem, a vector x ∈ R d generates a set of measurements y * = Ax, where y * ∈ R m and the number of measurements is much smaller than the dimension: m d. Observing only the measurements y * , our goal is to reconstruct the vector x. Since the number of measurements is much smaller than the dimension, this is not possible in general. However, it is possible when there is an additional structural assumption on x.
Classically, the simplifying structure was that x is sparse, and there has been extensive work in this setting [Tibshirani, 1996 , Candes et al., 2006 , Donoho et al., 2006 , Bickel et al., 2009 , Baraniuk, 2007 .
Recent work has considered alternative simplifying structures, such as the vector x coming from a generative model. Starting with Bora et al. [2017] , there has been extensive work on this setting [Grover and Ermon, 2019 , Mardani et al., 2018 , Heckel and Hand, 2019 , Mixon and Villar, 2018 , Pandit et al., 2019 .
The main idea of these approaches is to optimize over the latent space of a generative model. These approaches typically use the objective function
where f represents a feed-forward generative model that takes in a latent variable z and outputs a vector x = f (z).
The approaches mentioned above focus on recovering a single signal that is close to the true signal. However, there can be many signals that fit the measurements, and there is some uncertainty on any given image. Because of this, there has been recent work on recovering the distribution conditioned on the measurements [Tonolini et al., 2019 , Zhang and Jin, 2019 , Adler and Öktem, 2018 . We note that these works differ from ours as they are learning-based method and require access to training data, while our work seeks to perform conditional sampling only using a given generative model.
We also mention the work of Asim et al. [2019] , Shamshad et al. [2019] which utilize invertible generative models for compressive sensing problems.
Learning Conditional Samplers
There has been a large amount of work on learning a conditional sampler. Conditional GANs [Mirza and Osindero, 2014] and conditional VAEs [Sohn et al., 2015] are two approaches to this problem. Recent work by Ivanov et al. [2018] and Belghazi et al. [2019] has developed deep generative models that can condition on many different sets. Our work is different from these approaches as we consider the problem of sampling from the conditional distribution of a given invertible generative model, rather than learning a conditional distribution.
Specifically, we highlight several reasons why we may prefer to do conditional sampling using a deep prior distribution rather than directly learning the conditional distributions:
• The data that trained the generative model may not be available and only the generative model itself is made public.
• We want to get some insight on the distribution defined by the generative model.
• We need our learned conditional sampler to generalize over the choice of variables to condition on.
Inpainting and Super Resolution
Additionally, there is a large body of work on inpainting [Pathak et al., 2016 , Yeh et al., 2017 and super resolution [Dong et al., 2014 , Sønderby et al., 2016 . Inpainting is the problem of completing an image with missing pixels in a natural and interesting way. While conditional sampling is a type of inpainting procedure, work on inpainting is more concerned with completing an image in a natural and interesting way, rather than faithfully recreating the conditional distribution. Similarly, work on super resolution has mostly focused on accurately recovering a higher resolution image, rather than drawing faithful conditional samples based on the observed image.
Hardness of Conditional Sampling
We first show that if an algorithm is able to efficiently sample from the conditional distribution of an invertible generative model for common architectures, then this algorithm can be used to solve NP-complete problems efficiently. Our hardness result holds even if we allow the conditional sampler to approximately sample from the conditional distribution.
The complexity class RP is the class of decision problems with efficient random algorithms that (1) output YES with probability 1/2 if the true answer is YES and (2) output NO with probability 1 if the true answer is NO. It is widely believed that RP is a strict subset of NP. We show that if there is an efficient algorithm for conditional sampling from an invertible generative model then RP = NP. Theorem 1. Suppose there is an efficient algorithm that can draw samples from the conditional distribution of an invertible generative model implemented with additive coupling layers as defined in Dinh et al. [2015] . Then RP = NP.
Since we have shown that it is likely intractable to get an exact algorithm for conditional sampling, we consider algorithms that can approximately sample from the conditional distribution. The total variation distance of two distributions p and q is defined
The total variation distance is bounded by 1. We show that it is hard to conditionally sample from a distribution that is even slightly bounded away from 1. Corollary 2. The conditional sampling problem remains hard even if we only require the algorithm to sample from a distribution q such that d TV (p(· | y = y * ), q) ≥ 1 − 1/poly(d), where d is the dimension of the distribution.
The proof of the above theorem and corollary are in Appendix A.
Models that include additive coupling layers include NICE [Dinh et al., 2015] , RealNVP [Dinh et al., 2016] , Glow [Kingma and Dhariwal, 2018] , and Neural Spline Flows [Durkan et al., 2019] , and thus our hardness result applies to a large variety of invertible generative models used in practice.
Conditional Sampling with Composed Flow Models
We consider using variational inference for the conditional sampling task. Here, we optimize over a class of models to find the one that best fits the conditional distribution.
For simplicity, we first work out the problem when we have x = (x 1 , x 2 ) is a partition of the variables and we want to get the conditional distribution of x 1 after the realization
Rather than perform variational inference in the observed variables, we propose to perform variational inference in the latent variables. By this, we mean that we want to learn a new distribution q(z) over the latent variables z such that the the distribution of x 1 , x 2 from z ∼ q → (x 1 , x 2 ) = f (z) satisfies the condition x 2 = x * 2 and x 1 is sampled according to the conditional distributions p(
Figure 1: A flow chart of our conditional sampler. First the noise variable z 0 is samples from N(0, I). This is fed into the pre-generatorf to output another, specially constructed, noise variable z 1 . We then feed z 1 into the base model f to generate x 1 and x 2 . z x 1
x 2x 2 Figure 2: A graphical model depicting the process we are running the ELBO on. We imaging thatx 2 is drawn from the conditional distribution N(x 2 | σ 2 I) for some small parameter σ. We see thatx 2 is independent from x 1 and z when conditioned on x 2 .
Our variational family will be the according to distributions from the composed model
, where f is the original, base invertible generative model andf is a new invertible generative model prepended to the base model that we will learn. We will callf the pre-generator. To sample from the composed model, we first sample z 0 ∼ N(0, I) and compute z 1 =f (z 0 ). The final output is (x, y) = f (z 1 ). We include a flow chart describing this process in Figure 1 .
However, we cannot directly apply variational inference using this variational family. We need our variational family to be a distribution over x 1 , however this family of distributions is over x 1 and x 2 . We cannot marginalize out x 2 either, since we cannot access the marginal distribution of x 1 .
Because of this, we consider a smoothed version of the problem. We imagine that there is a new variablex 2 with the conditional distribution p(x 2 | x 2 ) = N(x 2 , σ 2 I), where σ is a small smoothing parameter that we can adjust. Then, rather than fitting the distribution
. We see that as σ → 0, p(x |ŷ = y * ) approaches the true conditional density p(x | y = y * ). Proposition 3. Assuming reasonable regularity conditions on the joint distribution p(x 1 , x 2 ), we have that the smoothed conditional distribution p(x 1 |x 2 = x * 2 ) converges uniformly to the true conditional distribution p(x 1 | x 2 = x * 2 ) as the smoothing parameter σ → 0. We include the proof of this statement and the regularity conditions needed in Appendix B.
We see that
due to the conditional independence of x 1 andx 2 when conditioned on x 2 . We include an image of the graphical model describing this process in Figure 2 . We define the following notation for the important distributions we will consider:
• Let p f be the density function of x 1 , x 2 when standard Gaussian noise is fed into the base model f .
• Let p f •f be the density function of x 1 , x 2 when standard Gaussian noise is fed into the composed model f •f .
• Let pf be the density function of z 1 when standard Gaussian noise is fed into the pre-generatorf .
We want to fit the composed flow model f •f to the smoothed conditional distribution p(x 1 , x 2 |x 2 = x * 2 ). By factoring out the evidence term p σ (x 2 = x * 2 ) and the conditional distribution p σ (x 2 = x * 2 | x 2 ), we see that KL divergence between p f •f and p f (x 1 ,
Removing constants that do not depend on the pre-generatorf , we see that the objective function we want to optimize is arg min
Since we can efficiently sample from p f •f and calculate the log likelihoods log p f •f (x 1 , x 2 ) and log p f (x 1 , x 2 ), it is possible to run stochastic gradient descent on the objective function in Equation (1) to optimize forf .
Due to the nature of composed invertible generative models, we can simplify the objective function in Equation (1). It is known that KL divergence is invariant under a bijective mapping'. Specifically, we see that
and log p f (x 1 , x 2 ) = log p N(0,I) (z 1 ) + log det
so the terms related to the Jacobian of f −1 actually cancel out. Applying this and reparametrizing the expectation using z 1 , we can write the objective function as arg min
where by f x 2 (z 1 ) we mean get x 1 , x 2 = f (z 1 ) and return x 2 .
The objective function in Equation 2 is interesting as it allows us to avoid computing the Jacobian of f −1 completely. Additionally, it can be rewritten as
Generalizing to Measurement Matrices
We now consider the problem of sampling from the conditional distribution given a measurement matrix A and a set of measurements y * . That is, we want to sample from the distribution P(x | Ax = y * ).
We first apply singular value decomposition (SVD) to the measurement matrix:
is a diagonal matrix with the singular values. Since normalized singular values (i.e. Σ = I) is common in compressive sensing, we assume this and have A = UΣV 2 . We now have a partition of x into the null space V T 1 X and row space V T 2 x and can apply the approach from the previous section using V 2 x = U T y * .
Following the approach in the previous section, we imaging that there is a variableŷ = Ax + N(0, σ 2 I) for a small value σ. We then calculate the ELBO for this situation to obtain the following objective function:
Since the 2 norm is preserved after an orthonormal transform, we have that the minimization problem is equivalent to
This objective function is similar to Equation (2), except that rather than consider the 2 norm between x 2 and x * 2 , we consider the 2 norm between Ax and y * . We note that the objective function in Equation (2) is a special case of the objective function in Equation 3 when the matrix A is an identity matrix with rows removed.
Experiments

Generative Model Architectures
We train two RealNVP models [Dinh et al., 2016] for use as a base model in our experiments: one for MNIST [LeCun et al., 1998 ] and one for CelebA-HQ [Liu et al., 2015 , Karras et al., 2017 . We mostly follow the standard architecture designed by Dinh et al. [2016] . Specifically, we use the multiscale architecture where each scale is processed by a residual network. Additionally, each image pixel value is one of 256 states and for the CelebA-HQ model we quantize this to one of 32 values. We jitter the value of each pixel with the standard method designed by Theis et al. [2015] .
We do make one change to the standard architecture. Rather than batch normalization [Ioffe and Szegedy, 2015] , we use group normalization [Wu and He, 2018] and layer normalization [Ba et al., 2016] . We use group normalization with 4 groups for all the activations with 32 or 64 channels and we use layer normalization of all the activations with 1 or 3 channels. We found that this improved performance over batch normalization with learned statistics. We speculate that this is due to a change in the distribution of activations when moving from Gaussian noise to the structured noise we generate when conditional sampling.
We use the same architecture format for the pre-generator. We specify the priors for these models in Table 1 Table 1 : The parameters we use for the base generative models that define the prior distributions and the pre-generator use to make the structured noise we use to produce conditional samples.
Conditional Sampling with Composed Models
We consider two conditional sampling tasks. In the first task we sample one half of the image conditioned on the other half of the image. Using the pre-generator and base models described in Table 1 , we optimize our conditional model using the objective function defined in Equation 2. All images that we use to generate measurements are taken from the test set and were not used for training the base generative model.
For all tasks we train using the Adam optimizer [Kingma and Ba, 2014] with a learning rate of 10 −3 . We weigh the 2 error between the sample outputs and the true measurments with a factor of 10 for MNIST and a factor of 100 for CelebA. For MNIST we complete the top of the image given the bottom of the image. For CelebA we complete the bottom of the Figure 3: We train our composed model to generate conditional samples of the top half of MNIST digits given the bottom half. We see that our method is able to generate the top half of the image that fits well with the given bottom half. We also see that when there is uncertainty in what the digit is that the model can generate samples from multiple digits.
image given the top of the image. For every completion we use the observed pixels in the generated samples. We estimate the pixelwise variance with a batch of 64 images.
In Figure 3 we see how our approach is able to find reasonable and diverse completions for the top half of the image. We see that the output fits the measurements and when there is uncertainty on the digit observed the model may output multiple digits.
In Figure 4a we see how our approach is able to complete the bottom half of the face in a reasonable and diverse ways. We see a variety of mouth positions, noses, and chin shapes.
We now consider a super-resolution task. We design our measurement matrix to be a local blurring of nearby pixels. Specifically, we apply average pooling with a window size of 4 and a stride of 4, which is the same approach utilized in Bora et al. [2017] . This reduces the amount of data by a factor of 16. While we could project onto the subspace defined by the measurements, we do not for this task.
In Figure 4b we see how our method performs on CelebA. We see that our method is able to generate images that are a reasonable fit to the blurry image while still having diversity in the output.
Comparison with Standard Variational Inference
In this section we compare our approach to standard variational inference. We define an invertible generative model as our variational family and train it to directly sample a patch of an image. This approach follows the framework used by Rezende and Mohamed [2015] (a) Conditional sampling using our approach. We condition on the top half of the image and sample the bottom half. We see that our approach is able to generate completions with diversity. We calculate the empirical pixelwise variance.
(b) Conditional sampling when the measurement is a blurred image. We blur the image using average pooling. We see that our approach is able to find several reasonable ways to complete the measurements. Figure 5 : We compare our approach to standard variational inference. (a) Our task is sample images that fill in the patch conditioned on the rest of the image. We train an invertible generative model to directly maximize the ELBO in order to draw conditional samples.
(b) We see that such an approach takes a long time-60 hours. In contrast, our composed approach is able to quickly draw high-quality samples.
and Kingma et al. [2016] .
We consider two models, a small model and a large model. Both models are multiscale RealNVP models as described above with 6 scales. The large model has 8 residual blocks per scale with 64 channels in each residual layer. The small model has 6 residual blocks per scale with 32 channels in each residual layer. We train both models by ELBO maximization with an Adam optimizer. We try learning rates of size 10 −3 and 10 −4 .
We consider the problem of inpainting using our CelebA model. Specifically, given an face from the test set, we remove a patch from the center and we want the model to draw conditional samples filling in that patch. See Figure 5(a) for the specific image.
Our best performing model was the large model with a learning rate of 10 −3 . We see that it takes a long time to even start to form a face and even after 60 hours there are still major issues. In contrast, our approach is able to quickly draw samples from faces and learn a reasonable way to fill in the patch in 1 hour. See Figure 5 (b) for the results.
We do not truly understand why the direct variational inference approach fails. We believe that part of the reason our composed approach performs better because it does not have to spend time learning about how faces are structured. It can immediately create faces and optimize to find the right one. An invertible generative model fully trained from scratch has to start with random noise and learn the structure of faces.
We also mention recent work by Asim et al. [2019] on the difficulty of optimizing directly over the prior distribution defined by an invertible generative model.
Sampling with Out-Of-Distribution Measurements
Finally, we evaluate how our model performs when the measurements come from an image not in the same distribution as data that trained the base model.
For our out-of-sample images we use emoticons. We blur each emoticon using average pooling with a window and stride of 4. We see that our approach is able to find images that match the measurements while looking more like natural images. See Figure 6 for the results. Figure 6 : We use our conditional sampling approach to sample images given measurements of images not from the distribution we used to train our base generative model.
Setting the smoothing parameter
We need to set the smoothing parameter σ for our method to work. We used the following simple tuning approach. We simply decreased σ until the measurements of the generated image are acceptably close to the true measurements.
A Proof of Hardness Results
A Boolean variable is a variable that takes a value in {−1, 1}. A literal is a Boolean variable x i or its negation ¬x i . A clause is set of literals combined with the OR operator, e.g., x 1 ∨ ¬x 2 ∨ x 3 . A conjunctive normal form formula is a set of clauses joined by the AND operator, e.g.,
A satisfying assignment is an assignment to the variables such that the Boolean formula is true.
The 3-SAT problem is the problem of deciding if a conjunctive normal form formula with three literals per clause has a satisfying assignment. We will show that conditional sampling from flow models allows us to solve the 3-SAT problem.
We ignore the issue of representing samples from the conditional distribution with a finite number of bits. However the reduction is still valid if the samples are truncated to a constant number of bits.
A.1 Design of the Additive Coupling Network
Given a Boolean formula, we design a ReLU neural network with 3 hidden layers such that the output is 0 if the input is far from a satisfying assignment, and the output is a about a large number M if the input is close to a satisfying assignment.
We will define the following scalar function
This function is 1 if the input is 1, 0 if the input x has |x − 1| ≥ ε and is a linear interpolation on (1 − ε, 1 + ε). Note that it can be implemented by a hidden layer of a neural network and a linear transform, which can be absorbed in the following hidden layer. See Figure 7 for a plot of this function.
For each variable x i , we create a transformed variablex i by applyingx
, −1 at x i = −1, 1 at x i = 1, and a smooth interpolation on the remaining values in the domain.
Every clause has at most 8 satisfying assignments. For each satisfying assignment we will create a neuron with the following process: (1) get the relevant transformed valuesx i ,x j ,x k , (2) multiply each variable by 1/3 if it is equal to 1 in the satisfying assignment and −1/3 if it is equal to −1 in the satisfying assignment, (3) sum the scaled variables, (4) apply the δ ε function to the sum.
We will then sum all the neurons corresponding to a satisfying assignment for clause C j to get the value c j .
We will then output the value M × ReLU(∑ j c j − (m − 1)), where M is a large scalar.
We say that an input to the neural network x corresponds to a Boolean assignment x ∈ {−1, 1} d if for every x i we have |x i − x i | < ε. For ε < 1/3, if the input does not correspond to a satisfying assignment of the given formula, then at least one of the values c j is 0. The remaining values of c j are at most 1, so the sum in the output is at most (m − 1), thus the sum is at most zero, so the final output is 0. However, if the input is a satisfying assignment, then every value of c j = 1, so the output is M.
Figure 7: Caption
A.2 Generating SAT Solutions from the Conditional Distribution
Our flow model will take in Gaussian noise x 1 , . . . , x d , z ∼ N(0, 1). The values x 1 , . . . , x d will be passed through to the output. The output variable y will be z + f M (x 1 , . . . , x d ), where f M is the neural network described in the previous section, and M is the parameter in the output to be decided later.
Let A be all the valid satisfying assignments to the given formula. For each assignment a, we will define X a to be the region X a = {x ∈ R d : a − x ∞ ≤ ε}, where as above ε is some constant less than 1/3. Let X A = a∈A X a .
Given an element x ∈ X a , we can recreate the corresponding satisfying assignment a. Thus if we have an element of X A , we can certify that there is a satisfying assignment. We will show that the distribution conditioned on y = M will generating satisfying assignments with high probability.
We have that
If we can show that p(y = M, X A ) p(y = M, X A ), then we have that the generated samples are in We have that
Note that if x ∈ X A , the f M (x) = 0. Thus y ∼ N(0, 1) and P(y = M | X A ) = Θ(exp(−M 2 /2)). Now consider any satisfying assignment x a . Let X a be the region X a = {x ∈ R d : a − x ∞ ≤ 1 2m }. Note that for every x in this region we have f M (x) ≥ M/2. Additionally, we have that P(X a ) = Θ(m) −d . Thus for any x ∈ X a , we have p(Y = M | x) exp(−M 2 /8). We can conclude that
For M = O( d log m), we have that p(y = M, X A ) is exponentially smaller than p(y = M, X A ). This implies that sampling from the distribution conditioned on y = M will return a satisfying assignment with high probability.
A.3 Hardness of Approximate Sampling
Total variation distance is a distance over probability distributions defined as d TV (p, q) = max E |p(E) − q(E)|, where E is an event.
We show that the problem is still hard even if we require the algorithm to sample from a distribution Q such that d TV (p(x | y = y * ), q) ≥ 1/poly(d).
Consider the event X A from above. We saw that p(
Suppose that the distribution q has q(X A ) ≥ 1/poly(d). Then by sampling a polynomial number of times from q we sample an element of X A , which allows us to find a satisfying assignment. Thus if we can efficiently create such a distribution, we would be able to efficiently solve SAT and RP = NP. As we are assuming this is false, we must have q(X A ) ≤ 1/poly(d), which implied d TV (p(· | y = M), q) ≥ 1 − 1/poly(d). Now since p σ (x 2 = x * 2 | x 2 ) is a Gaussian distribution, we have that as a function of x 2 p σ (x 2 = x * 2 | x 2 ) = p(N(x * 2 , σ 2 I) = x 2 ). This can be seen by directly inspecting the functions.
For r σ = O(σ 2 (n + n log 1 σ )), the probability that N(x * 2 , σ 2 I) 2 ≥ r σ is bounded by σ, due to standard bounds on the concentration of χ 2 random variables (see, for example, [Wainwright, 2019] ). Continuing, we thus have that
where in the previous line we use again that p σ (x 2 = x * 2 | x 2 ) = p(N(x * 2 , σ 2 I) = x 2 ). By Assumption 3, we have that p(x 2 ) is continuous. By the definition of continuous functions we have that for all ε, there exists an r = r (ε) such that |p(x 2 ) − P(x * 2 )| < ε for all x 2 such x 2 − x * 2 2 ≤ r . Thus for σ 1 small enough, we have that p σ (x 2 = x * 2 ) ≤ p(x 2 = x * 2 ) + ε. To get a lower bound, start with p σ (x 2 = x * 2 ) ≥
x 2 : x 2 −x * 2 2 ≤r σ p σ (x 2 = x * 2 | x 2 )p(y) dy and continuous similarly.
We recall the definition of absolute convergence of a function: Definition 5. We say that a function g σ converges absolutely to g if for all ε > 0, there exists a σ > 0 such that for all x we have that |g σ (x) − g(x)| < ε.
We now prove Proposition 3.
Proof. We have that p σ (x 1 |x 2 = x * 2 ) = x 2 p σ (x 1 , x 2 |x 2 = x * 2 ) dx 2 = x 2 P σ (x 1 , x 2 )p σ (x 2 |x 2 = x * 2 ) p σ (x 2 = x * 2 )
Following a similar argument as Lemma 4, we have that
, where r σ = O(σ 2 (n + n log 1 σ )) and M 1 is from Assumption 5. Due to Assumption 1 and Assumption 5, by the Heine-Cantor theorem we have that p(x 1 , x 2 ) is uniformly continuous, which implies that for all ε > 0, there exists an r that does not depend on x 1 , x 2 such that if x 2 − x * 2 2 < r then |P(x 1 , x 2 ) − P(x 1 , x * 2 )| < ε. For r σ < r we thus have p σ (x 1 |x 2 = x * 2 ) ≤ p(x 1 , x * 2 ) + ε + M 1 σ p σ (x 2 = x * 2 )
. Applying Lemma 4, we have for σ, ε small enough that
The lower bound follows similarly.
