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vResume
L'industrie des jeux videos a connu une forte explosion ces dernieres annees. En particulier,
un tout nouveau genre de jeux, les jeux massivement multijoueurs en ligne, a connu une forte
popularisation. Ces jeux se caracterisent par un environnement virtuel immense et persistant
qui est continuellement actif et evolutif. A la dierence des autres jeux, les jeux massivement
multijoueurs en ligne integrent des milliers de joueurs qui participent au sein du me^me univers
commun a tous.
A l'heure actuelle, la gestion informatique de tels univers necessite beaucoup de ressources
et constitue un de de taille an de s'adapter au nombre toujours croissant de joueurs. Le
modele client-serveur est actuellement utilise, mais ce dernier s'avere eventuellement limite
puisqu'il arrive un point ou la puissance d'une seule machine ne sut plus a assurer la prise
en charge de tous les joueurs. L'utilisation d'un modele pair-a-pair constitue une approche
interessante puisqu'il permet de redistribuer la charge de traitement requise pour assurer la
maintenance du jeu aux noeuds-joueurs eux-me^mes.
Certaines approches pair-a-pair ont ete proposees dans la litterature. Nous proposons
d'aller un peu plus loin en proposant une approche hybride exible capable de s'adapter
automatiquement aux conditions actuelles en cours de jeu. Plus precisement, notre approche
propose de decouper dynamiquement le territoire du jeu et d'assigner chaque parcelle a un
noeud serveur choisi arbitrairement parmi les joueurs participant actuellement au jeu. Le
modele propose ensuite d'analyser continuellement la charge reseau imposee a chaque noeud
et d'appliquer automatiquement des operations de rebalancement pour redistribuer la charge
an d'assurer une qualite de jeu optimale pour tous.
A cette n, une plate-forme de simulation implementant le modele propose a ete construite
an d'evaluer le fonctionnement du modele sous dierentes conditions. Plusieurs simulations
completes de longue duree ont ete realisees. A partir des donnees produites par ces simula-
tions, nous avons etudie la charge consommee par le serveur central par rapport au modele
client-serveur classique. Nous avons egalement etudie la charge imposee a chaque noeud ser-
veur pour s'assurer que la capacite maximale n'etait pas depassee et que la latence demeurait
dans des valeurs raisonnables.
Les simulations les plus restrictives au niveau des parametres ont montre que dans cer-
taines situations limites (un tres grand nombre de joueurs sont rassemblees dans une region
restreinte, ou alors la capacite des noeuds est trop faible), le modele peut avoir de la diculte
a maintenir une bonne repartition de charge. A l'inverse, nous avons determine que sous des
conditions typiques (capacite des noeuds, distribution des joueurs, taille du monde virtuel),
vi
le modele est pleinement fonctionnel et permet d'assurer une qualite de jeu tres satisfaisante
pour pratiquement l'ensemble des joueurs, et ce, malgre les uctuations et changements a
l'univers virtuel survenant continuellement en cours de jeu. Nous pouvons donc conclure en
disant que le modele propose constitue une alternative fonctionnelle et ecace au modele
client-serveur actuellement mis en place.
vii
Abstract
In the recent years, the video game industry has been given much attention. More specif-
ically, a new game genre, massive multiplayer online games (MMOG), has emerged. MMOG
games feature a very large and persistent virtual universe that always remains active and
evolves continuously. Contrary to other traditional multiplayer games, massively multiplayer
online games typically have thousands of simultaneous connected players.
As for the moment, managing such complex game universes takes a lot of system resources.
Furthermore, adapting to the uctuing number of game players is an important challenge. As
of today, massively multiplayer online games use the so-called client-server model, but this
model is limited by the fact that a single machine cannot handle more than a given number
of players. A peer-to-peer model is a more interesting approach since it allows redistributing
game maintenance load to all player nodes.
Some peer-to-peer approaches propose have been proposed in the litterature. We propose
going farther by proposing a exible hybrid architecture that can adapt itself to current game
conditions. More precisely, our approach propose dynamically splitting the game territory
into a given number of pieces and assigning each \piece" to an arbitrarily-chosen server node
from the currently participating players. The proposed model then propose continuously
analyzing the network load for each game zone and automatically applying rebalancing op-
erations to redistribute the load, eectively leading to a better game quality for all players,
in all conditions.
A simulation patform implementing the proposed model has been developped. This plat-
form, called the \simulator", has been built to evaluate our model operates under dierent
conditions. Many complete simulations have been performed. Those simulations have been
run for a long time lapse. Data samples have then been produced from the performed simu-
lations. We proceeded to study the load consumed by the central server using the proposed
model and compared it against the client-server model. We also studied the load imposed to
each server node to ensure the maximal allowable load wasn't exceeded and made sure that
the latency was within an acceptable range.
The simulations with the more restrictive parameters demonstrated that under some
critical situations (such as a very large number of players located in a small area or such
as a very low node load threshold), the proposed model may have trouble maintaining a
good load balancing. Inversely, we have determined that under typical conditions (node load
threshold, player distribution, virtual world size), the model is fully functional and ensures
an excellent game quality for pratically all players, despite the constantly-evolving nature
viii
of MMOG games. Consequently, we can conclude by saying that the proposed model is a
functional and ecient alternative to the traditional client-server typically used in today's
applications.
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RW Random Waypoint
HRW Hotspots Random Waypoint
1Chapitre 1
INTRODUCTION
L'univers des jeux informatiques est aujourd'hui un monde vaste. A l'heure actuelle,
il existe une multitude de jeux varies de tous genres. Initialement, les jeux etaient joues
presque exclusivement de facon individuelle ou chacun des joueurs operait sa propre copie
du jeu et jouait de facon independante. L'univers du jeu, c'est-a-dire les dierentes entites
le composant tels que le monde, les personnages et les dierents objets, existaient de facon
totalement independante et etaient propres a chaque instance du jeu s'executant sur chacune
des plate-formes.
Au cours des dernieres annees, le mode solo, bien que toujours existant, a peu a peu
diminue pour faire place a un nouveau concept : les jeux multijoueurs. Ce nouveau concept
permettait a quelques joueurs organises en reseau local de participer au me^me jeu, mais
a la dierence que les dierents joueurs participaient a la me^me partie. L'univers du jeu
n'etait donc plus propre a chaque joueur, mais bien partage entre les dierents joueurs qui
participaient en reseau. Typiquement, le mode multijoueurs fonctionnait en determinant un
ho^te pour la partie (habituellement celui qui amorcait ou determinait le jeu) bien que dans
certains cas, d'autres techniques aient ete utilisees telles que le \broadcast" ou le mode pair-a-
pair. Le concept a par la suite ete etendu et popularise et des serveurs dedies a l'orchestration
de parties ont ete deployes. Ces serveurs permettaient a dierents joueurs d'organiser entre
eux, via Internet, des parties de dierents jeux. Ces parties etaient alors gerees par le serveur
central. Ce dernier avait donc pour but de gerer une multitude de parties independantes du
jeu pour des groupes de joueurs. L'operateur du jeu pouvait donc orir une \plus value" a
son jeu en orant un service de rencontres virtuelles permettant ainsi aux dierents joueurs
de se retrouver et de demarrer une partie rapidement. Un autre avantage de ce principe etait
que l'operateur du jeu etait assure que les dierents utilisateurs jouaient selon les regles et
principes propres au jeu et possedaient reellement une copie originale du jeu. Cela a donc
permis de reduire les possibilites de tricher et donc de favoriser un jeu equitable pour tous.
Cependant, certains joueurs ont tout de me^me decouvert des facons de tricher en utilisant
divers outils permettant d'avoir acces a des informations normalement non-autorisees dans
certains contextes donnes du jeu ou en manipulant les donnees transmises par le reseau
(proxy)(Webb et Soh, 2007).
2Il y a quelques annees, une nouvelle categorie de jeux multijoueurs ont fait leur appa-
rition : les jeux massivement multijoueurs en ligne (MMOG). Ces jeux se distinguent des
jeux multijoueurs conventionnels puisqu'ils integrent une tres grande quantite de joueurs
participant au sein d'une me^me partie. Contrairement aux jeux classiques qui permettent
normalemement au maximum une dizaine de joueurs ou tout au plus une vingtaine, les jeux
massivement multijoueurs peuvent normalement accueillir au-dela d'une centaine de joueurs
et me^me souvent plusieurs miliers. Bien que certains jeux classiques possedent un territoire
(virtuel) assez large, une caracteristique importante des jeux massivement multijoueurs en
ligne est qu'ils sont composes d'un monde virtuel extre^mmement vaste.
L'univers des jeux informatiques est susamment large a l'heure actuelle. Il existe plu-
sieurs categories de jeux informatiques. Mentionnons notamment les jeux de type Role Playing
Game (RPG) ou les utilisateurs y participant incarnent des ro^les de personnages ctifs et
doivent eectuer dierentes actions telles qu'accomplir des que^tes, recuperer des artefacts,
interagir avec d'autres personnages (reels ou ctifs) au sein d'un environnement virtuel. Men-
tionnons egalement les jeux de type First Person Shooter (FPS) ou les utilisateurs incarnent
un personnage muni d'une ou plusieurs armes et doivent tirer des projectiles sur des joueurs
opposants (reels ou ctifs). Ces jeux ont la caracteristique que l'environnement visuel et au-
ditif est centre sur le personnage represente par le joueur ; on ne voit habituellement que
partiellement et bien souvent pas du tout la representation visuelle du joueur a l'ecran (ava-
tar) puisqu'on considere que le personnage est le joueur reel. Mentionnons enn les jeux de
strategie (Real Time Strategy ou RTS) dans lesquels les utilisateurs doivent mettre au point
un plan, construire des unites, ba^timents et acquerir diverses ressources an d'etablir leur
superiorite par rapport aux autres joueurs et eventuellement remporter la victoire. Plusieurs
autres genres de jeux existent, notamment les jeux de simulations (conduite automobile,
hockey, boxe, baseball, etc.). Certains jeux combinent egalement plus d'un genre.
Il est possible d'imaginer dierents genres de jeux massivement multijoueurs ; bien que
pour l'instant le genre dominant soit les jeux de ro^le (RPG). En eet, ce genre se pre^te
particulierement bien aux jeux massivement multijoueurs puisque deja, a la base, les jeux
appartenant a cette categorie integrent un monde virtuel assez vaste. Dans cette optique,
presque tous les jeux massivement multijoueurs en ligne sur le marche a l'heure actuelle sont
de type RPG (Massively Multiplayer Online Role Playing Game ou MMORPG). Les editeurs
de tels jeux ont cree des mondes virtuels tres vastes pouvant accueillir des centaines, voire
me^me des miliers de joueurs simultanement.
31.1 Denitions et concepts de base
Les jeux massivement multijoueurs en ligne possedent certaines caracteristiques et notions
propres qu'il convient d'expliciter puisque plusieurs approches font appel a bon nombre de
ces notions.
1.1.1 Zone d'intere^t
La zone d'intere^t (AOI) refere a une region physique entourant chacun des joueurs. Cette
zone, representee par un disque d'un rayon donne autour de chaque joueur, modelise la
capacite de perception du joueur et sert a discriminer les objets et evenements qui sont
dans la portee de perception du joueur. Ainsi, chaque joueur participant au jeu souhaitera
e^tre informe de l'ensemble des objets, actions, evenements et changements d'etat qui se
produiront a l'interieur de la region delimitee par la zone d'intere^t. A l'inverse, tout evenement
se produisant hors de la zone d'intere^t d'un joueur donne ne sera pas percu par ce joueur. La
gure 1.1 represente trois joueurs P1, P2 et P3 et leur zone d'intere^t. Tel qu'illustre, dans cet
exemple, les joueurs P1 et P2 seront mutuellement informes de la presence, de la proximite
et des actions de l'un et l'autre. De plus, ni P1 ni P2 ne seront informes de l'emplacement de
P3 et P3 ne sera informe de l'emplacement de P1 et P2.
Greenhalgh et Benford (1995) proposent un modele plus avance de gestion de la zone
d'intere^t en denissant deux concepts : le nimbus et le focus. D'apres les auteurs, tout sujet
possede une capacite a e^tre observe sous forme d'un aura denissant une certaine region
donnee de l'espace (nimbus) et tout observateur possede une capacite a observer l'environ-
nement l'entourant (focus). La zone dans laquelle l'observateur peut percevoir le sujet, ap-
pelee zone de perception, est donc fonction du nimbus et du focus. Les auteurs mentionnent
egalement la possibilite de modeliser le nimbus et le focus par des fonctions arbitraires,
permettant ainsi de representer de facon plus precise la portee des dierentes entites.
1.1.2 Evenements
Un evenement fait reference a la consequence d'une action, directe ou indirecte, se pro-
duisant a un endroit donne au sein du monde virtuel. Un evenement peut e^tre genere volon-
tairemet suite a une action posee par un joueur (un deplacement, une attaque, etc.) ou e^tre
declenche de facon involontaire (par exemple, un scenario preprogramme dans le jeu). Un
evenement aecte en principe tous les joueurs pour lesquels ce dernier se produit dans leur
zone d'intere^t.
4Figure 1.1 Zone d'intere^t de trois joueurs participant a un jeu multijoueurs
1.1.3 Decoupage physique
An de repartir la charge de traitement requise entre les dierents participants, certaines
approches optent pour un decoupage et une distribution physique du territoire tandis que
d'autres proposent pluto^t un decoupage logique.
Un decoupage physique consiste a repartir de facon geographique l'ensemble du territoire
du jeu entre les dierents serveurs 1. Ainsi, le territoire global du jeu est subdivise en une
multitude de regions de forme reguliere ou irreguliere qui sont gerees par un ou plusieurs
serveurs dierents.
1.1.4 Decoupage logique
Un decoupage logique consiste a repartir l'ensemble des entites du monde virtuel entre
l'ensemble des serveurs sans egard a la disposition geographique du territoire. Par exemple,
il est possible d'assigner un identicateur a chaque entite (objet, personnage non-joueur,
1. Dans le contexte d'une architecture integrant une composante pair-a-pair, le terme serveur peut referer
a la fois a un serveur dedie et a un serveur temporaire s'executant sur la machine ho^te d'un joueur participant
au jeu.
5joueur, etc.) et de repartir l'ensemble des entites entre les dierents serveurs.
1.2 Elements de la problematique
De par leur nature, les jeux massivement multijoueurs en ligne necessitent d'enormes
quantites de ressources (temps CPU, bande passante, memoire). Pour e^tre en mesure d'ac-
cueillir des centaines, voire des milliers de joueurs, il est necessaire de mettre en place des
infrastructures reseau enormes. A l'heure actuelle, les jeux massivement multijoueurs en ligne
sont geres par un seul serveur central 2. Cette approche est plus facile a mettre en uvre et
permet de garantir une securite accrue aupres de l'operateur du jeu en ligne.
Cependant, cela amene malheureusement certaines limitations quant a la quantite de
joueurs pouvant e^tre pris en charge simultanement au sein d'un me^me univers virtuel. Un
serveur typique utilise pour gerer de tels jeux peut prendre en charge un maximum de quelques
miliers de joueurs simultanement. Au-dela d'un certain point, la puissance d'un seul serveur
central (ou d'un groupe de serveurs) peut ne plus sur a assurer la prise en charge de
tous les joueurs participant. C'est le cas notamment du jeu World of Warcraft de Blizzard
Entertainment, qui possede une multitude de serveurs independants (au-dela de 250), operant
en parallele des copies independantes du jeu pour e^tre en mesure de repondre aux besoins
des joueurs 3.
1.3 Objectifs de recherche
L'objectif de ce projet de recherche est de proposer une nouvelle architecture de gestion de
jeux massivement multijoueurs en ligne. Cette architecture fonctionnera selon un paradigme
pair-a-pair (P2P). L'objectif est de repartir la majeure partie de la charge de traitement entre
les noeuds joueurs. Ainsi, un joueur participant au jeu pourrait e^tre appele a consacrer une
partie de ses ressources systeme pour gerer le jeu pour d'autres joueurs.
Le principe de decoupage geographique, qui consiste a repartir le territoire geographique
de l'univers virtuel en morceaux distincts, sera utilise. Ce travail de recherche repondra a
deux elements :
{ decoupage du territoire : proposer un schema de decoupage du territoire global permet-
tant d'assigner une parcelle (\zone") a dierents noeuds
2. Il peut s'agir d'un groupe de serveurs (grappe ou cluster), mais d'un point de vue logique, nous pouvons
le considerer comme une seule machine.
3. La technique de la fragmentation (\sharding") est utilisee ; cette derniere sera decrite dans la revue de
litterature.
6{ rebalancement en temps reel : proposer un algorithme de rebalancement permettant de
rebalancer dynamiquement la charge, de facon a s'assurer que les noeuds-serveurs ne
soient pas surcharges tout en repondant aux uctuations survenant en cours de partie
Initialement, les approches existantes de la litterature seront etudiees an d'identier
dans quelle mesure elles repondent a la problematique actuelle. Les points forts et les points
faibles de chaque approche seront etudies, pour determiner a quels besoins elles repondent et
identier quelles ameliorations pourraient y e^tre apportees.
Par la suite, un nouveau modele sera propose. Pour valider ce nouveau modele, dierents
parametres de simulation seront denis (jeux de donnees en entree). Il serait illogique d'as-
signer des valeurs xes aux dierents parametres puisque ceux-ci dependent fortement du
type de jeu, et me^me de chaque jeu developpe, qui necessitent des quantites dierentes de
ressources. L'objectif est pluto^t de determiner si le modele propose arrive a s'adapter a
dierents scenarios pouvant s'appliquer a dierents jeux. Pour cette raison, la demarche pro-
posee preconisera pluto^t de varier les dierents parametres pour avoir des jeux de donnees
representant des contextes de jeux plus legers et plus gourmands en ressources.
A l'heure actuelle, suite aux recherches eectuees, aucun outil de simulation existant ne
s'est revele adequat pour ce projet. Une des ta^ches consistera donc a realiser une plate-forme
de simulation implementant le modele propose pour eectuer des simulation de jeux en ligne.
Enn, les simulations seront eectuees avec les dierents parametres identies. Les resul-
tats seront analyses et compares pour determiner si l'approche proposee est ecace, et dans
quels contextes il pourrait e^tre souhaitable de l'appliquer.
1.4 Plan du memoire
Le chapitre suivant eectuera une revue de litterature des dierents modeles proposes
dans la litterature pour optimiser la gestion de jeux massivement multijoueurs. Certaines
notions et concepts dignes d'intere^t qui sont couramment utilises seront decrits. Plusieurs
strategies sont possibles pour optimiser de tels jeux (gestion statique/dynamique, decoupage
physique/logique, etc.). Les modeles proposes seront classies selon la strategie utilisee.
Le troisieme chapitre portera sur l'architecture proposee. Les dierents concepts utilises
seront decrits. Les operations de rebalancement (\load balancing") pour reequilibrer la charge
seront decrites ainsi que les dierents algorithmes concus. La fonction de cou^t servant a
determiner si un rebalancement est necessaire sera egalement detaillee.
Le quatrieme chapitre decrira la plate-forme de simulation developpee, eectuera un sur-
vol des dierentes fonctionnalites oertes. Les jeux de donnees utilises et le resultat des
simulations realisees avec ces jeux de donnees seront decrits an d'analyser l'ecacite de la
7methode proposee.
En conclusion, le dernier chapitre resumera l'approche proposee, en quoi elle diere des
autres approches. Il sera egalement mentionne pour quelles raisons elle s'avere ecace (si
les resultats le demontrent) et dans quels contextes elle pourrait e^tre employee. Des pistes
d'ameliorations possibles seront presentees.
8Chapitre 2
REVUE DE LITTERATURE
2.1 Notions mathematiques et informatiques
Puisque les jeux massivement multijoueurs incorporent habituellement de grands terri-
toires, on a souvent recours au modele mathematique et a la geometrie du plan pour modeliser
dierentes approches. Dans ce contexte, certaines notions mathematiques peuvent s'averer
utiles en ce qui a trait a certains aspects de l'organisation geographique.
2.1.1 Triangulation de Delaunay
La triangulation de Delaunay 1 (Chew (1987)) consiste a relier un ensemble de points P
dans le plan de maniere a former uniquement des triangles, le tout en respectant certaines
conditions. La triangulation de Delaunay subdivisera donc la region delimitee par P en
triangles adjacents et interconnectes : une triangulation DT . Toutefois, pour chacun des
triangles, l'agencement doit e^tre construit de telle sorte qu'aucun point de P ne se retrouve
a l'interieur du cercle passant par les trois points de ce triangle.
2.1.2 Diagramme de Voronoi
Un diagramme de Voronoi 2 (Aurenhammer (1991)) est une subdivision d'un plan conte-
nant un ensemble de points P en plusieurs regions distinctes en fonction de la position et
des distances entre les dierents points. Chacune des regions, qui regroupe un seul point
Pi de l'ensemble P , est formee de l'ensemble des points dans le plan dont la distance par
rapport a Pi est inferieure a la distance par rapport a tous les autres points de l'ensemble
P . Par consequent, les are^tes sont constituees de l'ensemble des points dans le plan qui sont
equidistants a deux points de l'ensemble P et les sommets sont l'ensemble des points dans le
plan qui sont equidistants a un minimum de trois points de l'ensemble P .
Les notions de triangulation de Delaunay et de diagramme de Voronoi sont fortement
liees : pour un me^me ensemble de points P , chacun des sommets des regions delimitees par le
1. Il est question ici de triangulation bidimensionnelle ; il est toutefois egalement possible d'adapter le
processus a un espace n-dimensionnel
2. Dans le plan
9diagramme de Voronoi correspond au centre de l'un des cercles regroupant trois des points de
la triangulation de Delaunay. Partant de ce lien, il est possible de passer d'une representation
a l'autre facilement.
Dans la pratique, les diagrammes de Voronoi peuvent s'averer fort utiles pour subdiviser
geographiquement un territoire en plusieurs sous-regions lorsque l'on cherche a optimiser
(minimiser) les distances par rapport a certains points de repere.
2.1.3 Enveloppe convexe
L'enveloppe convexe d'un ensemble de points est le polygone convexe de perimetre mi-
nimal qui englobe tous les points de l'ensemble. Par consequent, chacun des sommets du
polygone est forme de l'un des points. Ces points forment la bordure du polygone.
Les points qui ne peuvent faire partie de l'ensemble des sommets du polygone sans briser
l'exigence de convexite sont contenus a l'interieur du polygone, mais ne servent pas a en
denir la bordure.
2.1.4 Tables de hachage distribuees
Une table de hachage simple(Litwin, 1980; Tanenbaum et al., 1990) est une structure de
donnees qui permet de storer des paires d'elements selon le principe \cle-valeur" ou la cle est
le resultat de l'application d'une fonction de hachage sur la valeur. Les valeurs sont stockees
et recuperees en utilisant leur cle comme mecanisme d'indexation.
Le principe de la table de hachage distribuee (DHT)(Balakrishnan et al., 2003; Ratnasamy
et al., 2001) est que le stockage n'est pas conne a une seule entite, mais bien a plusieurs
entites dierentes reliees en reseau. L'ensemble des entrees de la table sont reparties entre
plusieurs noeuds distincts. Les DHT ne necessitent pas de serveur central ; elles fonctionnent
en utilisant une couche reseau pair-a-pair uniquement.
Le principe de fonctionnement repose sur le fait qu'il peut e^tre possible de calculer la
distance mathematique entre deux cles. Chacun des noeuds participant a la table de hachage
possede alors un identicateur donne, et incluera l'ensemble des paires cle-valeur dont la
distance entre la cle et l'identicateur du noeud est la moins elevee par rapport aux autres
noeuds.
Une consequence de l'architecture pair-a-pair est que le stockage et la recuperation fonc-
tionnent par propagation. Ainsi, an de decouvrir quel noeud devra contenir une paire cle-
valeur donnee, la reque^te devra e^tre relayee d'un noeud a l'autre jusqu'au destinataire -
nal. Certaines implementations operent uniquement de maniere circulaire ou chaque noeud
conna^t seulement ses deux voisins immediats, et leur identicateur. D'autres implementations
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autorisent les noeuds a maintenir une liste de noeuds (antememoire) et leurs identicateurs
an d'acheminer la reque^te au destinataire plus rapidement.
Pastry
Pastry (Rowstron et Druschel (2001); Castro et al. (2002)) est une implementation d'une
table de hachage distribuee possedant une infrastructure de routage. Chaque utilisateur (ou
noeud) membre d'un reseau Pastry est muni d'un identicateur choisi arbitrairement parmi
un espace de cles circulaire a 128 bits. Un noeud qui souhaite joindre le reseau Pastry n'a
besoin de conna^tre que l'adresse reseau (par exemple, l'adresse IP) d'un autre noeud.
Chaque noeud contient et maintient a jour trois listes : une liste des noeuds terminaux, une
liste de voisins (non utilise par l'algorithme de routage ainsi qu'une table de routage. Un noeud
peut generer et transmettre un message ou relayer (et eventuellement modier) un message
recu d'un autre noeud vers son destinataire nal. A l'instar des autres implementations de
tables de hachage distribuees, Pastry exploite le principe de distance numerique en tant
que mecanisme de routage. Ainsi, pour qu'un message donne atteigne le noeud nal voulu,
chaque noeud-relais transmettra toujours ce dernier vers le noeud connu se rapprochant le
plus numeriquement du destinataire.
La liste des noeuds terminaux de tout noeud est un tableau associatif reliant les n (variable
parametrable) identicateurs de noeuds les plus pres numeriquement de l'identicateur du
noeud courant a leur adresse reseau. Cette liste permet au noeud de router les messages
directement vers le destinataire si ce dernier est susament rapproche numeriquement du
noeud courant. Cependant, si le destinataire n'est pas dans la liste des noeuds terminaux, la
table de routage sera utilisee an de reperer le prochain noeud intermediaire le plus pres du
destinataire nal.
Scribe
Scribe (cite) est une autre implementation d'une table de hachage distribuee. Cette
implementation permet de mettre en oeuvre un modele \publication-souscription" (publish-
subscribe) de facon distribuee en optimisant le routage des messages entre les noeuds.
Un noeud peut eectuer trois actions : amorcer la creation d'un ux, publier des messages
dans un ux precedemment cree par ce dernier et s'abonner a un ux cree par un autre noeud
(et eventuellement y recevoir les message transmis). Les ux sont organises selon des arbres
multicast : un noeud (appele racine) est responsable du ux et une hierarchie de noeuds ls
servent a transmettre les messages recus du noeud racine vers les destinataires interesses.
Notons qu'un noeud ls peut avoir ou non des enfants.
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Le principe de distance numerique est utilise par Scribe an d'associer un ux particulier a
un noeud donne. Lors de la creation d'un nouveau ux, un identicateur est cree en calculant
le resultat du hachage de la concatenation du nom du ux et de l'utilisateur responsable de
sa creation. La responsabilite du ux est alors attribuee au noeud dont la distance entre
l'identicateur du noeud et l'indenticateur du ux est minimale.
Lorsqu'un noeud donne souhaite joindre un ux existant, il calcule l'identicateur du ux
selon la fonction mentionnee precedemment et achemine un message a destination de cet
identicateur. Le message suivra donc un trajet en etant route a travers plusieurs noeuds
intermediaires, et l'identicateur de chaque noeud intermediaire parcouru se rapprochera
toujours davantage de l'identicateur du ux. Toutefois, si un noeud sur le chemin est lui-
me^me inscrit au ux demande, ce dernier arre^tera la propagation du message d'inscription
et ajoutera le noeud a sa liste d'enfants.
Le processus de publication d'un message suit le me^me principe : le createur du ux trans-
met d'abord le message au noeud racine. Le message est par la suite propage recursivement
d'une hierarchie d'enfants a la suivante jusqu'a la base de l'arbre.
2.2 Repartition statique
Les jeux massivement multijoueurs en ligne regroupent bien souvent une grande quantite
de joueurs jouant simultanement au sein du me^me monde virtuel. Pour un jeu dont le nombre
de joueurs n'est pas trop eleve, il peut arriver qu'un seul serveur arrive a gerer l'ensemble du
deroulement du jeu, sachant qu'un serveur performant peut gerer au plus quelques miliers
de joueurs participant simultanement au jeu. Cependant, dans la pratique, il est souvent
necessaire de mettre en place un reseau de serveurs dedies.
La presente section presente des approches permettant de repartir de facon statique la
charge reseau requise en utilisant plusieurs machines. Une repartition statique consiste a
denir initialement de quelle facon le jeu sera separe entre les dierentes serveurs. Contrai-
rement a une repartition dynamique, une repartition statique ne modiera pas la repartition
en cours de jeu. Cette approche peut s'appliquer en utilisant le modele client-serveur (CS)
classique ou en utilisant le modele pair-a-pair.
2.2.1 Fragmentation (\sharding")
Une technique couramment utilisee est la \fragmentation" (sharding), qui consiste a creer
plusieurs copies independantes du me^me jeu (et donc par consequent du me^me environne-
ment virtuel). Cette technique ne necessite pas d'architecture reseau specique pour e^tre mise
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en uvre puisqu'elle consiste simplement a executer plusieurs fois de maniere independante
le me^me logiciel. Chacune des copies est geree par un serveur dedie, s'execute de facon au-
tonome et completement independante des autres et possede son propre lot d'utilisateurs.
Cela signie que lorsqu'un nouvel utilisateur souhaite s'inscrire an de participer au jeu, il
doit determiner dans quelle instance propre il souhaite se joindre. Il ne pourra communi-
quer qu'avec les autres joueurs ayant egalement rejoint cette instance et ne pourra interagir
qu'avec les elements de l'environnement virtuel speciques a cette instance. Bien su^r, certains
mecanismes peuvent e^tre mis en place pour permettre le transfert de comptes utilisateurs
entre instances ; ces mecanismes sont toutefois utilises uniquement sur une base ponctuelle et
occasionnelle. L'utilisation de cette technique a pour consequence que le monde virtuel, bien
qu'initialement identique, evoluera de facon dierente sur chacune des instances. Bien que
cette technique permette de repartir la capacite de traitement totale requise sur plusieurs
serveurs distincts, elle possede l'inconvenient que les utilisateurs d'une instance donnee ne
peuvent entrer en communication avec les entites d'une autre instance. Un exemple de jeu
qui utilise abondamment la technique de la fragmentation est le jeu World Of Warcraft qui
est presentement le jeu massivement multijoueurs en ligne le plus populaire. Le nombre total
de joueurs depasse 11 millions ; pour e^tre en mesure d'orir une experience de jeu de qualite
a tous les joueurs, le jeu est presentement fragmente en 238 instances independantes.
2.2.2 Grille informatique
Une autre technique souvent utilisee est la technique de la grille informatique. Cette
technique consiste a repartir la charge de traitement totale entre plusieurs serveurs dedies.
Chaque serveur devient donc responsable d'une partie (geographique ou logique) du monde
virtuel total.
Second Life
Le jeu Second Life 3 tire parti de l'architecture en grille en repartissant le traitement
requis entre dierents serveurs dedies. Chaque serveur (appele simulateur) prend en charge
une partie du territoire physique du jeu. Chaque simulateur gere une zone de supercie de
256 metres carres (par rapport au jeu) et est relie aux quatre autres simulateurs voisins selon
les reperes cardinaux. Chaque joueur participant au jeu (avatar) se retrouve donc connecte
a l'un des simulateurs selon la zone dans laquelle il se trouve ; lorsque ce dernier change de
zone, il est automatiquement transfere au simulateur de la zone adjacente.
3. http://www.gamasutra.com/resource_guide/20030916/rosedale_pfv.htm
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Architecture distribuee pour jeux MMORPG
Assiotis et Tzanov (2006) proposent une methode permettant de repartir la charge de
traitement totale d'un jeu massivement multijoueurs en ligne entre plusieurs serveurs et gerer
le deroulement du jeu. Leur methode propose de diviser geographiquement l'espace physique
total du jeu W en plusieurs zones w1; w2; : : : ; wn  W . Chacune des zones wi est assignee a
un serveur dedie (gere par l'operateur du jeu). L'ensemble des entites du jeu, appelees objets
(pouvant inclure les avatars des joueurs eux-me^mes, les personnages non-joueurs (NPC) ainsi
que les dierents elements avec lesquels il est possible d'interagir), sont situees dans l'une ou
l'autre des zones. Chaque joueur possede une zone d'intre^t donnee s'exprimant sous la forme
d'un disque de rayon donne autour de son avatar.
Chacune des zones wi du jeu regroupera eventuellement un certain nombre de joueurs.
Chaque joueur interagira avec son environnement immediat, sous le contro^le du serveur res-
ponsable de la region dans lequel le joueur est situe. Ainsi, chacun des joueurs est \abonne"
aux evenements publies par son serveur responsable. Cependant, advenant le cas ou un joueur
serait localise a la frontiere de sa zone wi, il se pourrait que sa zone d'intere^t integre une
partie de la zone adjacente wj geree par un ou plusieurs autres serveurs. Dans un tel cas,
ce joueur recevrait egalement des evenements en provenance des autres serveurs (pour la
region recoupante uniquement), en utilisant son serveur courant comme relais. Le serveur
courant responsable de ce joueur, etant deja interconnecte aux quatres serveurs adjacents,
agirait donc comme passerelle et retransmettrait les evenements recus de la part des serveurs
adjacents concernant le joueur.
La gure 2.1 illustre un scenario avec deux joueurs P1 et P2 et leur zone d'intere^t repartis
au sein d'un territoire decoupe en quatre zones rectangulaires gerees par quatre serveurs
dedies S1, S2, S3 et S4. Dans cette situation, le joueur P1 est gere exclusivement par le
serveur S1 puisque ce dernier et sa zone d'intere^t sont contenus entierement dans le territoire
desservi par S1. A l'inverse, le joueur P2 est gere par le serveur S2 puisqu'il est situe dans
le territoire desservi par ce dernier, mais recoit egalement des evenements en provenance du
serveur S4 puisque la zone d'intere^t de P2 recoupe une partie du territoire de S4.
Le mecanisme de relais en conditions frontieres et d'interconnexions entre les serveurs
pose certains des au niveau de la consistence du jeu puisque plus d'une entite peuvent
e^tre appelees a interagir sur un me^me fragment de territoire ou sur un me^me objet. Pour
palier a ce probleme, les auteurs proposent un mecanisme de verrouillage pour s'assurer
qu'un seul serveur a la fois n'accede aux donnees d'une region donnee. Deux types de verrous
sont proposes : les verrous de regions, qui permettent a un serveur donne de demander un
acces exclusif a une region donne de l'espace physique an d'executer un evenement ayant
un impact sur une grande quantite de territoire. Le second type est le verrou d'objet, qui
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Figure 2.1 Assignation de joueurs aux serveurs selon leur zone d'intere^t
permet a un serveur donne de demander un acces exclusif a un objet situe hors de son
territoire de couverture (mais situe dans la zone d'intere^t d'un joueur sous sa responsabilite)
an d'executer un evenement sur cet objet (par exemple, le ramasser, l'utiliser, etc.). Ce
scenario est exprime dans la gure 2.1 : dans cette situation, on suppose que le joueur P2
gere par le serveur S2 veut acceder a l'objet O1. Puisque l'objet O1 est situe dans le territoire
gere par le serveur S4, le serveur S1 devrait demander au serveur S4 d'obtenir un verrou sur
l'objet O1 an que le joueur P2 puisse executer l'evenement approprie et empe^cher que tout
autre evenement concernant l'objet O1 ne soit genere simultanement.
Les auteurs proposent dierents algorithmes tirant parti des verrous an de gerer cor-
rectement et de facon synchronisee les evenements aectant plusieurs serveurs ainsi que les
transferts d'objets et les deplacements de personnages entre plusieurs serveurs.
2.2.3 Assignation dynamique de microcellules
De Vleeschauwer et al. (2005) proposent une facon interessante de repartir le territoire
du jeu entre plusieurs ho^tes. L'architecture ne precise pas, cependant, si les dierents ho^tes
sont des serveurs dedies ou des micro-serveurs s'executant sur les machines des joueurs. Or,
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me^me si l'architecture presentee ici n'a pas ete denie speciquement pour utilisation au sein
d'un reseau pair-a-pair, elle pourrait facilement e^tre adaptee a ce contexte.
Tel que vu precedemment, le jeu Second Life repartit de facon geographique le territoire
en une multitude de zones carrees contiguees de supercie xe. Cette methode, bien que
plus simple, possede l'inconvenient majeur qu'une distribution inegale de la charge peut
survenir. En eet, dans les jeux massivement multijoueurs en ligne, il existe des zones de
forte population ou il peut y avoir une tres grande quantite de joueurs concentres sur un
espace tres reduit (par exemple, une ville). A l'inverse, il existe egalement des zones vastes
denuees d'intere^t pour lesquelles il risque d'y avoir tres peu de joueurs. En se basant sur la
cartographie geographique du monde virtuel, il est possible pour l'operateur du jeu de prevoir
a l'avance les zones qui susciteront plus et moins d'intere^t et de prevoir un decoupage initial
en zones (appelees cellules) distinctes. Chacune des cellules peut donc e^tre dimensionnee de
facon variable an an d'avoir une densite de population constante. Ainsi, chaque serveur
attitre a la gestion d'une cellule aurait une charge equivalente.
Un probleme important avec cette approche decoule de la nature dynamique du jeu. En
eet, puisque le jeu et le monde virtuel evoluent selon les actions posees par les utilisateurs,
il est impossible de prevoir exactement les positions de chacun des joueurs et les evenements
qui seront poses par ces derniers. Par exemple, dans une zone ou il y a habituellement une
faible densite de population, un evenement auquel participeraient une tres grande quantite de
joueurs pourrait avoir lieu, ce qui pourrait potentiellement surcharger le serveur responsable
de la cellule appropriee. Dans leur article, les auteurs proposent une facon de decoupler le
territoire avec une granularite beaucoup plus ne. Il s'agit de diviser le territoire global en
zones de tailles assez petite appelees microcellules. Chacune de ces microcellules se retrouve
assignee a un des serveurs disponibles. Bien entendu, considerant la taille reduite et la quan-
tite importante de microcellules, un serveur sera appele a en gerer plusieurs. Il s'agit donc
ici d'optimiser l'assignation des cellules aux serveurs an de reduire les delais et la charge
eprouvee par chaque serveur 4. La gure 2.2 represente un exemple de monde virtuel divise
en microcellules assignees a dierents serveurs ctifs.
Les auteurs proposent ici un modele mathematique permettant d'exprimer la charge sur
un serveur donne (c'est-a-dire la charge totale de l'ensemble des cellules gerees par ce ser-
veur) en fonction de dierents parametres. Ces parametres prennent en compte, pour chaque
cellule, le niveau d'activite moyen des joueurs et le nombre de joueurs ainsi que la charge
due aux dierentes interactions et deplacements entre les cellules voisines (pour les cellules
gerees par le me^me serveur et gerees par un serveur dierent). Les auteurs etudient ensuite
4. Ce probleme est tres similaire au probleme d'assignation des cellules aux commutateurs dans un reseau
de telephonie cellulaire
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Figure 2.2 Repartition et assignation de microcellules
plusieurs algorithmes permettant d'optimiser la repartition des cellules aux commutateurs
an de minimiser la fonction de charge sur l'ensemble des serveurs. Ces dierentes approches
incluent d'abord des strategies d'optimisation voraces et de deploiement en grappes. Puis,
an d'eviter le piege des minima locaux, un algorithme de recuit simule est presente. Enn,
un algorithme faisant appel a la des techniques de programmation lineaire est donne. Notons
toutefois que le dernier cas est le seul a garantir une solution optimale, mais il s'avere im-
praticable dans la realite puisqu'il s'agit d'un probleme NP-complet (ne pouvant e^tre resolu
en temps polynomial). Les auteurs comparent ensuite chacun des algorithmes presentes an
de comparer la solution obtenue par rapport aux dierents parametres intiaux. Cependant,
les dierentes approches presentees dans cet article ne s'appliquent qu'a des parametres sta-
tiques. Dans le contexte d'un veritable jeu, les dierents parametres propres a chaque cellule
risquent fort probablement de varier en fonction des actions et evenements poses par les
joueurs. Les auteurs proposent en ouverture d'etudier comment il pourrait e^tre possible de
rebalancer dynamiqement les assignations de microcellules aux dierents serveurs en prenant
en compte la nature dynamique des parametres.
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2.3 Repartition dynamique
Une architecture reseau integrant une repartition dynamique du monde virtuel implemente
tout d'abord un schema de repartition statique an de denir un decoupage initial avant
l'execution du jeu. Par la suite, durant l'execution du jeu, le schema d'assignation initial sera
modie au besoin selon les changements survenant au sein du monde virtuel, an d'optimiser
les parametres et de rebalancer la charge reseau a chaque intermediaire. Les sections qui
suivent presentent dierentes approches qui integrent une repartition dynamique.
2.3.1 Plateforme de redeploiement dynamique de microcellules
Dans un second article publie sur le sujet, Van Den Bossche et al. (2006) proposent
une architecture logicielle permettant d'etendre le concept de repartition geographique du
territoire a un ensemble de serveurs gerant des microcellules. Ils proposent les bases architec-
turales d'un systeme et de protocoles permettant de relocaliser en temps reel les microcellules
d'un serveur a l'autre an d'accomoder les variations au niveau de la charge des serveurs.
Les auteurs ont opte pour la plate-forme J2EE puisqu'elle est bien adaptee a la conception
modulaire d'applications reseau distribuees.
L'architecture proposee par les auteurs integre dierents modules logiciels. Au sein de
chaque serveur (qui gere un certain nombre de microcellules), on retrouve un contro^leur
de microcellules qui est le principal responsable de la gestion de la cellule. Le contro^leur
de microcellules traites tous les evenements et actions se produisant a l'interieur de cha-
cune des microcellules assignees au serveur. Au sein de chaque serveur, il y a egalement un
contro^leur d'acteurs qui gere l'ensemble des communications avec les dierents participants
au jeu (joueurs). Ce module gere entierement les messages echanges, mais n'eectue aucun
traitement. Il transmet pluto^t les reque^tes au controlleur de microcellules qui eectue le
traitement et retourne ensuite la reponse.
Une caracteristique importante concernant les microcellules est qu'elles sont dotees d'une
taille tres reduite, ce qui implique que les joueurs auront a entrer en relation ou se deplaceront
frequemment vers les cellules voisines. Le fait de gerer plusieurs microcellules en utilisant un
me^me contro^leur permettra donc de reduire les echanges de messages, en supposant que les
microcellules avoisinantes soient regroupees au sein du me^me serveur 5.
L'architecture proposee possede egalement une entite centrale, le gestionnaire de micro-
cellules, responsable de superviser le bon deroulement du jeu et de balancer la charge reseau
5. Notons qu'avec les algorithmes de repartition discutes precedemment proposes par De Vleeschauwer
et al. (2005), les criteres d'optimisation feront en sorte qu'un regroupement de cellules avoisinantes sera
frequemment realise.
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Figure 2.3 Architecture logicielle de redeploiement dynamique de microcellules
an d'accomoder les variations pouvant survenir en cours de partie. Ainsi, si un serveur de-
vient trop surcharge (par exemple, si plusieurs joueurs se deplacent dans le territoire des
microcellules gerees par ce serveur), le gestionnaire de microcellules peut proceder a une
reorganisation, c'est-a-dire migrer une ou plusieurs microcellules d'un serveur a un autre.
De cette facon, la charge pourra e^tre reequilibree de facon dynamique et en temps reel par
rapport aux evenements survenant dans le monde virtuel. Tel que le stipule les auteurs, il
convient de preciser que le gestionnaire de microcellules ne participe pas a la gestion du jeu en
tant que tel. Il joue uniquement un ro^le de regulation et d'equilibrage. Par consequent, dans
l'eventualite ou un probleme concernant ce composant surviendrait, le jeu continuerait tout
de me^me de fonctionner ; seul l'auto-reequilibrage des microcellules serait inhibe (statique).
La migration des microcellules d'un serveur a un autre souleve certains des au niveau
du maintien de la consistence et de la synchronisation. Les auteurs proposent un processus
de relocalisation en deux etapes : la relocalisation et le reroutage. An de mieux illustrer
ce processus, considerons une microcellule C etant transferee d'un serveur SA a SB. La
relocalisation consiste d'abord a creer un replicata de la microcellule C sur SB. Toutefois,
il est possible que des evenements continuent de se produire durant l'intervalle de temps
associe a la relocalisation. Pour palier a ce probleme, SA, qui est toujours responsable de
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la microcellule, continuera de recevoir et traiter les evenements ; il avisera simplement SB
de l'arrivee de ces nouveaux evenements. Une fois la relocalisation completee, SB appliquera
simplement l'ensemble des evenements 6 et sera considere a jour. A ce moment, SB prendra le
relais et le contro^le de C sera transfere de SA a SB. La phase de reroutage consiste a informer
les cellules avoisinantes ainsi que les joueurs situes geographiquement dans le territoire de C
de se reconnecter au nouvel ho^te. Ce processus n'est pas instantane ; il faut par consequent
considerer le fait que les utilisateurs se connecteront graduellement au nouveau serveur SB. Il
faut donc, le temps de la phase de reroutage, que l'ancien serveur SA
7 continue de recevoir les
evenements des joueurs n'ayant pas encore eectue la transition. Toutefois, le contro^leur de
microcellules de SA ne traitera aucun evenement ; il les transmettra pluto^t au contro^leur de
microcellules de SB. A l'inverse, le contro^leur de microcellules de SB, connaissant la liste des
joueurs n'ayant pas eectue la transition, transmettra les messages destines a chacun de ces
joueurs au contro^leur de microcellules de l'ancien serveur SA (qui le transmettra a son tour au
moyen de son contro^leur d'acteurs). Une fois l'ensemble des joueurs migres et l'ensemble des
messages en transit achemines, la phase de reroutage sera consideree completee, terminant
ainsi la migration de la microcellule C. Le serveur SA pourra donc disposer des donnees
relatives a C puisque SB aura pris le relais entierement.
2.3.2 Decoupage base sur la zone d'intere^t
Ahmed et Shirmohammadi (2008) proposent une approche dierente : un modele hybride
dans lequel le territoire global du monde virtuel n'est aucunement decoupe initialement.
Les auteurs font pluto^t appel ici a la notion de zone d'intere^t pour induire un decoupage
dynamique selon la position des joueurs. La zone d'intere^t peut e^tre dierente pour chaque
entite puisque par exemple, dans le contexte d'un jeu, un joueur dans un helicoptere pourrait
voir plus loin qu'un joueur regulier.
Si plusieurs joueurs sont situes a proximite, il est fort possible que leur zone d'intere^t
se chevauche. Les auteurs suggerent de regrouper dynamiquement les joueurs dont la zone
d'intere^t mutuelle se superpose an de former une region delimitee par la position de chacun
de ces joueurs. Pour chaque region ainsi delimitee, selon la premisse que la tres grande ma-
jorite des communications et echanges seront realises au sein de la region delimitee (puisque
cette region englobe la zone d'intere^t et par consequent la zone d'interaction de l'ensemble des
joueurs la composant), les auteurs proposent d'integrer un modele de communication pair-a-
pair au sein de ladite zone. Les joueurs pourraient donc negocier entre eux les evenements,
6. En realite, l'ensemble des evenements a appliquer constitue la dierence (ou delta) entre l'etat recu de
SA et l'etat actuel.
7. Au moyen de son contro^leur d'acteurs qui redirige ensuite les reque^tes au contro^leur de microcellules
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reduisant ainsi la charge serveur. Un membre elu serait alors responsable de notier le serveur
central des changements d'etats.
Figure 2.4 Region delimitee par des joueurs dont la zone d'intere^t se chevauche
Ainsi, pour l'ensemble des joueurs presents au sein du jeu, le serveur central generera
un ensemble d'enveloppes convexes mettant en commun les dierents joueurs dont la zone
d'intere^t se recoupe. La gure 2.4 illustre cette approche pour six joueurs au sein d'un monde
virtuel, P1 a P6. Dans cette gure, puisque les zones d'intere^t pour les joueurs P1 a P5 se
recoupent, une enveloppe convexe englobant tous ces joueurs est formee. Les interactions entre
ces joueurs seront donc negociees en mode pair-a-pair et un noeud sera choisi pour rapporter
les changement d'etat concernant les membres de l'enveloppe au serveur, economisant ainsi
les ressources.
Pour chaque enveloppe convexe generee, les joueurs (noeuds) situes sur la bordure auront
la responsabilite de reajuster la frontiere selon leurs deplacements. Toutefois, la generation
d'une enveloppe demande une grande quantite de ressources. Pour eviter un trop grand
nombre de recalculs si les joueurs ne se deplacent que sur de courtes distances, les auteurs
proposent l'utilisation d'une marge de securite (safety-edge space) qui \elargit" legerement
la bordure. Ainsi, pour chaque joueur, un recalcul de l'enveloppe convexe ne sera necessaire
que si le joueur en question traverse completement la bordure. A cette restriction, les auteurs
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ajoutent egalement un intervalle temporel minimal (time-span) qui empe^che les recalculs trop
frequents.
Considerant que la latence inuence grandement la qualite d'un jeu multijoueurs et que
les connexions pair-a-pair sont plus a risque d'en subir les impacts, les auteurs proposent un
algorithme min-max permettant d'obtenir une congurtion qui minimise la latence maximale
an d'optimiser l'organisation de la couche pair-a-pair au sein de chaque zone (enveloppe
convexe).
2.3.3 Hydra
Chan et al. (2007) presentent une architecture hybride de jeux MMORPG qui vise a
abstraire completement la composante pair-a-pair et a exposer les services reseau en simulant
le modele traditionnel. Hydra fonctionne selon un modele de decoupage base sur les regions
physiques du jeu. Un serveur donne (appele simulateur) est responsable de chacune des
regions et recoit en continu des messages de la part des clients. Chaque message possede un
\timbre temporel" (timestamp) exprime en unite discretes (tick) de temps du jeu. An de
garantir un etat du jeu coherent, chaque simulateur Hydra doit implementer trois principes
fondamentaux :
1. Mise en pause du simulateur. Le simulateur, qui execute en continu une boucle de
traitement des messages, traitera tous les messages dont le timbre temporel est inferieur
au timbre temporel actuel. Les messages recus dont le timbre temporel est superieur au
timbre temporel actuel sont places en attente, ce qui peut provoquer la mise en pause
du simulateur.
2. Determinisme de simulation. L'ordre temporel est coherent, ce qui implique que
tout message transmis par le simulateur sera transmis immediatement apres le trai-
tement en lot de tous les messages a traiter, et sera coherent avec le nouvel etat du
simulateur.
3. Interface de sauvegarde/restauration. Cette exigence assure que l'etat exact du
simulateur peut e^tre restaure a un instant donne en cas de panne.
L'etat de chacune des regions du territoire global est encapsule au sein de composants
appeles \tranches" (slices), qui sont gerees par un serveur Hydra (un serveur peut gerer
plusieurs tranches). L'architecture inclut egalement un noeud de rendez-vous qui permet aux
noeuds de reperer les tranches correspondant a leur position actuelle an de s'y connecter.
L'abstraction du reseau pair-a-pair est realisee par l'ajout d'un composant supplementaire,
le proxy client. Ce composant joue le ro^le de mediateur entre le client et les infrastructures
reseau de gestion (tranches). Les clients (noeuds joueurs) transmettent et recoivent leurs
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messages uniquement a partir du proxy, ce qui permet de simuler le paradigme client-serveur
existant. An de garantir un niveau de abilite accru, deux types de tranches sont denies :
Tranche primaire (primary slice). Cette entite est responsable de la gestion des mes-
sages et de la mise a jour du timbre temporel au sein de la tranche. Les messages recus
ainsi que timbre temporel actuel sont automatiquement retransmis aux tranches de
sauvegarde correspondantes.
Tranche de sauvegarde (backup slice). Cette entite maintient une copie de sauvegarde
de l'etat du jeu. Elle recoit les messages a la fois du proxy client et de la tranche
principale. Elle peut alors detecter si une deconnexion ou une perturbation a eu lieu et
maintenir un etat coherent, synchronise avec la tranche principale. Elle ne maintient
pas a jour automatiquement son timbre temporel : elle utilise uniquement le timbre
recu de la tranche principale.
Une region donnee est associee a une tranche principale et peut e^tre associee a un nombre
arbitraire de tranches de sauvegarde selon la abilite voulue. Gra^ce a ce mecanisme, la
recuperation en cas de defaillance est possible. Ainsi, advenant l'echec d'une tranche (detecte
par un depassement de temps (timeout)), cette derniere peut automatiquement e^tre recons-
truite a partir de l'etat synchronise d'une autre tranche. Dans le cas de l'echec d'une tranche
primaire, une nouvelle tranche primaire est simplement selectionnee parmi les tranches de
sauvegarde au moyen un protocole d'election.
2.3.4 Micro-architectures pair-a-pair
Knutsson et al. (2004) presentent une architecture hybride de gestion de jeux MMOG.
Cette architecture integre une composante peer-to-peer pour assigner les ta^ches de micro-
gestion aux joueurs eux-me^mes, ainsi qu'un serveur centralise pour realiser les ta^ches de
gestion (facturation, persistence des prols des joueurs) et l'organisation des micro-reseaux
pair-a-pair. Cela permet ainsi a l'operateur de deleguer certaines ta^ches qui consomment
beaucoup de ressources sans toutefois perdre le contro^le sur le jeu.
Les auteurs denissent les classes de gestion suivantes :
Gestion l'etat des joueurs. La gestion de l'etat des joueurs traite de tout ce qui a trait
aux actions eectuees par les joueurs eux-me^mes (deplacements, echanges, discussions,
etc.). Les interactions s'eectuent generalement entre les joueurs concernes (unicast).
Certaines actions peuvent cependant concerner plusieurs joueurs, tel que la mise a jour
de la position (deplacement d'un joueur) ; dans un tel cas, les messages sont diuses
a tous les joueurs avoisinants (multicast), selon un intervalle de temps donne. Bien
que la garantie de livraison des messages multicasts ne soit pas assuree, la perte de
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certains messages est mitigee par le fait qu'un message subsequent viendra \corriger"
la situation. La diusion des messages multicasts utilise l'infrastructure Scribe.
Gestion des objets. Un objet refere a toute entite du jeu avec laquelle un joueur peut
entrer en interaction. La gestion des objets est realisee avec l'infrastructure Pastry.
Chaque objet (possedant un identicateur donne) est assigne a un coordonateur, qui
est le joueur dont l'identicateur est le plus pres 8. Lorsqu'un noeud interagit avec un
objet, il passe par son coordonateur. Ce dernier resoud egalement les conits, advenant
le cas un objet serait mis a jour simultanement par plus d'un joueur.
En ce qui concerne la carte geographique du jeu et tous les element multimedias (sons,
modeles, textures, etc.), les auteurs supposent que ces derniers feront partie de l'installation
de base du jeu et ne seront pas transferes dynamiquement.
Dans l'implementation proposee et realisee par les auteurs, ces derniers proposent d'uti-
liser Pastry pour associer chacune des regions du jeu a un joueur donne qui deviendra le
coordonateur de cette region. La probabilite que le coordonateur ne soit pas situe dans la
region attitree est tres elevee, ce qui peut reduire considerablement la propension a tricher.
Pour ns de simplication, tous les objets presents dans ladite region seront egalement sous
le contro^le du me^me coordonateur. Neanmoins, les auteurs mentionnenent qu'il pourrait e^tre
possible d'assigner des identicateurs Pastry distincts aux objets an de les assigner a des
coordonateurs dierents si la charge devenait trop lourde.
Certains problemes de perte de donnees peuvent survenir puisque la abilite des noeuds
est moindre que celle de serveurs dedies. Toutefois, les auteurs supposent que le taux de
defaillance sera considerablement reduit par certains facteurs tels que (1) l'independance
de la repartition logique des noeuds au sein de Pastry par rapport a leur reelle repartition
geographique et (2) les capacites de recuperation en cas de defaillance de Pastry qui feront en
sorte qu'un message arrivera avec une grande probabilite a sa destination me^me si plusieurs
noeuds sont brusquement deconnectes.
Un probleme potentiel concerne l'eventualite ou le coordonateur d'une region donnee su-
birait une defaillance, puisque ce dernier est responsable de la gestion centralisee de la region
au complet. Pour mitiger ce probleme, les auteurs suggerent l'ajout d'un second coordonateur
(ou de n coordonateurs supplementaires selon la abilite voulue). Le coordonateur-replique
contiendra et maintiendra a jour l'etat complet de la region et tous ses objets. Ce ro^le sera
attribue au second joueur dont l'identicateur sera le plus pres numeriquement (selon Pastry)
de l'identicateur de la region. Les auteurs discutent de trois scenarios possibles :
1. Le coordonateur subit une defaillance. Les messages destines au coordonateur
seront automatiquement achemines au coordonateur-replique puisque ce dernier est
8. En termes de distance numerique selon Pastry
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maintenant le noeud dont l'identicateur est situe le plus pres numeriquement de l'iden-
ticateur de la region. Le coordonateur-replique se retrouve donc informe qu'il doit
prendre la releve. Un nouveau coordonateur-replique est alors choisi selon le principe
mentionne precedemment.
2. Un nouveau noeud devient un coordonateur. Cette situation peut se produire si
un nouveau noeud rejoignant le reseau Pastry possede un identicateur numerique plus
pres de l'identicateur de la region par rapport a l'identicateur numerique du coordo-
nateur actuel ; an de preserver le principe de routage base sur la distance de Pastry, le
coordonateur actuel doit transferer son ro^le au nouveau noeud. Le coordonateur actuel
devient le coordonateur-replique et le coordonateur-replique actuel perd son ro^le.
3. Un nouveau noeud devient un coordonateur-replique. Cette situation peut
se produire si un nouveau noeud rejoignant le reseau Pastry possede un identica-
teur numerique plus pres de l'identicateur de la region par rapport a l'identicateur
numerique du coordonateur-replique actuel (sans toutefois e^tre susament pres pour
devenir coordonateur). Le coordonateur-replique actuel perd alors son ro^le.
Un probleme important subsiste toutefois en utilisant cette approche : la possibilite de
perte de consistence advenant la perte du coordonateur et des coordonateurs repliques. Cette
situation pourrait se produire si plusieurs defaillances successives font en sorte que tous les
noeuds associes a la gestion d'une region donnee subissent une deconnexion sans avoir le temps
de passer le contro^le a d'autres noeuds Pastry. Cette situation est toutefois extre^mment rare,
mais des simulations eectuees ont demontre qu'elle demeure toutefois possible et qu'il est
important d'envisager des solutions pour y remedier. Une solution proposee par les auteurs
consiste a faire en sorte que le serveur central soit implique dans la selection des coordonateurs
et puisse prendre en charge les joueurs advenant un tel scenario, me^me si cela pourrait reduire
les performances du reseau pair-a-pair \autosusant" de Pastry.
2.3.5 MOPAR
Mopar est une architecture de jeux MMOG entierement pair-a-pair proposee par Yu et
Vuong (2005). Elle utilise simultanement les modeles pair-a-pair structure (tables de hachage
distribuees) et non-structure. Le monde virtuel est initialement decoupe en regions hexago-
nales de taille constante. Il n'y a aucun serveur central ; le jeu est gere uniquement par les
noeuds-joueurs. Les auteurs denissent trois ro^les possibles pour chacun des noeuds :
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Noeud domicile (home node)
Un noeud domicile est assigne a chaque region hexagonale, selon un reseau pair-a-pair
structure utilisant Pastry. Le noeud domicile est le noeud dont l'identicateur numerique
est le plus pres numeriquement de l'identicateur d'une region donnee. De ce fait, un noeud
domicile pourrait e^tre assigne a plusieurs regions dierentes. Ce noeud a pour fonction de
conserver et maintenir a jour le noeud ma^tre associe a chacune des regions attitrees a ce
noeud.
Puisque l'assignation du noeud domicile est basee sur une repartition logique (Pastry) et
est independante de la position physique du noeud dans le monde virtuel, la probabilite que
le noeud soit physiquement situe dans sa region attitree est tres faible. Une consequence du
fonctionnement de Pastry est qu'un nouveau noeud joignant le monde virtuel pourrait a tout
moment remplacer un noeud domicile existant si son identicateur numerique se rapproche
davantage de l'identicateur d'une region donnee.
Les auteurs prevoient egalement la mise en place possible d'un mecanisme de redondance.
Ce mecanisme consiste a conserver un nombre donne k (constant) de noeuds domicile secon-
daires qui contiennent les me^mes informations que le noeud domicile principal. Ces noeuds
secondaires sont les k noeuds dont les identicateurs sont les plus pres numeriquement de
l'identicateur de la region, et seront utilises en cas de defaillance du noeud domicile princi-
pal. Ce mecanisme peut diminuer signicativement le risque d'incoherence par isolation dans
le monde virtuel.
Noeud ma^tre (master node)
Chaque region possede un noeud ma^tre qui est un des noeuds presentement situes dans
la region. Ce noeud est responsable de la gestion de la region. Il gere l'arrivee et le depart
de noeuds. Il peut predire le deplacement des autres noeuds puisqu'il connait la fonction de
deplacement de chacun des noeuds. Il est egalement relie a tous les autres noeuds ma^tres
des regions avoisinantes, ce qui permet de faciliter les transferts entre regions et de gerer les
zones d'intere^t chevauchant plusiers regions.
Lorsqu'un noeud joint une region qui ne contient pas de noeud ma^tre, ce dernier devient
automatiquement le noeud ma^tre. Si noeud ma^tre quitte une region donnee, il delegue la
responsabilite a un des noeuds esclaves et avise le noeud domicile an que ce dernier puisse
mettre a jour ses enregistrements.
26
Noeud esclave (slave node)
Chaque noeud rejoignant une region donnee du monde virtuel qui possede deja un noeud
ma^tre devient un noeud esclave. Le nouveau noeud recoit du noeud ma^tre la liste des
autres noeuds presentement situes dans sa zone d'intere^t 9. Les echanges entre noeuds dans
une me^me zone d'intere^t sont realises de facon pair-a-pair, sans l'intermediaire du noeud
ma^tre 10.
Le deplacement des noeuds suit une fonction donnee qui permet de predire la position du
noeud a un instant donne. Puisque le noeud ma^tre conna^t la fonction de deplacement des
noeuds esclaves, ces derniers n'ont pas besoin d'aviser a chaque changement de position. Ils
transmettent au noeud ma^tre uniquement les changements a la fonction de deplacement.
9. Par souci de simplication, les auteurs assument que la zone d'intere^t de chaque noeud est de taille
constante.
10. L'article ne precise pas de details supplementaires concernant l'organisation de ce sous-reseau pair-a-
pair non-structure.
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Chapitre 3
ARCHITECTURE P2P PROPOSEE
Tel que vu precedemment, plusieurs architectures ont ete proposees pour ameliorer la
performance et optimiser la repartition de la charge au sein de jeux massivement multi-
joueurs en ligne. Cependant, aucune des approches de repartition geographique presentees
precedemment ne permet d'ajuster dynamiquement la taille des zones pour s'adapter en
temps reel au ot des joueurs.
L'architecture proposee dans ce travail peut e^tre qualiee de hybride puisqu'il y a presence
d'un serveur central pour coordonner a haut niveau le fonctionnement de la sous-couche
peer-to-peer. L'objectif du projet est de proposer une architecture pair-a-pair permettant de
prendre en charge un nombre signicatif de joueurs au sein d'un me^me univers virtuel tout
en s'assurant que la qualite de jeu ne soit pas aectee par ce mode operatoire.
3.1 Hypotheses
An d'ameliorer la comprehension et la concision, nous denissons ici certaines hypotheses
qui permettront de simplier certains aspects du modele propose.
3.1.1 Territoire de jeu
Nous supposons que le territoire de jeu possede une forme rectangulaire. Il pourrait
e^tre possible sans beaucoup d'eorts d'appliquer notre modele a des territiores de d'aspects
dierents ou plus complexes puisque toute surface geometrique peut se diviser en un ensemble
de primitives (triangles). Toutefois, a notre sens, cela n'apporterait pas beaucoup de valeur
ajoutee au travail pour la complexite generee.
Mentionnons egalement que le territoire du jeu ne permet pas de se deplacer d'une
extremite a l'autre (ie. la supercie du jeu n'est pas \spherique"). Par exemple, un joueur
situe a l'extremite droite qui souhaite aller a l'extremite gauche doit traverser le territoire de
droite a gauche ; il ne peut pas aller vers la droite pour reappara^tre a gauche. Cette simpli-
cation induira une concentration de joueurs un peu plus importante vers le centre puisque les
joueurs devront passer par la pour aller d'une extremite a l'autre. Cependant, dans nos si-
mulations, nous modelisons deja des zones de repartition inegale a l'aide des regions d'intere^t
28
qui seront explicitees a la section 3.2. Par consequent, nous pensons que cette simplication
est parfaitement acceptable.
Une autre hypothese est que toutes les zones ont le me^me cou^t de gestion par unite d'aire.
Normalement, dans le cadre d'un vrai jeu, on pourrait s'attendre a ce que certaines zones
contenant plus d'elements de jeu aient un cou^t de maintenance plus eleve et inversement.
Dans notre modele, nous proposons d'uniformiser ces cou^ts puisque modeliser des cou^ts non-
uniformes demanderait une part signicative de parametres supplementaires a integrer pour
peu de valeur ajoutee.
3.1.2 Noeuds joueurs
Nous supposons que les joueurs se deplacent selon le modele Hotspots Random Waypoint.
Ce modele, qui sera decrit a la section 3.2, admet uniquement des deplacements et des temps
de pauses aleatoires en prenant en compte les regions d'intere^ts, ce qui simplie beaucoup le
comportement reel de joueurs qui peuvent normalement eectuer beaucoup d'actions autres
en cours de jeu. Modeliser ces actions n'est toutefois pas essentiel a notre modele.
Nous supposons egalement que les noeuds joueurs conservent la me^me capacite de charge
assignee initialement et que les valeurs de latence entre les paires de noeuds ne changent pas
au l de la simulation. Cette simplication simplie beaucoup l'expression mathematique et
la validation du modele.
3.1.3 Rebalancement
Nous supposons un temps de rebalancement nul. Les rebalancements des zones au sein
de la sous-couche pair-a-pair s'eectuent de facon instantanee. Normalement, il faudrait
considerer un temps de releve pour tous les noeuds concernes, mais nous en faisons abs-
traction dans notre modele par souci de simplication.
Nous assumons que les deconnexions des noeuds joueurs sont \souples" et non \dures",
ce qui implique que nous considerons que les noeuds joueurs peuvent transmettre leur etat
avant de quitter. La prise en charge de deconnexions dures aurait demande d'implementer des
mecanismes de redondance et de recouvrement en cas d'erreur, ce qui est hors de la portee
de ce travail.
3.2 Joueurs et mobilite
Les jeux massivement multijoueurs en ligne prennent en charge une tres grande quantite
de joueurs au sein d'un me^me univers virtuel. An d'acro^tre le realisme, il est important de
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modeliser correctement le comportement typique d'un joueur, puisque ce comportement sera
simule en milliers d'exemplaires.
3.2.1 Mobilite
La mobilite d'un noeud est souvent modelisee gra^ce au patron de mobilite Random Way-
point Ariyakhajorn et al. (2006), notamment au sein des reseaux mobiles ad-hoc (MANET).
Ce patron sert a modeliser un schema de mobilite possible pour le noeud. L'algorithme 1
illustre son mode de fonctionnement. Les parametres a considerer sont decrits au tableau 3.1.
Algorithme 1 (Fonctionnement du modele Random Waypoint)
1. Selectionner un point de destination aleatoire et se deplacer vers ce point a une vitesse
constante choisie aleatoirement (distribution uniforme)
2. Eectuer une pause d'une duree aleatoire (distribution uniforme)
3. Retourner a l'etape 1
Figure 3.1 Fonctionnement du modele Random Waypoint
Tableau 3.1 Parametres du modele Random Waypoint
Parametre Description
A Extremites de l'univers (xmin, xmax, ymin, ymax)
vmin Vitesse minimale pour la generation de action aleatoires
vmax Vitesse maximale pour la generation de action aleatoires
pmin Temps de pause minimal suivant chaque action de deplacement
pmax Temps de pause maximal suivant chaque action de deplacement
Il a ete pense d'adopter ce patron de mobilite dans le contexte de jeux massivement
multijoueurs en ligne. Cependant, puisque les points de destination des joueurs sont choisis
aleatoirement, il y aura une distribution a peu pres constante de joueurs sur tout le ter-
ritoire. La densite sera toutefois legerement plus elevee vers le centre, puisque le modele
propose prend en compte une surface de territoire planaire et non spherique ; les joueurs ne
peuvent pas traverser d'un co^te a l'autre du territoire par les extremites, tel que stipule a
la section 3.1. Dans la realite, la densite de joueurs est inegale puisqu'il y a des regions qui
suscitent plus d'intere^t que d'autres. Par exemple, une region associee a un \village" virtuel
pourrait avoir beaucoup plus de joueurs qu'une region desertique. Van Den Bossche et al.
(2009) proposent un modele de mobilite admettant des densites de joueurs plus elevees dans
certains endroits cles du jeu appeles \Hotspots". Ce modele de mobilite constitue une exten-
sion du modele de mobilite Random Waypoint. Pour ns de simplication, on considere un
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nombre donne de regions circulaires (regions d'intere^t ou Hotspot) qui auront une probabi-
lite signicativement plus elevee d'attirer les joueurs. Les regions d'intere^t sont situees a des
emplacements generes aleatoirement et possedent un rayon egalement genere aleatoirement,
le tout selon une distribution uniforme. Deux categories de regions d'intere^t sont denies :
Statiques : ces regions d'intere^t sont xes et demeurent en vigueur tout le long de la duree
de la simulation. Ces regions peuvent modeliser des villages, que^tes, etc.
Dynamiques : ces regions d'intere^t apparaissent, demeurent en vigueur pour un temps
donne et disparaissent aleatoirement. Ces dernieres peuvent permettre de simuler des
evenements speciaux attirant beaucoup de joueurs pour un laps donne.
Les parametres propres a chacune des regions d'intere^t sont denis au tableau 3.2. Lors-
qu'un noeud termine une action du mouvement (deplacement suivi du temps de pause), ce
dernier genere une autre action. Avec l'utilisation du modele Hotspot Random Waypoint, le
choix du point de destination est biaise de maniere a avoir une probabilite de se retrouver
a l'interieur de l'une des regions d'intere^t denies. Le parametre de poids (weight) propre
aux regions d'intere^t sert a determiner la ponderation de cette region par rapport aux autres
regions. Cela sert a introduire une gradation pour indiquer que certaines regions pourraient
e^tre plus importantes que d'autres. Il y a egalement un poids WoutsideHotspot qui represente
la ponderation selon laquelle la prochaine destination ne sera pas situee dans aucune region
d'intere^t ; il s'agit d'un point aleatoire sur la carte (a la maniere du modele Random Way-
point).
Tableau 3.2 Parametres propres aux regions d'intere^t
Parametre Description
Pi Position dans l'univers virtuel
ri Rayon de la region circulaire
Wi Poids relatif qui inuence la probabilite que cette region d'intere^t soit
selectionnee lors de deplacements
tei Moment ou cette region d'intere^t entrera en vigueur
tdi Moment ou cette region d'intere^t cessera d'e^tre en vigueur
Lorsqu'un noeud termine un deplacement a l'interieur d'une zone d'intere^t, il y a une
forte probabilite (pstayInsideHotspot) que le noeud choisisse un prochain point de destination
situe a l'interieur de cette me^me zone. Cela modelise le fait qu'un joueur peut vouloir rester
plus longtemps a l'interieur de la region d'intere^t, tout en se deplacant vers un autre point
situe dans cette me^me region. L'algorithme 2 modelise le modele Hotspot Random Waypoint
implemente.
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Algorithme 2 (Fonctionnement du modele Hotspot Random Waypoint)
1. Si le noeud est dans une region d'intere^t
(a) Si le noeud demeure dans la region d'intere^t (determine aleatoirement selon la
probabilite PstayInsideHotspot)
i. Generer un point de destination aleatoire dans la region d'intere^t
(b) Sinon (le noeud ne demeure pas dans la region d'intere^t)
i. Aller a l'etape 2a
2. Sinon (si le noeud n'est pas dans une region d'intere^t)
(a) Determiner le poids total (le poids de l'ensemble des regions d'intere^t et le poids
associe a la selection d'un point exterieur) :
Wtotal = W1 +W2 +W3 + : : :+Wn +WoutsideHotspot
(b) Selectionner aleatoirement une region d'intere^t ou aucune region (point aleatoire).
Pour toute region i de poids Wi, la probabilite de selection est Wi=Wtotal. La pro-
babilite de ne choisir aucune region est WoutsideHotspot=Wtotal.
(c) Si Si une region d'intere^t a ete selectionnee
i. Generer un point de destination aleatoire dans la region d'intere^t choisie
(d) Sinon (point exterieur)
i. Generer un point de destination aleatoire dans l'univers virtuel
3. Se deplacer a une vitesse constante aleatoire (distribution uniforme) en direction du
point de destination determine
4. Eectuer une pause d'une duree aleatoire (distribution uniforme)
5. Retourner a l'etape 1
Figure 3.2 Fonctionnement du modele Hotspot Random Waypoint
3.2.2 Connectivite
Bien que les jeux massivement multijoueurs en ligne soient passionnants, les joueurs ne
jouent pas en continu. Un joueur joue typiquement quelques heures, se deconnecte pour un
laps donne et reprend eventuellement le jeu. Le but du projet n'est pas de modeliser de facon
exacte le patron de connectivite de tels joueurs, mais bien de prendre en compte une certaine
variation dans le temps. Une etude (Tarng et al. (2008)) a analyse dierentes metriques de
jeu aupres de 34 524 joueurs du jeu World of Warcraft (le plus populaire) sur une periode de
deux ans. Les auteurs ont notamment tire une modelisation decrivant le nombre moyen de
joueurs connectes en fonction de l'heure du jour. On constate un nombre de joueurs au plus
bas durant les heures matinales (de 6h a 12h), qui augmente lentement durant l'apres-midi et
cro^t rapidement en soiree, pour atteindre son plafond autour de 22h. Par la suite, le nombre
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de joueurs decroit au long de la nuit pour retourner a son minimum vers 6h. Sans chercher
a reproduire de facon exacte ce schema, il peut e^tre interessant de s'en inspirer pour voir
dans quelle mesure l'algorithme propose peut s'adapter aux connections / deconnections de
joueurs.
La connectivite s'exprime comme un ajout au modele de mobilite. L'extension apportee se
situe au niveau de la generation d'actions de mouvement pour le noeud. Deux types d'actions
deviennent possibles : une action de deplacement (deplacement typique d'un noeud selon le
modele [Hotspot] Random Waypoint) ou une action de deconnexion selon laquelle le noeud
\quitte" le jeu pour une periode donnee. Ainsi, lorsqu'une nouvelle action est generee, le
noeud a une probabilite Pd de generer une action de deconnexion et une probabilite 1 Pd de
generer une action de deplacement standard. Cette probabilite est modulee par un facteur de
ponderation selon l'heure du jour (W id ou i 2 [0; 23]). La duree de la periode de deconnexion
est choisie aleatoirement selon une distribution normale de moyenne d et d'ecart type d.
Le tableau 3.3 resume les parametres des actions de deconnexion.
Tableau 3.3 Parametres des actions de deconnexion
Parametre Description
d Duree moyenne durant laquelle un joueur reste deconnecte
d Ecart type de la duree durant laquelle un joueur reste deconnecte
Pd Probabilite de generation d'une action de deconnexion
W id Facteur modulant la probabilite de deconnexion selon l'heure du jour i
A l'etat initial, tous les joueurs sont deconnectes, c'est-a-dire que la premiere action est
obligatoirement une action de deconnexion (dont la duree sera variable pour chaque joueur).
Les actions subsequentes sont aleatoires.
3.2.3 Capacite de charge et latence
Puisqu'il s'agit d'une architecture pair-a-pair, tout noeud joueur participant pourrait e^tre
appele a jouer un ro^le de serveur. Vu la grande diversite au niveau des capacites oertes par les
machines clientes des joueurs (CPU, RAM, reseau), il convient de proposer une modelisation
qui prend en compte ces variations. Pour exposer cette modelisation, chaque joueur se voit
attribuer une capacite de charge, Cmax , qui est la charge maximale que peut supporter ce
joueur si ce dernier agit en tant que serveur. Par convention, on suppose que tant et aussi
longtemps que la charge actuelle demeure en-dessous de la capacite de charge, il n'y aura
aucune degradation de performance.
De plus, de par la nature internationale de tels jeux, des joueurs provenant de dierents
lieux geographiques peuvent se retrouver a jouer ensemble, simultanement. Le delai de latence
33
entre les dierents joueurs (communement refere sous l'appelation ping) est une metrique qui
sera egalement consideree lors de l'optimisation.
3.3 Modele de repartition
Le modele de repartition pair-a-pair repose sur une repartition geographique. Cela signie
que le territoire global du jeu doit e^tre subdivise en un nombre donne de regions distinctes,
qui seront ici appelees zones. Tel que decrit a la section 3.1, nous assumons que le territoire de
jeu possede une forme rectangulaire. L'implementation de la sous-couche pair-a-pair propose
d'assigner la responsabilite de chaque zone a un noeud joueur. Le noeud deviendra alors
responsable de gerer l'ensemble des activites des autres joueurs situes dans cette zone et
l'ensemble des evenements externes qui peuvent alterer l'etat de la zone. Ces evenements
peuvent inclure, par exemple :
{ la generation de nouvelles unites ennemies a combattre ;
{ la modication du paysage ;
{ l'apparition d'objets speciaux.
Le noeud serveur rapporte periodiquement au serveur central les modications apportees
a l'etat des joueurs et a l'etat de la zone. Le fait de ceder la gestion de la zone a un noeud
externe permettra de reduire la charge imposee au serveur pour la gestion de cette zone. Ce
dernier n'aura plus a gerer de facon microscopique les activites des joueurs et les evenements
de la zone ; il ne fera que recevoir de temps a autres des mises a jour sur les dierences entre
l'etat precedent et l'etat actuel. En obtenant un decoupage de l'ensemble du territoire du jeu,
il est possible d'assigner chaque parcelle distincte du territoire a un noeud-joueur donne. Le
serveur central n'aura donc comme ro^le que de coordonner chaque microserveur et de mettre
a jour la base de donnees de l'etat du jeu et des prols joueurs sur reception des mises a jour
des dierents coordonateurs.
Tel que vu au chapitre precedent, la plupart des modeles classiques de repartition geogra-
phique fonctionnent selon un decoupage en zones predeterminees (Assiotis et Tzanov (2006),
De Vleeschauwer et al. (2005), Van Den Bossche et al. (2006)). Pour mieux tirer parti de ces
modeles, il faut prevoir a l'avance la repartition globale de la charge de traitement requise
au sein des dierentes regions du jeu. Notre modele propose pluto^t d'eectuer un decoupage
geographique totalement dynamique pouvant e^tre capable de se recongurer automatique-
ment pour s'adapter aux variations de la charge en cours de partie. Pour ce faire, des zones
de forme triangulaire seront utilisees. En termes geometriques, la subdivision du territoire
global en zones triangulaires revient donc a eectuer une tesselisation d'une surface (bidi-
mensionnelle).
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Figure 3.3 Exemple de decomposition de la surface de jeu en zones triangulaires
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Tel que vu au chapitre precedent, plusieurs modeles a base de gures geometriques hexa-
gonales (inspires des reseaux de telephonie cellulaire) ont ete decrits dans la littearture. La
forme hexagonale a pour avantage de se rapprocher de la forme d'un cercle, garantissant ainsi
une geometrie symetrique tout en permettant un agencement sans chevauchement (ie. il est
possible de trouver un agencement tel que pour tout point P du plan, P ne sera contenu
que dans une et une seule zone hexagonale). L'inconvenient majeur de la forme hexagonale
est qu'il n'est pas possible de redimensionner aisement certaines regions. Pour obtenir des
regions de taille variable, il faut alterer toutes les regions, sinon la propriete de tesselisation
sans chevauchement n'est pas respectee.
Le modele en zones triangulaires, inspire des principes de tesselisation de modeles virtuels,
a ete retenu puisqu'il s'agit de la primitive geometrique qui ore le plus de exibilite quant a
l'agencement. En eet, non seulement il est possible de subdiviser une surface en une multi-
tude d'agencements a base de triangle, mais en plus il est possible de modier l'agencement
localement (ie. pour une seule zone) sans qu'il n'y aie de repercussions sur les autres zones 1.
Chaque parcelle du jeu est associee a une zone triangulaire de forme variable. La taille de
chacune des zones depend de plusieurs facteurs (notamment du nombre de joueurs presents)
qui seront discutes plus en details dans les sections 4.2 et 3.5. Chaque zone est assignee a
un noeud serveur donne. Chaque noeud responsable d'une zone donnee rapporte au serveur
central sur une base reguliere les modications a l'etat des joueurs et a l'etat de la zone.
L'intervalle de propagation, denote Bi (\broadcast interval"), sera discute plus en details a
la section suivante. Lorsqu'un noeud joueur ne peut plus assurer la maintenance d'une zone
donnee, le serveur central designe un autre noeud pour en prendre charge.
La disposition en zones triangulaires est tres exible dans le but d'assurer un agencement
permettant de s'adapter le plus delement possible aux conditions de jeu. Toutefois, une
contrainte fondamentale doit e^tre respectee en tout temps : l'agencement de triangles doit
couvrir l'entierete du territoire de jeu sans qu'il n'y aie aucun chevauchement. La section 3.5
presentera les dierents mecanismes possibles pour alterer l'agencement.
3.4 Evaluation de la charge
An d'assurer la stabilite de la sous-couche pair-a-pair et de garantir des performances
optimales a tous les joueurs malgre l'utilisation d'une telle topologie architecturale, le serveur
central doit continuellement superviser l'etat du jeu. Pour ce faire, le serveur eectue a
chaque seconde une evaluation du cou^t de chaque zone triangulaire et calcule la charge
1. Il pourrait me^me e^tre possible de subdiviser une surface de jeu non-rectangulaire puisque n'importe
quelle forme geometrique peut se decouper en un ensemble de triangles.
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correspondante imposee sur le noeud serveur an de determiner si cette derniere est adequate.
Le cas echeant, des mesures de rebalancement seront appliquees. La formule d'evaluation de
cou^t prend en charge plusieurs parametres qui seront decrits dans les sections qui suivent.
3.4.1 Maintenance des joueurs
Chaque joueur est domicilie dans une seule zone. Le noeud serveur de cette zone est
entierement responsable de la gestion du joueur. Cependant, il peut arriver que la zone
d'intere^t du joueur recoupe une (ou plusieurs) autres zones. Dans le but d'eviter les conits
de synchronisation, la connexion multiple d'un noeud a plus d'un serveur de zone n'est pas
autorisee. Il est necessaire de mettre en oeuvre un mecanisme de relais en conditions frontieres.
Notre modele propose trois classes de joueurs :
Joueur domicile : tout joueur J ayant une appartenance a une zone Z est dit joueur
domicile de cette zone. Cette zone est la zone primaire du joueur J .
Joueur visiteur : tout joueur J dont la zone d'intere^t chevauche une zone Z mais qui est
toutefois domicilie dans une autre zone est dit joueur visiteur de la zone Z. Cette zone
est une zone secondaire du joueur J . Notons que plus d'une zone secondaire peuvent
e^tre associees a un joueur donne.
Joueur relais : tout joueur domicile J ayant une appartenance a une zone Z, dont la zone
d'intere^t recoupe une ou plusieurs autres zones Zi est dit joueur relais pour ces autres
zones Zi.
Le principe de relais fonctionne comme suit. Supposons un joueur J situe dans une zone
Zp ayant pour noeud serveur SP dont la zone d'intere^t chevauche les zones Z1 et Z2, respec-
tivement gerees par les noeuds S1 et S2. Pour tout evenement dont la portee ne depasse pas
la region delimitee par Zp, SP assura le traitement via des echanges avec le noeud joueur
J . Pour tout evenement concernant Z1, le joueur J ne communiquera avec S1 que via son
serveur SP . Autrement dit, SP agit comme agent ou relais aupres de S1. Si le serveur S1
desire transmettre un message concernant le joueur J , il le fera egalement via son agent SP .
Il en va de me^me pour S2. Evidemment, si le joueur J continue sa traversee de sorte qu'il soit
maintenant situe dans S1, le serveur precedent SP transferera le contro^le de J a S1. Si la zone
d'intere^t de J continue de chevaucher la zone ZP , S1 agira en tant qu'agent. Nous supposons
que les serveurs de zones maintiennent des connexions aux serveurs des zones avoisinantes
puisque le mecanisme de relais sera frequemment utilise.
La gure 3.4 illustre un exemple de situation avec des joueurs domicile, visiteurs et relais.
Cette gure illustre les joueurs 1 a 5 et les zones A, B, C, D, E. Supposons que ces zones
sont gerees respectivement par les noeuds serveurs SA, SB, SC , SD, SE. Dans cette situation,
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les joueurs 1, 2, 3 et 4 sont des joueurs domiciles du serveur SA. Parmi ces derniers, le joueur
1 est egalement un joueur visiteur de la zone B ; toute communication avec SB s'eectue via
son agent SA uniquement. Il est donc joueur relais pour la zone B puisque l'etablissement
d'un relais est necessaire pour que le joueur 1 puisse interagir avec SB. Finalement, le joueur
5 est un joueur domicile de la zone B. Il est egalement un joueur visiteur des zones A, C et
D et un joueur-relais pour ces me^mes zones puisque SB doit gerer les communications avec
SA, SC et SD pour le joueur 5.
Figure 3.4 Exemple de localisation de joueurs au sein de zones triangulaires
Un poids est associe a la maintenance de chaque joueur par une zone donnee. Le tableau
3.4 detaille les parametres des poids associes a la maintenance des joueurs pour une zone
donnee, au temps t. Les cou^ts sont calcules pour toute les zones.
Le cou^t total pour assurer la maintenance des joueurs pour une zone donnee au temps t
est donne par la formule 3.1. Dans la gure 3.4, pour la zone A nous aurions donc 4 joueurs
domicile, 1 joueur visiteur et 1 joueur relais (nth = 4, n
t
v = 1, n
t
r = 1). Pour la zone B, n
t
h = 3,
ntv = 2, n
t
r = 4.
Ctm = n
t
hWh + n
t
vWv + n
t
rWr (3.1)
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Tableau 3.4 Parametres des cou^ts de maintenance des joueurs pour une zone donnee
Parametre Description
nth Nombre de joueurs domicile
Wh Poids associe a la maintenance d'un joueur domicile
ntv Nombre de joueurs visiteurs
Wv Poids associe a la maintenance d'un joueur visiteur (la communication s'eec-
tue via son agent)
ntr Nombre de joueurs relais, qui represente, pour chaque joueur domicile, le
nombre de zones se chevauchant avec la zone d'intere^t du joueur.
Wr Poids associe a la maintenance d'un relais (pour un joueur dont la zone d'intere^t
regroupe une autre zone). Il peut y avoir plus d'un relais pour un me^me joueur.
3.4.2 Migration des joueurs
En plus du cou^t de maintenance, nous considerons egalement un cou^t impute a l'entree
et a la sortie d'un joueur d'une zone donnee. La prise en charge d'un nouveau joueur au
sein d'une zone donnee demande une allocation de ressources (peu importe que ce dernier
soit un joueur domicile ou visiteur). Cette allocation de ressources se modelise par un cou^t
ponctuel, le cou^t de connexion, de poids Wc. A l'inverse, il y a egalement presence d'un
cou^t du^ a la n de prise en charge d'un joueur, le cou^t de deconnexion, de poids Wd. Le
cou^t de deconnexion s'applique pour chaque joueur qui quitte une zone donnee (a titre de
joueur domicile ou visiteur). Ce parametre de modelisation sert a mettre en relief les zones
ou beaucoup de migrations surviennent. Ainsi, dans un jeu ou il y a beaucoup de joueurs
qui conservent leur position, le cou^t de maintenance pourrait e^tre eleve alors que le cou^t de
migration serait quasi-nul. A l'inverse, dans certaines zones ou il y a peu de joueurs mais
beaucoup de deplacements, le cou^t de maintenance serait faible, alors que le cou^t du^ aux
migrations serait eleve, ce qui est un facteur important a considerer pour l'evaluation de
performance. Le cou^t de migration se calcule par unite de temps pour une zone donnee gra^ce
a l'equation 3.2, ou ntc represente le nombre de joueurs qui sont entres dans la zone et n
t
d, le
nombre de joueurs qui sont sortis de la zone, au temps t.
Ctg = n
t
cWc + n
t
dWd (3.2)
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3.4.3 Supercie du territoire
Bien que les cou^ts les plus importants pour un noeud serveur soient les cou^ts relies a la
maintenance et a la migration des joueurs, il y a tout de me^me un cou^t impute a la gestion
du territoire de la zone au temps t (Cts). Ce cou^t modelise les ressources systemes necessaires
(CPU, memoire) a la gestion des dierents evenements et scripts survenant dans la zone. Ce
cou^t est le produit du cou^t par unite de supercie (Wa) par l'aire de la zone au temps t (A
t
z).
Ainsi, une zone de plus grande supercie exigera un cou^t de traitement superieur par rapport
a une zone de supercie plus petite. Le poids de la supercie a donc un impact dans le calcul
du cou^t total de la zone. La formule 3.3 illustre le calcul du cou^t de gestion du territoire pour
une unite de temps.
Cts = A
t
zWa (3.3)
3.4.4 Cou^t total et cou^t amorti
Les equations 3.4 et 3.5 donnent le cou^t total d'une zone donnee au temps t. Rappel : t
represente un nombre d'unites de temps ecoulees depuis le debut de la simulation.
Ctz = C
t
m + C
t
g + C
t
s (3.4)
Ctz = n
t
hWh + n
t
vWv + n
t
rWr + n
t
cWc + n
t
dWd + A
t
zWa (3.5)
Toutefois, il peut arriver que des changements fassent varier le cou^t de facon drastique
d'une unite de temps a l'autre. Dans un tel cas, l'algorithme de rebalancement pourrait
eectuer une serie d'operations inutiles en reaction aux changements soudains. Pour palier a
ce probleme, nous proposons d'amortir le calcul du cou^t sur une periode de quelques secondes.
Le cou^t amorti, CtA, est fortement pondere par le cou^t de l'unite de temps precedente (t  1)
et faiblement pondere par l'unite de temps actuelle (t). Il s'exprime par l'equation 3.6.
CtA =
(
CtA = C
t
z si C
t 1
z = 0
CtA =
9
10
Ct 1z +
1
10
Ctz si C
t 1
z > 0
(3.6)
L'utilisation du cou^t amorti permettra d'adoucir les operations de rebalancement qui
seront decrites plus en details a la section 3.5.
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3.4.5 Ratio de charge
Le ratio de charge est le rapport entre le cou^t amorti de la zone (a un temps t donne) et la
capacite de charge du noeud joueur qui en est responsable. Le ratio de charge, LRt au temps
t, est deni par l'equation 3.7. Il sert a determiner si la zone est sous-chargee, normalement
chargee ou surchargee.
LRt =
CtA
Cmax
(3.7)
On considere que toute zone dont le ratio de charge excede 1 peut e^tre sujette a des
degradations de performance ; si cette situation survient, il est approprie d'y remedier rapide-
ment. On considere egalement que toute zone dont le ratio de charge se situe dans l'intervalle
[0; 1] ne devrait pas subir de degradations de performance.
3.4.6 Latence moyenne
Tel qu'enonce precedemment, en raison de la sous-couche pair-a-pair, il est possible que
la latence entre un noeud serveur et les joueurs domicile ne soit pas optimale (exemple : si
tous les joueurs viennent de l'Amerique du Nord alors que le noeud serveur est localise en
Chine). Une evaluation de la latence moyenne est periodiquement eectuee an de s'assurer
que cette derniere demeure en bas d'un certain seuil. La latence moyenne est denie comme
la moyenne de l'ensemble des latences entre les joueurs et le noeud serveur. Le calcul de cette
latence moyenne est formalise par l'equation 3.8, ou n est le nombre de joueurs dans la zone
et Ls i la latence entre le noeud serveur s de la zone et le joueur i.
Ls =
nX
i=1
Ls i
n
(3.8)
3.4.7 Comparaison avec le modele client-serveur classique
An d'evaluer l'ecacite de l'approche pair-a-pair par rapport a une approche tradition-
nelle client-serveur, notre modele propose une methode pour estimer les cou^t si une telle
approche etait utilisee. Plus speciquement, notre modele propose de comparer la charge au
serveur central par unite de temps en mode pair-a-pair par rapport au mode client-serveur
pour verier quelle economie est realisee. Les sections precedentes ont traite de l'evaluation
de performance pour les noeuds serveurs de zones, c'est-a-dire quelles metriques etaient im-
portantes pour eectuer ce calcul. La charge au niveau du serveur central n'a pas ete evaluee
a present.
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En mode pair-a-pair, notre modele considere que chacun des noeuds serveurs responsables
d'une zone donnee propagent une mise a jour de leur etat au serveur central selon un intervalle
temporel deni, Bi, tel que deni a la section 3.3. Ainsi, a chaque Bi unites de temps, chaque
serveur de zone envoie les donnes pertinentes concernant l'etat de sa zone an que le serveur
central puisse sauvegarder l'etat du jeu dans la base de donnees centrale persistante. Selon
notre modele, l'etat du jeu regroupe :
{ le prol de chacun des joueurs, qui contient toutes les informations pertinentes pour
persister l'etat et la coherence de chaque joueur inscrit au jeu ;
{ l'etat du territoire du jeu, qui contient toutes les informations pertinentes servant a
assurer la persistance et la coherence de l'ensemble de l'univers virtuel.
En raison de la subdivision geographique en zones triangulaires, l'etat du jeu est separe en
un ensemble de zones. Chaque zone contient donc une parcelle des deux elements mentiones
precedemment concernant l'etat global du jeu. Il est propose que le noeud responsable de
chaque zone transmette a chaque Bi unites de temps les changements relies a l'etat des joueurs
domicile de la zone et au territoire de la zone. Puisque chaque joueur est gere par un et un
seul serveur de zone, une couverture complete de l'etat de chaque joueur sans redondance
est assuree. Pour ns de simplication, on considere que le poids des donnees de la mise a
jour sont les me^mes que ceux denis dans les sections precedentes pour l'evaluation de la
charge des zones. Ainsi, a chaque intervalle de temps Bi, chaque serveur de zone transmettra
un volume de donnees correspondant au cou^t de maintenance des joueurs domicile et du
territoire de la zone. L'equation 3.9 illustre le cou^t impute au serveur central lie a la mise a
jour de l'etat du jeu a chaque intervalle de propagation, pour l'ensemble des zones 1 a n de
la carte du monde.
Cp2pb =
nX
j=1
 
njhWh + A
j
zWa

(3.9)
De plus, en raison de l'exigence selon laquelle le serveur central doit toujours conna^tre la
localisation de chaque joueur du jeu, on suppose qu'un mecanisme de mise a jour avertit le
serveur central lorsqu'un noeud penetre ou quitte une zone donnee. Pour ns de simplication,
on suppose que les poids de connexion (Wc) et de deconnexion (Wd) discutes dans la section
des cou^ts de migration (3.4.2) sont reutilises. Le cou^t impute au serveur central par unite de
temps est simplement la somme de tous les cou^ts de migration (connexion et deconnexion)
dans toutes les zones de la carte du jeu. L'equation 3.10 illustre les cou^ts imputes au serveur
central en raison de la migration des joueurs, pour l'ensemble des zones 1 a n de la carte du
monde.
Cp2pg =
nX
j=1
 
njcWc + n
j
dWd

(3.10)
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Les cou^ts imputes au serveur central en mode pair-a-pair par unite de temps correspondent
a 1
Bi
Cp2pb puisque C
p2p
b represente les cou^ts imputes a chaque intervalle de propagation Bi.
Les equations 3.11 et 3.12 representent respectivement sous forme compacte et etendue le
cou^t total impute au serveur central par unite de temps lors du fonctionnement en mode
pair-a-pair selon le modele decrit.
Cp2p =
1
Bi
Cp2pb + C
p2p
g (3.11)
Cp2p =
nX
j=1

1
Bi
 
njhWh + A
j
zWa

+ njcWc + n
j
dWd

(3.12)
Le calcul du cou^t total impute au serveur par unite de temps si le modele client-serveur
classique etait utilise est beaucoup plus simple. Selon ce paradigme, le serveur eectue la
gestion individuelle de chaque joueur et du territoire global du jeu. Encore une fois, pour
ns de simplication, on considere que les me^mes parametres de ponderation sont utilises.
Calculer le cou^t total se resume a calculer le cou^t de maintenance de chaque joueur 2 et le
cou^t de maintenance du territoire global selon sa supercie. L'equation 3.13 detaille le calcul
du cou^t total impute au serveur central par unite de temps. Remarquons qu'il s'agit de la
me^me equation que celle utilisee pour le calcul du cou^t de propagation Cp2pb si le serveur
s'execute en mode pair-a-pair (3.9). La dierence est que le cou^t de propagation est impute
au serveur central a chaque intervalle de propagation Bi, alors que le cou^t total de gestion
en mode client-serveur est impute au serveur central a chaque unite de temps t.
Ccs =
nX
j=1
 
njhWh + A
j
zWa

(3.13)
Bien evidemment, d'autres parametres peuvent s'averer pertinents pour le calcul de la
charge serveur. Ces autres parametres n'ont pas ete consideres et ont ete negliges pour des
ns de simplication.
Connaissant le cou^t impose au serveur en mode client-serveur et en mode pair-a-pair, il
est possible de calculer le rapport des cou^ts requis entre le mode client-serveur et le mode
pair-a-pair. Les equations 3.14 et 3.15 detaillent le rapport des cou^ts avec un serveur central
fonctionnant sous le modele pair-a-pair propose et sous le modele client-serveur classique.
Rcs=p2p =
Ccs
Cp2p
(3.14)
2. On considere ici que chaque joueur est un joueur domicile du serveur central ; les notions de joueur
visiteur et joueur relais ne sont pas pertinentes dans ce contexte.
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Rcs=p2p =
nX
j=1
njhWh + A
j
zWa
1
Bi
 
njhWh + A
j
zWa

+ njcWc + n
j
dWd
(3.15)
Au prochain chapitre, les rapports des cou^ts seront calcules pour les dierentes simula-
tions. En fonction de l'economie realisee, il pourra e^tre possible de tirer des conclusions sur
le nombre de joueurs qui pourraient e^tre pris en charge par le modele pair-a-pair.
3.5 Rebalancement dynamique
Suite a l'evaluation du ratio de charge de chacune des zones a chaque unite de temps, le
module analyseur de rebalancement determine si certaines actions doivent e^tre entreprises.
Avant d'introduire les dierentes operations et algorithmes de rebalancement, il convient de
denir certains parametres que le module analyseur du serveur central utilisera pour prendre
les decisions relatives aux operations de rebalancement. Le tableau 3.5 liste les parametres
pertinents.
Tableau 3.5 Parametres de rebalancement
Parametre Description
LRhigh Ratio de charge a partir duquel une zone est consideree en surcharge.
LRlow Ratio de charge a partir duquel une zone est consideree en sous-charge.
Lavghigh Latence moyenne entre le noeud serveur et l'ensemble des noeuds joueurs d'une
zone a partir de laquelle on considere que la qualite de jeu pourrait e^tre aectee.
LTRmax Ratio de charge maximal admissible lors de l'aectation d'un nouveau noeud
serveur a une zone donnee. Autrement dit, seul un noeud serveur S tel que le
ratio de charge serait en dela de ce ratio maximal si S etait assigne a une zone
donnee serait considere.
n Seuil a partir duquel une operation de separation surviendra obligatoirement
en cas de surcharge de zone (au-dela de ce seuil, une reassignation ne sera
pas consideree). En considerant que la distribution des capacites de charge des
joueurs suit une loi normale de moyenne c et d'ecart-type c, une operation de
separation surviendra obligatoirement si la charge de la zone excede c+nc.
nhighr Nombre maximal d'operation de rebalancement eectuees par unite de temps,
pour des zones surchargees.
nlowr Nombre maximal d'operation de rebalancement eectuees par unite de temps,
pour des zones sous-chargees.
ntotalr Nombre total maximal d'operation de rebalancement eectuees par unite de
temps. ntotalr = n
high
r + n
low
r
tb Lorsqu'une operation de rebalancement est eectuee sur une zone donnee, cette
valeur represente l'intervalle de temps pendant lequel cette zone ne pourra
subir d'autre rebalancement (\blacklist").
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Lorsque le ratio de charge d'une ou plusieurs zones excedent une certaine valeur seuil,
il convient de prendre des mesures pour faire diminuer la charge. A l'inverse, lorsque le
ration de charge arrive en deca d'une autre valeur seuil, il peut e^tre avantageux d'operer un
reagencement pour mieux reassigner les ressources. Il se peut egalement que suite a certaines
migrations de joueurs, la latence moyenne d'une ou plusieurs zones depasse un seuil considere
\acceptable". L'ensemble des manipulations visant a etablir des reajustements a la structure
de la sous-couche pair-a-pair sont appelees operations de rebalancement. Notre modele denit
trois operations :
{ reassignation d'une zone ;
{ separation d'une zone ;
{ fusion de deux zones.
Ces operations qui permettent de faire des reorganisations a l'echelle locale (ie. aectant
seulement une ou deux zones, sans que ce ne soit necessaire de remodeler la structure pair-
a-pair au complet). Elles seront explicitees dans les sous-sections suivantes. En premier lieu,
l'algorithme 3 indique le traitement a eectuer lorsqu'il est necessaire de determiner le noeud
optimal pour une zone donnee (ie. le noeud qui serait le plus apte a devenir serveur).
3.5.1 Reassignation d'une zone
L'operation de reassignation consiste a reassigner le contro^le d'une zone par un noeud
serveur donne a un autre noeud serveur. Le serveur central peut eectuer cette operation si
l'une des deux conditions suivantes surviennent pour une zone donnee :
1. le ratio de charge depasse LRhigh, le serveur central peut alors nommer un noeud serveur
remplacant qui possede une meilleure capacite de charge ;
2. la latence moyenne entre le noeud serveur et l'ensemble des joueurs de la zone depasse
LTmax, le serveur central peut alors nommer un noeud serveur remplacant dont la
latence moyenne est inferieure.
L'algorithme 4 formalise le fonctionnement de l'operation de rebalancement. Tel que
decrit, il est possible qu'aucun noeud adequat ne puisse e^tre trouve, selon l'une des deux
situations suivantes :
1. aucun noeud ne possede une capacite de charge susante pour prendre en charge la
zone ;
2. aucun noeud ne possede une latence moyenne par rapport aux joueurs qui ne depasse
un certain seuil.
Dans un tel cas, l'operation de reassignation ne peut pas e^tre executee sur la zone. Une
autre operation sera probablement necessaire, comme une separation par exemple.
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Algorithme 3 (Determination du noeud optimal)
1. MeilleurNoeud = nul
2. Pour chaque noeud de la partie
(a) Si le noeud est deja assigne a une zone ou est presentement deconnecte
i. Passer au prochain noeud (retourner a la ligne 2)
(b) Calculer le ratio de charge de la zone si ce noeud en devenait le serveur (en utilisant
l'equation 3.6).
(c) Si le ratio  LTmax (ce noeud a une capacite de charge susante pour assurer la
prise en charge de la zone)
i. Calculer la latence moyenne entre ce noeud joueur et tous les noeuds de la
zone (en utilisant l'equation 3.8).
ii. Si la latence moyenne est moins elevee que celle du meilleur noeud trouve
A. MeilleurNoeud = le noeud actuel
3. Si MeilleurNoeud est nul
(a) Fin: Aucun noeud ne peut prendre en charge la zone (aucun noeud n'a de capacite
susante OU aucun noeud ne peut assurer une latence moyenne acceptable)
4. Sinon
(a) Fin: Retourner MeilleurNoeud
Figure 3.5 Determination du noeud optimal
3.5.2 Separation d'une zone
L'operation de separation consiste a separer une zone triangulaire en deux zones trian-
gulaires distinctes. A l'echelle du monde virtuel, cette operation n'altere que la zone visee
par cette operation. Le serveur central peut decider de proceder a une separation si une zone
donnee devient surchargee, et qu'il est dicile ou impossible d'assigner un noeud serveur
alternatif qui soit susament performant pour reduire la charge de maniere signicative.
Dans les periodes d'accroissement du nombre de joueurs, par exemple lorsque l'etat actuel
du jeu passe d'une plage de faible achalandage a une plage de fort achalandage ou lors de
de la mise en service de ce dernier, les operations de separation seront frequentes a travers
l'ensemble du territoire du jeu. Les operations de separation seront egalement nombreuses
dans les regions d'intere^t an de s'adapter au ot important de joueurs.
Normalement, l'operation de separation eliminerait une zone donnee pour en creer deux
nouvelles. Cela induirait inevitablement un transfert de l'ensemble des donnees de la zone
et de la prise en charge des joueurs vers deux nouveaux noeuds serveurs, ce qui est une
operation cou^teuse. Nous proposons l'optimisation qui suit pour nous permettre de mitiger
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Algorithme 4 (Algorithme de reassignation)
1. Executer l'algorithme Determiner le noeud optimal (3) pour determiner le noeud
le plus apte a devenir serveur de la zone
2. Si aucun noeud n'a ete trouve
(a) Fin: Aucune operation de reassignation n'est possible pour cette zone
3. Sinon
(a) Fin: Le noeud trouve peut prendre le contro^le de la zone
Figure 3.6 Algorithme de reassignation
en partie ce probleme. Au lieu de remplacer la zone initiale par deux nouvelles zones, il
est propose de redimensionner (reduire) la zone initiale pour former une des deux nouvelles
zones et, evidemment, de creer l'autre zone. De cette facon, seul la recherche d'un noeud
serveur et le transfert d'une partie (autour de 50%, mais ce pourcentage peut varier) de la
zone vers ce nouveau noeud serveur seront necessaires. Puisque la zone initiale aura pluto^t
ete redimensionnee (et non detruite), le noeud serveur original conservera son ro^le, mais en
delaissant une part de ses responsabilites. Ce noeud devrait normalement e^tre apte a gerer
la nouvelle zone reduite. Advenant l'eventualite ou ce dernier ne serait plus en mesure d'en
assurer la gestion, une autre operation de rebalancement sera invoquee par le serveur ; a
savoir, un rebalancement ou une autre separation.
Il est essentiel de respecter la contrainte selon laquelle seules des zones triangulaires sont
permises. Pour y parvenir, toute nouvelle zone formee par une operation de separation doit
e^tre formee d'un des sommets de la zone initiale. Par geometrie, ce sommet sera commun
aux deux nouveaux triangles generes. Le principe general de la division consiste a determiner
une ligne de coupure qui servira a delimiter les deux nouvelles zones. Cette ligne de coupure
constituera un co^te commun a ces deux triangles. Elle part de l'un des trois sommets du
triangle initial, et se prolonge jusqu'a n'importe quel point situe sur le co^te oppose a ce
sommet. Evidemment, cela conduit a une innite de possibilites de coupure et ce, pour les
trois sommets de la zone initiale. Il s'agit ici de choisir une ligne de coupure qui garantira un
rebalancement optimal. Une telle ligne de coupure visera donc a equilibrer le mieux possible
le nombre de joueurs situes de part et d'autre de cette ligne. Autrement dit, une ligne de
coupure optimale visera, dans la mesure du possible, a avoir un nombre egal de joueurs dans
chacune des deux zones delimitees par cette ligne. Si une repartition strictement egale n'est
pas possible (par exemple, si le nombre de joueurs dans la zone est impair ou s'il n'est pas
possible de tracer une ligne de coupure qui permet une repartition egale), on choisira une
repartition qui se rapproche le plus de l'egalite.
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La gure 3.7 illustre des exemples de lignes de coupure pour une zone triangulaire donnee.
Pour chacun des trois sommets du triangle (respectivement vert, rouge et bleu), trois exemples
de lignes de coupure sont donnes. Les triangles formes de part et d'autre des lignes de coupure
illustrent dierents resultats qu'une operation de separation pourrait permettre d'atteindre.
L'algorithme 5 formalise l'operation de rebalancement. A haut niveau, la procedure de
separation consiste en les trois etapes suivantes :
1. Determiner la ligne de coupure qui genere une division optimale.
2. Redimensionner la zone initiale en deux zones selon la ligne de coupure. La premiere
zone creee est assignee au noeud qui etait responsable de la zone initiale.
3. Determiner le meilleur noeud apte a prendre en charge la seconde zone creee et lui
transferer le contro^le de la zone.
La gure 3.9, produite par le simulateur qui sera decrit au prochain chapitre, illustre
un exemple reel d'une operation de separation. Dans la gure (a), la zone bleue devient
surchargee en raison du nombre de joueurs connectes. Le serveur central decide alors de
separer la zone en deux zones distinctes (bleue et verte, tel qu'illustre dans la gure (b)). La
separation choisie tend a reequilibrer la charge entre les deux nouvelles zones ainsi crees. Le
noeud qui etait responsable de la zone initiale bleue demeure responsable de la nouvelle zone
bleue creee.
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(a) Vert ;  13 (b) Vert ;  12 (c) Vert ;  23
(d) Rouge ;  13 (e) Rouge ;  12 (f) Rouge ;  23
(g) Bleu ;  13 (h) Bleu ;  12 (i) Bleu ;  23
Figure 3.7 Exemples de lignes de coupure possibles pour une zone
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Algorithme 5 (Operation de separation d'une zone initiale zone0)
1. point1 = sommet associe a l'angle le plus grand du triangle
2. minDiff =1
3. point2 = nul
4. Pour chaque point sur le co^te oppose
(a) diff = j(nb joueurs zone 1)  (nb joueurs zone 2)j
(b) Si diff <= minDiff (le point actuel reduit ou conserve l'ecart, on accepte ce
point)
i. minDiff = diff
ii. point2 = le point actuel
(c) Sinon (le point actuel fait augmenter l'ecart)
i. point2 = le point milieu entre le point actuel et point2
ii. Sortie: Le point sur le co^te oppose qui repartit de la meilleure facon possible
les joueurs entre les deux nouvelles zones a ete trouve.
5. Separer la zone en deux parties (zone1, zone2) selon la ligne denie par point1 et
point2
6. Assigner le noeud responsable de zone0 en tant que noeud serveur pour la zone zone1
7. Executer l'algorithme Determiner le noeud optimal (3) pour determiner le noeud
le plus apte a devenir serveur de la zone zone2
8. Si aucun noeud n'a ete trouve
(a) LTmax =1 (relaxer la contrainte de charge maximale de reassignation ; le noeud
sera choisi uniquement sur la base de minimiser sa latence moyenne avec les autres
noeuds de la zone.)
(b) Reexecuter l'algorithme Determiner le noeud optimal (3) (une autre
operation de separation (sous-division) s'averera fort possiblement necessaire par
la suite)
(c) Si aucun noeud n'a ete trouve
i. Fin: L'operation de separation est annulee et n'est pas possible pour cette zone
(ne devrait se produire qu'en raison de circonstances exceptionnelles)
(d) Sinon
i. Fin: Le noeud trouve peut prendre le contro^le de la zone zone2, completant
ainsi l'operation de separation
Figure 3.8 Operation de separation d'une zone initiale zone0
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(a) Avant la separation (zone bleue) (b) Apres la separation (zones bleue et verte)
Figure 3.9 Illustration du processus de separation d'une zone
3.5.3 Fusion de deux zones
L'operation de fusion consiste a fusionner deux zones triangulaires pour n'en former qu'une
seule. Cette operation n'altere que les deux zones concernees par la fusion. Le serveur central
peut eectuer cette operation si les deux zones concernees ont un ratio de charge tres faible.
Evidemment, il faut s'assurer que le ratio de charge de la zone resultant de la fusion des deux
zones concernees sera acceptable.
Lorsqu'une surcharge d'un noeud serveur survient, il est indispensable d'eectuer une
operation (reassignation ou separation) pour empe^cher que les joueurs aectes a ce noeud ser-
veur ne subissent des impacts de performance negatifs. Contrairement aux autres operations,
l'operation de fusion est facultative dans le sens ou les noeuds serveurs ne seront pas im-
pactes negativement par un ratio de charge trop faible. Cette operation est toutefois requise
pour conserver un nombre coherent de noeuds serveurs par rapport aux noeuds joueurs. De
plus, fusionner des zones peu chargees permet de reduire le nombre de zones par lesquelles
les joueurs circuleront lors de leurs deplacements, reduisant ainsi le nombre de connexions
et deconnexions necessaires. Le nombre de joueurs visiteurs relais (ref. section 3.4.1) sera
fort possiblement reduit en raison de zones plus grandes puisque les noeuds joueurs seront
connectes simultanement a moins de zones.
Contrairement a l'operation de separation qui peut s'executer sur n'importe quelle zone
triangulaire, l'operation de fusion est plus restreinte puisqu'elle ne peut operer que sur deux
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zones adjacentes qui, une fois fusionnees, formeraient une autre zone triangulaire. De plus, il
est requis que la charge des deux zones candidates a la fusion n'excede pas une valeur seuil
donnee. L'algorithme 6 decrit de facon detaillee le processus de fusion.
Algorithme 6 (Operation de fusion de la zone zone0)
1. RatioMinimal =1
2. ZoneFusion = nul
3. Pour chaque zone adjacente zoneA a la zone zone0
(a) Si CtA < LRlow (le ratio de charge de zoneA est inferieur au seuil)
i. Si le resultat de la fusion n'est pas de forme triangulaire
A. Passer a la prochaine zone (fusion impossible)
ii. Si CtA < RatioMinimal (zone avec un ratio de charge plus faible que le mini-
mum trouve)
A. RatioMinimal = CtA
B. ZoneFusion = zoneA (la zone actuelle)
4. Si ZoneFusion n'est pas nulle
(a) Eectuer la fusion entre zone0 et ZoneFusion
(b) Assigner le contro^le de la nouvelle zone creee au noeud responsable de zone0
5. Sinon (ZoneFusion demeure nulle)
(a) Fin: Il n'est pas possible de fusionner la zone zone0 avec aucune autre zone.
Figure 3.10 Operation de fusion de la zone zone0
La gure 3.11, produite par le simulateur, illustre un exemple reel d'operation de fusion.
Dans la gure (a), les zones mauve et verte sont sous-chargees puisque peu de joueurs ne s'y
trouvent. Le serveur central decide alors de fusionner les deux zones pour n'en former qu'une
seule (mauve, tel qu'illustre dans la gure (b)). Le noeud qui etait responsable de la zone
mauve initiale demeure responsable de la zone mauve resultant de la fusion.
3.5.4 Generation d'operations optimales
Les sections precedentes ont decrit de facon detaillee chacune des trois operations de
rebalancement possibles. L'algorithme permettant de generer la combinaison de parametres
optimaux pour chaque operation, pour une zone donnee, a ete decrit. Ces algorithmes sont
les suivants :
{ pour l'operation de reassignation, l'algorithme permettant d'obtenir le meilleur noeud
candidat a la reassignation ;
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(a) Avant la fusion (zones mauve et verte) (b) Apres la fusion (zone mauve)
Figure 3.11 Illustration du processus de fusion de deux zones
{ pour l'operation de separation, l'algorithme permettant d'obtenir la meilleure ligne de
coupure et le meilleur noeud candidat pour la seconde zone creee ;
{ pour l'operation de fusion, l'algorithme permettant d'obtenir la zone adjacente la plus
propice a la fusion.
Ces algorithmes prennent en entree une zone donnee du monde virtuel. Consequemment, il
est presuppose qu'un autre mecanisme prealable (algorithme) selectionne une zone adequate
a l'execution de l'algorithme en question. Par exemple, pour l'execution de l'algorithme de
fusion, on suppose qu'une zone peu chargee est passee en entree. Bien su^r, il est possible que
l'execution d'un algorithme donne ne soit pas possible. Par exemple, il se pourrait que l'algo-
rithme de fusion ne trouve aucune zone adjacente avec un ratio de charge susament faible
pour assurer une fusion adequate. Si une telle situation survient, l'execution de l'operation
de rebalancement selectionnee sur la zone en question est simplement annulee. Si possible,
une operation alternative peut alors e^tre selectionnee, ou bien le traitement de la zone est
annule.
Cette section comblera les elements n'ayant pas encore ete explicites en decrivant, dans un
premier temps, l'algorithme permettant de selectionner l'operation optimale pour une zone
donnee (reassignation, separation ou fusion). Dans un second temps, l'algorithme permettant
de determiner quelles zones doivent e^tre traitees a chaque iteration temporelle sera explicite.
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Generation d'une action optimale
L'algorithme de generation d'une action optimale permet de determiner, pour une zone
donnee et a un instant donne t, si une operation de rebalancement est necessaire. Si tel est le
cas, l'algorithme permet de determiner quelle operation est la plus optimale selon le contexte
actuel. Cet algorithme fait appel aux trois algorithmes denis precedemment pour generer
les parametres optimaux pour l'operation de rebalancement choisie.
L'algorithme verie initialement si la zone en entree est surchargee. Si tel est le cas, l'algo-
rithme verie si une operation de reassignation serait propice ou s'il est necessaire de proceder
a une separation. Tel que decrit precedemment, nous supposons que la distribution de la ca-
pacite de charge des joueurs Cmax est connue a l'avance, demeure statique (section 3.1) et
suit une loi normale de moyenne c et d'ecart-type c (sous-section 3.2.3). Le parametre n
specie a partir de combien d'ecart-types (en haut de la moyenne) une valeur de cou^t total
pour une zone donnee est consideree comme etant susament elevee pour necessiter obliga-
toirement une separation. L'equation 3.16 formalise cette condition. Dans le cas contraire,
l'algorithme tentera de verier en premier si une reassignation est possible, et procedera par
la suite a une separation si une reassignation s'avere impossible.
CtA > c + nc (3.16)
Si la zone n'est pas surchargee, l'algorithme verie ensuite si la latence moyenne de la zone
Ls est trop elevee, c'est-a-dire si la valeur de cette derniere se trouve au-dela du seuil deni
par le parametre Lavghigh. Si tel est le cas, l'algorithme generera une action de reassignation
pour trouver le noeud remplacant apte a prendre en charge la zone qui minimise la latence
moyenne. Dans l'eventualite ou aucun noeud remplacant ne puisse e^tre trouve (si aucun
noeud remplacant possedant une capacite de charge susante ne permet de minimiser la
latence moyenne), aucune action n'est generee (action \nulle"). Enn, si la zone n'est pas
surchargee et la latence moyenne de la zone est en-dela du seuil, l'algorithme verie si la zone
est en sous-charge. La zone sera consideree en sous-charge si son ratio de charge au temps t
(LRt) est inferieur au seuil de ratio de charge faible (LRlow). Si tel est le cas, l'algorithme
generera une action de fusion, si possible. L'algorithme 7 formalise la procedure de generation
d'une action optimale pour une zone donnee zone0 au temps t.
Generation des actions optimales a un temps donne
L'algorithme de generation d'une action optimale decrit a la sous-section 3.5.4 agit sur une
seule zone. Cela presuppose qu'un mecanisme prealable ait identie les zones potentiellement
candidates au rebalancement. Il s'agit de l'une des ta^ches principales du serveur central, qui
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Algorithme 7 (Generation d'une action optimale pour une zone donnee zone0)
1. action = nul
2. Si LRt > LRhigh (ratio de charge de zone0 eleve)
1
(a) Si CtA > c + nc (equation 3.16)
i. action = Executer l'algorithme Generer separation optimale
(b) Sinon
i. action = Executer l'algorithme Generer reassignation optimale
ii. Si action est nulle (reassignation impossible))
A. action = Executer l'algorithme Generer separation optimale
3. Sinon : si Ls > L
avg
high (latence moyenne de zone0 trop elevee)
(a) action = Executer l'algorithme Generer reassignation optimale
4. Sinon : si LRt < LRlow (ratio de charge de zone0 faible)
(a) action = Executer l'algorithme Generer fusion optimale
5. Fin: Retourner action (l'action optimale generee pour la zone zone0 ; il se peut
que l'action soit nulle si aucune action n'est requise ou n'a ete trouvee pour la zone
concernee)
Figure 3.12 Generation d'une action optimale pour une zone donnee zone0
est executee a chaque unite de temps t. Suite a l'evaluation de la performance au temps t
de chacune des zones actuelles de l'univers du jeu, le serveur doit decider quelles operations
de rebalancement sont necessaires. Il faut noter que les operations de rebalancement sont
cou^teuses en terme de ressources. Deux mesures sont prises pour mitiger ce probleme :
{ Dans le but d'empe^cher un nombre trop important de changements simultanes, notre
modele limite le nombre d'operations de rebalancement eectuees par unite de temps.
{ Dans le but d'empe^cher que des zones ayant recemment subi une operation de rebalan-
cement ne soient rebalancees a nouveau advenant de multiples variations au niveau de
la charge (mouvement oscillatoire provoquant un gaspillage important de ressources),
notre modele propose un intervalle de temps \tampon" tb (ou temps de liste noire).
Le principe est le suivant : toute zone ayant subi une operation de rebalancement ne
peut subir d'autre operation avant l'expiration du delai tb. Autrement dit, si une zone
donnee est rebalancee, le seveur ne pourra ordonner d'autre rebalancement pour la ou
les zone(s) concernee(s) qu'apres que tb unite de temps ne se soient ecoulees.
Cette section presente l'algorithme permettant de generer la liste des actions optimales
a eectuer a un temps t donne. L'algorithme part initialement avec l'ensemble des zones qui
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ne peuvent e^tre rebalancees puisqu'elles ont deja ete rebalancees dans les tb dernieres unites
de temps (\liste noire"). L'algorithme trie ensuite les zones par ordre croissant de ratio de
charge (LRt), de facon a pouvoir traiter prioritairement les zones les plus chargees et les
moins chargees. L'algorithme se decompose en trois etapes principales :
1. Generer sequentiellement les rebalancements pour un maximum de nhighr zones, en par-
tant de la zone la plus chargee.
2. Generer sequentiellement les rebalancements pour un maximum de nlowr zones, en par-
tant de la zone la moins chargee.
3. Si le nombre total maximal de zones pouvant e^tre rebalancees par unite de temps est
inferieur a ntotalr , (rappel : n
total
r = n
high
r +n
low
r ), continuer a generer les rebalancements
pour les zones les plus chargees jusqu'a l'atteinte de ntotalr zones traitees.
Lors de l'execution des etapes precedentes, les zones sur la \liste noire" et les zones pour
lesquelles un rebalancement n'est pas possible sont simplement ignorees et l'algorithme passe
a la zone suivante. Les zones ignorees ne comptent pas dans le decompte des zones traitees.
L'algorithme 8 formalise la procedure de generation des actions optimales a un instant t
donne. Cet algorithme permet de traiter prioritairement a chaque unite de temps les zones
dont un rebalancement imminent s'avere necessaire, sans toutefois generer un nombre trop
eleve de changements par unite de temps.
Une limitation de cet algorithme dans son etat actuel est qu'il ne verie pas systemati-
quement les zones de charge \acceptable" (ni en surcharge, ni en sous-charge) dont la latence
moyenne deviendrait trop elevee. La preselection des zones a rebalancer s'eectue unique-
ment selon le critere de charge (charge elevee, charge faible puis charge elevee). Cependant,
dans l'une des trois phases, lorsque l'algorithme fait appel au sous-algorithme Generer action
optimale pour une zone donnee, ce sous-algorithme verie la latence moyenne et propose
un rebalancement si cette derniere s'avere trop elevee. Qui plus est, tel que vu dans la
section 3.5.1, toute assignation ou reassignation d'une zone a un noeud serveur donne ten-
tera de selectionner le noeud adequat qui minimise la latence moyenne. Par consequent, la
verication de la latence moyenne est tout de me^me eectuee sous certaines conditions, mais
pas systematiquement. Cela constitue une limitation du modele.
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Algorithme 8 (Generation des actions optimales pour un instant t donne)
1. actions = ; (liste d'actions optimales generees)
2. BlacklistZones = ensemble des zones qui ne peuvent e^tre rebalancees (qui ont subi
un rebalancement dans les tb dernieres secondes)
3. ZonesTriees = Trier les zones par ordre croissant de ratio de charge (LRt)
4. Pour chaque zone surchargee de l'ensemble ZonesTriees, en partant de la zone la
plus chargee
(a) Si la zone =2 BlacklistZones (zone n'ayant pas ete rebalancee dans les tb dernieres
secondes)
i. action = Executer l'algorithme Generer action optimale
ii. Ajouter action a l'ensemble des actions optimales actions
(b) Si nhigh zones surchargees ont ete traitees
i. Sortie: Arre^ter le traitement des zones surchargees (passer a la prochaine
etape)
5. Pour chaque zone sous-chargee de l'ensemble ZonesTriees, en partant de la zone la
moins chargee
(a) Si la zone =2 BlacklistZones (zone n'ayant pas ete rebalancee dans les tb dernieres
secondes)
i. action = Executer l'algorithme Generer action optimale
ii. Ajouter action a l'ensemble des actions optimales actions
(b) Si nlow zones surchargees ont ete traitees
i. Sortie: Arre^ter le traitement des zones sous-chargees (passer a la prochaine
etape)
6. Si le nombre total de zones traitees < ntotalr
(a) Pour chaque zone surchargee non traitee de l'ensemble ZonesTriees, en partant
de la zone la plus chargee
i. Si la zone =2 BlacklistZones (zone n'ayant pas ete rebalancee dans les tb
dernieres secondes)
A. action = Executer l'algorithme Generer action optimale
B. Ajouter action a l'ensemble des actions optimales actions
ii. Si le nombre total de zones traitees = ntotalr
A. Sortie: Arre^ter le traitement
7. Fin: Retourner actions (liste d'actions optimales generees)
Figure 3.13 Generation des actions optimales pour un instant t donne
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Chapitre 4
IMPLEMENTATION ET
EVALUATION
An de demontrer le fonctionnement adequat et l'ecacite du modele propose au chapitre
3, des simulations de jeux massivement multijoueurs en ligne seront realisees. Ces simula-
tions introduiront des variations au niveau de dierents parametres an d'evaluer dans quels
contextes l'architecture proposee repond ou ne repond pas aux besoins.
Tel que mentionne dans les chapitres precedents, le domaine des jeux massivement multi-
joueurs en ligne est un domaine d'etudes tres recent. Pour cette raison, nous n'avons pas ete
en mesure d'identier d'outil adequat pour realiser les simulations. Certains outils existent
pour certaines ta^ches donnees telles que la simulation d'environnements pair-a-pair ou de
clusters. Aucun n'est cependant oriente speciquement vers le domaine des jeux massive-
ment multijoueurs. De plus, puisque nous proposons une architecture nouvelle, il a ete decide
de construire une plate-forme de simulation specique a cette ta^che.
La plate-forme de simulation realisee sera presentee dans le present chapitre. Par la suite,
les dierents parametres relatifs aux simulations realisees seront presentes. Suite a l'execution
des simulations prevues, les donnees pertinentes seront extraites et analysees an d'evaluer
le fonctionnement du modele. Les resultats seront nalement presentees. Parmi les resultats
qui seront presentes, mentionnons notamment une comparaison entre le modele pair-a-pair
propose et une architecture client-serveur classique (selon les me^mes parametres), l'evaluation
de la consommation de ressources aupres des noeuds serveurs et dierentes statistiques ayant
trait a l'aectation des joueurs aux zones.
4.1 Simulateur de jeux
Une plate-forme de simulation complete a ete realisee. Cette application est construite
selon une architecture modulaire. Initialement, certains objectifs (specications informelles)
ont ete determines avant de realiser la conception. La section 4.1.1 decrit les principaux
objectifs sous-jacents a cette conception.
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4.1.1 Objectifs et principes
Interface graphique
Il est souhaite que l'application possede une interface graphique complete utilisable par
l'utilisateur, et non seulement un mode console. De plus, puisqu'une grande quantite de
joueurs sont simules a travers un univers geographique tres large, il est souhaitable que l'ap-
plication puisse acher de maniere visuelle l'etat du monde virtuel a tout instant t. Le
modele de rebalancement de charge propose fonctionne selon une repartition geographique ;
il est donc souhaitable de visualiser a tout instant l'etat des rebalancements. L'interface
graphique doit permettre de visualiser l'etat de la simulation a dierents facteurs d'agran-
dissement pour orir une vue globale et une vue locale sur certaines parties du territoire. Il
est egalement possible de se \deplacer" au sein de la vue.
Grande quantite de joueurs
De par la nature des jeux massivement multijoueurs en ligne, les simulations realisees
prennent en compte plusieurs milliers de joueurs au sein d'une me^me partie. Les simula-
tions sont realisees sur un ordinateur de performance normale selon les standards actuels
du marche. Le simulateur propose doit donc e^tre en mesure de prendre en compte une tres
grande quantite de joueurs simultanement et d'eectuer les calculs dans un temps raison-
nable. Une limite minimale de 15000 joueurs s'avere adequate pour les simulations. Si le
simulateur permet de prendre en compte davantage de joueurs, il sera possible d'eectuer
des simulations plus poussees.
Simulations de longue duree
Une autre caracteristique intrinseque aux jeux massivement multijoueurs en ligne est
qu'ils s'executent en permanence (persistence). L'etat du jeu est en perpetuelle evolution.
Les joueurs sont libres de quitter et de venir dans le jeu a tout moment, mais le jeu continue
toujours a s'executer. Par consequent, il est necessaire d'executer le simulateur durant un
temps appreciable an d'avoir une vue d'ensemble du deroulement. Qui plus est, puisque
notre modele propose un rebalancement dynamique, il est important d'eectuer les simula-
tions sur une periode de temps susante pour valider le fonctionnement de l'algorithme de
rebalancement au l du temps. L'idee n'est pas ici de mesurer \ponctuellement" la charge
imposee, mais pluto^t de mesurer si la charge imposee demeure en-dela d'un certain seuil
pendant une periode de temps donnee. Ces jeux s'executent normalement sur une periode
de plusieurs annees (la duree de vie active du produit). Evidemment, des interruptions sont
parfois prevues pour proceder a des mises a jour, mais ces interruptions demeurent tres
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infrequentes. Dans le cadre de ce travail, il n'est pas realiste d'envisager une simulation qui
dure aussi longtemps ; l'analyse portera donc sur une \tranche" de l'execution du jeu. Puisque
la collecte de toutes les traces de simulation consomme beaucoup d'espace disque et de temps
de calcul, il a ete convenu de limiter la duree d'une simulation a un temps en-jeu de 3; 5 jours
(302400 secondes). Cela constitue un bon compromis entre l'utilisation des ressources et la di-
versite des donnees collectees (ie. augmenter la duree de simulation ne genererait pas d'intere^t
supplementaire au niveau des donnees). Tel qu'il sera discute plus tard, il a malheureusement
ete necessaire de raccourcir certaines simulations dont les resultats etaient nettement mois
bons puisque cela consommait trop de temps de calcul et d'espace disque et aurait pu exceder
la capacite maximale pouvant e^tre traitee par le simulateur.
Sauvegarde complete et relecture
Puisque les simulations prennent beaucoup de temps a s'executer, il est requis que le
simulateur puisse sauvegarder completement une simulation realisee an d'e^tre capable de la
recharger et de la revisionner entierement. La sauvegarde regroupe l'ensemble des elements
suivants :
{ l'ensemble des deplacements des joueurs selon le patron de mobilite choisi ;
{ le calcul de cou^ts pour l'ensemble des zones, a chaque instant t, prenant en compte les
changements de zones dus aux operations de rebalancement ;
{ l'ensemble des operations de rebalancement eectuees ;
{ l'ensemble des parametres propres a la simulation courante
L'ensemble de ces elements constitue une sauvegarde des donnees \brutes" de la simu-
lation. Le mecanisme de sauvegarde permet donc de sauvegarder (serialiser) l'ensemble des
donnees generees par la simulation a travers toute sa duree an d'e^tre capable de la rechar-
ger par la suite et de restituer l'image memoire du simulateur. Le processus de sauvegarde
consomme une tres grande quantite de ressources. Il va sans dire qu'une relecture peut se
faire a une vitesse superieure a la vitesse a laquelle le processus de simulation en tant que tel
se deroule puisque la plupart des resultats intermediaires ont deja ete calcules, economisant
beaucoup de temps de traitement. Un autre avantage de disposer des donnees brutes de si-
mulation est que cela laisse la porte ouverte a eectuer des analyses complementaires pour
extraire davantage de resultats.
Le mecanisme de relecture fonctionne a la maniere d'un lecteur video. Compte tenu de la
nature du projet, il appara^t important de pouvoir visualiser l'etat a n'importe quel instant t.
Le mecanisme de \lecture" permet d'avancer et de reculer dans le temps a une vitesse donnee
(variable), de mettre le deroulement en pause ou de \sauter" a un temps donne. Ce faisant,
il est possible de visualiser le deroulement tout au long de la simulation, mais egalement de
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ger le temps pour se concentrer sur l'etat a un instant donne.
Il est toutefois important de noter que bien que la vue graphique soit utile pour la
comprehension de l'execution de la simulation, cette vue demeure qualitative. Les analyses
et resultats obtenus seront pluto^t tires a partir des jeux de donnees produits par l'operation
d'extraction.
4.1.2 Architecture a haut niveau
L'architecture logicielle est presentee a la gure 4.1. La conception du simulateur est
realisee de facon modulaire an que chaque module soit facilement modiable ou remplacable.
Une bonne pratique en genie logiciel est de minimiser les interdependances entre les modules
an de promouvoir un couplage faible. Cet objectif a ete vise au depart, mais malheureuse-
ment, il a ete dicile de maintenir cette pratique au long du developpement, de sorte que
plusieurs modules dependent d'autres modules.
Le simulateur a ete realise en utilisant le langage de programmation Java 6. L'interface
graphique est realisee en utilisant la bibliotheque Java Swing qui est simple d'utilisation et
permet une interface utilisateur multi-plateformes. Le simulateur s'execute sous toute plate-
forme possedant une machine virtuelle Java. Il a ete teste sous Microsoft Windows (XP, Vista
et 7) et Linux (Ubuntu et Fedora). L'environnement de developpement est Eclipse 3.5. La
librairie JDom est utilise pour les manipulations de chiers XML. Le format de sortie des
donnees de simulation est CSV.
Le simulateur possede une classe principale appelee Application qui expose le patron de
conception singleton, de facon a permettre l'acces a partir de n'importe quel module. Cette
classe contient des references vers l'ensemble des principaux sous-modules :
{ Carte du monde (WorldMap)
{ Bassin de joueurs (PlayerPool)
{ Vue (interface graphique) (View)
{ Simulateur (Simulator)
Chacun des modules sera decrit de facon plus detaillee dans les sections suivantes.
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Figure 4.1 Architecture a haut niveau de la plate-forme de simulation
62
4.1.3 Joueurs
Le concept de joueur est modelise par une classe Joueur. A la base, chaque joueur possede
une position initiale, une zone d'intere^t, un identicateur unique (id) et une capacite de
charge maximale (utilisee si ce noeud est appele a agir en tant que serveur). Chaque joueur est
egalement caracterise par un modele de mobilite qui denit le comportement de mouvement
du joueur. Au temps 0, on conna^t la position du joueur ; cependant, la position du joueur
a un temps t est fonction de son modele de mobilite. Bien que le simulateur permette des
modeles de mobilite dierents pour chaque joueur, nous imposons que le me^me modele soit
utilise pour tous les joueurs pour ns de simplication.
Au sein de notre simulateur, trois modeles de mobilite sont implementes :
{ NullMobilityModel, qui represente un modele trivial ou aucun mouvement ne survient
(ie. les joueurs demeurent a leur position initiale et ne bougent pas) ;
{ RandomWaypointMobilityModel, qui represente le modele Random Waypoint decrit au
chapitre 3 ;
{ HotspotRandomWaypointMobilityModel, qui represente le modele Hotspot Random
Waypoint decrit au chapitre 3.
Les modeles RandomWaypointMobilityModel et HotspotRandomWaypointMobilityModel
contiennent une liste d'actions (deplacement et pause ou deconnexion) generees aleatoirement.
An de recuperer l'etat d'un joueur au temps t (connectivite, position), cette liste est par-
courue pour trouver la bonne action en cours au temps t. Mentionnons que les actions sont
generees \a-la-volee", c'est-a-dire que si l'etat est demande pour un temps t donne, l'ensemble
des actions necessaires pour se rendre au temps t demande seront generees.
Au niveau de l'implementation, le modele avec regions d'intere^t (Hotspots) reprend (herite)
du modele Random Waypoint en biaisant la procedure de selection des points de destina-
tion pour prendre en charge les regions d'intere^t. La gestion des regions d'intere^t est as-
suree par la classe HotspotManager. Ce dernier gere le cycle de vie des regions d'intere^t
(temps de creation, temps de destruction, taille, poids, position) au moyen de la classe
HotspotGenerator selon les parametres de simulation chosis.
Un point important a noter est que les joueurs ne sont pas lies a la carte du monde choisie.
Ils sont pluto^t contenus dans une banque de joueur (PlayerPool). La banque de joueurs est
independante de la carte du monde, ce qui signie qu'une banque de joueurs dierente peut
e^tre choisie en combinaison avec une carte du monde dierente. Le seul requis est que la
banque de joueurs comporte un nombre de joueurs susants pour la carte du monde choisie.
L'idee derriere ce principe est que l'on voudra eventuellement reutiliser les me^mes \prols"
de joueurs incluant la capacite de charge maximale simulee au sein de dierentes simulations
pour une meilleure reproductibilite. La banque de joueurs se sauvegarde et se charge a partir
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d'un chier XML.
4.1.4 Carte du monde
La carte du monde (WorldMap) est l'entite qui regroupe l'ensemble des joueurs (via une
reference a la banque de joueurs) ainsi que l'ensemble des zones. La carte du monde regroupe
egalement des methodes pour separer ou fusionner des zones. Il est important de noter que
ces methodes sont primitives dans le sens ou le changement est directement applique a la
carte. Il est donc deconseille d'invoquer directement ces methodes puisque cela court-circuite
le processus de fonctionnement du simulateur qui decide lui-me^me quelles operations sont
pertinentes suite a l'evaluation de performance. Ce volet sera discute plus en details a la
section 4.1.5.
La carte du monde se sauve et se charge a partir d'un chier XML. Le ot de travail
suppose de charger le chier de carte du monde voulu avant de debuter une simulation
puisque le fait de charger un tel chier retire les donnees de la simulation en cours de la
memoire. Le chier de carte du monde contient l'etat des zones de jeu au moment de la
sauvegarde. A toutes ns pratiques, ce chier ne devrait contenir que les zones initiales au
debut de la simulation, normalement deux zones couvrant la supercie totale de la carte du
monde, puisqu'initialement il n'y a aucun joueur present.
4.1.5 Simulateur
Le module Simulateur a proprement parler constitue le coeur de la plate-forme de si-
mulation. C'est le composant qui est responsable de la gestion de tout ce qui est dynamique
(variation en fonction du temps) au sein du logiciel. A la base, le module Simulateur gere
le temps actuel de la simulation (t) ainsi que la vitesse de deroulement de la simulation. Au
chapitre 3, le temps etait exprime en \unites de temps" an de ne pas lier le concept de
temps a une valeur absolue quelconque. Dans ce chapitre, le temps t s'exprime en secondes,
mais n'est pas necessairement une valeur discrete (ie. les fractions de seconde sont permises).
Le temps actuel est borne par une valeur minimale (habituellement 0 secondes) alors que le
temps maximal est borne par la duree a laquelle la simulation actuelle est parvenue. Il est
possible de \sauter dans le temps" a n'importe quel instant t situe entre la valeur minimale
et maximale.
La vitesse de simulation constitue la vitesse de visee a laquelle le processus de simulation,
ou de relecture si la simulation pour cette periode de temps a deja ete eectuee, s'executera.
Une valeur de 1:0 indique que la simulation s'executera en temps reel : une seconde de simu-
lation sera executee approximativement en une seconde de temps reel. Une valeur superieure
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a 1:0 indique que le temps de simulation s'ecoulera plus vite que le temps reel, alors qu'une
valeur inferieure a 1:0 indique que le temps de simulation s'ecoulera plus lentement que le
temps reel. Le simulateur tentera d'aller aussi rapidement que la vitesse demandee. Si cela
s'avere impossible, le simulateur ira aussi vite que possible.
La mise a jour de la vue graphique s'eectue continuellement au l de la simulation
si la vitesse de simulation demandee peut e^tre honoree. Si la vitesse demandee ne peut e^tre
honoree, la mise a jour de la vue est suspendue an de consacrer le plus de ressources possibles
a la simulation. Cela s'avere utile pour les simulations de longue duree ou l'operateur n'a pas
necessairement besoin d'assister sur toute la duree. Il convient egalement de mentionner que
dans le cas d'une relecture de simulation deja eectuee, la vitesse possible est beaucoup plus
elevee puisque la majeure partie des calculs sont elimines.
En plus d'e^tre responsable de la gestion du temps, le simulateur permet l'acces aux sous-
modules pertinents a la simulation : les modules evaluation de performance, analyseur de
rebalancement et generateur de rapports.
Evaluation de performance
Le module evaluation des performance (classe CostManager qui est contenue dans le
paquetage simulation.performance) est responsable d'analyser la performance a l'instant
t actuel. L'analyse de performance s'eectue sur l'ensemble des zones actuelles de la carte du
monde. Pour chacune des zones, une structure de cou^t (Cost) est denie, de maniere analogue
a une structure de gain dans les reseaux de telephonie cellulaire. Le calcul des cou^ts utilise
les formules denies a la section 4.2. Plus speciquement, les dierentes valeurs pertinentes
sont collectees a partir de l'etat actuel de mobilite des joueurs et des zones. Ces valeurs
sont ensuite multipliees par leur facteur de ponderation respectif. Les dierents facteurs sont
encapsules au sein d'une classe CostWeights et constituent des parametres de simulations
qu'il est possible de modier. Le cou^t total et le cou^t total amorti sont nalement calcules.
Tel que vu precedemment, le ratio de charge s'obtient simplement en eectuant le rapport
entre le cou^t total amorti et la capacite de charge du joueur ho^te. Une fois le ratio de charge
calcule pour l'ensemble des zones, le module analyseur de rebalancement, qui sera decrit a
la sous-section 4.1.5, peut identier les zones necessitant une operation de rebalancement et
generer les operations pertinentes.
Il convient de noter que le module evaluation de performance ne conserve pas uni-
quement les cou^ts des zones pour l'instant t actuel, mais bien l'ensemble des cou^ts pour
toutes les secondes ecoulees depuis le debut de la simulation (temps 0), pour chacune des
zones presentes a cet instant. Retenir l'ensemble de ces informations necessite beaucoup de
memoire. La retention complete de toutes les donnees d'evaluation de cou^ts pour une simu-
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lation \complete" (de duree maximale, soit 302400 secondes) excede la capacite en memoire
RAM d'un PC standard. Pour cette raison, un chier binaire en ux (streaming) est utilise
comme tampon (extension .cache). Le module evaluation de performance sauvegarde auto-
matiquement les structures de cou^ts (objets Cost) de maniere sequentielle dans ce chier. Le
format est optimise pour reduire le nombre d'informations a ecrire, dans le but d'economiser
l'espace disque. Lorsque le logiciel a besoin d'acceder aux structures de cou^ts deja calculees
(par exemple, lors d'une relecture ou lors d'un saut dans le temps), le pointeur de lecture du
chier tampon est positionne a la position demandee et les structures de cou^ts pertinentes
sont extraites et reconverties en objets Cost. A la n de l'execution d'une simulation typique
comme celles qui seront presentees ulterieurement, le chier tampon prend une taille qui varie
approximativement entre 5 GB et 13 GB.
En plus d'evaluer les cou^ts pour chacune des zones, le module evaluation de performance
eectue egalement une estimation de cou^t pour le serveur central, si le fonctionnement est
en mode pair-a-pair selon le modele propose et egalement si le fonctionnement est en mode
client-serveur. La formules pertinentes pour eectuer ces deux calculs ont ete decrites a la
section 3.4.7. Ces calculs n'ont pas d'incidence sur les operations de rebalancement, mais ils
servent a produire des statistiques sur la comparaison de consommation de ressources du
serveur central entre le modele traditionnel et le modele pair-a-pair presente.
Analyseur de rebalancement
Le module analyseur de rebalancement (classe RebalancingAnalyzer) est responsable
d'analyser la situation actuelle au temps t et de determiner quelles operations de rebalan-
cement sont necessaires. Ce module intervient immediatement apres le travail du module
evaluation de performance. Plus speciquement, ce module analyse le ratio de charge actuel
de chacune des zones et determine si une operation de rebalancement doit e^tre eectuee. A
cette n, les parametres et les algorithmes decrits dans le modele theorique a la section 3.5
sont utilises.
Du point de vue de l'implementation, trois classes representant les trois operations de reba-
lancement possibles sont denies : ReassignRebalancingAction, SplitRebalancingAction
et MergeRebalancingAction. Une classe RebalancingManager (gestionnaire de rebalance-
ment) est egalement denie. Cette classe regroupe la liste complete de toutes les actions
pour toute la duree de la simulation, a chaque unite de temps t. Lorsque la simulation s'ef-
fectue au temps t, le gestionnaire de rebalancement verie si l'analyse a deja ete eectuee
au temps t (c'est le cas lors d'une relecture, par exemple). Si cette derniere n'a pas ete ef-
fectuee, le gestionnaire de rebalancement demande a l'analyseur de rebalancement de generer
une liste d'operations de rebalancement. Ce dernier recupere les valeurs calculees par le mo-
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dule evaluation de performance et trie les zones selon leur ratio de charge. Par la suite, les
algorithme discutes precedemment sont executes pour produire la liste d'operations de re-
balancement, jusqu'a un maximum donne. Tel que decrit a la section 3.5, les zones les plus
chargees sont traitees en premier. Les zones les moins chargees sont ensuite traitees. Finale-
ment, si le nombre maximal d'operations admissibles par unite de temps n'a pas ete atteint,
l'algorithme poursuivra le traitement des zones les plus chargees.
Il convient de noter que le module analyseur de rebalancement planie les operations de
rebalancement pertinentes, mais ne les execute pas immediatement. Pour chaque operation de
rebalancement planiee, une instance de la classe correspondante est creee et placee dans la
liste du gestionnaire de rebalancement par ordre sequentiel. Les operations seront executees
au debut de la prochaine iteration de simulation. En fait, a debut de chaque iteration au
temps t, le gestionaire de rebalancement applique sequentiellement l'ensemble des operations
planiees jusqu'au temps t qui n'ont pas encore executees. Ce mecanisme minimise le temps
requis lorsque l'on saute a une valeur arbitraire t lors de la relecture d'une simulation.
Il convient de noter que les classes modelisant les operations de rebalancement implemen-
tent un derive du patron commande. Plus precisement, ces classes permettent l'application
de l'operation (execute()) mais egalement l'annulation de l'operation (undo()). Ce sont
ces methodes qui ont la responsabilite d'appliquer les changements a la carte du monde
(WorldMap). La procedure d'application eectue les changements inherents a l'operation de
rebalancement a la carte du monde tandis que l'operation d'annulation eectue les change-
ments requis pour annuler l'operation de rebalancement. C'est en raison de cette propriete
transactionnelle que l'on peut sauter a n'importe quel instant t dans la simulation lors d'une
relecture et egalement faire deler la simulation en sens normal et inverse. Notons que chacune
des classes d'operations de rebalancement encapsule les donnees necessaires a l'application de
l'operation. Ces donnees, determinees par le module analyseur de rebalancement, sont passees
en parametres au constructeur. Lorsque l'operation a ete appliquee, les donnees permettant
l'annulation de l'operation sont automatiquement determinees par la classe d'operation.
La gure 4.2 illustre le principe d'echa^nement des operations de rebalancement. La ligne
bleue indique l'application successive des operations de rebalancement pour parcourir la simu-
lation du debut a la n (sens normal) alors que la ligne rouge indique l'application successive
des operations de rebalancement pour partir de la n et retourner au temps 0 de la simulation
(sens inverse).
Generateur de rapports
Le module generateur de rapports (ReportManager du paquetage simulation.reporting
dans le code) est un module optionnel qui peut e^tre utilise en cours de simulation, ou lorsque la
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Figure 4.2 Illustration du principe d'encha^nement des operations de rebalancement
simulation complete est terminee. Ce module sert a extraire les donnees pertinentes a l'etude
de la simulation. La simulation en tant que tel regroupe l'ensemble de donnees pour la duree
de la simulation complete, a chaque unite de temps t, pour chaque joueur et pour chaque
zone. Il a ete decrit precedemment que le volume total de donnees produites prenait plusieurs
giga-octets. Il ne serait pas pratique d'utiliser directement ces donnees brutes pour eectuer
les analyses. Le module generateur de rapports a donc pour objectif de parcourir l'etat de
la simulation (actuel ou global) et d'extraire les donnees pertinentes. Le module generateur
de rapports est constitue de plusieurs rappors individuels qui sont generes sur demande
de l'utilisateur. Chaque rapport est une classe qui derive de la classe AbstractReport et
regroupe un ensemble donne de paires cle-valeur (key-value). La cle represente le nom d'un
parametre evalue (par exemple, nombre de joueurs connectes) et la valeur represente la valeur
evaluee (par exemple, 150 ).
Deux types de rapports sont denis : les rapports de simulation et les rapports d'ana-
lyse. Les rapports de simulation sont des rapports tres simples contenant peu de paires cle-
valeur qui peuvent e^tre aches directement a l'ecran et mis a jour continuellement selon le
deroulement de la simulation. Un exemple d'achage sera montre a la section 4.1.6. Ces rap-
ports servent a avoir une vue ponctuelle de l'etat de la simulation. L'extraction des donnees
pour ces rapports est presque instantanee puisque le rapport est mis a jour par l'interface
graphique a chaque iteration de simulation. Le tableau 4.1 illustre les principaux rapports
de simulation. Notons que les noms des rapports sont en anglais par souci de coherence par
rapport au simulateur.
Les rapports d'analyse sont des rapports beaucoup plus complexes qui sont calcules sur
une base ponctuelle uniquement. Ils contiennent beaucoup de donnees et necessitent beau-
coup de temps a generer. Ces rapports ne sont pas achables a l'ecran. Pour chaque rapport
d'analyse, il y a un bouton permettant de le generer et de le sauvegarder dans un chier
csv. Les rapports d'analyse parcourent typiquement l'ensemble de la simulation eectuee,
extraient les donnees pertinentes et eectuent un pre-traitement pour eliminer les donnees
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Tableau 4.1 Principaux rapports de simulation
Rapport Description
General info Ache le nombre de joueurs actuellement connectes et
deconnectes ainsi que le nombre actuel de zones triangulaires
Player & zones Ache quelques extremums (zones les plus peuplees et le plus
de zones aectees a un joueur donne). Ce rapport est desuet.
Player info Ache des informations sur le joueur actuellement selectionne
(numero de joueur, capacite maximale de charge, nombre de
zones de domiciliation, latence joueur-ho^te).
Player actions Ache les actions de mobilite subsequentes (a venir) pour le
joueur selectionne. Pour ns de deverminage.
Zone cost Ache les informations servant au calcul du cou^t de la zone
selectionnee. Pour ns de deverminage, mais tres utile.
Performance Ache des mesures de temps d'execution (en temps machine)
pour les dierents modules de l'application. Sert uniquement au
deverminage, pour diagnostiquer les troubles de performance.
Rebal. actions Ache les 250 dernieres actions de rebalancement eectuees et
a venir. Pour ns de deverminage.
redondantes. Le mecanisme de base de fonctionnement en paires cle-valeur est repris par
souci de reutilisation de l'architecture logicielle, mais il est legerement altere an que plu-
sieurs \valeurs" puissent e^tre assignees a une me^me cle. Cela simule un \tableau" (colonnes
et lignes). Le format de donnees csv est approprie puisqu'il permet a un chirier tel que
Microsoft Excel ou OpenOce Calc d'ouvrir directement le chier de rapport. Evidemment,
c'est le chirier qui sert a eectuer les analyses et les syntheses et a produire les tableaux et
les graphiques. Cet encha^nement d'operations a ete utilise ici pour produire les donnees de
simulation, les tableaux et les graphiques pour la redaction de ce memoire. Le tableau 4.2
illustre les principaux rapports d'analyse. Notons que les noms des rapports sont en anglais
par souci de coherence par rapport au simulateur.
4.1.6 Interface graphique
Tel que discute, l'interface graphique joue un ro^le preponderant au sein du simulateur
puisqu'elle permet de visualiser le deroulement de la simulation. L'aire de visualisation oc-
cupe la partie centrale de l'ecran. Les elements achees dans l'aire de visualisation sont
parametrable a partir du menu View. Les fonctionnalites oertes par l'aire de visualisation
sont les suivantes :
{ achage des zones triangulaires selon le mode de coloration choisi ;
{ achage des joueurs et de leur zone d'intere^t ;
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Tableau 4.2 Principaux rapports d'analyse
Rapport Description
[XT] : CS/P2P Com-
parison
Pour chaque minute de simulation, extrait le cou^t moyen im-
pose au serveur central par seconde de simulation si le mode de
fonctionnement est pair-a-pair et client-serveur. Sert a evaluer la
performance du modele propose par rapport au modele classique.
[XT] : Per-second Pour chaque seconde de simulation, extrait et pre-traite
dierentes valeurs telles que le nombre de joueurs connectes,
le nombre de zones, le nombre de zones par classe de ratio de
charge, le nombre de zones par classe de latence moyenne et le
nombre de joueurs par classe de latence moyenne. Tres utile pour
l'evaluation de fonctionnement du modele sous plusieurs condi-
tions selon les simulations realisees.
[XT] : Per-player Inutilise pour l'instant car non-implemente.
{ achage d'informations textuelles sur les zones ;
{ achage d'une ligne reliant chaque zone avec son noeud responsable ;
{ achage du graphe d'adjacence des zones (reliant chaque zone avec l'ensemble de ses
zones voisines) ;
{ deplacement de la portion de la vue achee actuellement (clo^ture) a l'aide du bouton
droit de la souris ;
{ mise en selection (surbrillance) de joueurs et de zones (utilise par certains rapports qui
achent l'etat des zones et des joueurs selectionnes).
Un panneau de contro^le occupe la partie droite de l'ecran. Ce panneau permet de manipuler
l'etat actuel de la vue et d'acher les informations produites par les dierents rapports decrits
a la section 4.1.5. Les dierentes commandes proposees par le panneau de simulations sont
les suivantes :
{ manipuler le niveau de zoom pour visualiser la simulation a petite ou grande echelle
(vue globale imprecise ou vue locale plus detaillee) ;
{ se positionner a un temps t dierent dans la simulation. Notons qu'en raison des
contraintes enoncees a la section 4.1.5, il est possible de se positionner uniquement
a un instant t avant la n de la simulation.
{ regler la vitesse de deroulement ou de relecture de la simulation ;
{ visualiser la liste des rapports disponibles et choisir quels rapports doivent e^tre aches
(rapports de simulation) et sauvegardes (rapports de simulation et d'analyse).
Une barre de menus vient completer l'interface graphique. Les dierents menus sont les
suivants :
{ File : permet de charger et sauvegarder la carte du monde, le bassin de joueur et le
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chier de simulation.
{ View : permet de selectionner les elements qui sont aches dans l'aire de visualisa-
tion, selectionner le mode de coloration des zones (selon leur identicateur, leur ratio
de charge ou leur nombre de joueurs), selectionner une zone via son identicateur et
visualiser une zone via son identicateur.
{ State : permet de denir l'action courante associee a chaque bouton de la souris (gauche,
droit, milieu). L'action selectionnee est executee lorsque le bouton correspondant de la
souris est appuye sur l'aire de visualisation.
{ Mobility : permet d'appliquer un patron de mobilite donne a l'ensemble des joueurs.
{ Misc : contient des fonctionnalites servant uniquement au deverminage.
Notons que certaines commandes qui prennent du temps a s'executer emettent du texte dans
la console de sortie Java. Il peut e^tre judicieux de jeter un coup d'oeil a cette console pour
suivre le deroulement et obtenir certaines informations complementaires.
Les gures 4.3, 4.4 et 4.5 representent trois captures-ecran du simulateur. La premiere
capture-ecran illustre une vue d'ensemble avec une coloration des zones selon la couleur
associee a leur noeud responsable. La seconde capture-ecran illustre la me^me vue d'ensemble
avec une coloration basee sur la charge actuelle des zones. La troisieme capture-ecran illustre
une vue rapprochee pour voir precisement l'etat de quelques zones.
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Figure 4.3 Capture-ecran du simulateur (1) (vue eloignee)
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Figure 4.4 Capture-ecran du simulateur (2) (vue eloignee)
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Figure 4.5 Capture-ecran du simulateur (3) (vue rapprochee)
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4.2 Parametres des simulations
Au total, six simulations ont ete realises. Chaque simulation fait varier certains parametres
pertinents pour verier le fonctionnement du modele. Nous avons vise un temps total de
simulation de 3; 5 jours, ce qui correspond a 84 heures ou 302400 secondes ; c'est-a-dire que
le simulateur devait simuler le deroulement d'un jeu massivement multijoueurs pour chaque
seconde t de l'ensemble de la duree denie. En ce qui concerne les simulations qui se sont
executees correctement, il n'y a eu aucun probleme a laisser tourner le simulateur pour la
duree prevue. Cependant, en ce qui concerne les simulations dont les parametres choisis n'ont
pas permis de donner des resultats satisfaisants, nous n'avons pas pu les laisser s'executer
completement pour toute la duree prevue. Il a ete necessaire de les interrompre a environ
70%-80% de leur duree. Ces limitations seront discutees davantage a la presentation des
resultats (section 4.3).
Les tableaux 4.3 et 4.4 detaillent l'ensemble des parametres de simulation consideres. Pour
ns de comprehension, un bref rappel des parametres est presente. Nous pouvons remarquer
que le simulateur possede une tres grande quantite de parametres. Cependant, ces parametres
n'ont pas tous la me^me importance. Au fur et a mesure de l'implementation du modele, des
valeurs plausibles et fonctionnelles ont ete aectees aux dierents parametres. Vu la nature du
travail de ma^trise, il etait impossible d'etudier la variation de tous les parametres. Certains
parametres-cles importants ont ete identies. Ce sont ces parametres qui varieront pour les
dierentes simulations. Ces parametres appara^ssent en caracteres gras.
Pour l'ensemble des simulations, une carte de forme carree de supercie 40 000 unites
carres et un nombre de 15 000 joueurs inscrits (bassin de joueurs) ont ete consideres. Ce ratio
(nombre de joueurs par unite de supercie) a ete estime empiriquement a partir d'observations
de jeux massivement multijoueurs en ligne actuellement sur le marche. Notons ici que le
nombre de joueurs actuellement dans le jeu n'est pas de 15 000 tout au long du deroulement
de la partie. Tel que decrit dans le modele de mobilite a la section 3.2, un patron de connective
a ete integre, ce qui fait en sorte que les joueurs peuvent entrer et quitter le jeu a tout moment.
D'une part, nous avons voulu modeliser le comportement typique des joueurs qui ont plus
tendance a jouer a certaines heures cles (soiree et debut de nuit) par rapport a certaines heures
creuses (matin et debut d'apres-midi). D'autre part, nous avons voulu tester le modele sous
des conditions plus rigoureuses pour evaluer le rendement. A cette n, nous avons etabli un jeu
de parametres de connectivite prenant en compte empiriquement le patron de connectivite
typique des joueurs de tels jeux. Cependant, les \variations" au niveau la repartition des
joueurs connectes en fonction de l'heure de la journee ont ete ampliees. Le nombre de
joueurs maximal est d'environ 14650 et le nombre de joueurs minimal est d'environ 1300.
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Cela constitue un grand ecart (un facteur superieur a 10), an de verier si le modele est
en mesure de s'adapter correctement. Le patron de connectivite fonctionne sur la base des
heures d'une journee de temps simule. Pour cette raison, la repartition des joueurs connectes
en fonction du temps est tres similaire d'une journee simulee a l'autre.
La section mobilite du tableau 4.3 detaille les parametres de mobilite. L'ensemble de
ces parametres ont ete denis empiriquement an qu'ils soient plausibles et fonctionnels et
demeurent xes pour toutes les simulations. vmin, vmax, pmin et pmax representent respecti-
vement la vitesse minimale et maximale de deplacement et le temps de pause minimal et
maximal pour chaque action de mobilite generee. d et d representent respectivement la
moyenne et l'ecart-type de la duree des periodes de deconnexion generees. Pd represente la
probabilite qu'une action de mobilite generee soit une action de deconnexion et W 0d a W
23
d
representent les facteurs modulant la probabilite de generer une action de deconnexion selon
de l'heure du jour du temps simule.
Il convient de preciser qu'en debut de simulation, tous les joueurs sont deconnectes (la
premiere action de mobilite est toujours une action de deconnexion). Des la n de cette
premiere action, les joueurs se connectent progressivement, suivant le deroulement normal du
modele de mobilite utilise. Cela sert a simuler la phase d'initialisation du jeu dans laquelle
une partie est amorcee sur le serveur central et les joueurs s'y joignent progressivement.
De plus, apres trois jours (72 heures) de simulation, le serveur entre en mode \fermeture"
(tous les joueurs doivent quitter la partie). A cette n, l'ensemble des actions de mobilite
generees apres ce delai sont des actions de deconnexion. Cette procedure induit une liberation
progressive du serveur central, servant a simuler une phase de \maintenance" du jeu dans
laquelle tous les joueurs doivent quitter, sans necessairement forcer une deconnexion dure
simultanee. La simulation dure 84 heures ; par consequent, durant les 12 dernieres heures,
l'ensemble des actions generees sont des actions de deconnexion. A la n des simulations, il
ne reste que quelques joueurs connectes (pas plus d'une dizaine).
La section regions d'intere^t du tableau 4.4 detaille les parametres de generation aerents
aux regions d'intere^t pour les dierentes simulations. pstayInsideHotspot represente la probabilite
qu'une action de mobilite generee soit a l'interieur de la me^me region d'intere^t (s'applique
uniquement si le joueur est deja situe dans une region d'intere^t). WoutsideHotspot represente le
\poids" associe a la generation d'une action de mobilite hors de toute region d'intere^t lors du
calcul de la prochaine position de joueur. nmin et nmax representent respectivement le nombre
minimal et maximal de regions d'intere^t qui seront generees a chaque jour simule. rmin et
rmax representent respectivement le rayon minimal et maximal des regions d'intere^t generees.
dmin et dmax representent respectivement la duree minimale et maximale d'existence des
regions d'intere^t generees. Finalement, Wmin et Wmax representent respectivement le poids
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minimal et maximal associe aux dierentes regions d'intere^t generees. Tel que decrit dans le
modele, rappelons qu'il existe des regions d'intere^t temporaires et permanentes. Les regions
temporaires sont en vigueur pour la duree choisie, alors que les regions permanentes sont en
vigueur pour toute la duree du jeu. Les parametres nmin et nmax sont donc \doublement"
consideres : pour generer les regions d'intere^t pour une nouvelle journee donnee et pour
generer les regions d'intere^t permanentes. A tout instant t, il faut donc s'attendre a avoir
un nombre moyen de regions d'intere^t en vigueur qui est le double de ce que les parametres
denissent.
Dans le cadre de ce travail, pour les simulations 1, 2, 3 et 5, nous avons aecte aux
parametres WoutsideHotspot, nmin et nmax respectivement les valeurs 6, 10 et 30. Ces valeurs
sont considerees comme \standard". Pour la simulation 4, nous avons reduit le nombre de
regions d'intere^t generees d'environ 70% pour evaluer l'impact d'une plus grande concen-
tration de joueurs dans peu d'endroits (WoutsideHotspot = 2, nmin = 3, nmax = 9). Pour la
simulation 6, nous avons supprime l'ensemble des regions d'intere^t. Cela equivaut au modele
random waypoint classique puisque la notion de regions d'intere^t est completement abstraite
(WoutsideHotspot = 6, nmin = 0, nmax = 0).
La section capacite de charge detaille les parametres qui ont ete consideres pour modeliser
la capacite de charge maximale des noeuds-joueurs, tel que decrit a la section 3.2.3 du modele.
Pour les simulations 1, 4, 5 et 6, une capacite de charge consideree \standard" (ou moyenne)
a ete utilisee (moyenne c de 12 et ecart type c de 5). Pour la simulation 2, nous avons
decide de simuler une capacite de charge doublee (c = 24 et c = 10) pour evaluer le
fonctionnement avec des noeuds possedant une capacite doublee. Pour la simulation 3, nous
avons decide de simuler une capacite de charge des noeuds reduite de moitiee (c = 6 et
c = 2; 5). Les latences entre chaque paire de noeuds sont modelisees pour s'approcher de
la realite, selon une distribution obtenue gra^ce a une etude exhaustive realisee sur le sujet
(Gummadi et al. (2002)).
La section ponderation des cou^ts detaille les facteurs ponderatifs pour les dierents pa-
rametres servant a calculer la charge totale d'une zone donnee. Ces parametres ont ete decrits
de facon plus detaillee a la section . Ces valeurs ont ete obtenues empiriquement et ne varient
pas.Wh,Wv etWr representent respectivement les cou^ts de maintenance d'un joeur domicile,
visiteur et relais pour un noeud serveur donne. Wc et Wd representent respectivement le cou^t
de connexion et de deconnexion d'un noeud joueur a un noeud serveur donne. Wa represente
le cou^t de gestion associe a la maintenance d'une unite carree de supercie.
La section rebalancement detaille les parametres servant a generer les operations de re-
balancement. Ces parametres, determines empiriquement, ne changent pas pour les six si-
mulations. Seul le parametre tb change pour la premiere simulation uniquement. LRhigh et
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LRlow representent respectivement les seuils a partir desquels une zone est consideree en
sous-charge et en surcharge. Lavghigh represente le seuil a partir duquel l'on considere qu'une
zone donnee a une latence moyenne trop elevee. LTRmax represente la charge maximale ad-
missible pour une operation de fusion. n represente le seuil en nombre d'ecarts type a partir
duquel une operation de separation sera directement consideree pluto^t qu'une operation de
reassignation. nhighr et n
low
r representent respectivement le nombre maximal d'operations de
rebalancement qui seront eectuees pour les zones surchargees et sous-chargees. tb represente
le temps de \liste noire" (blacklist) en secondes pour une zone recemment rebalancee. Pour
la premiere simulation, un temps de 30 secondes a ete considere. Toutefois, en analysant les
resultats, nous avons realise que le delai etait beaucoup trop eleve et faisait en sorte que
certaines zones devenaient surchargees pendant un temps considerable. Pour les simulations
subsequentes, nous avons donc decide de reduire ce delai a 10 secondes. anglemin represente
la valeur minimale admise pour les trois angles de toute nouvelle zone creee.
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Tableau 4.3 Parametres de simulation
Simulation 1 2 3 4 5 6
Temps vise 302400 302400 302400 302400 302400 302400
Temps reel 302400 302400 246117 209102 302400 302400
Joueurs 15000 15000 15000 15000 15000 15000
Supercie 400002 400002 400002 400002 400002 400002
Mobilite
vmin 1 1 1 1 1 1
vmax 2 2 2 2 2 2
pmin 50 50 50 50 50 50
pmax 60 60 60 60 60 60
d 21600 21600 21600 21600 21600 21600
d 14400 14400 14400 14400 14400 14400
Pd 0; 01 0; 01 0; 01 0; 01 0; 01 0; 01
W 0d 0; 503 0; 503 0; 503 0; 503 0; 503 0; 503
W 1d 0; 542 0; 542 0; 542 0; 542 0; 542 0; 542
W 2d 0; 647 0; 647 0; 647 0; 647 0; 647 0; 647
W 3d 1; 187 1; 187 1; 187 1; 187 1; 187 1; 187
W 4d 1; 993 1; 993 1; 993 1; 993 1; 993 1; 993
W 5d 2; 931 2; 931 2; 931 2; 931 2; 931 2; 931
W 6d 3; 56 3; 56 3; 56 3; 56 3; 56 3; 56
W 7d 3; 56 3; 56 3; 56 3; 56 3; 56 3; 56
W 8d 3; 322 3; 322 3; 322 3; 322 3; 322 3; 322
W 9d 3; 115 3; 115 3; 115 3; 115 3; 115 3; 115
W 10d 2; 769 2; 769 2; 769 2; 769 2; 769 2; 769
W 11d 2; 492 2; 492 2; 492 2; 492 2; 492 2; 492
W 12d 2; 492 2; 492 2; 492 2; 492 2; 492 2; 492
W 13d 1; 718 1; 718 1; 718 1; 718 1; 718 1; 718
W 14d 1; 424 1; 424 1; 424 1; 424 1; 424 1; 424
W 15d 1; 51 1; 51 1; 51 1; 51 1; 51 1; 51
W 16d 1; 311 1; 311 1; 311 1; 311 1; 311 1; 311
W 17d 1; 107 1; 107 1; 107 1; 107 1; 107 1; 107
W 18d 0; 906 0; 906 0; 906 0; 906 0; 906 0; 906
W 19d 0; 664 0; 664 0; 664 0; 664 0; 664 0; 664
W 20d 0; 548 0; 548 0; 548 0; 548 0; 548 0; 548
W 21d 0; 479 0; 479 0; 479 0; 479 0; 479 0; 479
W 22d 0; 445 0; 445 0; 445 0; 445 0; 445 0; 445
W 23d 0; 453 0; 453 0; 453 0; 453 0; 453 0; 453
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Tableau 4.4 Parametres de simulation (suite)
Simulation 1 2 3 4 5 6
Temps vise 302400 302400 302400 302400 302400 302400
Temps reel 302400 302400 246117 209102 302400 302400
Joueurs 15000 15000 15000 15000 15000 15000
Supercie 400002 400002 400002 400002 400002 400002
Regions d'intere^t
pstayInsideHotspot 0; 7 0; 7 0; 7 0; 7 0; 7 0; 7
WoutsideHotspot 6 6 6 2 6 6
nmin 10 10 10 3 10 0
nmax 30 30 30 9 30 0
rmin 600 600 600 600 600 600
rmax 3000 3000 3000 3000 3000 3000
dmin 3600 3600 3600 3600 3600 3600
dmax 72000 72000 72000 72000 72000 72000
Wmin 0; 5 0; 5 0; 5 0; 5 0; 5 0; 5
Wmax 2 2 2 2 2 2
Capacite de charge
c 12 24 6 12 12 12
c 5 10 2;5 5 5 5
Latency KING KING KING KING KING KING
Ponderations des cou^ts
Wh 1 1 1 1 1 1
Wv 1 1 1 1 1 1
Wr 1 1 1 1 1 1
Wc 2 2 2 2 2 2
Wd 2 2 2 2 2 2
Wa 10
 9 10 9 10 9 10 9 10 9 10 9
Rebalancement
LRhigh 0; 3 0; 3 0; 3 0; 3 0; 3 0; 3
LRlow 0; 8 0; 8 0; 8 0; 8 0; 8 0; 8
Lavghigh 200 200 200 200 200 200
LTRmax 0; 5 0; 5 0; 5 0; 5 0; 5 0; 5
n 1 1 1 1 1 1
nhighr 5 5 5 5 5 5
nlowr 5 5 5 5 5 5
tb 30 10 10 10 10 10
anglemin 30 30 30 30 30 30
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4.3 Resultats des simulations
Les six simulations ont ete executees avec les parametres decrits dans les tableau 4.3 et
4.4. Par la suite, la procedure de generation des rapports CS/P2P Comparison et Per-second
a ete invoquee pour produire les chiers de donnees. Les analyses de donnees ont ensuite ete
realisees pour produire les graphiques et tableaux des resultats. La prochaine section (4.3.1)
compare la charge totale imposee au serveur central entre le modele client-serveur et pair-
a-pair pour chacune des six simulations. Les sections suivantes analysent respectivement
l'impact des operations de rebalancement (4.3.2), la charge imposee aux noeuds serveurs
(4.3.3) et la latence (4.3.4).
4.3.1 Comparaison avec le modele client-serveur
Les equations mathematiques permettant de calculer les cou^ts imputes au serveur central
par unite de temps ont ete decrites a la section 3.4.7. Ces formules ont ete appliquees aux six
simulations realisees an de calculer les cou^ts pour le serveur central, selon le modele pair-a-
pair et selon le modele classique. Les graphiques 4.6, 4.7, 4.8, 4.9, 4.10 et 4.11 presentent les
cou^ts selon ces deux modele tout au long de la duree du jeu simule.
Mathematiquement, rappelons que le cou^t impute au serveur central selon le modele
client-serveur est calcule a partir du nombre de joueurs presents et de l'aire du territoire global
(equation 3.13). Le nombre de joueurs, la taille du territoire et les patrons de connectivite sont
les me^me dans toutes les simulations eectuees. Consequemment, tel qu'attendu, les cou^ts
du serveur central pour le modele classique sont presques identiques pour les six simulations
eectuees.
Il y a variation au niveau des cou^ts associes au serveur central selon le modele pair-a-
pair (equation 3.12). Mathematiquement, la premiere partie de ce cou^t est calculee a partir
du nombre de joueurs et de la supercie du territoire global, mais attenue par le facteur
Bi (intervalle temporel de propagation). Ce cou^t demeure stable pour les me^mes conditions
enoncees pour le calcul des cou^ts pour le modele classique. La seconde partie du cou^t est
constituee du nombre de connexions et deconnexions (cou^ts de migration) puisque l'on sup-
pose que le serveur central est avise lorsqu'un tel evenement de connexion ou deconnexion
est genere. Ce sont ces facteurs qui font varier les cou^ts associes au serveur central sous le
modele pair-a-pair.
Les cou^ts selon le modele pair-a-pair sont presque identiques pour les simulations 1 et
5, qui sont des simulations selon des parametres en conditions normales (rappelons que seul
l'intervalle de liste noire, tb, change, ce qui a peu d'impact). Les cou^ts sont egalement tres
similaires quoique legerement inferieurs pour la simulation 6. Cela s'explique par le fait qu'il
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n'y ait aucune region d'intere^t dans cette simulation, ce qui favorise des zones de supercie
mieux repartie, pouvant ainsi contribuer a reduire les migrations de joueurs. La dierence
est toutefois tres peu signicative. Les cou^ts pour la simulation 2 sont signicativement
inferieurs a ceux des simulations 1 et 5. Rappelons que les noeuds de la region 2 ont une
capacite de charge doublee. Cela permet aux noeuds de gerer des zones de taille superieure,
induisant moins de zones pour un me^me nombre de joueurs, reduisant ainsi le nombre de
migrations. Les cou^ts associes a la simulation 3 sont plus eleves, mais l'ecart semble toutefois
raisonnable. Cette simulation represente le cas oppose a la simulation 2 : les noeuds joueurs
ont une puissance reduite de moitie par rapport a la normale, ce qui induit le besoin d'avoir un
plus grand nombre de zones. Il y a davantage de migrations. Toutefois, les vrais problemes
engendres par la simulation 3 n'appara^ssent pas dans cette analyse. Cela signie que le
serveur central du jeu ne sera pas beaucoup aecte par les conditions restrictives imposees.
Les problemes engendres par ces conditions seront detailles dans les analyses subsequentes.
Finalement, la simulation 4 s'avere tres problematique puisque les cou^ts du serveur central
pair-a-pair sont exagerement eleves. Cela est du^ au fait que la simulation 4 possede tres peu
de regions d'intere^t qui sont fortement surpeuplees, induisant une multitude de zones de taille
tres petite a l'interieur de ces regions d'intere^t. Les cou^ts de migration qui en resultent sont
enormes.
Le graphique 4.12 illustre le ratio de charge serveur economisee en utilisant le modele
pair-a-pair tout au long du deroulement des simulations. Nous remarquons que pour toutes
les simulations sauf la 4, ce ratio est toujours inferieur a 90% et avoisine souvent 95% et plus
pour certaines simulations. Pour la simulation 4, nous constatons beaucoup de variations et
de chutes de performance.
En rapport a ces observations, nous remarquons que le modele pair-a-pair permet de
reduire signicativement le charge imposee au serveur central dans les situations ou la taille
des zones demeure raisonnable, mais n'est pas ecace dans les situations ou il y a beaucoup
de zones de taille tres reduite.
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Figure 4.6 Charge totale imposee au serveur central en fonction du temps (simulation 1)
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Figure 4.7 Charge totale imposee au serveur central en fonction du temps (simulation 2)
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Figure 4.8 Charge totale imposee au serveur central en fonction du temps (simulation 3)
j
 jjj
jjj
jjj
jjj
jjjj
 jjj
jjj
jjj
j       j   
ü
 

 

 

 
 
	


 

 



 
 

 

 
 


 

 
	

 
 

 



	
	
 

	


	
 

Figure 4.9 Charge totale imposee au serveur central en fonction du temps (simulation 4)
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Figure 4.10 Charge totale imposee au serveur central en fonction du temps (simulation 5)
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Figure 4.11 Charge totale imposee au serveur central en fonction du temps (simulation 6)
85
Y
YZ[
YZ\
YZ]
YZ^
YZ_
YZ`
YZa
YZb
YZc
[
Y [\ \^ ]` ^b `Y
1
2
3 4
5
6 7
8
6 9
:
2
; <
8
6 =
8
; >
8
?
; 6
@
9 5
A
5
B
4 =
@
8
C8BD=6=4B?E@67?6B5A786>4;3?8E6F:8?;8=G
defghijeklm[
defghijeklm\
defghijeklm]
defghijeklm^
defghijeklm_
defghijeklm`
Figure 4.12 Ratio d'economie de charge au serveur central en utilisant le modele P2P
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4.3.2 Analyse des rebalancements
Cette section detaille des statistiques sur les operations de rebalancement qui ont ete
eectuees. Plus precisement, pour chaque simulation, le premier graphique illustre le nombre
de joueurs et de serveurs de zones en fonction du temps de simulation. Le second graphique
illustre, pour chaque minute de simulation et groupe en fonction du nombre de joueurs
connectes :
{ le pourcentage de noeuds serveurs (ou zones) aectes par une operation de rebalance-
ment ;
{ le pourcentage de joueurs aectes par une operation de rebalancement ;
{ le pourcentage de supercie aectee par une operation de rebalancement (par rapport
a la supercie du territoire global).
Lors du traitement des donnees, les valeurs sont calculees par seconde et ensuite agregees
sur la base d'une minute. Pour chaque minute, une me^me zone peut avoir ete reaectee plus
d'une fois et un me^me ensemble de joueurs peut e^tre aecte par plus d'une operation. Prenant
en compte ces conditions, il est possible que le pourcentage depasse 100%, puisque la valeur
est calculee sur l'agregat des donnees par seconde et non sur la base de l'unicite des entites.
Cela signie egalement que ce pourcentage n'est pas tres precis, mais contribue tout de me^me
a donner une bonne estimation de l'impact des operations de rebalancement.
En ce qui concerne le premier graphique, nous remarquons que c'est tres similaire pour les
simulations 1, 5 et 6 puisque les capacites de charge sont les me^mes. Me^me si la simulation 6
a pour dierence qu'il n'y a pas de region d'intere^t, il semble y avoir tout de me^me le me^me
nombre de zones par rapport au nombre de joueurs tout au long de la simulation, quoique
que ces zones sont reparties plus uniformement. La simulation 3 possede environ 2; 5 fois
plus de zones par rapport au nombre de joueurs, ce qui s'explique par une diminution de
moitie de la capacite de charge des noeuds. De plus, a plusieurs moments, la dierence entre
le nombre de zones et le nombre de joueurs est faible, ce qui indique que le systeme possede
souvent beaucoup de zones pour peu de joueurs, une situation qui n'est pas adequate puisque
cela augmente considerablement les cou^ts de gestion des serveurs de zones, tel que discute a
la section 4.3.1. La simulation 4 amplie davantage le phenomene en augmentant de facon
drastique le nombre de zones par rapport au nombre de joueurs. A certains moments, il y
a plus de de zones que de joueurs, une situation qui ne serait pas possible dans la realite
puisque cela viole l'hypothese selon laquelle une seule zone est assignee a chaque noeud
serveur. De plus, conceptuellement, cette situation est nettement moins performante que le
modele client-serveur classique. Ce phenomene s'explique encore une fois par le nombre reduit
de regions d'intere^t, favorisant une multitude de regions surpeuplees qui sont redecoupees
continuellement. En regardant les resultats de la simulation 2, nous remarquons une baisse
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marquee de la consommation de charge selon le modele pair-a-pair. La charge serveur semble
e^tre reduite de plus de la moitie, ce qui demontre que disposer de noeuds de capacite maximale
doublee a un impact direct sur la charge imputee au serveur central.
En ce qui a trait au second graphique, nous remarquons a premiere vue que les resultats
de la simulation 1 sont signicativement dierents des autres simulations. Dans cette si-
mulation, le pourcentage de noeuds, joueurs et de supercie aectes par un rebalancement
cro^t selon le nombre de joueurs connectes. De plus, les valeurs (pourcentages) sont moins
elevees que pour les autres simulations. Cela s'explique encore ici par le temps de liste noire
(tb) augmente, faisant en sorte qu'un minimum de 30 secondes doit s'ecouler avant qu'une
me^me zone ne soit rebalancee, reduisant les possibilites de rebalancement. Tel que discute,
ce n'est toutefois pas souhaitable puisque certaines zones pourraient devenir en surcharge
sans possibilite de rebalancement jusqu'a l'ecoulement du delai. Dans les autres simulations,
la situation est pluto^t similaire puisque le nombre de rebalancements par seconde est borne
jusqu'a un maximum (parametres nhighr et n
low
r decrits a la section 3.5.4). Lorsque ces bornes
sont atteintes pour une unite de temps donne, aucun autre rebalancement n'est permis pour
cette me^me unite de temps. De plus, plus il y a de joueurs connectes, plus les zones sont
de taille reduite. Par consequent, un rebalancement d'une zone donnee aectera moins de
joueurs et de supercie, ce qui explique pourquoi ces valeurs decroissent lorsque le nombre de
joueurs connecte est important. Encore ici, la puissance accrue des noeuds pour la simulation
2 reduit de facon signicative le volume d'operations de rebalancement necessaires.
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(a) Nombre de joueurs et de serveurs (zones) en fonction du temps
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(b) Pourcentage moyen de noeuds serveurs, de joueurs, et de supercie du territoire qui ont ete reaectes
ou modies par minute de jeu en fonction du nombre de joueurs
Figure 4.13 Analyse des rebalancements pour la simulation 1
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(a) Nombre de joueurs et de serveurs (zones) en fonction du temps
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(b) Pourcentage moyen de noeuds serveurs, de joueurs, et de supercie du territoire qui ont ete reaectes
ou modies par minute de jeu en fonction du nombre de joueurs
Figure 4.14 Analyse des rebalancements pour la simulation 2
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(a) Nombre de joueurs et de serveurs (zones) en fonction du temps
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(b) Pourcentage moyen de noeuds serveurs, de joueurs, et de supercie du territoire qui ont ete reaectes
ou modies par minute de jeu en fonction du nombre de joueurs
Figure 4.15 Analyse des rebalancements pour la simulation 3
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(a) Nombre de joueurs et de serveurs (zones) en fonction du temps
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(b) Pourcentage moyen de noeuds serveurs, de joueurs, et de supercie du territoire qui ont ete reaectes
ou modies par minute de jeu en fonction du nombre de joueurs
Figure 4.16 Analyse des rebalancements pour la simulation 4
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(a) Nombre de joueurs et de serveurs (zones) en fonction du temps







	












	







	












(b) Pourcentage moyen de noeuds serveurs, de joueurs, et de supercie du territoire qui ont ete reaectes
ou modies par minute de jeu en fonction du nombre de joueurs
Figure 4.17 Analyse des rebalancements pour la simulation 5
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(a) Nombre de joueurs et de serveurs (zones) en fonction du temps
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(b) Pourcentage moyen de noeuds serveurs, de joueurs, et de supercie du territoire qui ont ete reaectes
ou modies par minute de jeu en fonction du nombre de joueurs
Figure 4.18 Analyse des rebalancements pour la simulation 6
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4.3.3 Analyse de la charge
Cette analyse porte sur le ratio de charge des dierentes zones du jeu. Puisque l'univers
virtuel comporte beaucoup de zones, il n'est evidemment pas possible d'analyser le ratio de
charge pour chaque zone sur une base individuelle. Nous avons donc decide de regrouper les
zones selon dierentes classes de ratio de charge : 0% a 20% ([0-20[), 20% a 40% ([20-40[), 40%
a 60% ([40-60[), 60% a 80% ([60-80[), 80% a 100% ([80-100[) et 100% et plus ([100-1[). Tel
qu'enonce a la section 3.4.5, un ratio de charge superieur a 100% est problematique puisque
l'on peut potentiellement exceder la limite de consommation de ressources xee initialement.
Selon les politiques etablies pour le jeu, depasser la limite peut e^tre critique si la limite de
consommation de ressources xee equivaut a la capacite reelle disponible sur la machine. Si la
limite xee est en-deca de la capacite reelle de la machine, depasser peut e^tre moins critique.
Cependant, nous considerons que depasser la limite xee est une sitation tres defavorable qui
doit se produire le moins souvent possible. A l'inverse, tout ratio de charge inferieur a 100%
ne pose aucun probleme et est parfaitement acceptable.
Les analyses de charge pour les six simulations sont presentees aux gures 4.19, 4.20,
4.21, 4.22, 4.23 et 4.24. Les analyses sont presentees a la fois sous la forme d'un graphique
et a la fois sous la forme d'un tableau. Les donnees ont ete regroupees selon le nombre de
joueurs. Ainsi, pour chaque classe de 1000 joueurs, la vue graphique illustre le nombre de
zones pour chaque classe de ratio de charge. Le tableau illustre ces me^mes donnees, mais en
pourcentages (le pourcentage etant calcule a partir du nombre de zones pour chaque categorie
sur le nombre de zones total moyen pour la classe de 1000 joueurs).
Les simulations 2, 5 et 6 illustrent des conditions parfaites au niveau de la repartition
de la charge (\load balancing"), selon les criteres d'analyse denis. En eet, il y a toujours
aucune zone en surcharge, peu importe le nombre de joueurs. Cela indique que l'algorithme
de rebalancement permet de maintenir continuellement la charge en dessous d'un seuil donne,
peu importe les variations en cours de jeu, pour les parametres propres a ces simulations.
Rappelons que pour ces simulations, les noeuds ont un ratio de charge dit \standard" (ou
\moyen"). Le temps de liste noire (tb) reduit par rapport a la simulation 1 a probablement
egalement un eet positif puisque les zones devenant en surcharge peuvent e^tre rebalancees
plus rapidement. La simulation 6 n'a aucune region d'intere^t alors que la simulation 5 en a
un nombre \standard", mais cela ne semble pas avoir cause obstacle au bon fonctionnement
de l'algorithme. La simulation 2 a egalement un nombre \standard" de regions d'intere^ts
et possede egalement des noeuds de capacite maximale doublee. Mentionnons egalement
pour ces simulations que le pourcentage de zones possedant un ratio entre 80% et 100%
(toutes classes de joueurs confondues) est assez faible, voire me^me presque negligeable pour
la simulation 2. Me^me si avoir des zones dans ce ratio de charge est parfaitement acceptable,
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cela indique que peu de zones sont sujettes a passer la limite, ce qui renforce la stabilite.
Du point de vue de la charge imposee aux noeuds, les parametres assignes aux simulations
5 et 6 assurent un fonctionnement tres adequat et les parametres assignes a la simulation 2
assurent un fonctionnement quasi-parfait.
Les resultats de la simulation 1 sont assez prometteurs, mais il y a tout de me^me un tres
faible pourcentage de zones avec un ratio de charge superieur a 100%. Sans e^tre critique, cette
situation est neammoins a eviter dans la mesure du possible. Les parametres de la simulation
1 sont les me^mes que ceux de la simulation 5, a l'exception du temps de liste noire qui est
de 30 secondes au lieu de 10 secondes. Nous tirons la conclusion que ce long delai empe^che
peut-e^tre certaines zones surchargees d'e^tre rebalancees dans les temps voulus.
La simulation 3 (capacite de charge maximale des noeuds reduite de moitie) est problema-
tique puisqu'un nombre important de zones se retrouvent en surcharge pour la majeure partie
de la simulation. Le probleme s'amplie de facon draconienne lorsqu'il y a augmentation
du nombre de joueurs connectes, rendant le fonctionnement adequat du modele impossible
dans ces conditions. La simulation 4, qui possede un nombre reduit de regions d'intere^t tres
densement peuplees, est egalement problematique quoique dans une moindre mesure que la
simulation 3. Cependant, les perturbations sont susantes pour nuire au bon deroulement
du jeu dans ces conditions.
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(a) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de joueurs
[0-20[ [20-40[ [40-60[ [60-80[ [80-100[ [100-1[
[0; 1000[ 10,3% 25,8% 46,5% 16,9% 0,4% 0,1%
[1000; 2000[ 1,9% 22,8% 53,5% 21,0% 0,6% 0,1%
[2000; 3000[ 1,5% 21,8% 53,5% 22,2% 0,8% 0,1%
[3000; 4000[ 1,6% 20,6% 53,1% 23,5% 0,9% 0,1%
[4000; 5000[ 1,6% 21,1% 52,4% 23,6% 1,0% 0,2%
[5000; 6000[ 1,4% 20,4% 52,4% 24,3% 1,1% 0,2%
[6000; 7000[ 1,6% 20,2% 52,3% 24,4% 1,2% 0,2%
[7000; 8000[ 1,6% 20,2% 51,9% 24,7% 1,3% 0,2%
[8000; 9000[ 1,6% 20,2% 51,6% 24,8% 1,3% 0,2%
[9000; 10000[ 1,5% 20,0% 51,6% 25,2% 1,3% 0,2%
[10000; 11000[ 1,5% 20,0% 51,5% 25,4% 1,3% 0,2%
[11000; 12000[ 1,5% 19,6% 51,4% 25,8% 1,3% 0,1%
[12000; 13000[ 1,5% 19,7% 51,4% 25,9% 1,3% 0,1%
[13000; 14000[ 1,4% 19,9% 51,1% 26,0% 1,3% 0,1%
[14000; 15000[ 1,4% 20,8% 50,6% 25,6% 1,4% 0,1%
(b) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de
joueurs (pourcentage)
Figure 4.19 Analyse de la charge pour la simulation 1
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(a) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de joueurs
[0-20[ [20-40[ [40-60[ [60-80[ [80-100[ [100-1[
[0; 1000[ 21,9% 22,3% 36,8% 18,2% 0,8% 0,0%
[1000; 2000[ 2,0% 18,7% 52,9% 25,7% 0,6% 0,0%
[2000; 3000[ 1,4% 17,9% 53,3% 26,8% 0,5% 0,0%
[3000; 4000[ 0,9% 15,9% 54,5% 28,0% 0,6% 0,0%
[4000; 5000[ 0,9% 14,7% 54,6% 29,0% 0,7% 0,0%
[5000; 6000[ 1,0% 14,6% 54,2% 29,3% 0,7% 0,0%
[6000; 7000[ 1,0% 14,4% 54,3% 29,5% 0,6% 0,0%
[7000; 8000[ 1,1% 13,8% 54,3% 30,0% 0,7% 0,0%
[8000; 9000[ 1,0% 13,9% 54,3% 29,9% 0,7% 0,0%
[9000; 10000[ 1,0% 13,8% 54,2% 30,2% 0,7% 0,0%
[10000; 11000[ 1,1% 13,6% 54,0% 30,5% 0,7% 0,0%
[11000; 12000[ 1,0% 13,7% 54,3% 30,1% 0,7% 0,0%
[12000; 13000[ 1,0% 13,7% 54,1% 30,3% 0,7% 0,0%
[13000; 14000[ 0,9% 13,8% 54,7% 29,7% 0,7% 0,0%
[14000; 15000[ 1,0% 13,7% 54,7% 29,8% 0,7% 0,0%
(b) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de
joueurs (pourcentage)
Figure 4.20 Analyse de la charge pour la simulation 2
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(a) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de joueurs
[0-20[ [20-40[ [40-60[ [60-80[ [80-100[ [100-1[
[0; 1000[ 4,4% 20,6% 43,4% 28,8% 2,2% 0,1%
[1000; 2000[ 34,5% 15,7% 29,7% 18,3% 1,4% 0,1%
[2000; 3000[ 25,3% 17,4% 32,7% 21,4% 2,7% 0,2%
[3000; 4000[ 19,7% 24,1% 32,7% 19,5% 3,4% 0,3%
[4000; 5000[ 17,9% 29,4% 32,1% 17,1% 3,1% 0,3%
[5000; 6000[ 17,7% 31,2% 30,4% 15,9% 4,0% 0,5%
[6000; 7000[ 18,8% 31,4% 28,2% 15,2% 4,9% 1,2%
[7000; 8000[ 17,8% 29,3% 27,4% 16,3% 6,8% 2,3%
[8000; 9000[ 16,2% 27,6% 26,8% 17,4% 8,3% 3,6%
[9000; 10000[ 14,2% 24,9% 26,1% 18,5% 10,2% 6,0%
[10000; 11000[ 12,7% 22,9% 25,3% 19,2% 11,5% 8,2%
[11000; 12000[ 11,7% 21,1% 24,1% 19,4% 12,5% 11,0%
[12000; 13000[ 11,2% 19,8% 22,9% 19,2% 13,1% 13,7%
[13000; 14000[ 10,6% 18,4% 21,7% 18,9% 13,7% 16,7%
[14000; 15000[ 8,4% 17,8% 21,7% 19,3% 14,3% 18,4%
(b) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de
joueurs (pourcentage)
Figure 4.21 Analyse de la charge pour la simulation 3
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(a) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de joueurs
[0-20[ [20-40[ [40-60[ [60-80[ [80-100[ [100-1[
[0; 1000[ 78,7% 4,8% 10,1% 6,0% 0,3% 0,1%
[1000; 2000[ 88,5% 3,5% 5,1% 2,6% 0,1% 0,1%
[2000; 3000[ 76,4% 8,3% 9,9% 4,8% 0,3% 0,3%
[3000; 4000[ 69,6% 11,2% 12,6% 5,9% 0,3% 0,3%
[4000; 5000[ 61,7% 13,1% 16,6% 7,9% 0,4% 0,3%
[5000; 6000[ 54,7% 16,8% 18,7% 8,8% 0,6% 0,3%
[6000; 7000[ 47,6% 20,2% 20,7% 9,8% 1,1% 0,4%
[7000; 8000[ 42,4% 24,4% 21,9% 9,5% 1,2% 0,4%
[8000; 9000[ 39,5% 26,1% 23,1% 9,6% 1,1% 0,4%
[9000; 10000[ 36,9% 28,3% 23,4% 9,5% 1,2% 0,5%
[10000; 11000[ 36,7% 31,1% 22,2% 8,1% 1,2% 0,6%
[11000; 12000[ 40,7% 29,5% 20,0% 7,4% 1,5% 0,7%
[12000; 13000[ 43,4% 26,8% 18,1% 7,9% 2,4% 1,3%
[13000; 14000[ 44,9% 25,0% 16,8% 8,3% 3,0% 1,8%
[14000; 15000[ 48,5% 22,9% 14,5% 8,0% 3,5% 2,6%
(b) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de
joueurs (pourcentage)
Figure 4.22 Analyse de la charge pour la simulation 4
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(a) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de joueurs
[0-20[ [20-40[ [40-60[ [60-80[ [80-100[ [100-1[
[0; 1000[ 16,0% 20,0% 40,3% 22,7% 0,9% 0,0%
[1000; 2000[ 4,0% 18,7% 48,8% 27,2% 1,0% 0,0%
[2000; 3000[ 2,6% 18,1% 49,8% 28,2% 1,1% 0,0%
[3000; 4000[ 2,3% 17,2% 50,4% 28,6% 1,2% 0,0%
[4000; 5000[ 2,0% 17,2% 49,7% 29,5% 1,3% 0,0%
[5000; 6000[ 2,0% 17,0% 49,4% 30,0% 1,4% 0,0%
[6000; 7000[ 2,0% 16,5% 49,3% 30,2% 1,7% 0,0%
[7000; 8000[ 2,5% 15,7% 45,3% 31,5% 4,4% 0,0%
[8000; 9000[ 2,4% 16,8% 44,6% 31,1% 4,5% 0,0%
[9000; 10000[ 2,2% 18,7% 45,1% 29,8% 3,8% 0,0%
[10000; 11000[ 1,9% 20,2% 45,8% 28,4% 3,2% 0,0%
[11000; 12000[ 1,8% 21,7% 46,3% 27,2% 2,6% 0,0%
[12000; 13000[ 1,6% 23,5% 46,5% 25,9% 2,2% 0,0%
[13000; 14000[ 1,5% 25,1% 46,5% 24,7% 1,9% 0,0%
[14000; 15000[ 1,4% 26,2% 46,6% 23,9% 1,7% 0,0%
(b) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de
joueurs (pourcentage)
Figure 4.23 Analyse de la charge pour la simulation 5
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(a) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de joueurs
[0-20[ [20-40[ [40-60[ [60-80[ [80-100[ [100-1[
[0; 1000[ 2,4% 21,9% 50,9% 23,7% 0,8% 0,0%
[1000; 2000[ 1,5% 18,2% 52,0% 27,2% 0,9% 0,0%
[2000; 3000[ 1,4% 17,0% 51,7% 28,6% 1,1% 0,0%
[3000; 4000[ 1,3% 16,8% 51,6% 28,9% 1,1% 0,0%
[4000; 5000[ 1,4% 16,3% 51,0% 29,9% 1,2% 0,0%
[5000; 6000[ 1,4% 15,9% 50,5% 30,6% 1,3% 0,0%
[6000; 7000[ 1,6% 15,6% 49,8% 30,8% 1,8% 0,0%
[7000; 8000[ 2,1% 15,1% 46,6% 31,7% 4,0% 0,0%
[8000; 9000[ 2,1% 15,2% 45,3% 31,8% 5,0% 0,0%
[9000; 10000[ 2,0% 16,5% 45,3% 31,0% 4,7% 0,0%
[10000; 11000[ 1,7% 18,5% 45,8% 29,8% 3,8% 0,0%
[11000; 12000[ 1,6% 20,1% 46,4% 28,5% 3,1% 0,0%
[12000; 13000[ 1,5% 21,2% 46,8% 27,5% 2,7% 0,0%
[13000; 14000[ 1,3% 22,3% 47,2% 26,5% 2,3% 0,0%
[14000; 15000[ 1,3% 23,7% 47,3% 25,5% 2,0% 0,0%
(b) Nombre moyen de zones par classe de ratio de charge en fonction du nombre de
joueurs (pourcentage)
Figure 4.24 Analyse de la charge pour la simulation 6
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4.3.4 Analyse de la latence
L'analyse de la latence vise a jeter un coup d'oeil aux dierentes valeurs de latence entre
les noeuds responsables des dierentes zones et les joueurs sous leur responsabilite. A cette
n, la notion de latence moyenne (section 3.4.6) est utilisee. Pour chaque zone, il s'agit de
calculer la latence moyenne entre le joueur responsable de la zone et l'ensemble des joueurs
presents dans cette zone. Plus la latence tend a diminuer, meilleure sera la qualite du jeu.
Typiquement, une valeur de latence de moins de 700 millisecondes est acceptable, et une
valeur de latence de moins de 400 millisecondes est bonne. Inversement, une valeur de latence
superieure a 700 millisecondes cause certains problemes de jouabilite et une valeur de latence
superieure a 1000 millisecondes rend le jeu tres dicile a jouer. Le concept de latence est
utilise lors des operations de rebalancement an de selectionner, parmi les noeuds aptes a
devenir responsables de la zone, le noeud qui minimisera la latence moyenne.
La presentation des gures est analogue a la presentation des gures pour l'analyse de
charge. Les analyses de latence pour les six simulations sont presentees aux gures 4.25, 4.26,
4.27, 4.28, 4.29 et 4.30. Les analyses sont presentees a la fois sous la forme d'un graphique et a
la fois sous la forme d'un tableau. Les donnees ont ete regroupees selon le nombre de joueurs.
Ainsi, pour chaque classe de 1000 joueurs, la vue graphique illustre le nombre de zones pour
chaque classe de latence. Le tableau illustre ces me^mes donnees, mais en pourcentages (le
pourcentage etant calcule a partir du nombre de zones pour chaque categorie sur le nombre
de zones total moyen pour la classe de 1000 joueurs).
L'ensemble des latences moyennes des simulations 1, 2 et 6 sont inferieures a 400 milli-
secondes et ce, peu importe le nombre de joueurs connectes. Rappelons que les simulations
1 et 6 ont des noeuds de capacite maximale \standard" et que la simulation 2 possede des
noeuds de capacite doublee. Les simulations 1 et 2 contiennent des regions d'intere^t, mais
pas la simulation 6. La simulation 5, qui possede les me^mes parametres que la simulation
mais avec un temps de liste noire tb plus court, donne egalement de tres bons resultats,
avec seulement 0,1% des zones possedant une latence entre 400 et 700 millisecondes pour un
nombre de joueurs superieur a 13000 uniquemnt. Ce pourcentage est toutefois tres faible ;
par consequent, il serait premature de s'y er pour conclure que le temps tb reduit a un
impact sur la latence. Qui plus est, les valeurs de latence moyennes pour les autres classes de
joueurs sont tres similaires a celles de la simulation 1 et 6. Les simulations 3 (capacite maxi-
male des noeuds reduite de moitie) et 4 (tres peu de regions d'intere^ts, mais tres densement
peuplees) produisent des valeurs de latence moyennes legerement moins bonnes. En eet, il
y a un pourcentage un peu plus important de zones dans la plage 400-700 millisecondes et
egalement quelques zones dans la plage 700-1000 millisecondes (quoique tres faible). Ces deux
simulations montrent que la latence moyenne est legerement moins bonne pour une petite
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partie des zones, sans toutefois e^tre tres grave.
Enn, mentionnons que pour toutes les simulations, presque toutes les valeurs de la-
tence sont inferieures a 250 millisecondes, ce qui est tres performant. Mentionnons egalement
qu'aucune zone ne possede de latence superieure a 1000 millisecondes, toutes simulations
confondues. La latence moyenne ne semble donc que faiblement dependante des valeurs de
charge moyenne des dierentes zones et des conditions de simulations exposees dans les six
simulations. En d'autres termes, le modele pair-a-pair propose semble e^tre en mesure de
maintenir des latences moyennes tres bonnes a la fois sous des conditions de deroulement
strictes et moins strictes.
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(a) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs
Latence : 0-
50
50-
100
100-
150
150-
200
200-
250
250-
300
300-
350
350-
400
400-
700
700-
1000
1000-
inf
[0; 1000[ 7,2% 10,6% 35,5% 32,9% 10,9% 2,2% 0,5% 0,1% 0,0% 0,0% 0,0%
[1000; 2000[ 1,5% 11,7% 35,9% 35,8% 12,4% 2,2% 0,3% 0,1% 0,0% 0,0% 0,0%
[2000; 3000[ 1,3% 11,6% 36,1% 35,1% 12,7% 2,7% 0,4% 0,1% 0,0% 0,0% 0,0%
[3000; 4000[ 1,3% 12,2% 35,0% 35,3% 12,9% 2,7% 0,4% 0,1% 0,0% 0,0% 0,0%
[4000; 5000[ 1,3% 12,3% 35,6% 34,5% 13,0% 2,7% 0,4% 0,1% 0,0% 0,0% 0,0%
[5000; 6000[ 1,2% 12,2% 35,3% 34,9% 13,0% 2,7% 0,5% 0,1% 0,0% 0,0% 0,0%
[6000; 7000[ 1,3% 12,4% 35,4% 34,4% 12,9% 2,8% 0,5% 0,1% 0,0% 0,0% 0,0%
[7000; 8000[ 1,3% 12,5% 35,0% 34,2% 13,3% 2,9% 0,5% 0,1% 0,0% 0,0% 0,0%
[8000; 9000[ 1,5% 12,6% 35,0% 33,8% 13,3% 2,9% 0,5% 0,1% 0,0% 0,0% 0,0%
[9000; 10000[ 1,5% 12,7% 34,7% 34,0% 13,3% 3,1% 0,6% 0,1% 0,0% 0,0% 0,0%
[10000; 11000[ 1,4% 12,8% 34,7% 33,8% 13,3% 3,1% 0,6% 0,1% 0,0% 0,0% 0,0%
[11000; 12000[ 1,4% 12,8% 34,6% 33,8% 13,4% 3,1% 0,6% 0,1% 0,0% 0,0% 0,0%
[12000; 13000[ 1,4% 12,9% 34,5% 33,6% 13,6% 3,1% 0,6% 0,1% 0,0% 0,0% 0,0%
[13000; 14000[ 1,4% 12,7% 34,3% 33,8% 13,5% 3,3% 0,6% 0,1% 0,0% 0,0% 0,0%
[14000; 15000[ 1,4% 12,5% 33,9% 33,8% 13,9% 3,4% 0,7% 0,1% 0,0% 0,0% 0,0%
(b) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs (pourcentage)
Figure 4.25 Analyse de la latence pour la simulation 1
105













	








	

	

	

	

	

	

	

	

	

	

	

(a) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs
Latence : 0-
50
50-
100
100-
150
150-
200
200-
250
250-
300
300-
350
350-
400
400-
700
700-
1000
1000-
inf
[0; 1000[ 14,1% 5,3% 25,6% 44,2% 9,6% 1,0% 0,0% 0,0% 0,0% 0,0% 0,0%
[1000; 2000[ 0,3% 2,2% 26,5% 55,9% 14,3% 0,8% 0,0% 0,0% 0,0% 0,0% 0,0%
[2000; 3000[ 0,1% 2,2% 26,9% 54,7% 15,0% 0,9% 0,0% 0,0% 0,0% 0,0% 0,0%
[3000; 4000[ 0,0% 1,7% 25,6% 55,9% 15,7% 1,0% 0,0% 0,0% 0,0% 0,0% 0,0%
[4000; 5000[ 0,0% 1,6% 25,7% 55,6% 15,8% 1,0% 0,0% 0,0% 0,0% 0,0% 0,0%
[5000; 6000[ 0,0% 1,8% 25,9% 55,0% 16,0% 1,1% 0,0% 0,0% 0,0% 0,0% 0,0%
[6000; 7000[ 0,0% 1,7% 27,1% 54,4% 15,5% 1,1% 0,0% 0,0% 0,0% 0,0% 0,0%
[7000; 8000[ 0,1% 1,7% 25,9% 54,7% 16,3% 1,1% 0,1% 0,0% 0,0% 0,0% 0,0%
[8000; 9000[ 0,1% 1,8% 25,9% 54,5% 16,4% 1,2% 0,1% 0,0% 0,0% 0,0% 0,0%
[9000; 10000[ 0,1% 1,9% 25,7% 54,4% 16,5% 1,2% 0,1% 0,0% 0,0% 0,0% 0,0%
[10000; 11000[ 0,1% 1,9% 25,8% 54,4% 16,3% 1,3% 0,1% 0,0% 0,0% 0,0% 0,0%
[11000; 12000[ 0,1% 2,0% 25,5% 54,4% 16,5% 1,3% 0,1% 0,0% 0,0% 0,0% 0,0%
[12000; 13000[ 0,1% 1,9% 26,0% 54,4% 16,3% 1,2% 0,1% 0,0% 0,0% 0,0% 0,0%
[13000; 14000[ 0,1% 1,9% 25,8% 54,1% 16,6% 1,3% 0,1% 0,0% 0,0% 0,0% 0,0%
[14000; 15000[ 0,1% 1,9% 26,0% 53,8% 16,6% 1,3% 0,1% 0,0% 0,0% 0,0% 0,0%
(b) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs (pourcentage)
Figure 4.26 Analyse de la latence pour la simulation 2
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(a) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs
Latence : 0-
50
50-
100
100-
150
150-
200
200-
250
250-
300
300-
350
350-
400
400-
700
700-
1000
1000-
inf
[0; 1000[ 5,5% 20,9% 33,1% 24,4% 9,6% 4,1% 1,5% 0,4% 0,1% 0,0% 0,0%
[1000; 2000[ 37,2% 16,5% 21,2% 15,3% 6,2% 2,3% 0,7% 0,2% 0,1% 0,0% 0,0%
[2000; 3000[ 28,5% 18,1% 23,5% 17,5% 7,5% 2,9% 1,0% 0,3% 0,2% 0,0% 0,0%
[3000; 4000[ 22,5% 18,6% 23,6% 19,1% 9,1% 3,9% 1,6% 0,6% 0,5% 0,0% 0,0%
[4000; 5000[ 19,3% 18,2% 23,4% 20,0% 10,4% 4,7% 2,1% 0,9% 0,8% 0,0% 0,0%
[5000; 6000[ 17,5% 17,0% 22,8% 20,6% 11,6% 5,4% 2,6% 1,2% 1,1% 0,1% 0,0%
[6000; 7000[ 16,1% 15,9% 22,6% 21,4% 12,4% 5,9% 2,8% 1,3% 1,3% 0,1% 0,0%
[7000; 8000[ 14,6% 15,1% 22,7% 22,4% 13,1% 6,2% 2,9% 1,4% 1,3% 0,1% 0,0%
[8000; 9000[ 13,4% 14,6% 23,0% 23,2% 13,6% 6,4% 3,0% 1,4% 1,3% 0,1% 0,0%
[9000; 10000[ 12,5% 13,7% 23,2% 24,1% 14,2% 6,5% 3,0% 1,3% 1,3% 0,1% 0,0%
[10000; 11000[ 11,5% 13,1% 23,4% 24,9% 14,6% 6,7% 3,0% 1,3% 1,2% 0,1% 0,0%
[11000; 12000[ 11,0% 12,5% 23,5% 25,5% 15,1% 6,8% 3,0% 1,3% 1,2% 0,1% 0,0%
[12000; 13000[ 10,8% 12,1% 23,5% 25,9% 15,3% 6,8% 2,9% 1,3% 1,2% 0,1% 0,0%
[13000; 14000[ 10,5% 11,6% 23,6% 26,4% 15,5% 6,9% 2,9% 1,3% 1,2% 0,1% 0,0%
[14000; 15000[ 8,3% 11,7% 24,2% 27,3% 16,0% 7,0% 2,9% 1,3% 1,1% 0,1% 0,0%
(b) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs (pourcentage)
Figure 4.27 Analyse de la latence pour la simulation 3
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(a) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs
Latence : 0-
50
50-
100
100-
150
150-
200
200-
250
250-
300
300-
350
350-
400
400-
700
700-
1000
1000-
inf
[0; 1000[ 77,1% 2,7% 8,0% 8,5% 2,9% 0,6% 0,1% 0,0% 0,0% 0,0% 0,0%
[1000; 2000[ 85,5% 2,5% 4,7% 4,8% 1,7% 0,5% 0,2% 0,1% 0,1% 0,0% 0,0%
[2000; 3000[ 71,7% 4,3% 8,5% 9,0% 3,9% 1,3% 0,6% 0,3% 0,4% 0,1% 0,0%
[3000; 4000[ 64,5% 5,2% 10,6% 11,4% 4,9% 1,7% 0,7% 0,3% 0,4% 0,1% 0,0%
[4000; 5000[ 56,9% 6,0% 13,1% 14,3% 6,1% 1,9% 0,8% 0,3% 0,4% 0,1% 0,0%
[5000; 6000[ 48,4% 6,7% 15,3% 16,9% 7,8% 2,7% 1,0% 0,4% 0,5% 0,1% 0,0%
[6000; 7000[ 41,1% 7,2% 16,9% 19,4% 9,6% 3,4% 1,3% 0,5% 0,6% 0,1% 0,0%
[7000; 8000[ 34,2% 7,9% 18,5% 21,3% 10,8% 4,0% 1,6% 0,7% 0,7% 0,1% 0,0%
[8000; 9000[ 31,6% 7,9% 19,2% 22,4% 11,5% 4,3% 1,6% 0,7% 0,7% 0,1% 0,0%
[9000; 10000[ 28,7% 8,2% 19,5% 23,0% 12,3% 4,7% 1,8% 0,8% 0,8% 0,1% 0,0%
[10000; 11000[ 26,9% 8,2% 19,2% 23,1% 13,0% 5,3% 2,2% 0,9% 0,9% 0,1% 0,0%
[11000; 12000[ 29,2% 7,6% 17,8% 22,4% 13,0% 5,5% 2,3% 1,0% 1,1% 0,1% 0,0%
[12000; 13000[ 33,2% 7,1% 16,1% 21,2% 12,4% 5,2% 2,3% 1,0% 1,2% 0,2% 0,0%
[13000; 14000[ 35,9% 6,9% 15,0% 20,3% 12,0% 5,0% 2,3% 1,0% 1,2% 0,2% 0,0%
[14000; 15000[ 40,2% 6,8% 13,6% 18,7% 11,1% 4,7% 2,2% 1,1% 1,4% 0,2% 0,0%
(b) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs (pourcentage)
Figure 4.28 Analyse de la latence pour la simulation 4
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(a) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs
Latence : 0-
50
50-
100
100-
150
150-
200
200-
250
250-
300
300-
350
350-
400
400-
700
700-
1000
1000-
inf
[0; 1000[ 12,6% 9,7% 31,2% 32,0% 11,5% 2,3% 0,5% 0,0% 0,0% 0,0% 0,0%
[1000; 2000[ 2,3% 10,0% 34,4% 36,3% 13,3% 2,8% 0,5% 0,1% 0,0% 0,0% 0,0%
[2000; 3000[ 1,4% 10,5% 34,7% 36,2% 13,9% 2,7% 0,4% 0,1% 0,0% 0,0% 0,0%
[3000; 4000[ 1,2% 11,1% 35,0% 35,7% 13,6% 2,8% 0,3% 0,1% 0,0% 0,0% 0,0%
[4000; 5000[ 0,9% 10,8% 35,1% 36,5% 13,2% 2,8% 0,4% 0,0% 0,0% 0,0% 0,0%
[5000; 6000[ 1,0% 11,1% 34,9% 35,8% 13,7% 2,8% 0,5% 0,1% 0,0% 0,0% 0,0%
[6000; 7000[ 0,9% 11,1% 34,7% 35,4% 13,9% 3,1% 0,5% 0,1% 0,0% 0,0% 0,0%
[7000; 8000[ 0,9% 9,5% 32,8% 37,3% 15,1% 3,3% 0,6% 0,1% 0,0% 0,0% 0,0%
[8000; 9000[ 0,9% 9,0% 32,2% 37,5% 15,7% 3,5% 0,6% 0,1% 0,0% 0,0% 0,0%
[9000; 10000[ 1,0% 9,1% 32,0% 37,1% 15,9% 3,7% 0,6% 0,1% 0,0% 0,0% 0,0%
[10000; 11000[ 1,0% 9,1% 31,8% 36,8% 16,0% 3,9% 0,8% 0,1% 0,0% 0,0% 0,0%
[11000; 12000[ 1,1% 9,4% 31,8% 36,4% 16,0% 4,0% 0,8% 0,2% 0,0% 0,0% 0,0%
[12000; 13000[ 1,2% 9,7% 31,8% 36,0% 15,9% 4,1% 0,8% 0,2% 0,0% 0,0% 0,0%
[13000; 14000[ 1,3% 9,8% 31,5% 35,7% 16,1% 4,2% 0,9% 0,2% 0,1% 0,0% 0,0%
[14000; 15000[ 1,3% 10,0% 31,6% 35,4% 16,0% 4,3% 0,9% 0,2% 0,1% 0,0% 0,0%
(b) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs (pourcentage)
Figure 4.29 Analyse de la latence pour la simulation 5
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(a) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs
Latence : 0-
50
50-
100
100-
150
150-
200
200-
250
250-
300
300-
350
350-
400
400-
700
700-
1000
1000-
inf
[0; 1000[ 0,5% 9,5% 34,6% 37,2% 14,7% 2,9% 0,5% 0,0% 0,0% 0,0% 0,0%
[1000; 2000[ 0,5% 9,5% 35,0% 37,5% 14,1% 2,6% 0,5% 0,1% 0,0% 0,0% 0,0%
[2000; 3000[ 0,5% 9,5% 34,9% 37,6% 14,2% 2,6% 0,4% 0,0% 0,0% 0,0% 0,0%
[3000; 4000[ 0,5% 9,9% 34,9% 37,6% 13,8% 2,7% 0,4% 0,1% 0,0% 0,0% 0,0%
[4000; 5000[ 0,5% 10,1% 34,5% 36,8% 14,4% 2,9% 0,5% 0,0% 0,0% 0,0% 0,0%
[5000; 6000[ 0,5% 10,4% 34,5% 36,6% 14,2% 3,0% 0,5% 0,1% 0,0% 0,0% 0,0%
[6000; 7000[ 0,6% 10,3% 34,7% 36,2% 14,4% 3,0% 0,4% 0,1% 0,0% 0,0% 0,0%
[7000; 8000[ 0,6% 9,4% 33,1% 37,5% 15,1% 3,3% 0,5% 0,1% 0,0% 0,0% 0,0%
[8000; 9000[ 0,6% 8,4% 31,9% 38,3% 16,1% 3,6% 0,6% 0,1% 0,0% 0,0% 0,0%
[9000; 10000[ 0,7% 8,4% 31,5% 38,1% 16,5% 3,7% 0,6% 0,1% 0,0% 0,0% 0,0%
[10000; 11000[ 0,7% 8,4% 31,6% 37,8% 16,4% 3,9% 0,7% 0,1% 0,0% 0,0% 0,0%
[11000; 12000[ 0,8% 8,7% 31,7% 37,6% 16,2% 3,8% 0,7% 0,1% 0,0% 0,0% 0,0%
[12000; 13000[ 0,8% 8,8% 31,5% 37,5% 16,4% 3,9% 0,7% 0,1% 0,0% 0,0% 0,0%
[13000; 14000[ 0,9% 8,9% 31,7% 36,9% 16,3% 4,0% 0,8% 0,1% 0,0% 0,0% 0,0%
[14000; 15000[ 0,9% 9,2% 31,6% 36,6% 16,3% 4,1% 0,8% 0,2% 0,0% 0,0% 0,0%
(b) Nombre moyen de zones par classe de latence en fonction du nombre de joueurs (pourcentage)
Figure 4.30 Analyse de la latence pour la simulation 6
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Chapitre 5
CONCLUSION
Ce chapitre eectuera, dans un premier temps, une synthese des principaux objectifs
vises ainsi que des principaux elements realises dans le cadre de ce travail. Par la suite,
les principales limitations inherentes au modele propose seront explicitees. Ces limitations
devraient e^tre retravaillees ulterieurement, dans le cadre de travaux futurs. Enn, quelques
pistes d'amelioration seront mentionnees.
5.1 Synthese des travaux
L'objectif du projet de recherche etait de proposer une architecture novatrice de ges-
tion en temps reel de jeux massivement multijoueurs en ligne. A l'heure actuelle, toutes les
implementations commerciales de jeux massivement multijoueurs en ligne fonctionnent sur
la base du modele client-serveur classique. Cette approche possede certains avantages, mais
s'avere tres onereuse pour l'operateur de tels jeux qui doit maintenir un ou un ensemble de
serveurs dedies a la gestion du jeu. Puisque la capacite d'une machine me^me tres puissante
est eventuellement limitee, dans le cas de jeux tres populaires qui comportement des dizaines
de milliers et parfois me^me jusqu'a des millions de joueurs, il n'est pas possible pour un seul
serveur de prendre en charge tous les joueurs. L'intere^t du modele pair-a-pair decoule de cette
problematique. Le modele pair-a-pair vise a redistribuer la charge de traitement requise pour
operer le jeu, que ce soit en partie ou en totalite, aux joueurs eux-me^mes. Un joueur qui joue
peut donc e^tre appele a agir en tant que serveur pour un groupe d'autres joueurs.
Certaines approches ont ete mentionnees dans la litterature, mais elles ne remplissent
pas l'ensemble des besoins inherent a de tels jeux. Parmi ces besoins, mentionnons la prise
en charge d'un nombre tres eleve tres variable de joueurs a tout instant du deroulement du
jeu, la prise en compte des capacites des noeuds et de la latence. Nous avons decide d'aller
plus loin en proposant un modele pair-a-pair hybride (avec presence d'un serveur central
qui agit en tant que coordonnateur) pouvant continuellement s'ajuster aux besoins de en
ressources. Notre modele divise le jeu en un ensemble de zones de forme triangulaire et assigne
la responsabilite de la gestion de chaque zone a un noeud joueur participant au jeu. Le serveur
central analyse l'etat en continu et, par un ensemble d'operations de rebalancement, modie
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a la volee la repartition actuelle de la surcouche pair-a-pair an de palier aux variations
de capacite requise au niveau des dierentes zones. Le de est toutefois de s'assurer que
le nombre d'operations de rebalancement eectuees demeure assez minime pour eviter des
cycles de changements continuels.
Un simulateur implementant totalement le modele propose a ete realise an de valider le
fonctionnement et l'ecacite du modele. Ce simulateur a servi a produire plusieurs simula-
tions et en tirer des jeux de donnees qui ont pu e^tre analyses pour verier le fonctionnement
sous dierentes conditions. Les resultats obtenus par les dierentes simulations ont montre
que le modele fonctionne tres bien sous des conditions normales. Si une capacite raisonnable
maximale est assignee aux noeuds serveurs, le modele et ses algorithmes arrivent a eectuer
la gestion et la regulation du jeu en s'adaptant automatiquement selon le nombre de joueurs
connectes. Bien que ces conclusions semblent prometteuses si l'on devait realiser une veritable
implementation de ce modele, il faut tout de me^me mentionner un petit bemol concernant
les endroits ou il y a un fort volume de joueurs. Cette limitation sera detaillee davantage a
la section suivante (5.2).
5.2 Limitations de la solution proposee
Il y a malheureusement certaines limitations au niveau du modele propose et de son
implementation. En ce qui concerne le calcul des latences, nous n'avons pas considere que la
latence pouvait varier dans le temps ; nous avons assigne une valeur dynamique entre chaque
paire de noeuds. Le me^me cas s'applique a la capacite de charge, en partie liee a la notion de
bande passante, qui peut varier lors de l'utilisation. Les techniques de detection de latence
et de capacite de charge n'ont pas ete explicitees.
Dans le me^me ordre d'idees, les dierentes ponderations utilisees pour le calcul des cou^ts
ne sont que des valeurs arbitraires relatives et ne sont pas liees au cou^t reel en termes de
ressources au sein d'un veritable environnement. En d'autres mots, pour e^tre capable de
bien estimer les cou^ts, il faudrait construire un vrai prototype du modele avec un protocole
sous-jacent. De plus, les dierents parametres entrant en jeu dans le calcul des cou^ts ne sont
peut-e^tre pas exactement representatifs de l'ensemble des interactions reelles entre les entites.
Nous avons egalement neglige le phenomene de releve lors d'un changement de noeud
responsable de zone. Dans le cas de notre modele, le changement est instantane, alors que
normalement, il y presence d'un delai associe au changement. Ce delai pourrait nuire a la
qualite de jeu et des mecanismes devraient e^tre proposes pour en tenir compte. De plus, nous
ne tenons pas compte des deconnexions dures (un noeud responsable d'une zone quitte de
facon involontaire). Par contre, en ce qui a trait a la releve inter-zone (un joueur passe d'une
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zone a l'autre), ce concept est modelise par le fait que des que la zone d'intere^t du joueur
chevauche celle d'une zone avoisinante, une connexion est etablie.
Concernant le simulateur lui-me^me, une limitation concerne les joueurs-serveurs qui se
deconnectent. Normalement, un noeud responsable d'une zone donnee devrait ceder le contro^le
de sa zone a un autre noeud. Dans l'implementation actuelle, le noeud conserve le contro^le.
Au niveau de la generation des rapports, les donnees sont tres ables, mais il y a tout de
me^me une petite marge d'erreur. Puisque la simulation s'eectue a chaque seconde (sans que
ce soit precise s'il s'agit du debut ou de la n de la seconde), il arrive parfois que le moment
dans la seconde ou le rapport est genere et le moment ou la simulation a ete realisee dans
ladite seconde ne soit pas tout a fait identique, ce qui cause une tres legere perte de precision.
Nous pourrions egalement ajouter quelques bugs qui n'ont pas ete corriges qui doivent sous
certaines conditions e^tre \contournes" par l'utilisateur du simulateur. Un autre point est que
le simulateur produit des chiers de tres grande taille et consomme beaucoup de memoire.
Sans e^tre critique en soi, il y aurait su^rement moyen de reduire l'utilisation des ressources.
En ce qui concerne les simulations de plus longue duree ou avec signicativement plus de
joueurs, il y a malheureusement certaines contraintes de capacite memoire qui en limitent
actuellement le deroulement. En debut de projet, nous avions pense eectuer des simulations
avec beaucoup plus de joueurs : 50000 et me^me jusqu'a 100000. Nous avons malheureusement
du^ limiter le nombre a 15000, dans un premier temps en raison du temps de simulation qui
aurait ete beaucoup trop long : les six simulations realisees et analysees ont pris chacune
24 a 72 heures dependant des parametres choisis (les simulations les mieux reussies ont
pris moins de temps alors que les simulations les moins bien reussies en ont pris plus). La
procedure d'extraction des donnees (la generation des rapports au sein du simulateur) a
necessite elle aussi beaucoup de temps (environ 12 heures par simulation). Dans un second
temps, la consommation de ressources a egalement ete un facteur limitatif. Pour ces deux
raisons, augmenter le nombre de joueurs aurait ete problematique avec le simulateur actuel.
Optimiser le simulateur aurait ete possible, mais le temps pris pouvait dicilement e^tre
estime et ne cadrait pas avec l'echeancier du projet.
Mentionnons egalement une limitation qui nous semblait importante concernant les zones
avec une tres forte densite de joueurs. Dans notre modele, nous avons considere des regions
d'intere^t avec une concentration plus elevee de joueurs. Si la concentration de joueurs demeure
en-dela d'un certain seuil en rapport a la capacite maximale des noeuds, l'algorithme de
rebalancement permet de gerer la situation. Toutefois, si les regions d'intere^t contiennent une
concentration de joueurs tres elevee (chevauchement d'une tres grande quantite de joueurs
dans un espace reduit), il arrive un point ou l'algorithme ne parvient plus a gerer les joueurs.
Il y a donc plusieurs separations de zones successives jusqu'en arriver a un point ou les
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zones deviennent tellement petites que chaque joueur englobe plusieurs zones. Lorsque l'on
en arrive a ce point, l'algorithme de separation n'est plus ecace et les multiples zones
demeurent surchargees. L'algorithme de rebalancement tente continuellement d'eectuer de
nouvelles separations a chaque seconde, ce qui fragmente encore davantage et consomme
enormement de ressources. Il faudrait prevoir un moyen de gerer ecacement les zones a tres
forte densite de population.
5.3 Recherches futures
Il serait interessant d'eectuer davantage de simulations en faisant varier davantage de
parametres et d'eectuer des analyses plus poussees sur certains criteres. Quelques exemples
de parametres que l'on pourrait varier :
{ le nombre de joueurs ;
{ la taille de la carte (pour etudier le lien entre le nombre de joueurs et la taille de la
carte) ;
{ la vitesse de deplacement des joueurs et le temps de pause (pour dierents types de
jeux comme des jeux de course par exemple) ;
{ la taille de la zone d'intere^t des joueurs ;
{ les patrons de connectivite ;
{ les dierentes valeurs de ponderations pour les calculs.
Dans le cadre de recherches futures, il serait interessant de concevoir un protocole per-
mettant de modeliser et simuler plus adequatement l'echange de message entre les dierentes
entites. Suite a la conception du protocole, un veritable prototype simulatoire pourrait e^tre
concu. Ce prototype pourrait permettre d'integrer a la fois de vrais clients de jeu et des clients
simules. La transmission de messages serait eectuee completement. Il serait beaucoup plus
facile de mesurer exactement le ot d'informations. Une consequence de cette modelisation
est que l'on pourrait denir de vraies capacites de connectivite reseau aux noeuds et verier
si la capacite est respectee ou depassee.
Un autre aspect concerne les clients mobiles. La tendance actuelle du marche est aux
\smart phones", iPods et peripheriques de jeux portables tous connectes a Internet. Chacun
de ces peripheriques possede des capacites et une bande passante dierente. Il serait fort
interessant d'adapter le modele pour prendre en compte les capacites de ces clients mobiles.
La puissance de ces peripheriques et leur connexion reseau sont telles qu'il est maintenant
realiste d'envisager que ces derniers puissent egalement jouer un ro^le de serveur au sein d'un
reseau pair-a-pair. Un modele prenant en compte une telle heterogenite de clients permettrait
a tous de jouer et a tous de contribuer au bon fonctionnement du jeu.
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Un aspect nal important concerne certainement le volet securite. En eet, l'utilisation
de reseaux pair-a-pair pour eectuer la gestion des jeux massivement multijoueurs en ligne
pourrait poser certains problemes d'integrite des donnees. Rien n'empe^che un noeud mal
intentionne de modier les donnees transmises pour favoriser ou defavoriser certains joueurs
au detriment de d'autres. Un noeud malicieux pourrait egalement aecter la qualite du jeu
pour les noeuds sous sa responsabilite, en retardant la livraison de donnees par exemple.
L'aspect securite n'a pas ete aborde du tout dans le cadre de ce travail, mais il est certain
que dans la perspective de developpement d'un vrai produit, cet aspect serait prioritaire.
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