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Abstract
In this article, we establish a general formula for higher order linear functional derivatives for the
composition of an arbitrary smooth functional on the 1-Wasserstein space with the solution of a Fokker-
Planck PDE. This formula has important links with the theory of propagation of chaos and mean-field
games.
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1 Introduction
Let P(Td) denote the 1-Wasserstein space of probability measures on Td, where Td := Rd/Zd denotes
the d-dimensional torus. In this paper, we consider nonlinear Fokker-Planck PDEs of the form{
∂tm+ div(b(·,m)m) −∆m = 0, t ∈ [0, T ],
m(0, µ) = µ,
(1.1)
for some function b : Td×P(Td)→ Rd and probability measure µ ∈ P(Td). This type of equations has been
a rich area of research in the last decades. The case in which b does not depend on m has been treated in
most classical works, such as Chapter 6 of [2]. In [1], this type of equations is considered to construct weak
solutions to a class of distribution-dependent SDEs. The case corresponding to probability measures on the
path space is considered in [12].
Let Φ : P(Td) → R be a continuous function (w.r.t. the topology of P(Td)). This paper explores the
smoothness w.r.t. the measure component for function U : [0, T ]× P(Td)→ R defined by
U(t, µ) := Φ(m(t, µ)), (1.2)
∗This research benefited from the support of the “Chaire Risques Financiers”, Fondation du Risque.
Corresponding e-mail: alvin.tse@enpc.fr
1
under sufficient regularity of b and Φ. The notion of smoothness that we consider, i.e. the linear functional
derivative, is widely adopted in the literature of McKean-Vlasov equations and mean-field games, such as
[5], [6] and [9]. A continuous function (w.r.t. the product topology of P(Td) × Td) δVδm : P(Td) × Td → R is








((1− s)m+ sm′, y) (m′ −m)(dy) ds. (1.3)













((1− s)m+ sm′, y, y′) (m′ −m)(dy′) ds, (1.4)
provided that the (p− 1)-th order derivative is well defined. These derivatives are defined up to an additive




(m, y1, . . . , yp)m(dyi) = 0, i ∈ {1, . . . , p}. (1.5)
The main result of this paper is Theorem 4.5. The definitions of the assumptions are found in Section 1.4.2.
The definitions of the higher-order Kolmogorov equations m(β) and the multi-indices Λ ∈ e(Λk) can be found
in (3.4) and Definitions 4.1- 4.3 respectively.
Theorem (Main result). Let k ∈ N. Assume (Int-b-(k + 2, k)), (Lip-b-(k + 1, k)), (TLip-Φ-(k)) and
(TReg-Φ-(k + 2, k)). Then δ
kU
δmk
exists and is given by
δkU
δmk















t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,m(βnˆ)
(











∣∣∣∣ δkUδmk (t, µ)(z1, . . . , zk)
∣∣∣∣ < +∞.
1.1 Links of the main result with the theory of quantitative propagation of chaos
This result has intricate links with the theory of McKean-Vlasov stochastic differential equations (MVS-
DEs) and mean-field optimal control. Let us consider a probability space (Ω,F ,P) equipped with a d-
dimensional Brownian motion W . Denoting the law of random variable η by L (η), we consider a d-
dimensional MVSDE given by{






s )) ds +
√
2Wt,
L (η) = µ.
(1.7)
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Lipschitz condition on b ensures uniqueness of the solution to (1.7) ([19]) and it can be easily checked that
in this case
m(s, µ) = L (X0,ηs ).
MVSDEs provide a probabilistic representation to the solutions of a class of nonlinear PDEs. A particular
example of such nonlinear PDEs was first studied by McKean ([15]). These equations describe the limiting
behaviour of an individual particle evolving within a large system of particles undergoing diffusive motion
and interacting in a ‘mean-field’ sense, as the population size grows to infinity. More precisely, we consider
the following system of particles,{
















where W i, 1 ≤ i ≤ N , are independent d-dimensional Brownian motions and ηi, 1 ≤ i ≤ N , are i.i.d. random
variables with the same distribution as η. A particular characteristic of the limiting behaviour of the system,
is that any finite subset of particles becomes asymptotically independent of each other. This phenomenon is
known as propagation of chaos. We refer the reader to [11, 16, 19] for the classical results in this direction
and to [3, 10, 13, 14, 17] for an account (non-exhaustive) of recent results. Nonetheless, most results are only
qualitative and do not give us a rate of convergence.
For deterministic η = c ∈ Rd, it is shown in [7] that under sufficient regularity of b and Φ, the weak error
between the particle system (1.8) and its mean-field limit (1.7) is given by


















(A more complicated formula is also given in [7] for non-deterministic initial conditions.) To obtain a full
expansion of the form









for some positive constants C1, . . . , Ck−1 that do not depend on N , one would even need to consider higher




Note that in most practical applications, the test function Φ being considered is linear, therefore its linear
derivatives have simple closed-form formulae. In this case, the advantage of (1.6) is that it expresses δ
kU
δmk
completely in terms of higher order Kolmogorov equations m(β), which are intrinsically Cauchy problems.
Despite being out of the scope of this paper, we remark that it is not difficult to compute the expression
for
∂z1 . . . ∂zk
δkU
δmk
(t, µ)(z1, . . . , zk) (1.10)
by perturbing each of the measures µ1, . . . , µβ in m
(β)(t, µ, µ1, . . . , µβ). This is much simpler than the lin-
earisation procedure performed in this paper, where we perturb measure µ, which is more cumbersome and
technical. Through more sophisticated techniques of global Schauder estimates, it should even be possible to
obtain a control of (1.10) that decays over time t, which allows us to obtain a uniform estimate of propagation
of chaos in T , by (1.9). This is a closely related research direction.
3
1.2 Main method of proof in this paper
The main idea of proof comes from [5], based on their idea of ‘linearising’ a forward-backward mean-field
game system by perturbating the measure component. Our strategy follows a similar argument as Proposition
3.4.3 and Corollary 3.4.4 in [5].
To explore regularity of (1.1) along the measure component, we perturb probability measure µ ∈ P(Td)

































x,m(s, (1− ǫ)µ+ ǫµˆ)) · ∇φ(s, x)] (m(s, (1− ǫ)µ+ ǫµˆ))(dx) ds. (1.11)
We define





m(s, (1− ǫ)µ+ ǫµˆ)











(m(s, µ))(y)m(1)(s, µ, µˆ)(dy). (1.12)











(µ)(y) (µˆ − µ)(dy),
which is a consequence of the definition of the linear functional derivative.) Applying (1.12) to (1.11), by
differentiating (1.11) w.r.t. ǫ at 0, we have∫
Td
φ(t, y)m(1)(t, µ, µˆ)(dy)−
∫
Td












































Note that, in the distribution sense, (1.13) can be rewritten as the linearised forward Kolmogorov equation
∂tm
(1)(t, µ, µˆ) + div(b(·,m(t, µ))m(1)(t, µ, µˆ))
+div
(
m(t, µ) δbδm (·,m(t, µ))(m(1)(t, µ, µˆ))
)−∆m(1)(t, µ, µˆ) = 0,
m(1)(0, µ, µˆ) = µˆ− µ.
(1.14)
This is what we expect by differentiating (1.1) formally in m. To show that this is indeed the case, we
compare (1.1) with (1.14) to prove differentiability of m with respect to the measure.
We adopt the approach of Schauder theory and most of the results follow from Theorem 2.2, which is a
fundamental result of Schauder estimates on the viscous transport equation. Based on Schauder theory, it is
shown in Theorem 2.6 that there exists some constant C > 0 such that
sup
t∈[0,T ]
‖m(t, µˆ)−m(t, µ)−m(1)(t, µ, µˆ)‖−(n+α) ≤ CW1(µ, µˆ)2,
under the assumptions (Int-b-(n, 1)), (Lip-b-(0, 1)), (TLip-Φ-(1)) and (TReg-Φ-(n, 1)), where n ≥ 2. There-











(m(t, µ))(y)m(1)(t, µ, µˆ)(dy).
Nonetheless, to show that U indeed has a linear functional derivative, we need to express the integral on
the right hand side in terms of the signed measure µˆ−µ. Here is where probability theory comes into action.




b(X0,x,µr ,m(r, µ)) dr +
√
2Ws, 0 ≤ s ≤ t. (1.15)
For every ξ : Td → R and t ∈ [0, T ], we define a function v(·, ·, ·; ξ, t) : [0, t]× Td × P(Td)→ R such that




which satisfies the backward Kolmogorov equation{
∂sv(s, x, µ) + b(x,m(s, µ)) · ∇v(s, x, µ) + ∆v(s, x, µ) = 0,
v(t, x, µ) = ξ(x).
Note that




and therefore 1 ∫
Td
ξ(x)m(t, µ)(dx) = E[ξ(X0,µt )] =
∫
Td
v(0, x, µ; ξ, t)µ(dx).
1Note that if the law of η1 is equal to the law of η2, then the law of X
0,η1
t is also equal to the law of X
0,η2
t . Therefore, if we




By linearisating with respect to µ in the same way as (1.11) and (1.12), we obtain that∫
Td









(0, z, µ, x; ξ, t)µ(dz)
]
(µˆ− µ)(dx).
Consequently, by replacing ξ by δΦδm (m(s, µ))(·), we can deduce from (1.12) the existence of the first order
linear derivative of U . We repeat the same procedure for higher order linear derivatives of U . It is precisely
this combination of forward and backward equations that allows us to prove existence of the linear derivatives
of U .
1.3 Comparison with other approaches in the literature
There are various alternative methods for establishing smoothness of functions of the form (1.2) in the
literature, all of which are probabilistic.






where ζ : Rd → R is infinitely differentiable with bounded partial derivatives.
The method of parametrix is considered in [8]. We represent U in terms of the transition density
p(s, µ; t′, y′; t, y) of Xs,x,µt (defined above in (1.15)). This method is applied to the case in which b and
Φ are of the form











for some functions ϕ1 : R
d → R, ϕ2 : Rd ×R→ Rd and ζ : Rd → R. Nonetheless, it is not clear whether this
method can be applied to b and Φ with more general forms.
Finally, a ‘variational’ approach is adopted in [4]. The core idea is to prove smoothness of U by viewing
the lift of U (i.e. the map Y 7→ U(L (Y ))) as a composition of the map η 7→ X0,ηt and the lift of Φ (i.e.
the map Y 7→ Φ(L (Y ))). In [4], the smoothness of U is proven up to the second order, under fairly general
conditions on b and Φ.
1.4 Notations and main assumptions
1.4.1 Notations
The scalar product between two vectors a, b ∈ Rd is denoted by a·b. P(Td) denotes the space of integrable
probability measures and W1 denotes the 1-Wasserstein distance, defined by





where Π(µ, ν) denotes the set of couplings between µ and ν, i.e. all measures on B(Td × Td) such that
π(B × Td) = µ(B) and π(Td ×B) = ν(B) for every B ∈ B(Td).
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For n ∈ N and α ∈ (0, 1), Cn+α(Td) is the set of maps from Td to R for which Dβφ is bounded and













The dual space of Cn+α(Td) is denoted by (Cn+α(Td))′ with norm
∀ρ ∈ (Cn+α(Td))′, ‖ρ‖−(n+α) := sup
‖ξ‖n+α≤1
〈ξ, ρ〉Cn+α(Td),(Cn+α(Td))′ .
For functions f = (f1, . . . , fd) : T
d → Rd such that each component function fi belongs to Cn+α(Td), we







For any signed measures µ1, . . . , µn, we write
δnΦ
δmn (µ)(µ1, . . . , µn) to denote
δnΦ
δmn








(µ, x1, . . . , xn)µ1(dx1) . . . µn(dxn),
if this iterated integral is well-defined.
For any f ∈ Cn−1+α(Td,Rd) and for any signed measure η ∈ L∞([0, T ], (Cn−1+α(Td))′), the notation
r(t) := η(t)f ∈ (Cn+α(Td))′ (1.16)




f(x) · ∇ξ(x) η(t)(dx). (1.17)




∣∣∣∣m is a signed measure on Td and Cn+α(Td) ∋ ξ 7→ ∫
Td
ξ(x)m(dx) ∈ R is bounded
}
.
Any element m of Mn,α is interpreted as ξ 7→
∫
Td
ξ(x)m(dx) when treated as an element of the dual space
(Cn+α(Td))′.
Unless otherwise specified, C is a constant that only depends on n, α, k, T , b and Φ, whose value varies
from line to line.
2The fact that r(t) is well-defined follows from the fact that
‖f1f2‖n+α ≤ C‖f1‖n+α‖f2‖n+α,




Throughout this work, we work with the following assumptions on b = (bi)1≤i≤d and Φ. Fix α ∈ (0, 1).
(Int-b-(n, k)) denotes the condition that, for each i ∈ {1, . . . , d}, ℓ ∈ {1, . . . , k},
δℓbi
δmℓ














∥∥∥∥ δℓbiδmℓ (·,m)(m1, . . . ,mℓ)
∥∥∥∥
n+α
< +∞. (Int-b-(n, k))
(Lip-b-(n, k)) denotes the condition that, for each i ∈ {1, . . . , d}, ℓ ∈ {1, . . . , k},
δℓbi
δmℓ























For the test function Φ : P(Td) → R, we shall impose the following assumptions. (TLip-Φ-(k)) denotes the
condition that, for each ℓ ∈ {1, . . . , k},
δℓΦ
δmℓ





















)−1∣∣∣∣∂xℓ δℓΦδmℓ (µ1)(x1, . . . , xℓ)− ∂xℓ δℓΦδmℓ (µ2)(x1, . . . , xℓ)
∣∣∣∣.












Finally, (TInt-Φ-(n, k)) denotes the integrability condition that, for each ℓ ∈ {1, . . . , k},
δℓΦ
δmℓ





∣∣∣∣ δℓΦδmℓ (m)(m1, . . . ,mℓ)
∣∣∣∣ < +∞. (TInt-Φ-(n, k))
We now give a simple example of b and Φ that satisfy the above assumptions, for the ease of simplifying
calculations. One can easily find other examples of functionals in measure that satisfy these assumptions.
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‖DβxFi(x, ·) −DβxFi(x′, ·)‖Cn+α(Td)
|x− x′|α < +∞,
where the derivative DβxFi only applies to the first d components of Fi. Let G : T
d → R be a function in
Cn+α(Td). We then define functions bi : T








Let k ∈ N be arbitrary. Let
Θ :=
∣∣∣∣{multi-index β ∈ Nd ∣∣∣∣ |β| ≤ n}∣∣∣∣+ ∣∣∣∣{multi-index β ∈ Nd ∣∣∣∣ |β| = n}∣∣∣∣.




(x, µ)(y1, . . . , yk) = (−1)k
(∫
Td
Fi(x, y)µ(dy) − Fi(x, yk)
)
.
It can be easily checked that
sup
m∈P(Td)




































































∣∣∣∣ δkΦδmk (m)(m1, . . . ,mk)
∣∣∣∣ ≤ 2‖G‖n+α k∏
ℓ=1
‖mℓ‖−(n+α).
These calculations show that b satisfies (Int-b-(n, k)) and (Lip-b-(n, k)). On the other hand, Φ satisfies (TLip-
Φ-(k)), (TReg-Φ-(n, k)) and (TInt-Φ-(n, k)). Note that k is arbitrary in N, since the dependence on measure
is linear for functions b and σ.
2 Regularity of first order linear derivative in measure of U
2.1 Analysis of the forward Kolmogorov equation
The first step in the analysis of PDEs is the regularity of m. The following result concerns regularity of
(1.1) and is standard in the literature.
Lemma 2.1. Suppose that b is jointly Lipschitz continuous in the space and measure variables w.r.t. the
Euclidean and W1 metrics. Then (1.1) has a unique solution and satisfies
sup
t∈[0,T ]
W1(m(t, µ1),m(t, µ2)) ≤ CW1(µ1, µ2), (2.1)
for some constant C > 0.
Proof. The fact that (1.1) has a unique solution follows from the strong uniqueness of (1.7), by Theorem 1.1
of [19]. The estimate follows from the proof of Lemma 3.1 in [4].
Throughout this paper, we make use of the following fact of Schauder estimates on the viscous transport
equation, which can be found in Lemma 3.2.2 of [5] (or see Theorem 5.3 of [18] for the non-compact case).
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Theorem 2.2 (Viscous transport equation). Let n ≥ 1, f ∈ C([0, T ], Cn−1+α(Td)) and
g ∈ C([0, T ], Cn−1+α(Td,Rd)). Then, for any zT ∈ Cn+α(Td), the Cauchy problem{
∂tz −∆z + g(t, x) · ∇z = f(t, x), (t, x) ∈ [0, T ]× Td,
z(T, x) = zT (x),
(2.2)
has a unique solution that satisfies
sup
t∈[0,T ]
‖z(t, ·)‖n+α ≤ C
(





for some constant C > 0 that only depends on supt∈[0,T ] ‖g(t, ·)‖n−1+α.
The core analysis of forward Kolmogorov equations depends heavily on the following fact. The main ideas
of the proof follow from the proof of Lemma 3.3.1 in [5].
Theorem 2.3 (Bound for forward Kolmogorov equations). Let n ≥ 1 and q0 ∈ (Cn+α(Td))′. Assume (Int-
b-(n, 1)). Let r ∈ L∞([0, T ], (Cn+α(Td))′). Then the Cauchy problem defined by{
∂tq(t)−∆q(t) + div
(

















































〈φ(s, ·), r(s)〉Cn+α(Td),(Cn+α(Td))′ ds,










for some constant C > 0.
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For q ∈ X, we consider the Cauchy problem{
∂tq˜(t)−∆q˜(t) + div
(
b(·,m(t, µ))q˜(t)) + div(m(t, µ) δbδm (·,m(t, µ))(q(t))) − r(t) = 0,
q˜(0) = q0.
(2.4)
By Schauder estimates, setting T (q) := q˜ defines a continuous and compact map T : X → X. (See Step 1 in
the proof of Lemma 3.3.1 in [5]). We show the existence of solution to (2.3) by applying the Leray-Schauder
theorem, i.e. by showing that the set
X0 :=
{
q ∈ X ∣∣ q = σTq for some σ ∈ [0, 1]}
is bounded. To this end, we pick an arbitrary q ∈ X0, which satisfies the Cauchy problem{
∂tq(t)−∆q(t) + div
(
b(·,m(t, µ))q(t)) − σ(div(m(t, µ) δbδm (·,m(t, µ))(q(t))) − r(t)) = 0,
q(0) = σq0.
(2.5)
The estimates rely on the classical argument of duality pairing. Fix t ∈ [0, T ] and ξ ∈ Cn+α(Td). Let w be
the solution to the Cauchy problem{
∂sw −∆w + b(x,m(s, µ)) · ∇w = 0, (s, x) ∈ [0, t] × Td,
w(t, x) = ξ(x).
(2.6)
By Theorem 2.2, w satisfies
sup
s∈[0,t]
‖w(s, ·)‖n+α ≤ C‖ξ‖n+α. (2.7)
By the definition of (2.5), we have∫
Td







































































〈w(s, ·), r(s)〉Cn+α(Td),(Cn+α(Td))′ ds. (2.8)
We now estimate each of the three terms on the right hand side by (2.7). Firstly,∣∣∣∣σ ∫
Td
w(0, y) q(0)(dy)
∣∣∣∣ ≤ ‖w(0, ·)‖n+α‖q(0)‖−(n+α) ≤ C‖ξ‖n+α‖q(0)‖−(n+α). (2.9)



















































Finally, by (2.7),∣∣∣∣σ ∫ t
0
〈w(s, ·), r(s)〉Cn+α(Td),(Cn+α(Td))′ ds
∣∣∣∣ ≤ C‖ξ‖n+α sup
u∈[0,T ]
‖r(u)‖−(n+α). (2.11)






















Now we pick t, t′ ∈ [0, T ]. Then (2.8) becomes∫
Td




















〈w(s, ·), r(s)〉Cn+α(Td),(Cn+α(Td))′ ds. (2.13)



























Similarly, ∣∣∣∣σ ∫ t
t′
〈w(s, ·), r(s)〉Cn+α(Td),(Cn+α(Td))′ ds
∣∣∣∣ ≤ C|t− t′|‖ξ‖n+α sup
s∈[0,T ]
‖r(s)‖−(n+α). (2.15)




















Consequently, by the Leray-Schauder theorem, the map T admits a fixed point. This shows the existence of
solution to (2.3). For uniqueness, one simply has to apply a Gronwall argument to (2.8). Finally, the estimate
for the solution follows by repeating the proof up to (2.12), but with σ = 1.
Lemma 2.4. Assume (Int-b-(n, 1)), where n ≥ 1. Then the Cauchy problem m(1) defined in (1.14) has a
unique solution in L∞
(
[0, T ], (Cn+α(Td))′
)
.
Proof. This is immediate from Theorem 2.3.
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For every t ∈ [0, T ], µ, µˆ ∈ P(Td), let
ρ(t, µ, µˆ) := m(t, µˆ)−m(t, µ)−m(1)(t, µ, µˆ).
Let φ ∈ C∞([0, T ]× Td). By (1.1) and (1.14), we have∫
Td
φ(t, y) ρ(t, µ, µˆ)(dy)−
∫
Td













































(y) · ∇φ(s, x)
]
m(1)(s, µ, µˆ)(dy)m(s, µ)(dx) ds.
(2.16)






















(y) · ∇φ(s, x)
]





























) − b(x,m(s, µ))))
·∇φ(s, x)
]
































x, rm(s, µˆ) + (1− r)m(s, µ))(y′)
(















































(y) · ∇φ(s, x)
] (
m(s, µˆ)−m(s, µ)−m(1)(s, µ, µˆ))(dy)m(s, µ)(dx) ds.
Therefore, we obtain that∫
Td
φ(t, y) ρ(t, µ, µˆ)(dy)−
∫
Td































































x, rm(s, µˆ) + (1− r)m(s, µ))(m(s, µˆ)−m(s, µ))) · ∇φ(s, x)] drm(s, µ)(dx) ds. (2.17)
In distributional sense, we write
∂tρ(t, µ, µˆ)−∆ρ(t, µ, µˆ) + div
(
b(·,m(t, µ))ρ(t, µ, µˆ))
+div
(
m(t, µ) δbδm (x,m(t, µ))(ρ(t, µ, µˆ)
) − c(t, µ, µˆ) = 0,
ρ(0, µ, µˆ) = 0,
(2.18)
where
c(t, µ, µˆ) := −div
[(







(·,m(t, µ))(m(t, µˆ)−m(t, µ))
− δb
δm
(·, rm(t, µˆ) + (1− r)m(t, µ))(m(t, µˆ)−m(t, µ))] dr]. (2.19)
We first establish the regularity of c.
Lemma 2.5. Assume (Int-b-(n− 1, 1)) and (Lip-b-(0, 1)), where n ≥ 2. Then c(·, µ, µˆ) ∈ L∞([0, T ], (Cn+α(Td))′).
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Proof. For any ξ ∈ Cn+α(Td),

























x, rm(t, µˆ) + (1− r)m(t, µ))(y)) · ∇ξ(x)]
dr
(
m(t, µˆ)−m(t, µ))(dy)m(t, µ)(dx).




















(·, rm(t, µˆ) + (1− r)m(t, µ), y′) (m(t, µˆ)−m(t, µ))(dy′) dr∥∥∥∥
n−1+α
×‖∂xiξ‖n−1+αW1(m(t, µˆ),m(t, µ))
≤ C‖ξ‖n+αW1(m(t, µˆ),m(t, µ))2
≤ CW1(µˆ, µ)2‖ξ‖n+α. (2.20)















x, rm(t, µˆ) + (1− r)m(t, µ))(y)) · ∇ξ(x)]
dr
(






∥∥∥∥[ δbiδm(·,m(t, µ))(m(t, µˆ)−m(t, µ))
− δbi
δm


























3Note that in fact we only need the infinity norm in (Lip-b-(0, 1)) rather than the C0,α norm. The hypothesis (Lip-b-(n, k))
imposed throughout this paper is mainly for the induction step in the analysis of higher order Kolmogorov equations.
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Combining (2.20) and (2.21), we have
〈ξ, c(t, µ, µˆ)〉Cn+α(Td),(Cn+α(Td))′
≤ CW1(µˆ, µ)2‖ξ‖n+α,




≤ CW1(µˆ, µ)2. (2.22)
The following theorem is a straightforward consequence of the above results.
Theorem 2.6. Assume (Int-b-(n, 1)), (Lip-b-(0, 1)), (TLip-Φ-(1)) and (TReg-Φ-(n, 1)), where n ≥ 2. Then
the following statements hold.
(i) There exists some constant C > 0 such that
sup
t∈[0,T ]
‖m(t, µˆ)−m(t, µ)−m(1)(t, µ, µˆ)‖−(n+α) ≤ CW1(µ, µˆ)2.
(ii) For U defined by (1.2),
sup
t∈[0,T ]




(m(t, µ))(x)m(1)(t, µ, µˆ)(dx)












(m(t, µ))(y)m(1)(t, µ, µˆ)(dy). (2.24)
Proof.
(i) This follows from (2.18), estimate (2.22) and Theorem 2.3.
(ii) Let π be the optimal transport plan from m(t, µ) to m(t, µˆ). The computation from the proof of


























tm(t, µˆ) + (1− t)m(t, µ)
)(





λy + (1− λ)x)) · (y − x)]π(dx, dy) dλ dt. (2.25)
By (TLip-Φ-(1)), (2.1) and the fact that
W1((1 − ǫ)µ+ ǫµˆ, µ) ≤ ǫW1(µ, µˆ), (2.26)










≤ CW1(m(t, µ),m(t, µˆ))2 ≤ CW1(µ, µˆ)2.



















m(t, µˆ)−m(t, µ)−m(1)(t, µ, µˆ))(dy)∣∣∣∣ + CW1(µ, µˆ)2
≤ C ′W1(µ, µˆ)2,




























(x)m(1)(t, µ, (1 − ǫ)µ+ ǫµˆ)(dx) +O
(











by (2.26) and the fact that m(1)(t, µ, (1 − ǫ)µ+ ǫµˆ) = ǫm(1)(t, µ, µˆ).
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2.2 Analysis of the backward Kolmogorov equation
We observe that, in (2.23), the integral is with respect to the signed measure m(1)(t, µ, µˆ). To show that
U indeed has a linear functional derivative, we need to express the integral in terms of the signed measure




b(X0,x,µr ,m(r, µ)) dr +
√
2Ws, 0 ≤ s ≤ t. (2.27)
For every ξ : Td → R and t ∈ [0, T ], we define a function v(·, ·, ·; ξ, t) : [0, t]× Td × P(Td)→ R such that










It is well-known that (see, for example, equation (3.4) in [4])∫
Td
ξ(x)m(t, µ)(dx) = E[ξ(X0,µt )] =
∫
Td
v(0, x, µ; ξ, t)µ(dx).
Therefore, ∫
Td
ξ(x)m(t, (1 − ǫ)µ+ ǫµˆ)(dx) =
∫
Td
v(0, x, (1 − ǫ)µ+ ǫµˆ; ξ, t) ((1− ǫ)µ+ ǫµˆ)(dx), (2.28)
for any µ, µˆ ∈ P(Td). If δvδm exists, taking derivative w.r.t. ǫ at 0 gives∫
Td
ξ(x)m(1)(t, µ, µˆ)(dx) =
∫
Td






















Hence, it suffices to study the regularity of v. In most of the analysis for v, we suppress the parameters ξ and
t, for simplicity of notations. By the standard Feynman-Kac equation (Kolmogorov backward equation), v
satisfies the PDE {
∂sv(s, x, µ) + b(x,m(s, µ)) · ∇v(s, x, µ) + ∆v(s, x, µ) = 0,
v(t, x, µ) = ξ(x).
(2.30)
Lemma 2.7. Assume (Int-b-(n, 1)), where n ≥ 2. Suppose that ξ ∈ Cn+1+α. Then the Cauchy problem v




. Moreover, there exists a constant C > 0
(depending on ξ) such that for any µ, µˆ ∈ P(Td),
sup
s∈[0,t]
‖v(s, ·, µ) − v(s, ·, µˆ)‖n+1+α ≤ CW1(µ, µˆ).
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Proof. The fact that v ∈ L∞([0, t], Cn+1+α(Td)) follows from Theorem 2.2. For the second part, take any
µ, µˆ ∈ P(Td). Let
z(s, x) := v(s, x, µ) − v(s, x, µˆ).
Then z satisfies the Cauchy problem{
∂sz(s, x) + ∆z(s, x) + b(x,m(s, µˆ)) · ∇z(s, x) =
(
b(x,m(s, µˆ))− b(x,m(s, µ))) · ∇v(s, x, µ),
z(t, x) = 0.
(2.31)




‖z(s, ·)‖n+1+α ≤ C sup
s∈[0,t]












The core analysis of backward Kolmogorov equations depends on the following fact.
Theorem 2.8 (Bound for backward Kolmogorov equations). Assume (Int-b-(n, 1)), where n ≥ 2. Suppose
that ξ ∈ Cn+1+α. Let q ∈ L∞([0, t], (Cn+α(Td))′) and γ ∈ L∞([0, t], Cn+α(Td)). Then the Cauchy problem h
∂sh(s, x) + ∆h(s, x) + b(x,m(s, µ)) · ∇h(s, x) + δbδm (x,m(s, µ))(q(s)) · ∇v(s, x, µ) + γ(s, x) = 0,
h(t, x) = 0,
(2.32)
















for some constant C > 0 depending on ξ.
Proof. By (Int-b-(n, 1)) and Theorem 2.2,
sup
s∈[0,t]




































Formal differentiation of (2.30) w.r.t. the measure component gives
∂sv
(1)(s, x, µ, µˆ) + ∆v(1)(s, x, µ, µˆ) + b(x,m(s, µ)) · ∇v(1)(s, x, µ, µˆ)
+ δbδm (x,m(s, µ))(m
(1)(s, µ, µˆ)) · ∇v(s, x, µ) = 0,
v(1)(t, x, µ, µˆ) = 0.
(2.33)
We now study the regularity of v(1).
Lemma 2.9. Assume (Int-b-(n, 1)), where n ≥ 2. Suppose that ξ ∈ Cn+1+α. Then the Cauchy problem v(1)




. Moreover, v(1) satisfies the relation
v(1)(0, x, µ, µˆ) =
∫
Td
v(1)(0, x, µ, δz) (µˆ − µ)(dz).
Proof. The first part of the lemma follows directly from Theorem 2.8. For the second part, we note that
v(1)(0, x, µ, δz) satisfies
∂sv
(1)(0, x, µ, δz) + ∆v
(1)(0, x, µ, δz) + b(x,m(0, µ)) · ∇v(1)(0, x, µ, δz)
+ δbδm (x,m(0, µ))(z) · ∇v(0, x, µ) = 0,
where the final term uses the normalisation condition of δbδm . Integrating both sides w.r.t. z with measure









v(1)(0, x, µ, δz) (µˆ − µ)(dz)
]
+b(x,m(0, µ)) · ∇x
[ ∫
Td
v(1)(0, x, µ, δz) (µˆ− µ)(dz)
]
+ δbδm (x,m(0, µ))(m
(1)(0, µ, µˆ)) · ∇v(0, x, µ) = 0.
Therefore, v(1)(0, ·, µ, µˆ) and ∫
Td
v(1)(0, ·, µ, δz) (µˆ − µ)(dz) satisfy the same PDE. By uniqueness, we obtain
the equality.
As before, we consider the difference
Γ(s, x, µ, µˆ) := v(s, x, µ) − v(s, x, µˆ)− v(1)(s, x, µ, µˆ).
Then Γ satisfies the Cauchy problem
∂sΓ(s, x, µ, µˆ) + ∆Γ(s, x, µ, µˆ) + b(x,m(s, µ)) · ∇Γ(s, x, µ, µˆ)
+ δbδm(x,m(s, µ))(ρ(s, µ, µˆ)) · ∇v(s, x, µ) + F (s, x, µ, µˆ) = 0,
Γ(t, x, µ, µˆ) = 0,
(2.34)
where
F (s, x, µ, µˆ) :=
(
b(x,m(s, µˆ))− b(x,m(s, µ))
)






(x,m(s, µ))(ρ(s, µ, µˆ)) +
δb
δm
(x,m(s, µ))(m(1)(s, µ, µˆ))
]
· ∇v(s, x, µ)
=
(














m(s, µˆ)−m(s, µ))] · ∇v(s, x, µ)
=
(




















m(s, µˆ)−m(s, µ))(dy) du. (2.35)
The following result is immediate.
Theorem 2.10. Assume (Int-b-(n, 1)) and (Lip-b-(0, 1)), where n ≥ 2. Suppose that ξ ∈ Cn+1+α. Then
δv
δm (0, x, µ, y) exists and is given by
δv
δm
(0, x, µ, y) = v(1)(0, x, µ, δy).
Proof. We proceed in the same way as in the proof of Lemma 2.5. By (Int-b-(n, 1)), (Lip-b-(0, 1)), (2.1),
(2.26) and Lemma 2.7, we deduce from (2.35) that
sup
s∈[0,t]
‖F (s, ·, µ, µˆ)‖n+α ≤ CW1(µ, µˆ)2,
for some constant C > 0 depending on ξ. Therefore, by Theorem 2.8,
sup
s∈[0,t]
‖Γ(s, ·, µ, µˆ)‖n+1+α ≤ CW1(µ, µˆ)2.
Therefore, by Lemma 2.9,∥∥∥∥v(0, ·, µˆ)− v(0, ·, µ) − ∫
Td




We conclude the result by the characterisation of linear functional derivatives in Remark 5.47 of [6].
Corollary 2.11 (Existence of the first order linear derivative). Assume (Int-b-(n, 1)), (Lip-b-(0, 1)), (TLip-
Φ-(1)) and (TReg-Φ-(n+ 1, 1)), where n ≥ 2. Then δUδm exists and is given by
δU
δm



















for every µ ∈ P(Td).
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lies in Cn+1+α. Therefore, by part (iii) of Theorem 2.6 and Theorem 2.10, we differentiate (2.36) w.r.t. ǫ at





























































Finally, by part (iii) of Theorem 2.6, we conclude that δUδm exists and is given by
δU
δm



















3 Higher order forward and backward Kolmogorov equations
In this section, we repeat the same procedure in the previous section to establish regularity of higher
order Kolmogorov equations. In order to proceed with an iteration argument, we first introduce the following
class of multi-indices in the class τk.
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3.1 Definitions and notations for iteration in multi-indices in the class τk










where nˆ, βj and βˆ are non-negative integers and αi,j, αˆℓ, 1 ≤ i ≤ nˆ, 1 ≤ j ≤ βi, 1 ≤ ℓ ≤ βˆ, are positive
integers satisfying
(i) nˆ ≤ k, 1 ≤ αi,1 < . . . < αi,βi ≤ k, 1 ≤ αˆ1 < . . . < αˆβˆ ≤ k,
(ii) β1, . . . , βnˆ, βˆ < k,




βi + βˆ = k, (3.2)
(v) for any i, i′ ∈ {1, . . . , nˆ},{












αˆ1, . . . , αˆβˆ
}
= ∅. (3.3)
In particular, o(λ) is called the order of λ defined by
o(λ) := nˆ.
Moreover, for any (λ(1), . . . , λ(q)) ∈ (τk)q, we define the magnitude of (λ(1), . . . , λ(q)) by
m
(
(λ(1), . . . , λ(q))
)
:= q.
If λ = λ(i), for some i ∈ {1, . . . , q}, we write
λ ∈ e((λ(1), . . . , λ(q))) := {λ(1), . . . , λ(q)}.














when βj0 = 0, for some j0 ∈ {1, . . . , nˆ}, the column entry of j0 disappears in the array (αi,j).
Next, we introduce the recurrence map Tk for multi-indices, followed by the sequence of multi-dimensional
vectors λk of elements in τk.
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Definition 3.3 (Recurrence map Tk). Let λ ∈ τk be given by the form (3.1). We define a recurrence map
Tk by
(τk+1)
o(λ)+2 ∋ Tk(λ) :=
((
nˆ+ 1, (β1, . . . , βnˆ, 1), (α1,1, . . . , αnˆ,βnˆ , k + 1), βˆ, (αˆℓ)1≤ℓ≤βˆ
)
,(
nˆ, (β1, . . . , βp−1, βp + 1, βp+1, . . . , βnˆ),








, βˆ + 1, (αˆ1, . . . , αˆβˆ , k + 1)
))
.
Definition 3.4 (Multi-dimensional vectors λk of elements in τk). We first define
λ2 :=
((
1, (1), (2), 1, (1)
)
,(
2, (1, 1), (1, 2), 0
)
,(
1, (1), (1), 1, (2)
)) ∈ (τ2)3.
For every k ≥ 2, we define a multi-dimensional vector λk+1 of elements in τk+1 by the recurrence relation
λk+1 :=
((
1, (1), (k + 1), k, (1, . . . , k)
)
,(
2, (k, 1), (1, . . . , k, k + 1), 0
)
,(



















3.2 Analysis of higher order forward Kolmogorov equations
In this subsection, we consider the following Cauchy problem (defined recursively by (3.5), (3.7), Definition
3.3 and Definition 3.4):
∂tm
(k)(t, µ, µ1, . . . , µk)−∆m(k)(t, µ, µ1, . . . , µk) + div
(




m(t, µ) δbδm (·,m(t, µ))
(
m(k)(t, µ, µ1, . . . , µk)
))− Fλk(t, µ, µ1, . . . , µk) = 0,
m(k)(0, µ, µ1, . . . , µk) = µk − µ,
(3.4)
where, for k = 1, Fλ1(t, µ, µ1) := 0. For λ ∈ τk given by (3.1), we define (again, see the definition in (1.17))











t, µ, µα1,1 , . . . , µα1,β1
)




t, µ, µαnˆ,1 , . . . , µαnˆ,βnˆ
))]
. (3.5)
Note that Fλ(t, µ, µ1, . . . , µk) can be interpreted as an element in the dual space (C
n+k−1+α(Td))′ (under
the assumption (Int-b-(n+ k − 1, k))):











t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(






t, µ, µαˆ1 , . . . , µαˆβˆ
)
(dx). (3.6)
For any (λ(1), . . . , λ(q)) ∈ (τk)q, we define
F(λ(1) ,...,λ(q))(t, µ, µ1, . . . , µk) :=
q∑
ℓ=1
Fλ(ℓ)(t, µ, µ1, . . . , µk). (3.7)
Theorem 3.5. Let k ∈ N. Assume (Int-b-(n+ k − 1, k)), where n ≥ 2. Then (3.6) is well-defined and the
Cauchy problem defined by (3.4) has a unique solution in L∞
(







∥∥∥m(k)(t, µ, µ1, . . . , µk)∥∥∥
−(n+k−1+α)
<∞. (3.8)
Also, if we assume (Int-b-(n+ k, k + 1)), then
sup
t∈[0,T ]
∥∥∥m(k)(t, µk+1, µ1, . . . , µk)−m(k)(t, µ, µ1, . . . , µk)∥∥∥
−(n+k+α)
≤ CW1(µ, µk+1), (3.9)
for any µ, µ1, . . . , µk+1 ∈ P(Td), for some constant C > 0.
Proof. We proceed by strong induction for (3.8). The base step follows clearly from (1.14) and Theorem 2.3,
since




ξ(x) (µ1 − µ)(dx)
∣∣∣∣ ≤ 2.
Suppose that (3.8) holds for {1, . . . , k−1}. Take any ξ ∈ Cn+k−1+α(Td) and k ≥ 2. We first show that (3.6) is
well-defined, i.e. Fλ(t, µ, µ1, . . . , µk) is indeed in (C
n+k−1+α(Td))′, for any λ ∈ τk. Note that β1, . . . , βnˆ, βˆ ≤









t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(
















t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(









where the final step follows from (Int-b-(n+ k − 1, k)). Therefore, the first statement that the Cauchy problem
has a unique solution in L∞
(
[0, T ], (Cn+k−1+α(Td))′
)
and (3.8) both follow directly from Theorem 2.3, by the
assumption of (Int-b-(n+ k − 1, k)) and the fact that Fλ(·, µ, µ1, . . . , µk) is in L∞([0, T ], (Cn+k−1+α(Td))′).
It remains to prove (3.9) under the stronger assumption (Int-b-(n+ k, k + 1)). Let ξ ∈ Cn+k+α(Td).
Again, we proceed by strong induction. The base step is omitted as it is a special case of the procedure of
the induction step. Suppose that (3.9) holds for {1, . . . , k}. Replacing µ by µk+1 in (3.4), we have∫
Td
ξ(y)m(k)(t, µk+1, µ1, . . . , µk)(dy) −
∫
Td












































































































































On the other hand, we have∫
Td
ξ(y)m(k)(t, µ, µ1, . . . , µk)(dy)−
∫
Td











































Next, we compute that〈




















s, µk+1, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(



















s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(

























s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(





















s, µk+1, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βℓ−1)
(













s, µ, µαℓ+1,1 , . . . , µαℓ+1,βℓ+1
)
,
. . . ,m(βnˆ)
(



















s, µk+1, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βnˆ)
(



























s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(





















s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(












by which we can estimate by the assumption (Int-b-(n+ k, k + 1)). For every λ ∈ τk, we know that β1, . . . , βn, βˆ <
k by definition. For i ∈ {1, . . . , nˆ} and µˆ ∈ {µ, µk+1},∥∥∥m(βi)(s, µˆ, µαi,1 , . . . , µαi,βi)∥∥∥−(n+k−1+α) ≤ C
∥∥∥m(βi)(s, µˆ, µαi,1 , . . . , µαi,βi)∥∥∥−(n+βi−1+α) ≤ C. (3.15)
By the induction hypothesis, for every βℓ < k,∥∥∥m(βℓ)(s, µk+1, µαℓ,1 , . . . , µαℓ,βℓ)−m(βℓ)(s, µ, µαℓ,1 , . . . , µαℓ,βℓ)∥∥∥−(n+k−1+α)
≤ C
∥∥∥m(βℓ)(s, µk+1, µαℓ,1 , . . . , µαℓ,βℓ)−m(βℓ)(s, µ, µαℓ,1 , . . . , µαℓ,βℓ)∥∥∥−(n+βℓ+α)
≤ CW1(µ, µk+1). (3.16)
Similarly, by the induction hypothesis, for βˆ < k,∥∥∥m(βˆ)(s, µk+1, µαˆ1 , . . . , µαˆβˆ)−m(βˆ)(s, µ, µαˆ1 , . . . , µαˆβˆ)∥∥∥−(n+k−1+α)
≤ CW1(µ, µk+1). (3.17)
Hence, by (3.13), (3.14), (3.15), (3.16), (3.17) and the assumption of (Int-b-(n + k, k + 1)), we obtain that
sup
s∈[0,T ]
∣∣∣∣〈ξ, Fλk(s, µk+1, µ1, . . . , µk)〉Cn+k−1+α(Td),(Cn+k−1+α(Td))′
−
〈





≤ C‖ξ‖n+k−1+αW1(µ, µk+1). (3.18)
Let
d(k+1)(t, µ, µ1, . . . , µk, µk+1) := m
(k)(t, µk+1, µ1, . . . , µk)−m(k)(t, µ, µ1, . . . , µk). (3.19)
Subtracting (3.11) by (3.12) gives∫
Td
ξ(y) d(k+1)(t, µ, µ1, . . . , µk, µk+1)(dy)−
∫
Td








































































































Let η(k+1)(t, µ, µ1, . . . , µk, µk+1) be an element in the dual space (C
n+k+α(Td))′ defined by〈































































Clearly, by (Int-b-(n+ k, k + 1)) and (3.18), it follows from the same argument as Lemma 2.5 to deduce that
sup
t∈[0,T ]
‖η(k+1)(t, µ, µ1, . . . , µk, µk+1)‖−(n+k+α) ≤ CW1(µ, µk+1). (3.21)
By (3.20) (and replacing ξ by arbitrary test functions φ ∈ C∞([0, T ]× Td)) we note that d(k+1) satisfies the
Cauchy problem
∂td
(k+1)(t, µ, µ1, . . . , µk, µk+1)−∆d(k+1)(t, µ, µ1, . . . , µk, µk+1)
+div
(




m(t, µ) δbδm (·,m(t, µ))
(
d(k+1)(t, µ, µ1, . . . , µk, µk+1)
))
−η(k+1)(t, µ, µ1, . . . , µk, µk+1) = 0,
d(k+1)(0, µ, µ1, . . . , µk, µk+1) = µk+1 − µ.
(3.22)
Therefore, by Theorem 2.3 and (Int-b-(n+ k, 1)),
sup
t∈[0,T ]
‖d(k+1)(t, µ, µ1, . . . , µk, µk+1)‖−(n+k+α)
≤ C
(
‖µk+1 − µ‖−(n+k+α) + sup
t∈[0,T ]
‖η(k+1)(t, µ, µ1, . . . , µk, µk+1)‖−(n+k+α)
)
.
This completes the proof by (3.21).




∥∥∥m(k)(t, µk+1, µ1, . . . , µk)−m(k)(t, µ, µ1, . . . , µk)−m(k+1)(t, µ, µ1, . . . , µk, µk+1)∥∥∥
−(n+k+1+α)
≤ CW1(µ, µk+1)2, (3.23)
for any µ, µ1, . . . , µk+1 ∈ P(Td), for some constant C > 0.
Proof. We proceed by strong induction. The base case is done in Theorem 2.6. Assume that the theorem
holds for {1, . . . , k − 1}, where k ≥ 2. Then
sup
t∈[0,T ]
∥∥∥m(ℓ)(t, µℓ+1, µ1, . . . , µℓ)−m(ℓ)(t, µ, µ1, . . . , µℓ)−m(ℓ+1)(t, µ, µ1, . . . , µℓ, µℓ+1)∥∥∥
−(n+ℓ+1+α)
≤ CW1(µ, µℓ+1)2, ∀ℓ ∈ {1, . . . , k − 1}. (3.24)
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Take ξ ∈ Cn+k+1+α(Td). We first recall from the definition of λk+1 (given in Definition 3.4) that the PDE
for m(k+1) is given by∫
Td
ξ(y)m(k+1)(t, µ, µ1, . . . , µk+1)(dy) −
∫
Td


















































m(1)(s, µ, µk+1)(dz) m
















(y, z) · ∇ξ(x)
]
m(1)(s, µ, µk+1)(dz) m




















m(k)(s, µ, µ1, . . . , µk)(dy)m















s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(

























s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βℓ−1)
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s, µ, µαℓ+1,1 , . . . , µαℓ+1,βℓ+1
)
,
. . . ,m(βnˆ)
(





















s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βnˆ)
(











Recalling the definition of d(k+1) in (3.19), we define
ρ(k+1)(t, µ, µ1, . . . , µk, µk+1) := d
(k+1)(t, µ, µ1, . . . , µk, µk+1)−m(k+1)(t, µ, µ1, . . . , µk, µk+1).
Subtracting (3.20) by (3.25) (and replacing ξ by arbitrary test functions φ ∈ C∞([0, T ] × Td)), we observe
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that ρ(k+1) satisfies the Cauchy problem
∂tρ
(k+1)(t, µ, µ1, . . . , µk, µk+1)−∆ρ(k+1)(t, µ, µ1, . . . , µk, µk+1)
+div
(




m(t, µ) δbδm (·,m(t, µ))
(
ρ(k+1)(t, µ, µ1, . . . , µk, µk+1)
))
−c(k+1)(t, µ, µ1, . . . , µk, µk+1) = 0,
ρ(k+1)(0, µ, µ1, . . . , µk, µk+1) = 0,
(3.26)
where





i (t, µ, µ1, . . . , µk, µk+1),
and c
(k+1)
i (t, µ, µ1, . . . , µk, µk+1), i ∈ {1, . . . , 4}, are elements in the dual space (Cn+k+1+α(Td))′ defined by〈
ξ, c
(k+1)
























m(1)(t, µ, µk+1)(dz) m












































(y, z) · ∇ξ(x)
]
m(1)(t, µ, µk+1)(dz) m








































m(k)(t, µ, µ1, . . . , µk)(dy)m
























t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(





















t, µk+1, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βℓ−1)
(













t, µ, µαℓ+1,1 , . . . , µαℓ+1,βℓ+1
)
,
. . . ,m(βnˆ)
(



















t, µk+1, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βnˆ)
(


























t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(























t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βℓ−1)
(









t, µ, µαℓ+1,1 , . . . , µαℓ+1,βℓ+1
)
,
. . . ,m(βnˆ)
(



















t, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βnˆ)
(
















1 (t, µ, µ1, . . . , µk, µk+1)
〉
Cn+k+1+α(Td),(Cn+k+1+α(Td))′




































m(1)(t, µ, µk+1)(dz) m
(k)(t, µ, µ1, . . . , µk)(dy). (3.27)






)− b(y,m(t, µ))) · ∇ξ(y)]
(

























m(1)(t, µ, µk+1)(dz) m










(y, rm(t, µk+1) + (1− r)m(t, µ))(m(t, µk+1)−m(t, µ))
− δb
δm
(y,m(t, µ))(m(t, µk+1)−m(t, µ))
]











(m(t, µk+1)−m(t, µ)−m(1)(t, µ, µk+1)) · ∇ξ(y)
]
m(k)(t, µ, µ1, . . . , µk)(dy)
∣∣∣∣
≤ C‖ξ‖n+k+1+αW1(µ, µk+1)2,
where the estimate for the first term follows from (Lip-b-(n+ k, k + 1)) with the same argument as (2.21).
This shows that ∥∥c(k+1)1 (t, µ, µ1, . . . , µk, µk+1)∥∥−(n+k+1+α) ≤ CW1(µ, µk+1)2.
Similarly, by (Int-b-(n+ k, k + 1)), (Lip-b-(n+ k, k + 1)) and Theorem 3.5, along with a similar argument
applied to the induction hypothesis (3.24) (as in estimates (3.15), (3.16) and (3.17)), we can show that, for
i ∈ {2, 3, 4}, ∥∥c(k+1)i (t, µ, µ1, . . . , µk, µk+1)∥∥−(n+k+1+α) ≤ CW1(µ, µk+1)2.
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Therefore, ∥∥c(k+1)(t, µ, µ1, . . . , µk, µk+1)∥∥−(n+k+1+α) ≤ CW1(µ, µk+1)2.
Finally, by (Int-b-(n+ k + 1, 1)), (3.26) and Theorem 2.3, we conclude that∥∥ρ(k+1)(t, µ, µ1, . . . , µk, µk+1)∥∥−(n+k+1+α)
≤ C∥∥c(k+1)(t, µ, µ1, . . . , µk, µk+1)∥∥−(n+k+1+α)
≤ CW1(µ, µk+1)2.
3.3 Analysis of higher order backward Kolmogorov equations
In this subsection, we fix t ∈ [0, T ] and consider the following Cauchy problem (defined recursively by
(3.29), Definition 3.3 and Definition 3.4):
∂sv
(k)(s, x, µ, µ1, . . . , µk) + ∆v
(k)(s, x, µ, µ1, . . . , µk)
+ b(x,m(s, µ)) · ∇v(k)(s, x, µ, µ1, . . . , µk)
+ δbδm (x,m(s, µ))(m
(k)(s, µ, µ1, . . . , µk)) · ∇v(s, x, µ) +Gλk(s, x, µ, µ1, . . . , µk) = 0,
v(k)(t, x, µ, µ1, . . . , µk) = 0,
(3.28)
where










s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(




s, x, µ, µαˆ1 , . . . , µαˆβˆ
)]
. (3.29)
The following theorem gives the regularity of v(k) by Schauder estimates.
Theorem 3.7. Let k ∈ N. Assume (Int-b-(n+ k − 1, k)), where n ≥ 2. Suppose that ξ ∈ Cn+1+α. Then the





Proof. We proceed by strong induction. The base step is proven in Lemma 2.9. For the induction step, we
assume that the statement is true for 1, . . . , k− 1, where k ≥ 2. For each λ ∈ e(λk), by (Int-b-(n + k − 1, k)),
sup
s∈[0,t]




s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,
m(βnˆ)
(













s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βnˆ)
(






∥∥∥v(βˆ)(s, ·, µ, µαˆ1 , . . . , µαˆβˆ)∥∥∥n+1+α
≤ C sup
s∈[0,t]




s, µ, µα1,1 , . . . , µα1,β1
)
, . . . ,m(βnˆ)
(





∥∥∥v(βˆ)(s, ·, µ, µαˆ1 , . . . , µαˆβˆ)∥∥∥n+1+α < +∞,
which implies that Gλk(·, ·, µ, µ1, . . . , µk) ∈ L∞([0, t], Cn+α(Td)). This completes the induction step by re-
peating the same argument as in the proof of Theorem 2.8.
The following theorem is an analogue of Theorem 3.6 for backward Kolmogorov equations. The compu-
tations in the proof follow the same ideas as those in the previous subsection, i.e. Theorem 3.5 and Theorem
3.6. Consequently, the proof is omitted for brevity.
Theorem 3.8. Let k ∈ N. Assume (Int-b-(n+ k + 1, k + 1)) and (Lip-b-(n+ k, k + 1)), where n ≥ 2. Sup-
pose that ξ ∈ Cn+1+α. Then
sup
s∈[0,t]
∥∥∥v(k)(s, ·, µk+1, µ1, . . . , µk)− v(k)(s, ·, µ, µ1, . . . , µk)− v(k+1)(s, ·, µ, µ1, . . . , µk, µk+1)∥∥∥
n+1+α
≤ CW1(µ, µk+1)2, (3.30)
for any µ, µ1, . . . , µk+1 ∈ P(Td), for some constant C > 0.
We now establish the kth order linear derivative of v in terms of v(k).
Theorem 3.9. Let k ∈ N. Assume (Int-b-(n+ k, k)) and (Lip-b-(n+ k − 1, k)), where n ≥ 2. Suppose that
ξ ∈ Cn+1+α. Then
v(k)(0, x, µ, µ1, . . . , µk−1, δyk) =
δv(k−1)
δm
(0, x, µ, µ1, . . . , µk−1, yk),
where the linear derivative δv
(k−1)
δm is taken with respect to µ. Consequently,
δkv
δmk




(0, x, µ, y1, . . . , yk) = v
(k)(0, x, µ, δy1 , . . . , δyk).
Proof. Replacing k by k − 1 in Theorem 3.8 gives
sup
s∈[0,t]
∥∥∥v(k−1)(s, ·, µk, µ1, . . . , µk−1)− v(k−1)(s, ·, µ, µ1, . . . , µk−1)− v(k)(s, ·, µ, µ1, . . . , µk−1, µk)∥∥∥
n+1+α
≤ CW1(µ, µk)2.
It follows from a similar argument as Lemma 2.9 to show that
v(k)(0, x, µ, µ1, . . . , µk−1, µk) =
∫
Td
v(k)(0, x, µ, µ1, . . . , µk−1, δz) (µk − µ)(dz).
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This proves the first equality. For the second equality, an inductive argument gives
v(k)(0, x, µ, δy1 , . . . , δyk) =
δv(k−1)
δm









(0, x, µ, y1, . . . , yk).
3.4 Connection between higher order forward and backward equations
In this section, we follow the same approach as Section 2.2 to show that integrals with respect to the
signed measure m(k)(t, µ, µ1, . . . , µk) can be re-expressed in terms of the signed measure µk − µ.
Theorem 3.10. Let k ∈ N. Assume (Int-b-(n+ k, k)) and (Lip-b-(n + k − 1, k)), where n ≥ 2. Suppose that
ξ ∈ Cn+k+α. We define a sequence of functions I(j)(x, µ, µ1, . . . , µj−1; ξ, t), j ∈ {1, . . . , k}, by the following
iteration:





(0, z, µ, x; ξ, t)µ(dz), (3.31)






(z, µ, µ1, . . . , µj−2, x; ξ, t) (µj−1 − µ)(dz), (3.32)
for j ∈ {2, . . . , k}, where δI(j−1)δm is taken with respect to µ. Then the sequence is well-defined and∫
Td
ξ(x)m(k)(t, µ, µ1, . . . , µk)(dx) =
∫
Td
I(k)(x, µ, µ1, . . . , µk−1; ξ, t) (µk − µ)(dx).
Proof. By Theorem 3.9, the sequence I(j) is well-defined. To prove the equality, we proceed via an induction
argument. The base step is established in (2.29). For the inductive step, we assume that∫
Td
ξ(x)m(k−1)(t, µ, µ1, . . . , µk−1)(dx) =
∫
Td
I(k−1)(x, µ, µ1, . . . , µk−2; ξ, t) (µk−1 − µ)(dx).
By replacing k by k − 1 in Theorem 3.6, we have
sup
t∈[0,T ]




for any µ, µ1, . . . , µk ∈ P(Td), for some constant C > 0. Since ξ ∈ Cn+k+α, it follows from the proof of







ξ(x)m(k−1)(t, (1 − ǫ)µ+ ǫµk, µ1, . . . , µk−1)(dx) =
∫
Td
ξ(x)m(k)(t, µ, µ1, . . . , µk−1, µk)(dx).
(3.33)







I(k−1)(x, (1 − ǫ)µ+ ǫµk, µ1, . . . , µk−2; ξ, t)
(






















(z, µ, µ1, . . . , µk−2, x; ξ, t) (µk−1 − µ)(dz)






I(k)(x, µ, µ1, . . . , µk−1; ξ, t) (µk − µ)(dx). (3.34)
The proof is complete by combining (3.33) and (3.34).
4 Regularity of higher order derivatives in measure of U
4.1 Definitions and notations for iteration in multi-indices in the class ∆k
In order to obtain a general formula for the kth order linear derivative of Φ, we proceed with another
iteration argument. Therefore, we need to introduce another class ∆k of multi-indices.










where nˆ and βj are non-negative integers and αi,j , 1 ≤ i ≤ nˆ, 1 ≤ j ≤ βi, are positive integers satisfying
(i)




βi = k, (4.2)
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(iii) for any i, i′ ∈ {1, . . . , nˆ}, {




αi′,1, . . . , αi′,βi′
}
= ∅. (4.3)
In particular, o(Λ) is called the order of Λ defined by
o(Λ) := nˆ.
Moreover, for any (Λ(1), . . . ,Λ(q)) ∈ (∆k)q, we define the magnitude of (Λ(1), . . . ,Λ(q)) by
m
(
(Λ(1), . . . ,Λ(q))
)
:= q.
If Λ = Λ(i), for some i ∈ {1, . . . , q}, we write
Λ ∈ e((Λ(1), . . . ,Λ(q))) := {Λ(1), . . . ,Λ(q)}.
Next, we introduce the recurrence map Qk for multi-indices in ∆k, followed by the sequence of multi-
dimensional vectors Λk of elements in ∆k.
Definition 4.2 (Recurrence map Qk). Let Λ ∈ ∆k be given by the form (4.1). We define a recurrence map
Qk by
(∆k+1)
o(Λ)+1 ∋ Qk(Λ) :=
((
nˆ+ 1, (β1, . . . , βnˆ, 1), (α1,1, . . . , αnˆ,βnˆ , k + 1)
)
,(
nˆ, (β1, . . . , βp−1, βp + 1, βp+1, . . . , βnˆ),






























4.2 Analysis of higher order linear derivatives of U
We begin by establishing a higher-order analogue of Theorem 2.6.
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Lemma 4.4. Let k ∈ N \ {1}. Assume (Int-b-(n + k, k)), (Lip-b-(n+ k − 1, k)) and









(m)(y1, . . . , ynˆ)
(








(m)(y1, . . . , ynˆ)m
(β+1)(t, µ, µ1, . . . , µβ , µk)(dyi), (4.4)
for every m,µ, µ1, . . . , µβ , µk ∈ P(Td).
Proof. Since β ≤ k − 1, the condition (Int-b-(n+ k, k)) implies (Int-b-(n+ β + 1, β + 1)). Similarly, the
condition (Lip-b-(n+ k − 1, k)) implies (Lip-b-(n+ β, β + 1)). By Theorem 3.6, we have
sup
t∈[0,T ]
∥∥∥m(β)(t, µk, µ1, . . . , µβ)−m(β)(t, µ, µ1, . . . , µβ)−m(β+1)(t, µ, µ1, . . . , µβ, µk)∥∥∥
−(n+β+1+α)
≤ CW1(µ, µk)2,
for any µ, µ1, . . . , µβ, µk ∈ P(Td), for some constant C > 0. On the other hand, the condition (TReg-Φ-
(n+ k, k − 1)) implies (TReg-Φ-(n+ β + 1, k − 1)). The rest of the proof is identical to the proof of Theorem
2.6.
We are now in a position to prove the main result of the paper. Clearly, one can obtain the minimal
condition by setting n = 2 (as in the introduction).
Theorem 4.5. Let k ∈ N and n ≥ 2. Assume (Int-b-(n+ k, k)), (Lip-b-(n+ k − 1, k)), (TLip-Φ-(k)) and
(TReg-Φ-(n+ k, k)). Then δ
kU
δmk
exists and is given by
δkU
δmk















t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,m(βnˆ)
(
t, µ, δzαnˆ,1 , . . . , δzαnˆ,βnˆ
))]
.







∣∣∣∣ δkUδmk (t, µ)(z1, . . . , zk)
∣∣∣∣ < +∞.
Proof. We proceed by induction on k. We first prove the statement for k = 1. By Corollary 2.11, we know














(m(t, µ))(y)m(1)(t, µ, µˆ)(dy).
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(m(t, µ))(y)m(1)(t, µ, µˆ)(dy). (4.5)








(m(t, µ))(y)m(1)(t, µ, δz1)(dy). (4.6)
We now assume that this statement holds for k − 1. Therefore, for any ǫ > 0, we have
δk−1U
δmk−1











t, (1 − ǫ)µ+ ǫµk, δzα1,1 , . . . , δzα1,β1
)
, . . . ,
m(βnˆ)
(
t, (1− ǫ)µ+ ǫµk, δzαnˆ,1 , . . . , δzαnˆ,βnˆ
))]
.





















t, (1− ǫˆ)µ+ ǫˆµk, δzα1,1 , . . . , δzα1,β1
)
, . . . ,
m(βnˆ)
(


















t, (1 − ǫˆ)µ + ǫˆµk, δzα1,1 , . . . , δzα1,β1
)
, . . . ,
m(βi−1)
(









t, (1− ǫˆ)µ + ǫˆµk, δzαi+1,1 , . . . , δzαi+1,βi+1
)
, . . . ,m(βnˆ)
(






























t, (1− ǫˆ)µ+ ǫˆµk, δzα1,1 , . . . , δzα1,β1
)
























t, (1− ǫˆ)µ + ǫˆµk, δzα1,1 , . . . , δzα1,β1
)
, . . . ,
m(βi−1)
(









t, (1− ǫˆ)µ + ǫˆµk, δzαi+1,1 , . . . , δzαi+1,βi+1
)
, . . . ,m(βnˆ)
(





By the assumptions (TReg-Φ-(n+ k, k)) (which implies (TReg-Φ-(n, k − 1))) and (TLip-Φ-(k)), we can re-


































(m(t, µ))(y1, . . . , ynˆ, ynˆ+1)(m






























t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,m(βnˆ)
(

















t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,
m(βi−1)
(










t, µ, δzαi+1,1 , . . . , δzαi+1,βi+1
)
, . . . ,m(βnˆ)
(















(m(t, µ))(z1, . . . , znˆ, x)
m(β1)
(
t, µ, δzα1,1 , . . . , δzα1,β1
)
(dz1) . . . m
(βnˆ)
(













(m(t, µ))(z1, . . . , zi−1, x, zi+1, . . . , znˆ)
m(β1)
(
t, µ, δzα1,1 , . . . , δzα1,β1
)
(dz1) . . . m
(βi−1)
(





t, µ, δzαi+1,1 , . . . , δzαi+1,βi+1
)
(dzi+1) . . . m
(βnˆ)
(
t, µ, δzαnˆ,1 , . . . , δzαnˆ,βnˆ
)
(dznˆ).
By the assumption (TReg-Φ-(n+ k, k)), it is clear that Θ(1),Θ
(2)
Λ,i ∈ Cn+k+α. Therefore, using the notations




















I(βi+1)(x, µ, δzαi,1 , . . . , δzαi,βi
; Θ
(2)
Λ,i, t) (µk − µ)(dx),
which shows that δ
kU
δmk
exists and is given by
δkU
δmk
(t, µ)(z1, . . . , zk−1, x)









By adopting the same normalisation argument as (4.5) and (4.6), formula (4.10) gives
δkU
δmk











t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,m(βnˆ)
(

















t, µ, δzα1,1 , . . . , δzα1,β1
)














t, µ, δzαi+1,1 , . . . , δzαi+1,βi+1
)
, . . . ,m(βnˆ)
(












t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,m(βnˆ)
(
t, µ, δzαnˆ,1 , . . . , δzαnˆ,βnˆ
))]
.











t, µ, δzα1,1 , . . . , δzα1,β1
)
, . . . ,m(βnˆ)
(



















∥∥∥m(βi)(t, µ, δzαi,1 , . . . , δzαi,βi )∥∥∥−(n+βi−1+α) < +∞.
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