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Résumé
Dans cette thèse, nous nous intéressons à l’analyse mathématique et numérique des systèmes pa-
raboliques non linéaires dégénérés découlant, soit de la modélisation de la chimiotaxie, soit de
la modélisation des fluides compressibles. Le modèle de chimiotaxie (Keller-Segel) proposé est
un modèle de dynamique des populations décrivant l’évolution spatio-temporelle de la densité
cellulaire et de la concentration chimiotactique. Pour ce modèle, nous étudions la formation de
patterns en utilisant l’analyse de stabilité linéaire et le principe de Turing. Nous proposons ensuite
un schéma numérique CVFE pour un modèle anisotrope de Keller-Segel. La construction de ce
schéma est basée sur la méthode des éléments finis pour le terme de diffusion et sur la méthode
des volumes finis classique pour le terme de convection. Nous montrons que ce schéma assure le
principe de maximum discret et qu’il est consistent dans le cas où tous les coefficients de trans-
missibilité sont positifs. Par la suite, sur des maillages triangulaires généraux, nous proposons et
analysons un schéma numérique CVFE non linéaire. Ce schéma est basé sur l’utilisation d’un flux
numérique de Godunov pour le terme de diffusion, tandis que le terme de convection est appro-
ché au moyen d’un décentrage amont et d’un flux de Godunov. D’une part, le décentrage amont
permet d’avoir le principe de maximum. D’autre part, le flux de Godunov assure que les solutions
discrètes soient bornées sans restriction sur le maillage du domaine spatial ni sur les coefficients
de transmissibilité. Nous réalisons différentes simulations numériques bi-dimensionnelles pour
illustrer l’efficacité du schéma à tenir compte des hétérogénéités. Enfin, nous nous intéressons à
une équation parabolique dégénérée contenant des termes dégénérés d’ordre 0 et 1 et décrivant un
modèle de chimiotaxie-fluide ou l’écoulement d’un fluide compressible. Une formulation faible
classique est souvent possible en absence des termes dégénérés d’ordre 0 et 1 ; tandis que dans le
cas général, nous obtenons des solutions dans un sens affaibli vérifiant une formulation de type
inégalité variationnelle. La définition des solutions faibles est adaptée à la nature de la dégénéres-
cence des termes de dissipation.
Mots clés
Systèmes de réaction-diffusion, Formation de patterns, Chimiotaxie, Stabilité linéaire, Méthode de
volumes finis, Méthode des éléments finis, Systèmes paraboliques dégénérés, Tenseurs anisotropes
hétérogènes, Fluide compressible.

Abstract
In this thesis, we are interested in the mathematical and numerical analysis of nonlinear degene-
rate parabolic systems arising either from modeling the chemotaxis process, or from modeling
compressible flows in porous media. The proposed chemotaxis model (Keller-Segel model) is a
model of population dynamics describing the spatio-temporel evolution of the cell density and
the chemical concentration. For this model, we study the pattern formation using the linear sta-
bility analysis as well as the principle of Turing. Then, we propose a numerical scheme (CVFE
scheme) for an anisotropic Keller-Segel model. The construction of the scheme is based on the use
of each of the finite element scheme for the diffusion term and the upwind finite volume scheme
for the convective term. We show that the scheme is consistent and ensures the discrete maximum
principle in the case where all the transmissibility coefficients are nonnegative. Thereafter, over
general triangular meshes, we propose and analyze a nonlinear CVFE scheme. This scheme is
based on the use of the Godunov flux function for the diffusion term, while the convective term is
approximated by parts using an upwind finite volume scheme and a Godunov flux function. First,
the upwind finite volume scheme allows of having the discrete maximum principle. On the other
hand, the Godunov scheme ensures the boundedness of the discrete solutions without restrictions
on the mesh nor on the transmissibility coefficients. Using this scheme, we realize some numerical
simulations to illustrate the effectiveness of the scheme. Finally, we are interested in a degenerate
parabolic equation containing degenerate terms of order 0 and 1 and describing a chemotaxis-fluid
model or a displacement of compressible flows. Classical weak formulation is often possible in the
absence of degenerate terms of order 0 and 1 ; while in the general case, we obtain weak solutions
in the sense of verifying a weighted formulation. The definition of weak solutions is adapted to
the nature of the degeneracy of the dissipative terms.
Keywords
Reaction-diffusion systems, Pattern formation, Chemotaxis, Linear stability, Finite volume me-
thod, Finite element method, Degenerate parabolic systems, Heterogeneous anisotropic tensors,
Compressible fluid.
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1.1 Contexte général et scientifique
Les êtres humains ont longtemps eu une fascination par les motifs des pelages d’animaux (animal
coat pattern en anglais). D’où provient la diversité des motifs des pelages d’animaux ? Pourquoi
les léopards possèdent-ils des taches et ne possèdent pas des rayures ?
Toutes ces questions qui conduisent à comprendre le développement des motifs des pelages
d’animaux chez les mammifères ont été un domaine d’études pour les biologistes et les chimistes.
Une théorie sur la façon où ces motifs se produisent a été introduite par le mathématicien Alan
Mathison Turing. Ce dernier a introduit un modèle pour lequel les motifs spatiaux peuvent se pro-
duire comme un résultat d’instabilité de la diffusion des substances chimiques morphogénétiques
présentes dans la peau des animaux durant le stade embryonnaire du développement.
2 CHAPTER 1. INTRODUCTION
FIGURE 1.1 – Motifs du léopard, de girafe, du zèbre et du poisson.
1.1.1 Motivation biologique
La forme biologique d’un prémotif est inscrite dans les cellules : lors de la croissance de celles-ci,
des produits chimiques (les morphogènes) se sont produites en concentration variable, et jouent
suivant leur concentration le rôle d’activeur ou d’inhibiteur des pigments.
Pour l’obtention de tels motifs de pelages d’animaux, nous nous intéressons à un type spéci-
fique de cellules appelées mélanocytes ; en effet, ce sont les cellules responsables de la production
d’un pigment appelé la mélanine gouvernant la couleur de la peau.
Les biologistes pensent que les mélanocytes produisent de la mélanine basée sur la présence de
certains activeurs et inhibiteurs des pigments. Chaque motif des pelages d’animaux est considéré
comme étant le produit de certains activeurs et inhibiteurs [59].
1.1.2 Motivation mathématique (Principe de Turing)
En 1952, le mathématicien Alan Turing s’est intéressé à la morphogenèse et il a proposé un mo-
dèle basé sur des équations de réaction–diffusion (système de Turing) [76, 61]. Pour établir son
modèle, Turing s’est appuyé sur la fameuse expérience réalisée par le biochimiste Belousov (1950)
[62]. Ce dernier a utilisé des substances chimiques, et il a observé que la solution obtenue n’at-
FIGURE 1.2 – La réaction de Bolousov produisant des patterns temporels oscillants.
teint pas normalement l’état d’équilibre. En revanche il a observé qu’il y avait une apparition des
patterns temporels oscillants jusqu’à épuisement d’un des réactifs.
De sa part, Turing a établi que, étant donné deux ensembles de substances chimiques, l’un est
appelé activeur et l’autre est appelé inhibiteur : si les deux ensembles interagissent et se diffusent
dans un domaine fini et si en plus ces substances se propagent dans l’espace avec des différents
taux de diffusions, alors nous pouvons générer des patterns spatiaux et stationnaires.
Pour bien comprendre l’idée séminale de Turing, voici l’image la plus frappante : supposons qu’un
feu (l’activeur) éclate dans une forêt sèche. Tout au début, il n’y a probablement pas de pompiers
(les inhibiteurs) à proximité, mais avec leurs hélicoptères, ils peuvent dépasser le front de l’incen-
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die et pulvériser sur les arbres des produits chimiques résistants au feu : quand le feu atteint les
arbres traités, il s’éteint, l’incendie est arrêté.
Si plusieurs feux se déclarent spontanément et de façon aléatoire au sein de la forêt, plusieurs
fronts d’incendie (des vagues d’activation) se propageront ; chaque incendie sera maîtrisé par les
pompiers dans leurs hélicoptères (vagues d’inhibiteurs), mais il aura brulé la forêt tout autour de
son foyer initial. À la fin de la saison sèche, la forêt présentera des zones noires formées par les
arbres brulés et des zones vertes constituées d’arbres intacts.
Nous pouvons schématiser l’idée séminale de Turing comme suit : quand la diffusion n’est
pas un paramètre essentiel c-à-d en absence de la diffusion (dans un milieu fortement brassé par
exemple), les deux morphogènes réagissent et atteignent un état d’équilibre uniforme (pas de pat-
tern). Dans le cas contraire, c-à-d en présence de la diffusion et sous certaines conditions appelées
conditions de Turing (les morphogènes diffusent avec des vitesses différentes par exemple), une
petite perturbation spatiale transforme l’état d’équilibre en un état instable engendrant des motifs
spatiaux hétérogènes que nous appelons Patterns de Turing. En d’autres termes, sous les condi-
tions de Turing la diffusion peut être déstabilisatrice et une petite perturbation spatiale peut être
“instable” et engendrer un motif : une telle instabilité est appelée “diffusionnelle” ou bien “insta-
bilité de turing”.
1.1.3 Validation de l’idée de Turing
Après l’apparition de l’idée de Turing, plusieurs scientifiques ont travaillé pour vérifier cette idée,
citons par exemple James Dickson Murray et Daniel Thomas. Murray s’est intéressé au modèle
de Turing pour deux raisons. La première est que le chimiste Daniel Thomas (Université de Com-
piègne 1975) a travaillé sur le modèle de Turing et a pu démontrer par une expérience faite sur
des produits chimiques spécifiques que le système de Turing peut engendrer des patterns spatiaux
et stationnaires (patterns de Turing). Cette expérience était la première expérience confirmant que
l’idée de Turing peut être fiable.
La deuxième raison pour laquelle Murray était intéressé par le modèle de Turing est que le
modèle peut générer des patterns (des taches) comme ceux qui apparaissent sur la peau des ani-
maux [61]. Murray a confirmé mathématiquement l’idée de Turing, et il a trouvé que, si en faisant
juste varier le paramètre échelle de mesure γ (scale parameter) alors le modèle peut engendrer des
patterns spatiaux qui prennent, suivant la valeur de γ, la forme de rayures ou de taches.
D’après ce qui précède, nous avons établit le rôle de la formation de patterns pour comprendre
la formation de motifs de pelages d’animaux qui sont un résultat d’un principe de “réaction–
diffusion” justifié par les chimistes : “activation, inhibition, diffusion”. Un des exemples les plus
connus et les plus populaires sur les systèmes de “réaction–diffusion” est la chimiotaxie.
1.1.4 La chimiotaxie
Un grand nombre des insectes et des animaux s’appuient sur une sensation aigüe de l’odorat, soit
pour transmettre l’information entre les membres de l’espèce soit pour la prédation. Les produits
chimiques impliqués dans ce processus sont appelés phéromones. Par exemple, la femelle du ver
à soie libère une phéromone comme un attractif sexuel pour le mâle, qui dispose d’une antenne
remarquablement efficace pour mesurer la concentration de la phéromone émise. Par conséquent,
le mâle se déplace dans la direction de la forte et croissante concentration de la phéromone. La
forte sensation de l’odorat pour la plupart des poissons est très importante pour la communication
et la prédation ; par exemple, le requin dispose d’une sensation qui lui permet de sentir une goutte
de sang diluée dans les tonnes d’eau, ce qui lui facilite la recherche de proie. L’exploitation la plus
importante de la libération de phéromones est la direction du mouvement dirigé. Ce mouvement
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dirigé par les produits chimiques est appelé la chimiotaxie, qui contrairement à la diffusion, dirige
le mouvement vers un gradient de concentration.
Ce n’est pas seulement dans l’écologie des animaux et des insectes que la chimiotaxie est
importante [43, 24, 68, 53, 21]. Elle peut être aussi cruciale dans les processus biologiques où il
y a de nombreux exemples. Par exemple, quand une infection bactérienne envahit le corps, elle
peut être attaquée par un mouvement de cellules vers la source par la suite de la chimiotaxie. Des
preuves convaincantes suggèrent que les cellules de leucocytes dans le sang se dirigent vers la
région d’inflammation bactérienne, pour l’attaquer, en se déplaçant suivant un gradient chimique
causée par l’infection.
La modélisation théorique et mathématique de la chimiotaxie remonte aux travaux pionniers
de Paltack [69] en 1950. Le modèle de Keller–Segel [51] introduit en 1970 reste le modèle le plus
populaire et le plus connu pour le contrôle chimique des mouvement cellulaires. L’article [47] de
Horstmann fournit une étude mathématique détaillée sur le modèle de Keller–Segel. Récemment,
Bendahmane et al. [8] étudient l’existence des solutions pour un modèle de Keller–Segel dégénéré
en tenant compte de l’effet de remplissage du volume.
L’analyse mathématique montre que les solutions du modèle de Keller–Segel peuvent modéli-
ser des nombreux patterns spatiaux. Pour cela, l’étude de la formation de patterns pour le modèle
de chimiotaxie est l’une des motivations principales de cette thèse.
Dans la suite, nous donnons un plan détaillé de la thèse avec les principaux résultats obtenus.
1.2 Plan de la thèse
Les travaux effectués dans cette thèse correspondent à l’étude théorique de la formation de patterns
pour un modèle de chimiotaxie avec effet de remplissage du volume (volume-filling chemotaxis
model en anglais) ; en plus, ils correspondent au développement d’une méthode numérique robuste
et consistante capable de capturer la génération des patterns spatiaux pour le modèle étudié.
Dans le but d’obtenir un schéma numérique convergent sans restriction sur le maillage du
domaine spatial ni sur les coefficients de transmissibilité, un schéma numérique est développé
pour un modèle généralisé de Keller–Segel où nous prenons en compte une diffusion anisotrope
et hétérogène de la densité cellulaire et de la concentration chimiotactique. Enfin, nous étudions
l’existence de solutions faibles pour une équation parabolique dégénérée non linéaire découlant,
soit de la modélisation de la chimiotaxie-fluide, soit de la modélisation d’un fluide compressible.
1.2.1 Chapitre 2 : Formation de patterns pour un modèle de chimiotaxie
Dans ce chapitre, nous nous intéressons à la formation de patterns spatiaux pour un système de
réaction–convection–diffusion issue de la modélisation de l’effet de remplissage du volume pour
un modèle de chimiotaxie. Ce système est donné par le couple des équations suivantes :{
∂tu− div (d1 (q (u)− q′ (u)u)∇u) + div (uq (u)χ (v)∇v) = f (u, v),
∂tv − d2∆v = g (u, v).
(1.1)
Les deux équations du système (1.1) décrivent respectivement l’évolution en temps et en espace
de la densité cellulaire u et de la concentration des substances chimiques v.
Le domaine occupé par les cellules et les substances chimiques est supposé fixe au cours du temps
et est noté Ω, qui est un ensemble ouvert et borné de R2. Nous posons Qtf = Ω × (0, tf), Σtf =
∂Ω× (0, tf). Le système (1.1) est complété par la donnée de conditions initiales
u (x, 0) = u0 (x) ≥ 0, v (x, 0) = v0 (x) ≥ 0, (1.2)
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pour tout x ∈ Ω et par la donnée de conditions aux limites de type Neumann homogène(
d1
(
q (u)− q′ (u)u)∇u− uq (u)χ (v)∇v) · n = 0, ∇v · n = 0, (1.3)
pour tout (x, t) ∈ Σtf où le vecteur n désigne la normale à ∂Ω sortante de Ω. L’existence d’une
solution globale pour le modèle de chimiotaxie (1.1) a été obtenue pour la première fois avec
Painter et Hillen dans [44], où la prolifération des cellules n’était pas prise en compte. Plus tard,
Wrzosek [79] a démontré l’existence d’une solution globale du système (1.1), pour n’importe
quelle dimension de l’espace et avec une cinétique non nulle de la densité cellulaire f et une
probabilité de pression q linéaire dans [0, u], où u désigne le nombre total de cellules qui peuvent
être logées dans n’importe quel site. Cette probabilité de pression reflète le fait que les cellules
sont des particules solides ; elle est donnée par
q (u) =
{
1− u
u
, 0 ≤ u ≤ u,
0, u ≥ u.
(1.4)
Récemment, Wang et Hillen [78] ont montré l’existence d’une solution globale du système (1.1)
pour une probabilité de pression plus réaliste (reflétant la propriété d’élasticité des cellules) en
prenant une fonction non linéaire pour q.
Nous donnons les hypothèses portant sur le système (1.1) afin d’avoir des solutions globales ; elles
sont données par
(A1) d1 et d2 sont deux constantes positives.
(A2) χ est une fonction de classe C2 (R,R) et telle que χ (v) > 0.
(A3) La probabilité de pression q est une fonction concave et décroissante de classe C3 ([0, u])
satisfaisant la condition suivante : il existe un nombre critique u tel que q (0) = 1, q (u) = 0,
0 < q (u) < 1 pour u ∈ (0, u) et q (u) = 0 pour tout u > u.
(A4) f est une fonction de classe C2 (R× R) satisfaisant f (0, v) ≥ 0 pour tout v ≥ 0. En outre,
il existe une constante 0 < uc < u telle que f (uc, v) = 0 et f (u, v) < 0 pour tout u > uc
et v ≥ 0.
(A5) g est une fonction de classe C2 (R× R) satisfaisant g (u, 0) ≥ 0 pour tout u ≥ 0. En outre,
il existe une constante v > 0 telle que g (u, v) < 0 pour tout 0 ≤ u ≤ u.
Analyse de stabilité linéaire pour le système (1.1)
Afin d’étudier la possibilité de générer des patterns spatiaux pour le système (1.1), nous appliquons
l’idée séminale de Turing. Nous cherchons les états stationnaires stables (us, vs) du système (1.1)
en absence de toute variation spatiale ; ce qui amène à déterminer les états stationnaire stables pour
le système suivant
∂tu = f (u, v) , ∂tv = g (u, v) dans Qtf ,
f (us, vs) = g (us, vs) = 0, dans Qtf .
(1.5)
Pour cette raison, nous effectuons une linéarisation autour de l’état stationnaire (us, vs) (cette
linéarisation est possible d’après les hypothèses de différentiabilité (A4)–(A5) des fonctions f et
g) ; nous posons w = (u− us, v − vs), ainsi l’équation (1.5) devient pour |w| assez petit,
∂tw = Aw, A =
(
fu fv
gu gv
)
us,vs
,
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où A est la matrice de stabilité (c-à-d la matrice jacobienne du système (1.5) calculée à l’état
stationnaire (us, vs)). Désormais, et sauf mention contraire, les dérivées partielles des fonctions f
et g sont évaluées à l’état stationnaire (us, vs).
Par conséquent, les conditions nécessaires et suffisantes pour que l’état stationnaire homogène
(us, vs) soit linéairement stable, sont données par
tr(A) = fu + gv < 0, det(A) = fugv − fvgu > 0. (1.6)
La deuxième étape de l’idée de Turing, consiste à déterminer les conditions pour lesquelles les
états stationnaires stables (c-à-d ceux qui vérifient les conditions (1.6)) deviennent instables pour
une petite perturbation spatiale. Pour cela, nous examinons une petite perturbation autour de l’état
stationnaire (us, vs) sous la forme suivante :
u = us + εu˜ (x, t) , v = vs + εv˜ (x, t) , ε≪ 1. (1.7)
En substituant la forme (1.7) dans le système (1.1), et en utilisant un développement asymptotique
formel, nous obtenons le système suivant, après avoir assimilé les termes du premier ordre suivant
ε et éliminé les tildes pour la simplicité{
∂tu = d1 (q (us)− q′ (us)us)∆u− usq (us)χ (vs)∆v + ufu + vfv,
∂tv = d2∆v + ugu + vgv.
(1.8)
Rappelons que les dérivées partielles des fonctions f et g figurant dans le système (1.8) sont des
fonctions de us et vs.
Une analyse sera étendue afin d’obtenir les conditions nécessaires concernant l’instabilité de l’état
stationnaire (us, vs) ; cette analyse s’appuie d’une part sur l’utilisation du principe de superposi-
tion des solutions dans le but de linéariser les termes spatiaux, et d’autre part, sur la détermination
de la relation de dispersion associée au système (1.8) donné par l’équation λ2+a
(
k2
)
λ+b
(
k2
)
=
0, où a
(
k2
)
= (ξd1 + d2) k
2 − (fu + gv) et b
(
k2
)
= ξd1d2k
4 + (ψgu − d2fu − ξd1gv) k2 +
fu gv − fv gu.
ξ et ψ sont respectivement les coefficients de∆u et∆v de la première équation du système (1.8).
Sous ces notations, les conditions nécessaires pour la générations de patterns spatiaux (conditions
de Turing) pour le système (1.1) sont données par
fu + gv < 0, fu gv − fv gu > 0, ψgu − d2fu − ξd1gv < 0,
(ψgu − d2fu − ξd1gv)2 − 4ξd1d2 (fu gv − fv gu) > 0.
(1.9)
Le système (1.1) dépend de plusieurs paramètres qui interviennent par exemple dans les fonctions
cinétiques ou dans le terme de convection du système ; ces paramètres sont appelés paramètres
de bifurcation. La deuxième étape de l’étude de la formation de patterns, repose sur l’analyse de
bifurcation pour localiser les éventuelles valeurs particulières des paramètres de bifurcations pour
lesquels le comportement du système passe d’un état qualitatif à un autre. En effet, l’analyse de
stabilité linéaire effectuée précédemment nous permet d’en déduire que la bifurcation se produit
lorsque
ψgu − d2fu − ξd1gv = −2
√
ξd1d2 (fu gv − fv gu). (1.10)
Nous appliquons cette égalité pour déterminer les valeurs critiques de chaque paramètre de bifur-
cation. Par exemple, notons par ϑ = χ (vs) et remplaçons ξ par sa valeur dans l’équation (1.10)
après avoir fixé tous les autres paramètres du système (1.1), nous obtenons la valeur critique ϑc
donnée par
ϑc =
2
√
ξd1d2 (fu gv − fv gu)− d2fu − ξd1gv
guusq (us)
.
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D’après les conditions (1.9), la génération de patterns aura lieu lorsque ϑ > ϑc ; ainsi, nous déter-
minons la gamme de nombres d’ondes instables associée au paramètre de bifurcation ϑ. Elle est
définie par k21 < k
2 < k22 , où k
2
1 et k
2
2 sont les zéros de l’équation b
(
k2
)
= 0 données par
k21 =
ρ−√ρ2 − 4ξd1d2 (fu gv − fv gu)
2ξd1d2
, k22 =
ρ+
√
ρ2 − 4ξd1d2 (fu gv − fv gu)
2ξd1d2
,
avec ρ = d2fu + ξd1gv + ψgu.
Dans le but de valider les résultats théoriques, la deuxième partie de ce chapitre est dédiée à l’exa-
men numérique de la formation de patterns sous des paramètres spécifiques vérifiant les conditions
de Turing (1.9). Nous utilisons la méthode de volumes finis pour discrétiser les équations du sys-
tème (1.1)–(1.3) afin d’obtenir un schéma stable pour la discrétisation du terme de convection et
vérifiant le principe de maximum (voir par exemple [78]) sur la solution (u, v).
Schéma des volumes finis
Soit T un maillage polygonal régulier et admissible (à préciser plus loin) du domaine Ω, constitué
d’une famille de sous-domaines convexes, polygonaux non vides K de Ω appelés volumes de
contrôle. Notons par h la taille de T définie par h = maxK∈T diam(K), où diam(K) désigne la
plus grande distance entre chaque paire de sommets du polygone convexeK.
Pour toutK ∈ T , notons par xK le centre deK, N (K) l’ensemble de voisins deK. De plus,
pour tout L ∈ N (K), nous notons par dKL la distance entre xK et xL, par σKL l’interface entre
K et son voisin L, et par ηKL la normale unitaire à σKL dirigée deK vers L. La figure 1.3 donne
une illustration des volumes de contrôle ainsi que de la distance entre les centres.
K L
xK xL
σKL
FIGURE 1.3 – Volumes de contrôle, centres, interfaces.
Pour tout K ∈ T , nous désignons par |K| la mesure de Lebesgue dans R2 du volume de
contrôleK et par ∂K le bord deK formé par l’ensemble des arêtes deK.
T est un maillage orthogonal admissible dans le sens de Eymard–Gallouët–Herbin [31].
L’admissibilité de T implique que Ω = ∪K∈TK, et pour tout volume de contrôle L ∈ N (K)
(voisin du volume de contrôle K), le segment [xKxL] joignant les centres de K et L est orthogo-
nal à l’interface σKL = K ∩ L.
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Pour qu’un maillage conforme constitué de triangles vérifie la condition d’orthogonalité, il
suffit de prendre le centre du volume de contrôleK, xK comme étant le centre du cercle circonscrit
au triangle K. En outre, pour assurer que le centre xK soit dans le triangle K, nous imposons la
condition que tous les angles du triangleK soient aigus.
L’avantage d’un tel maillage admissible, est de donner une approximation consistante de la
dérivée dans la direction de la normale en utilisant uniquement deux points ; en effet par le déve-
loppement de Taylor, nous déduisions que
xL − xK = dKLηKL,
∇u (x) · ηKL = u (xL)− u (xK)
dKL
+O (h) , ∀x ∈ σ = K ∩ L. (1.11)
Une fois que le domaine est discrétisé, nous définissons l’espace discret HT comme étant l’en-
semble des fonctions constantes par morceaux sur les volumes de contrôle K ∈ T . Chaque fonc-
tion uT ∈ HT sera alors caractérisée par ses valeurs numériques (uK)K∈T telles que pour chaque
volume de contrôleK ∈ T , uT |K = uK . Plus précisément, la fonction discrète uT s’écrit sous la
forme d’une combinaison linéaire des fonctions caractéristiques (1K)K∈T sous la forme suivante :
uT (x) =
∑
K∈T
uK1K (x) .
Nous donnons une définition du gradient discret∇T uT qui est une fonction constante par diamant
TKL. Nous appelons un diamant TKL associé à l’arête σKL, le polygone formé de quatre sommets
xK , xL et les deux sommets de l’arête σKL (voir figure 1.4). Le gradient discret est défini par
∇T uT |Tσ =
{
2uL−uKdKL ηKL, si σ = σKL,
0, si σ ∈ ∂K ∩ ∂Ω.
L
xL
σKL
TKL
xK
K
FIGURE 1.4 – Maillage admissible T : volumes de contrôles, centres et diamants.
Ainsi, la norme dans L2 (Ω) de ∇T uT est donnée par
‖∇T uT ‖2L2(Ω) =
∑
K∈T
∑
L∈N (K)
|σKL|
dKL
|uK − uL|2.
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La méthode des volumes finis consiste à intégrer directement les équations du modèle (contraire-
ment à la méthode des éléments finis qui est basée sur les intégrales de la formulation variation-
nelle). Ainsi, les deux équations du système (1.1) sont intégrées sur chaque volume de contrôle
K ∈ T et sur chaque intervalle de temps ]tn, tn+1[, n ∈ N (tn = n∆t, ∆t est le pas de temps).
Nous notons parA, Γ etΨ les fonctions définies par Γ (u) = q (u)− q′ (u)u,A (u) = ∫ u0 Γ (s) ds
et Ψ(u) = uq (u)χ.
Pour les équations du système (1.1), et en appliquant le théorème de la divergence cela donne∫ tn+1
tn
∫
K
∂tudx dt− d1
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
∇A (u) · ηKL dσ(x) dt
+
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
Ψ(u)∇v · ηKL dσ(x) dt =
∫ tn+1
tn
∫
K
f (u, v) dx dt.
(1.12)
et ∫ tn+1
tn
∫
K
∂tvdx dt− d2
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
∇v · ηKL dσ(x) dt =
∫ tn+1
tn
∫
K
g (u, v) dx dt,
(1.13)
où, dσ(x)désigne la mesure de Lebesgue sur l’arête σKL.
Nous allons décrire brièvement une approximation de chaque terme des équations (1.12)–(1.13)
Les conditions initiales
u0K =
1
|K|
∫
K
u0 (x) dx, v
0
K =
1
|K|
∫
K
v0 (x) dx.
Les termes d’évolution en temps
1
∆t
∫ tn+1
tn
∫
K
∂twdx dt ≈ 1
∆t
∫
K
(w (x, tn+1)− w (x, tn)) dx ≈ |K| w
n+1
K − wnK
∆t
, w ≡ u ou v.
Les termes de diffusion Le maillage admissible a été considéré afin de donner une approxima-
tion simple des flux de diffusion ; en effet, l’équation (1.11) nous permet d’écrire
d1
∆t
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
∇A (u) · ηKL dσ(x) dt ≈ d1
∑
L∈N (K)
|σKL|
dKL
(
A
(
un+1L
)−A (un+1K )).
De la même manière, nous obtenons l’approximation du terme de diffusion de l’équation (1.13)
d2
∆t
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
∇v · ηKL dσ(x) dt ≈ d2
∑
L∈N (K)
|σKL|
dKL
(
vn+1L − vn+1K
)
.
Le terme de convection L’approximation du terme de convection est différente de celle du terme
de diffusion, ici nous voulons approcher le flux Ψ(u)∇v · ηKL (dépendant de u et de v) à l’in-
terface σKL et à l’instant tn+1. Le choix classique pour approcher un tel flux, consiste à utiliser
un schéma décentré amont. Cette technique repose sur l’utilisation d’une fonction flux numé-
rique G qui approche le flux Ψ(u)∇v · ηKL par le moyen des valeurs uK , uL et dVKL :=
|σKL|
dKL
(vL − vK). Nous donnons les propriétés données sur la fonction G d’arguments (a, b, c) ∈
R
3 :
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(i) Monotonie : G (·, b, c) est croissante pour tout b, c ∈ R et G (a, ·, c) est décroissante pour
tout a, c ∈ R. Cette propriété est importante pour assurer le principe de maximum discret.
(ii) Conservativité : G (a, b, c) = −G (b, a,−c) pour tout a, b, c ∈ R. Cette condition nous
permet d’établir l’intégration par parties discrète essentielle pour la convergence du schéma
numérique.
(iii) Consistance : G (a, a, c) = Ψ (a) c pour tout a, c ∈ R.
(iv) Majoration locale : Il existe une constante C > 0 telle que |G (a, b, c)| ≤ C (|a|+ |b|) |c|,
pour tout a, b, c ∈ R.
(v) Continuité locale : Il existe un module de continuité ω : R+ → R+ tel que
|G (a, b, c)−G (a′, b′, c)| ≤ |c|ω (|a− a′|+ |b− b′|), pour tout a, a′, b, b′, c ∈ R.
Nous prenons une fonction numérique G vérifiant les propriétés précédentes, par suite l’approxi-
mation du terme de convection est définie par
1
∆t
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
Ψ(u)∇v · ηKL dσ(x) dt ≈
∑
L∈N (K)
G
(
un+1K , u
n+1
L ; dV
n+1
KL
)
En résumé, le schéma de type volumes finis proposé pour la discrétisation du problème (1.1)–(1.3)
consiste à chercher U =
(
un+1K
)
K∈T ,n∈[0,...,N ] et V =
(
vn+1K
)
K∈T ,n∈[0,...,N ] solution de
u0K =
1
|K|
∫
K
u0 (x) dx, v
0
K =
1
|K|
∫
K
v0 (x) dx, (1.14)
et
|K| u
n+1
K − unK
∆t
− d1
∑
L∈N(K)
|σKL|
dKL
(
A
(
un+1L
)−A (un+1K ))
+
∑
L∈N(K)
G
(
un+1K , u
n+1
L ; dV
n+1
KL
)
= f
(
un+1K , v
n+1
K
)
, (1.15)
|K| v
n+1
K − vnK
∆t
− d2
∑
L∈N(K)
|σKL|
dKL
(
vn+1L − vn+1K
)
= g
(
unK , v
n+1
K
)
.
Sous les hypothèses (A1)–(A5) et supposons que (u0, v0) ∈ (L∞ (Qtf ))2 et tel que 0 ≤ u0 ≤ 1,
v0 ≥ 0. Alors le schéma (1.14)–(1.15) converge dans L2 (Qtf ) quand ∆t, h → 0, pour une sous-
suite, vers une solution faible (u, v) du problème (1.1)–(1.3).
La résolution de ce schéma nécessite toujours la résolution d’un système non linéaire. Pour
cela, nous avons implémenté la méthode de Newton couplé avec l’algorithme du bigradient.
Enfin, des tests numériques en dimension deux sont faits pour simuler la formation de patterns
pour le modèle (1.1)–(1.3) et pour montrer la robustesse du schéma (1.14)–(1.15) à capturer les
patterns spatiaux.
1.2.2 Chapitre 3 : Un schéma volumes finis éléments finis pour capturer les patterns
pour un modèle de chimiotaxie
Dans ce chapitre, nous nous sommes intéressés à un modèle de Keller–Segel similaire à celui de
la section précédente, et pour lequel nous avons ajouté des tenseurs pour les termes de diffusion et
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pour le terme de convection. Plus précisément, nous considérons le système suivant :{
∂tu− div (Λ (x) a (u)∇u− Λ (x)χ (u)∇v) = f (u) dans Qtf = Ω× (0, tf),
∂tv − div (D (x)∇v) = g (u, v) dans Qtf = Ω× (0, tf),
(1.16)
avec les conditions aux limites données sur le bord ΣT := ∂Ω× (0, tf) par :
(Λ (x) a (u)∇u− Λ (x)χ (u)∇v) · n = 0, D (x)∇v · n = 0, (1.17)
où n est le vecteur normal à ∂Ω sortant de Ω. Les conditions initiales sont données par :
u (x, 0) = u0 (x) , v (x, 0) = v0 (x) , x ∈ Ω. (1.18)
Le domaine occupé par les cellules et les substances chimiques est toujours noté par Ω, un en-
semble ouvert et borné de R2. Nous donnons également les hypothèses portant sur la diffusion
de la densité cellulaire a, la sensibilité chimiotactique χ, les tenseurs de diffusion Λ et D, les
cinétiques et les conditions initiales :
(A1) a : [0, 1] −−→ R est une fonction continue telle que : a (0) ≥ 0, a (1) ≥ 0 et a(u) > 0 pour
tout 0 < u < 1.
(A2) χ : [0, 1] −−→ R est une fonction differentiable telle que : χ(0) = χ(1) = 0 et χ(u) > 0
pour tout 0 < u < 1.
(A3) Les tenseurs de diffusion Λ et D sont deux tenseurs symétriques bornés, uniformément po-
sitifs sur Ω, c-à-d tel que :
∀w 6= 0, il existe deux constantes strictement positives T− et T+ telles que 0 < T− |w|2 ≤
〈T (x)w,w〉 ≤ T+ |w|2 <∞, T = Λ ou D.
(A4) La fonction f : R −→ R est une fonction continue telle que : f (0) ≥ 0 et f (1) ≤ 0.
(A5) Les conditions initiales u0 et v0 sont deux fonctions dans L∞ (Ω) tel que : 0 ≤ u0 ≤ 1 et
v0 ≥ 0.
Notons par A : R −→ R la fonction Lipschitzienne et croissante définie par A (u) = ∫ u0 a (s) ds,
pour tout u ∈ R.
Definition 1.1 (Solution faible). Sous les hypothèses (A1)–(A5). Le couple (u, v) est dit solution
faible du système (1.16)–(1.17) si il vérifie :
0 ≤ u (x, t) ≤ 1, v (x, t) ≥ 0 pour presque tout (x, t) ∈ Qtf ,
A (u) ∈ L2 (0, tf ;H1 (Ω)),
v ∈ L∞ (Qtf ) ∩ L2
(
0, tf ;H
1 (Ω)
)
,
et pour tout ϕ, ψ ∈ D (Ω× [0, tf))
−
∫
Ω
u0 (x)ϕ (x, 0) dx−
∫∫
Qtf
u∂tϕ dx dt+
∫∫
Qtf
Λ (x)∇A (u) · ∇ϕ dx dt
−
∫∫
Qtf
Λ (x)χ (u)∇v · ∇ϕ dx dt =
∫∫
Qtf
f (u)ϕ (x, t) dx dt,
−
∫
Ω
v0 (x)ψ (x, 0) dx−
∫∫
Qtf
v∂tψ dx dt
+
∫∫
Qtf
D (x)∇v · ∇ψ dx dt =
∫∫
Qtf
g (u, v)ψ dx dt.
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L’intention de ce chapitre est de construire un schéma numérique robuste et convergent pour
l’approximation du système (1.16)–(1.18). La difficulté repose sur la présence d’un tenseur ani-
sotrope dans les termes de diffusion ; en effet, la méthode des volumes finis classique, malgré
sa capacité à assurer la stabilité pour le terme de convection, ne permet pas la manipulation des
problèmes de diffusion avec des tenseurs anisotropes, même si la condition d’orthogonalité est
satisfaite. La raison de la non efficacité de la méthode de volumes finis, est que contrairement à
l’approximation (1.11), il n’y a pas un moyen simple et direct pour approcher les flux de diffusion
avec des tenseurs anisotropes et hétérogènes. Néanmoins, il est bien connu que la méthode des
éléments finis nous permet de réaliser une discrétisation très simple des termes de diffusion avec
des tenseurs pleins et sans imposer aucune restriction sur la géométrie du maillage ; par contre, des
instabilités numériques peuvent se produire dans le cas d’une convection dominée. Une idée assez
intuitive est donc de combiner les deux méthodes en donnant une discrétisation par la méthode des
éléments finis conformes pour les termes de diffusion et une discrétisation par la méthode de vo-
lumes finis pour les autres termes. Par conséquent, nous construisons et nous étudions l’analyse de
convergence d’un nouveau schéma appelé schéma CVFE afin de simuler et capturer la formation
de patterns pour le modèle de chimiotaxie anisotrope.
Discrétisation du problème continu avec le schéma CVFE
Nous nous plaçons dans le cas de figure où les bordures du domaine Ω sont fixes au cours du
temps. La construction de la solution approchée nécessite l’introduction de deux différentes dis-
crétisations spatiales du domaine Ω, à savoir la discrétisation primale et la discrétisation duale.
La discrétisation primale T est une triangulation conforme du domaine Ω constituée d’un nombre
fini de triangles qui forment une partition du domaine Ω c-à-d Ω =
⋃
K∈T K et K ∩K ′ = ∅ si
K 6= K ′. Pour chaque triangle K ∈ T , nous notons par xK son centre de gravité, par hK son
diamètre, par ρK le diamètre du cercle circonscrit au triangleK et par |K| la mesure de Lebesgue
du triangle K. Ainsi, pour chaque sommet S du triangle K, nous notons par KS l’ensemble de
triangles admettant S comme sommet et par ES l’ensemble des arêtes admettant S comme extré-
mité.
L’objectif de la technique CVFE est de reconstruire la solution approchée aux sommets du
maillage primal. Pour ce faire, une nouvelle partition du domaine est définie de telle sorte que
chaque sommet du maillage primal ne soit pas inclus que dans un triangle de la nouvelle partition.
Le maillage issu de ce deuxième partitionnement est appelé maillage dual noté par M et les
polygones qui le composent cellules duales ou volumes de contrôle duaux. Pour chaque sommet
S du triangle K ∈ T , il existe un unique volume de contrôle dualM construit autour du sommet
S en joignant les centres de gravité xK des trianglesK ∈ KS avec les milieux des arêtes σ ∈ ES .
Le centre de M est noté par xM , il est confondu avec le sommet S autour duquel le volume de
contrôle dualM est construit. Finalement, pour chaque paire de volumes de contrôle duauxM et
M ′, nous notons par σKM,M ′ le segment appartenant au triangle K et joignant le centre de gravité
xK avec le milieu de l’arête [xMxM ′ ] oùK ∈ T est un triangle tel queM∩K 6= ∅ etM ′∩K 6= ∅.
La figure 1.5 donne une illustration du maillage primal et du maillage dual correspondant.
Dans tout ce chapitre, nous limitons notre étude au cas d’une discrétisation uniforme en temps
avec un pas de temps donné par ∆t = tf/ (N + 1) , N ∈ N∗ et par suite tn = n∆t, 0 ≤ n ≤
N + 1 ; ainsi, nous notons par h = maxM∈Mdiam (M) le pas d’espace (la taille du maillage).
Pour chacune des deux reconstructions spatiales précédentes, nous définissons deux solutions
approchées au sens du schéma CVFE :
(i) Une solution volume fini (uM,∆t, vM,∆t) est définie comme étant une fonction constante
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FIGURE 1.5 – Le maillage triangulaire primal T et le maillage dual correspondantM : volumes
de contrôle, centres et interfaces.
par morceaux sur le maillage dual et telle que
(uM,∆t (x, 0) , vM,∆t (x, 0)) =
(
u0M , v
0
M
) ∀x ∈ ◦M, M ∈M,
(uM,∆t (x, t) , vM,∆t (x, t)) =
(
un+1M , v
n+1
M
) ∀x ∈ ◦M, M ∈M, ∀t ∈ (tn, tn+1],
où u0M (resp. v
0
M ) représente la valeur moyenne de la fonction u0 (resp. v0) surM . L’espace
discret de ces fonctions est noté XM,∆t.
(ii) Une solution élément fini vT ,∆t est définie comme étant une fonction continue et affine par
triangle et telle que
vT ,∆t (x, 0) = v0T (x) ∀x ∈ Ω,
vT ,∆t (x, t) = vn+1T (x) ∀x ∈ Ω, ∀t ∈ (tn, tn+1],
où vn+1T (x) :=
∑
M∈M v
n+1
M ϕM (x) et v
0
T (x) :=
∑
M∈M v
0
MϕM (x). L’espace discret
de ces fonctions est notéHT ,∆t. (ϕM )M∈M est la base canonique deHT ,∆t.
La fonction A est non linéaire, nous notons AT ,∆t = AT (uT ,∆t) la reconstruction éléments
finis correspondante dans HT ,∆t, et AM,∆t = A (uM,∆t) la reconstruction volumes finis cor-
respondante dans XM,∆t. Pour les équations du système (1.16), et en appliquant la formule de
Green–Gauss cela donne∫ tn+1
tn
∫
M
∂tu dx dt−
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇A(u) · ηM,σ dσ(x) dt
+
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
χ (u) Λ∇v · ηM,σ dσ(x) dt =
∫ tn+1
tn
∫
M
f (u)dx dt,
∫ tn+1
tn
∫
M
∂tv dx dt−
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
D∇v · ηM,σ dσ(x) dt =
∫ tn+1
tn
∫
M
g (u, v)dx dt,
(1.19)
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où, ηM,σ est le vecteur normal unitaire à σ sortant deM et dσ(x)désigne la mesure de Lebesgue
sur l’arête σ.
Nous allons décrire brièvement l’approximation de chaque terme des équations du système (1.19).
Les conditions initiales
u0M =
1
|M |
∫
M
u0(x)dx, v
0
M =
1
|M |
∫
M
v0(x)dx.
Les termes d’évolution en temps
1
∆t
∫ tn+1
tn
∫
M
∂twdx dt ≈ 1
∆t
∫
M
(w (x, tn+1)− w (x, tn))dx ≈ |M | w
n+1
M − wnM
∆t
, w ≡ u ou v.
Les termes de diffusion
1
∆t
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇A (u) · ηM,σ dσ(x) dt ≈
∑
σ⊂∂M
∫
σ
Λ∇AT (uT ,∆t (x, tn+1)) · ηM,σ dσ(x).
Nous utilisons la reconstruction éléments finis AT (uT ,∆t) ainsi que la définition des fonctions de
base (ϕM )M∈M pour déduire l’approximation suivante∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇A(u)·ηM,σ dσ(x)dt ≈ ∆t
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
ΛKM,M ′
(
A
(
un+1M ′
)−A(un+1M )).
Le coefficient ΛKM,M ′ est appelé le coefficient de transmissibilité défini par
ΛKM,M ′ = −
∫
K
Λ (x)∇ϕM (x) · ∇ϕM ′ (x) dx.
De la même manière, nous obtenons une approximation du terme de diffusion de l’équation en v
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇v · ηM,σ dσ(x) dt ≈ ∆t
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
DKM,M ′
(
vn+1M ′ − vn+1M
)
,
avec DKM,M ′ = −
∫
K
D (x)∇ϕM (x) · ∇ϕM ′ (x) dx.
Le terme de convection L’approximation du terme de convection est similaire à celle de la sec-
tion précédente, nous voulons approcher le flux Λ (x)χ (uM,∆t)∇vT ,∆t · ηM,σ à l’interface σ ⊂
∂M ∩K et à l’instant tn+1. Nous utilisons une fonction flux numérique G vérifiant les conditions
(i)–(v) (données dans la section précédente) et qui approche le flux Λ (x)χ (uM,∆t)∇vT ,∆t ·ηM,σ
par l’intermédiaire de uM , uM ′ et l’approximation du gradient de v sur l’interface σ. En conclu-
sion, l’approximation du terme de convection est donnée par
∆t
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
χ (u) Λ∇v · ηM,σ dσ(x) dt ≈∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
∣∣σKM,M ′∣∣G(un+1M , un+1M ′ ; dV KM,M ′).
1.2 PLAN DE LA THÈSE 15
En résumé, le schéma CVFE proposé pour la discrétisation du problème (1.16)–(1.18) consiste à
chercher U =
(
un+1M
)
M∈M,n∈[0,...,N ] et V =
(
vn+1M
)
M∈M,n∈[0,...,N ] solution de
u0M =
1
|M |
∫
M
u0 (x) dx, v
0
M =
1
|M |
∫
M
v0 (x) dx, (1.20)
et
|M | u
n+1
M − unM
∆t
−
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M ))
+
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′) = |M | f (un+1M ),
|M | v
n+1
M − vnM
∆t
−
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
DKM,M ′
(
vn+1M ′ − vn+1M
)
= |M | g (unM , vn+1M ).
(1.21)
Dans tout ce qui suit, nous considérons les hypothèses suivantes
(P1) ΛKM,M ′ ≥ 0 et DKM,M ′ ≥ 0, pout toutM,M ′ ∈M, et pour toutK ∈ T .
(P2) il existe une constante κT strictement positive telle que :minK∈T
|K|
diam(K)2
≥ κT .
Estimations discrètes, existence et convergence du schéma
Nous donnons des estimations a priori sur les solutions du schéma non linéaire (1.20)–(1.21) né-
cessaires pour établir l’existence d’une solution du schéma. Ensuite, nous présentons les résultats
de compacité sur les solutions du schéma (translations en temps et en espace). Finalement, nous
donnons le résultat principal de ce chapitre concernant la convergence du schéma basé sur l’utili-
sation du théorème de compacité de Kolmogorov.
Principe de maximum discret
Proposition 1.2. Sous l’hypothèse (P1), supposons que (unM , v
n
M )M∈M, n∈{0,...,N+1} est une so-
lution du schéma non linéaire (1.20)–(1.21). Alors, nous avons 0 ≤ unM ≤ 1 et 0 ≤ vnM pour
tout M ∈ M, et pour tout n ∈ {0, . . . , N + 1}. En outre, il existe une constante positive
ρ = ‖v0‖∞ + αtf , telle que vnM ≤ ρ, pour tout n ∈ {0, . . . , N + 1}.
Nous donnons l’idée de la preuve pour un+1M (la preuve pour v
n+1
M se traite de la même façon).
Nous prenons un volume de contrôle dual M tel que un+1M = min {un+1M ′ }M ′∈M et multiplions
la première équation du système (1.21) par − (un+1M )− et faisons la sommation sur M ∈ M.
Nous obtenons la positivité de un+1M en utilisant la formule d’intégration par parties discrètes,
l’hypothèse sur la positivité des coefficients de transmissibilité et par le prolongement continue
par zéro des fonctions χ (u) et f (u) pour u ≤ 0. D’une manière similaire, et en multipliant la
première équation du système (1.21) par
(
un+1M − 1
)+
, nous obtenons que un+1M ≤ 1.
Estimations a priori Maintenant, nous donnons des propriétés discrètes sur le schéma non li-
néaire (1.20)–(1.21).
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Proposition 1.3. Sous les hypothèses (P1) et (P2), supposons que (unM , v
n
M )M∈M, n∈{0,...,N+1}
est une solution du schéma non linéaire (1.20)–(1.21). Alors, il existe une constante C > 0 (indé-
pendante de h et ∆t) et telle que∑
M∈M
|M | (vn+1M )2 +∆t ∑
M∈M
∑
σK
M,M′
⊂∂M
DKM,M ′
(
vn+1M − vn+1M ′
)2 ≤ ∑
M∈M
|M | (v0M)2 ≤ C,
pour tout n ∈ {0, . . . , N + 1}.
Notons par B : R −→ R la fonction définie par B (u) = ∫ u0 A (s) ds. Nous avons une
estimation similaire à celle de la Proposition 1.3, elle est donnée par la proposition suivante
Proposition 1.4. Pour tout n ∈ {0, . . . , N + 1}, il existe une constante C > 0 (indépendante de
h et ∆t) et telle que∑
M∈M
|M | B (un+1M )+∆t ∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A(un+1M )−A(un+1M ′ )
)2 ≤ C,
En utilisant les propositions 1.3 et 1.4, le théorème du point fixe de Brouwer assure l’existence
d’au moins une solution (unM , v
n
M )M∈M, n∈{0,...,N+1} du problème discret non linéaire (1.20)–
(1.21).
Estimations de compacité sur la solution discrète Nous donnons ici les translations en temps
et en espace nécessaires pour montrer la convergence du schéma (1.20)–(1.21). En particulier,
nous avons la proposition suivante :
Proposition 1.5. Sous les hypothèses (P1) et (P2), il existe une constante C > 0 indépendante
de h et τ et telle que∫∫
Ω×(0,tf−τ)
|wMh,∆t (t+ τ,x)− wMh,∆t (x, t)|2 dx dt ≤ C(τ +∆t), pour tout τ ∈ (0, tf),
et∫ tf
0
∫
Ω′
|wMh,∆t (x+ y, t)− wMh,∆t (x, t)| dx dt ≤ C(|y|+ h), pour tout y ∈ R2,
avec Ω′ = {x ∈ Ω, [x,x+ y] ⊂ Ω} et wMh,∆t = A (uMh,∆t) ou vMh,∆t.
Avant de passer au résultat de convergence, nous montrons un lemme essentiel qui assure que
la reconstruction éléments finis et la reconstruction volumes finis se rapprochent l’une de l’autre
quand la taille du maillage h tend vers zéro. Ce résultat est donné par le lemme suivant :
Lemma 1.6. Les suites (A (uMh,∆t)−ATh (uTh,∆t))h,∆t et (vMh,∆t − vTh,∆t)h,∆t convergent
fortement vers zéro dans L2 (QT ) quand h→ 0.
Nous sommes en mesure d’annoncer le résultat principal de ce chapitre concernant la conver-
gence du schéma non linéaire (1.20)–(1.21) vers une solution faible du problème continue (1.16)–
(1.18) et quand les pas de discrétisations spatio-temporel tendent vers zéro.
Theorem 1.7. Soit (Tm)m≥1 une suite de triangulations conformes de Ω telles que hTm → 0
quandm→∞, et soit (∆tm)m≥1 une suite de pas de temps telle que ∆tm → 0 quandm→∞.
Sous les hypothèses (P1) et (P2), la solution discrète (uMm,∆tm , vMm,∆tm)m converge fortement
dans Lq (Qtf ) pour tout q ∈ [1,∞) vers une solution faible du problème continue (1.16)–(1.18)
au sens de la définition (1.1) quandm→∞.
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La résolution du schéma (1.20)–(1.21) nécessite toujours la résolution d’un système non li-
néaire. Pour cela, la méthode de Newton est employée pour approcher la solution Un+1 de l’équa-
tion non linéaire définie par (1.20). Cet algorithme est couplé par une méthode de bigradient
conjugué pour résoudre les systèmes linéaires découlant de la méthode de Newton aussi bien que
la solution V n+1 de l’équation linéaire définie par (1.21).
La dernière partie de ce chapitre est constituée de trois simulations numériques effectuées avec
le schéma numérique (1.20)–(1.21). Ces simulations ont pour but de vérifier l’efficacité du schéma
proposé pour capturer la génération des patterns spatiaux pour le modèle de chimiotaxie sous
l’effet du remplissage du volume. La première simulation consiste à prendre des tenseurs isotropes
(c-à-d proportionnels à la matrice d’identité) ; ce cas d’étude est important afin de vérifier que les
résultats effectués avec le schéma (1.20)–(1.21) sont cohérents avec ceux effectués en utilisant le
schéma de volumes finis classique. La deuxième simulation consiste à prendre Λ comme étant un
tenseur anisotrope diagonale dont les éléments diagonaux sont distincts, et à prendre une matrice
isotrope pour D. Ce test montre que le modèle (1.16)–(1.18) génère des patterns spatiaux qui se
propagent dans la direction d’un axe faisant avec l’axe des abscisses un angle identique à celui
calculé en utilisant la matrice de passage pour le tenseur Λ. La dernière simulation consiste aussi
à prendre une matrice isotrope pour D et à prendre une matrice anisotrope hétérogène pour Λ.
Pour ce dernier test, nous obtenons également des patterns spatiaux pour lesquels la direction de
propagation est cohérente avec l’angle calculé par la matrice de passage (matrice de rotation) du
tenseur Λ.
1.2.3 Chapitre 4 : Un schéma CVFE non linéaire pour le modèle de Keller–Segel
modifié
Dans ce chapitre, nous nous sommes intéressés à un modèle généralisé de Keller–Segel anisotrope
et dégénéré. Le modèle ressemble à celui de la section précédente, pour lequel nous avons ajouté
des tenseurs pour les termes de diffusion et pour le terme de convection. Plus précisément, nous
considérons la formulation suivante :{
∂tu− div (Λ (x) a (u)∇u− Λ (x)χ (u)∇v) = f (u) dans Qtf = Ω× (0, tf),
∂tv − div (D (x)∇v) = g (u, v) dans Qtf = Ω× (0, tf),
(1.22)
avec les conditions aux limites données sur le bord Σtf := ∂Ω× (0, tf) par
(Λ (x) a (u)∇u− Λ (x)χ (u)∇v) · n = 0, D (x)∇v · n = 0, (1.23)
et les conditions initiales données par :
u (x, 0) = u0 (x) , v (x, 0) = v0 (x) , x ∈ Ω. (1.24)
Le domaine occupé par les cellules et les substances chimiques est toujours noté Ω, un ensemble
ouvert et borné de R2. Nous donnons également les hypothèses portant sur la diffusion de la
densité cellulaire dégénérée a, la sensibilité chimiotactique χ, les tenseurs de diffusion Λ etD, les
cinétiques et les conditions initiales.
(A1) a : [0, 1] −−→ R est une fonction continue telle que a (0) = a (1) = 0 et a(u) > 0 pour tout
0 < u < 1.
(A2) χ : [0, 1] −−→ R est une fonction dérivable telle que χ(0) = χ(1) = 0 et χ(u) > 0 pour
tout 0 < u < 1. En outre, il existe une fonction µ ∈ C0 ([0, 1],R) telle que µ (u) = χ(u)a(u) ,
µ (0) = µ (1) = 0 et µ (u) > 0 pour tout 0 < u < 1.
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(A3) Les tenseurs de diffusion Λ et D sont deux tenseurs symétriques bornés, uniformément po-
sitifs sur Ω, c-à-d tels que :
∀w 6= 0, il existe deux constantes strictement positives T− et T+ telles que 0 < T− |w|2 ≤
〈T (x)w,w〉 ≤ T+ |w|2 <∞, T = Λ ou D.
(A4) La fonction f : R −→ R est une fonction continue telle que f (0) ≥ 0 et f (1) ≤ 0.
(A5) Les conditions initiales u0 et v0 sont deux fonctions dans L∞ (Ω) telles que 0 ≤ u0 ≤ 1 et
v0 ≥ 0.
Notons ξ : [0, 1] −→ R la fonction Lipschitzienne et croissante définie par ξ (u) = ∫ u0 √a (s) ds,
pour tout u ∈ R.
Definition 1.8 (Solution faible). Sous les hypothèses (A1)–(A5), le couple (u, v) est dit solution
faible du système (1.22)–(1.24) si il vérifie :
0 ≤ u (x, t) ≤ 1, v (x, t) ≥ 0 pour presque tout (x, t) ∈ Qtf ,
ξ (u) ∈ L2 (0, tf ;H1 (Ω)),
v ∈ L∞ (Qtf ) ∩ L2
(
0, tf ;H
1 (Ω)
)
,
et pour tout ϕ, ψ ∈ D (Ω× [0, tf))
−
∫
Ω
u0 (x)ϕ (x, 0) dx−
∫∫
Qtf
u∂tϕ dx dt+
∫∫
Qtf
√
a (u)Λ (x)∇ξ (u) · ∇ϕ dx dt
−
∫∫
Qtf
Λ (x)χ (u)∇v · ∇ϕ dx dt =
∫∫
Qtf
f (u)ϕ (x, t) dx dt,
−
∫
Ω
v0 (x)ψ (x, 0) dx−
∫∫
Qtf
v∂tψ dx dt
+
∫∫
Qtf
D (x)∇v · ∇ψ dx dt =
∫∫
Qtf
g (u, v)ψ (x, t) dx dt.
Dans ce chapitre, nous construisons et analysons un schéma numérique pour la discrétisation
du système (1.22)–(1.24). Nous adoptons le principe du schéma non linéaire CVFE proposé dans
la section précédente pour la construction du schéma. Dans ce dernier schéma, les degrés de liberté
sont affectés aux sommets d’un maillage triangulaire primal, comme dans la méthode des éléments
finis, tandis que les équations de bilan sont discrétisées sur un maillage dual spécifique (le maillage
barycentrique dual appelé encore le maillage de Donald) en utilisant les flux de diffusion fournis
par la reconstruction des éléments finis sur le maillage triangulaire primal. Plus particulièrement,
les termes de diffusion sont approchés par l’intermédiaire des flux de diffusion découlant de la
reconstruction des éléments finis et en utilisant un schéma de Godunov. Par contre, le terme de
convection est approché par le moyen d’un schéma amont original ; en effet, la fonction χ est
définie comme étant le produit de deux fonctions µ et a, le schéma proposé consiste à prendre le
schéma amont classique d’une part, pour la discrétisation de la fonction µ qui sera approchée par
l’intermédiaire d’une fonction flux numérique et à prendre le schéma de Godunov d’autre part,
pour approcher la fonction a qui intervient dans la fonction de la sensibilité chimiotactique χ. Les
approximations utilisées dans ce schéma sont cruciales afin d’assurer le principe de maximum, la
stabilité et la convergence du schéma sans aucune restriction sur les coefficients de transmissibilité.
Comme dans la section précédente, la discrétisation du système (1.22)–(1.24) exige la construc-
tion de deux types d’approximations : l’approximation éléments finis sur un maillage triangulaire
primal et une approximation volumes finis sur le maillage barycentrique correspondant.
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Nous construisons le maillage primal T à partir d’un nombre fini de triangles disjoints qui
forment une partition du domaine Ω supposé polygonal ; nous avons alors
⋃
T∈T T = Ω, et
T ∩ T ′ = ∅ si T 6= T ′. Nous notons par V l’ensemble de tous les sommets de la triangulation
conforme T et par E l’ensemble de toutes les arêtes de la triangulation T . Pour chaque sommet
K ∈ V (localisé à la position xK), nous notons par EK le sous-ensemble de E constitué des arêtes
admettant le sommetK comme une extrémité. Une arête joignant deux sommetsK et L est notée
par σKL.
Pour la construction du maillage barycentrique dual, nous notons par TK l’ensemble de tous
les triangles admettantK comme un sommet. Il existe un volume de contrôle unique ωK associé au
sommetK, il est construit autour de ce sommet en joignant les centres de gravité xT des triangles
T ∈ TK avec les milieux xσ des arêtes σ ∈ EK (voir Figure 1.6). Nous déterminons les constantes
xT
K
σKL
L
FIGURE 1.6 – Le maillage triangulaire primal T et le maillage de Donald dualM.
hT et θT comme étant la taille et la régularité du maillage Ω respectivement. Elles sont définies
par :
hT = maxT∈T , θT = maxT∈T
hT
ρT
,
où hT est le diamètre du triangle T et ρT est le diamètre du cercle circonscrit au triangle T .
Nous notons HT l’espace usuel des éléments finis c-à-d l’espace P1-discret formé des fonc-
tions continues et affines par morceaux sur le maillage triangulaire primal
HT = {φ ∈ C0
(
Ω
)
; φ|T ∈ P1 (R) , ∀T ∈ T } ⊂ H1 (Ω),
et par (ϕK)K∈V sa base canonique définie par ϕK (xL) = δKL (δ est le symbole de Kronecker).
En outre, nous considérons l’espace discret de volumes finis XM formé des fonctions constantes
par morceaux sur le maillage barycentrique dual
XM = {φ : Ω −→ R, φ|ωK est une constante, ∀K ∈ V}.
Dans le but de simplifier les notations dans le chapitre, nous limitons notre étude au cas d’une
discrétisation uniforme en temps. Pour cela, nous notons ∆t = tf/(N + 1) le pas de temps
uniforme et tn = n∆t de sorte que t0 = 0 et tN+1 = tf . Une fois l’intervalle de temps discrétisé,
nous introduisons les espaces discrets spatiaux et temporels définis par :
HT ,∆t= {φ ∈ L2
(
0, tf ;H
1 (Ω)
)
;φ (·, t) = φ (·, tn+1) ∈ HT , ∀t ∈ (tn, tn+1], 0 ≤ n ≤ N},
XM,∆t= {φ ∈ L∞ (Qtf ) ;φ (·, t) = φ (·, tn+1) ∈ XM, ∀t ∈ (tn, tn+1], 0 ≤ n ≤ N}.
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Pour un vecteur donné (unK)n∈{0,··· ,N+1},K∈V (resp. (v
n
K)n∈{0,··· ,N+1},K∈V ), il existe une
unique fonction uT ,∆t ∈ HT ,∆t (resp. vT ,∆t ∈ HT ,∆t) et une unique fonction uM,∆t ∈ XM,∆t
(resp. vM,∆t ∈ XM,∆t) telles que :
uT ,∆t (xK , tn+1) = uM,∆t (xK , tn+1) = un+1K , ∀K ∈ V, ∀n ∈ {0, . . . , N},
vT ,∆t (xK , tn+1) = vM,∆t (xK , tn+1) = vn+1K , ∀K ∈ V, ∀n ∈ {0, . . . , N}.
SoitmK la mesure de Lebesgue dansR2 du volume de contrôle ωK . Pour chaque couple (K,L) ∈
V2, nous notons ΛKL et DKL les coefficients de transmissibilité définis par :
TKL =
∫
Ω
T (x)∇ϕK (x) · ∇ϕL (x) dx, T ≡ Λ ou D. (1.25)
Le schéma proposé consiste à intégrer le système (1.22) sur ωK × [tn, tn+1] avec K ∈ V et à
utiliser le théorème de Green–Gauss pour passer à l’interface de chaque volume dual.
Discrétisation de la deuxième équation du système (1.22) Nous détaillons la discrétisation de
la première équation du système (1.22). Le théorème de Green–Gauss donne :∫ tn+1
tn
∫
ωK
∂tu dx dt−
∑
σ⊂∂ωK
∫ tn+1
tn
∫
σ
Λ (x) a (u)∇u · ησ dσ(x) dt
+
∑
σ⊂∂ωK
∫ tn+1
tn
∫
σ
µ (u) Λ (x) a (u)∇v · ησ dσ(x) dt =
∫ tn+1
tn
∫
ωK
f (u) dx dt,
Le terme d’évolution en temps
1
∆t
∫ tn+1
tn
∫
ωK
∂tu dx dt ≈ 1
∆t
∫
ωK
(u (x, tn+1)− u (x, tn)) dx ≈ mK u
n+1
K − unK
∆t
.
Le terme de diffusion Nous voulons approcher le flux F (u) = −Λ (x) a (u)∇u · ησ sur l’in-
terface σ (ici σ est l’interface partagée par ωK avec son volume de contrôle dual voisin ωL et
appartenant au triangle T tel que T ∩ ωK 6= ∅ 6= T ∩ ωL). Le schéma de Godunov consiste à
approcher le flux F en utilisant une fonction flux numérique FKL définie par :
FKL (uK , uL) =

min
u∈[uK ,uL]
ΛKL (uK − uL) a (u), si uK ≤ uL,
max
u∈[uL,uK ]
ΛKL (uK − uL) a (u), si uL ≤ uK ,
où ΛKL (uK − uL) représente une approximation du flux de diffusion −Λ∇u · ησ sur l’interface
σ et provenant de la construction éléments finis (comme pour la section précédente) et où ΛKL =∑
K∈T Λ
T
KL avec Λ
T
KL =
∫
T Λ∇ϕK · ∇ϕLdx.
En utilisant les propriétés classiques sur les fonctions Lipschitziennesmin etmax, nous obtenons
FKL (uK , uL) =

ΛKL (uK − uL) max
u∈[uK ,uL]
a (u), si ΛKL ≥ 0,
ΛKL (uK − uL) min
u∈[uK ,uL]
a (u), si ΛKL ≤ 0,
ΛKL (uK − uL) max
u∈[uL,uK ]
a (u), si ΛKL ≥ 0,
ΛKL (uK − uL) min
u∈[uL,uK ]
a (u), si ΛKL ≤ 0.
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D’une manière simplifiée, nous écrivons FKL (uK , uL) = ΛKLan+1KL
(
un+1K − un+1L
)
à l’instant
tn+1 avec
an+1KL =
{
maxs∈In+1
KL
a(s) si ΛKL ≥ 0,
mins∈In+1
KL
a(s) si ΛKL < 0,
et In+1KL
{
[uK , uL], si uK ≤ uL,
[uL, uK ], si uL ≤ uK .
Par conséquent, nous obtenons l’approximation suivante du terme de diffusion :
− 1
∆t
∑
σ⊂∂ωK
∫ tn+1
tn
∫
σ
Λ (x) a (u)∇u · ησ dσ(x) dt ≈
∑
T∈T
∑
σ∈∂ωK∩T
ΛTKLa
n+1
KL
(
un+1K − un+1L
)
=
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)
.
Le terme de convection La discrétisation du terme de convection ressemble à celle du terme de
diffusion ; en effet, la fonction χ s’écrit comme le produit de deux fonctions µ et a. La fonction
a est approchée en utilisant un schéma de Godunov, et ensuite nous utilisons un schéma décentré
amont pour approcher le flux µ (u) Λ (x)∇v · ησ à travers l’interface σ, ce qui nécessite l’intro-
duction d’une fonction flux numérique vérifiant les propriétés (i)–(v) de la section 1.2.1. Nous
donnons deux exemples sur l’approximation µn+1KL de la fonction µ de telle sorte que la fonction
flux numérique vérifie (i)–(v). Le premier exemple consiste à prendre le schéma d’Engquist-Osher
et le deuxième consiste à prendre le schéma de Godunov. En particulier, nous avons :
• µn+1KL =
{
µ↓
(
un+1K
)
+ µ↑
(
un+1L
)
, si ΛKL
(
vn+1K − vn+1L
) ≥ 0,
µ↑
(
un+1K
)
+ µ↓
(
un+1L
)
, si ΛKL
(
vn+1K − vn+1L
)
< 0.
Les fonctions µ↑ et µ↓ sont données par :
µ↑ (z) :=
∫ z
0
(
µ′ (s)
)+
ds, µ↓ (z) := −
∫ z
0
(
µ′ (s)
)−
ds.
• µn+1KL =

max
[un+1
K
,un+1
L
]
µ (u) , si ΛKL
(
vn+1K − vn+1L
) ≥ 0,
min
[un+1
L
,un+1
K
]
µ (u) , si ΛKL
(
vn+1K − vn+1L
) ≥ 0,
max
[un+1
L
,un+1
K
]
µ (u) , si ΛKL
(
vn+1K − vn+1L
)
< 0,
min
[un+1
K
,un+1
L
]
µ (u) , si ΛKL
(
vn+1K − vn+1L
)
< 0.
Par conséquent, nous obtenons l’approximation suivante pour de terme de convection :
1
∆t
∑
σ⊂∂ωK
∫ tn+1
tn
∫
σ
µ (u) Λ (x) a(u)∇v · ησ dσ(x) dt ≈ −
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)
.
Discrétisation de la deuxième équation du système (1.22) Dans le but de discrétiser la deuxième
équation du système (1.22), nous sommes amenés à introduire les fonctions suivantes η (v), p (v),
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Γ (v) et φ (v) définies par :
η (v) = max (0,min (v, 1)) , p (v) =
∫ v
1
1
η (s)
ds =
{
ln(v) if v ∈ (0, 1),
v − 1 if v ≥ 1,
Γ (v) =
∫ v
1
p (s) ds =
{
v ln(v)− v + 1 if v ∈ [0, 1),
(v−1)2
2 if v ≥ 1,
φ (v) =
∫ v
0
1√
η (s)
ds =
{√
v−1
2 if v ∈ [0, 1),
v − 1 if v ≥ 1.
En utilisant ces fonctions, nous obtenons une approximation pour le terme de diffusion similaire à
celle obtenue pour la première équation.
En résumé, le schéma CVFE non linéaire proposé pour la discrétisation du problème (1.22)–
(1.24) consiste à chercher U =
(
un+1K
)
K∈V,n∈[0,...,N+1] et V =
(
vn+1K
)
K∈V,n∈[0,...,N+1] solution
de
u0M (x) = u
0
K =
1
mK
∫
ωK
u0 (y) dy, v
0
M (x) = v
0
K =
1
mK
∫
ωK
v0 (y) dy. (1.26)
et pour tout n ∈ {0, . . . , N}
mK
un+1K − unK
∆t
+
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)
−
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)
= mKf
(
un+1K
)
,
mK
vn+1K − vnK
∆t
+
∑
σKL∈EK
DKLη
n+1
KL
(
p
(
vn+1K
)− p (vn+1L )) = mK (αunK − βvn+1K ).
(1.27)
Conservativité du schéma Par construction, le schéma (1.26)–(1.27) est un schéma conservatif ;
en effet, en notantFn+1KL = ΛKLa
n+1
KL
(
un+1K − un+1L
)−ΛKLµn+1KL an+1KL (vn+1K − vn+1L ) etΦn+1KL =
DKLη
n+1
KL
(
p
(
vn+1K
)− p (vn+1L )), nous avons an+1KL = an+1LK , ηn+1KL = ηn+1LK et µn+1KL = µn+1LK . Par
conséquent, nous obtenons la forme conservative locale

Fn+1KL + F
n+1
LK = 0 = Φ
n+1
KL +Φ
n+1
LK , pour tout σKL ∈ E ,
mK
un+1K − unK
∆t
+
∑
σKL∈EK
Fn+1KL = f
(
un+1K
)
mK , pour toutK ∈ V,
mK
vn+1K − vnK
∆t
+
∑
σKL∈EK
Φn+1KL = g
(
unK , v
n+1
K
)
mK , pour toutK ∈ V.
Afin d’établir l’existence d’une solution et la convergence du schéma non linéaire (1.26)–
(1.27), nous utilisons des propriétés discrètes ainsi que des estimations a priori. Toutes ces pro-
priétés seront détaillées dans le chapitre. Nous commençons par la propriété suivante∫
Ω
T (x)∇uT · ∇vT dx =
∑
σKL∈E
aKL (uK − uL) (vK − vL), T (x) = Λ (x) ou D (x).
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En effet, notons que nous avons TKK = −
∑
L 6=K TKL. Par conséquent,∫
Ω
T (x)∇uT · ∇vT dx =
∑
T∈T
∫
T
T (x)∇uT · ∇vT dx
= −
∑
K∈V
∑
L∈V,L 6=K
TKLuKvL −
∑
K∈V
TKKuKvK =
∑
K∈V
∑
L∈V,L 6=K
TKL (vK − vL)uK
=
∑
K∈V
∑
L∈V,L 6=K
TKL (vK − vL)uK =
∑
σKL∈E
TKL (vK − vL) (uK − uL).
Nous donnons les deux lemmes suivants dont la démonstration est une conséquence directe de la
propriété précédente ainsi que de la définition des fonctions ξ et φ.
Proposition 1.9. Notons ξT ,∆t (resp. φT ,∆t) l’unique fonction deHT ,∆t avec des valeurs nodales(
ξ
(
un+1K
)) ∈ R(N+1)#V (resp. (φ (vn+1K )) ∈ R(N+1)#V ). Nous avons alors
N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
≥
N∑
n=0
∆t
∑
σKL∈E
ΛKL
(
ξ
(
un+1K
)− ξ (un+1L ))2 = ∫∫
Qtf
Λ∇ξT ,∆t · ∇ξT ,∆tdxdt,
et
N∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2
≥
N∑
n=0
∆t
∑
σKL∈E
DKL
(
φ
(
vn+1K
)− φ (vn+1L ))2 = ∫∫
Qtf
D∇φT ,∆t · ∇φT ,∆tdxdt.
Proposition 1.10. Il existe une constante C1 > 0 qui dépend seulement de Λ et θT telle que
N∑
n=0
∆t
∑
σKL∈E
|ΛKL| an+1KL
(
un+1K − un+1L
)2 ≤ C1 N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
.
N∑
n=0
∆t
∑
σKL∈E
|DKL| ηn+1KL
(
p(vn+1K )− p(vn+1L )
)2
≤ C1
N∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2
.
Estimations discrètes, existence et convergence du schéma
Nous donnons les estimations a priori sur les solutions discrètes du schéma non linéaire (1.26)–
(1.27). Nous présentons tout d’abord le principe de maximum discret :
Proposition 1.11. Soit
(
un+1K , v
n+1
K
)
K∈V, n∈{0,...,N} une solution du schéma non linéaire (1.26)–
(1.27). Alors, pour tout K ∈ Vh, et pour tout n ∈ {0, . . . , N + 1}, nous avons 0 ≤ unK ≤ 1 et
vnK ≥ 0.
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La preuve de cette proposition est classique. Nous prenons un volume de contrôle dual ωK
tel que un+1K = min {un+1L }L∈V , nous multiplions la première équation du système (1.27) par
− (un+1K )− et nous faisons la sommation sur K ∈ V . Nous obtenons la positivité de un+1K en
utilisant le prolongement par continuité des fonctions µ et f pour u ≤ 0 et en remarquant que
an+1KL = 0 quand ΛKL ≥ 0, et donc an+1KL (ΛKL)+
(
un+1K − un+1L
) (
un+1K
)− ≥ 0 et par suite
µn+1KL Λ
+
KL
(
vn+1K − vn+1L
)− (
un+1K
)−
= 0. D’une manière similaire, nous multiplions l’équation
par
(
un+1K − 1
)+
pour montrer que un+1K ≤ 1. La positivité de vnK découle directement de la
positivité de unK pour toutK ∈ V et tout n ∈ {0, . . . , N + 1}.
Estimations a priori Nous avons les estimations d’énergie suivantes :
Proposition 1.12. Pour tout n ≥ 0, il existe une constante C > 0 indépendante de h et telle que∑
K∈V
mKΓ
(
vn+1K
)
+∆t
∑
σKL∈E
DKL
(
φ(vn+1K )− φ(vn+1L )
)2
≤
∑
K∈V
mKΓ(v
n+1
K ) + ∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2 ≤ C.
Proposition 1.13. Il existe une constante C > 0 indépendante de h et telle que∫∫
Qtf
Λ (x)∇vT ,∆t (x, t) · ∇vT ,∆t (x, t) dx dt =
N∑
n=0
∆t
∑
σKL∈E
ΛKL
(
vn+1K − vn+1L
)2 ≤ C.
En utilisant les propositions précédentes, nous obtenons des estimations analogues à celles
données par la proposition 1.12. Spécifiquement, nous avons
Proposition 1.14. Pour tout n ≥ 0, il existe une constante C > 0 indépendante de h et telle que∑
K∈V
mK
(
un+1K
)2
+∆t
∑
σKL∈E
ΛKL
(
ξ(un+1K )− ξ(un+1L )
)2
≤
∑
K∈V
mK
(
un+1K
)2
+∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2 ≤ C.
Dans tout ce qui suite, nous notons par uM,∆t et vM,∆t les éléments uniques de l’espace
XM,∆t tels que
uM,∆t (xK , t) = un+1K , vM,∆t (xK , t) = v
n+1
K , ∀K ∈ V, ∀n ≥ 0.
Nous montrons une estimation portant sur un raffinement amélioré de vM,∆t. Cette estimation
prétend que la fonction vM,∆t est ou bien une constante égale à zéro ou bien vM,∆t > 0.
Proposition 1.15. Supposons que
∫
Ω u0(x)dx > 0 ou
∫
Ω v0(x)dx > 0. Alors il existe une
constante rh qui dépend des données et aussi de∆t et du maillage T telle que :
vn+1K ≥ rh, ∀K ∈ V, ∀n ∈ {0, . . . , N}.
En utilisant les propositions 1.12–1.15, nous nous appuyons sur l’argument de degré topolo-
gique pour obtenir le résultat d’existence d’une solution discrète.
Proposition 1.16 (Existence d’une solution discrète). Soit (unK , v
n
K)K∈V un vecteur donné tel que
uM,∆t(·, tn) et vM,∆t(·, tn) sont positives. Alors, le schéma non linéaire (1.26)–(1.26) admet au
moins une solution
(
un+1K , v
n+1
K
)
K∈V . En outre, uM,∆t(·, tn+1) and vM,∆t(·, tn+1) sont positives.
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Le résultat principal de ce travail est le théorème suivant :
Theorem 1.17. Soient (Tm)m≥1 une suite de triangulations conformes de Ω telle que hTm → 0
quandm→∞, et (∆tm)m≥1 une suite de pas de temps telle que∆tm → 0 quandm→∞. Pour
tout q ∈ [1,∞), la solution discrète (uMm,∆tm , vMm,∆tm)m converge faiblement dans Lq (Qtf )
vers la solution faible du problème continue (1.22)–(1.24) quandm→∞.
Afin d’obtenir le résultat de convergence, nous utilisons le critère de compacité de Kolmogorov
en nous appuyant sur certaines estimations sur les translations en temps et en espace des solutions
discrètes. Ensuite, nous identifions la solution limite avec la solution faible du problème continue
(1.22)–(1.24) au sens de la définition 1.8.
La dernière partie de ce chapitre est dédiée à faire des simulations numériques en dimension
2 afin de vérifier l’efficacité du schéma proposé pour approcher les problèmes paraboliques non
linéaires anisotropes modélisant la chimiotaxie.
1.2.4 Chapitre 5 : Analyse d’une équation parabolique dégénérée modélisant la
chimiotaxie ou les fluides compressibles en milieu poreux
Dans ce chapitre, nous nous sommes intéressés à une équation parabolique dégénérée et non li-
néaire découlant, soit de la modélisation d’un fluide compressible, soit de la modélisation de la
chimiotaxie. L’équation faisons l’objet d’étude dans ce chapitre est donnée, dansQT = Ω×(0, T ),
par l’équation parabolique suivante :
∂tu− div (a (u)∇u− f (u)V)− g (u) div (V) + γa (u)∇u · V˜ = 0. (1.28)
Cette équation découle, soit de la modélisation de la chimiotaxie-fluide (avec V˜ est la vitesse du
fluide transportant la densité cellulaire u), soit de la loi de conservation de la masse du fluide noté
u (et dans ce casV = V˜). Le domaine occupé par le fluide est noté Ω, qui est un ensemble ouvert
et borné de Rd, d = 2, 3. T représente un instant fixé dans le temps, pour lequel nous posons
ΣT = ∂Ω× (0, T ). À l’équation (1.28), nous ajoutons la condition initiale donnée par :
u (x, 0) = u0 (x), dans Ω, (1.29)
pour tout x ∈ Ω, et les conditions aux limites sur le bord ΣT données par :
u (x, t) = 0, sur ΣT , (1.30)
Nous introduisons les hypothèses classiques en milieu poreux portant sur le système : (1.28)–
(1.30)
(H1) Les champs de vitesse V et V˜ sont deux fonctions mesurables dans (L∞ (Ω))d. En outre,
le champ de vitesse V vérifie la condition suivante :
V · n ≤ 0, sur ΣT ,
où n est le vecteur normal unitaire à ∂Ω dirigé vers l’extérieur de Ω.
(H2) f est une fonction dérivable dans [0, 1] et g ∈ C1 ([0, 1]) vérifiant
g (0) = f (0) = 0, f (1) = g (1) = 1, et g′ (u) > 0 ∀u ∈ [0, 1].
(H3) La condition initiale u0 satisfait u0 ∈ L2 (Ω) et 0 ≤ u0 (x) ≤ 1 pour presque tout x ∈ Ω.
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Une difficulté majeure concernant le système (1.28)–(1.30) est la possibilité de dégénérescence du
terme de diffusion. Nous donnons trois hypothèses de dégénérescence de la fonction de dissipation
a qui correspondent à des situations physiques distinctes :
(H4a) a ∈ C1([0, 1],R), a (u) > 0 pour tout 0 < u < 1, a (0) > 0, a (1) = 0.
De plus, il existe a0 > 0, 0 < r2 ≤ 2, u∗ < 1,m1 etM1 > 0 tels que
a (u) ≥ a0 pour tout 0 ≤ u ≤ u∗,
m1 (1− u)r2 ≤ a (u) ≤M1 (1− u)r2 , pour tout u∗ ≤ u ≤ 1. En outre, il existe c1, c2 > 0
tels que : c1 (1− u)−1 ≤ (f (u)− g (u))−1 ≤ c2 (1− u)−1 , pour tout u∗ ≤ u < 1.
(H4b) a ∈ C1([0, 1],R), a (u) > 0 pour tout 0 < u < 1, a (0) = 0, a (1) > 0,
De plus, il existe r1 > 0,m1 etM1 > 0 tels que
m1r1u
r1−1 ≤ a′ (u) ≤ M1r1ur1−1, pour tout 0 ≤ u ≤ 1. En outre, il existe une constant
C > 0 telle que : |f (u)− g (u)| ≤ Cu pour tout 0 ≤ u ≤ 1.
(H4c) a ∈ C1([0, 1],R), a (u) > 0 pour tout 0 < u < 1, a (0) = 0, a (1) = 0,
De plus, il existe r1 > 0, r2 > 0, u∗ < 1,m1 etM1 > 0 tels que
m1r1u
r1−1 ≤ a′ (u) ≤M1r1ur1−1, pour tout 0 ≤ u ≤ u∗,
−r2M1(1− u)r2−1 ≤ a′ (u) ≤ −r2m1(1− u)r2−1, pour tout u∗ ≤ u ≤ 1. En outre, il
existe c1, c2, C > 0 tels que : |f (u)− g (u)| ≤ Cu pour tout 0 ≤ u ≤ u∗ et c1 (1− u)−1 ≤
(f (u)− g (u))−1 ≤ c2 (1− u)−1 , pour tout u∗ ≤ u < 1.
Dans tout ce que suit, nous supposons que γ = 1 et que V˜ = V. Nous établissons, selon les suppo-
sitions (H4a), (H4b) ou (H4c) trois résultats d’existence. Le premier résultat concerne l’existence
des solutions du système (1.28)–(1.30) dans un sens classique, alors que les deux autres concernent
l’existence des solutions dans un sens affaibli par rapport à la formulation classique.
Le premier résultat : les solutions faibles et classiques Nous définissons la fonction k ∈
C1 ([0, 1)) par :
k (u) = u, if 0 ≤ u ≤ u∗,
k′ (u) = (f (u)− g (u))−1g′ (u) k (u), if u∗ ≤ u < 1. (1.31)
Nous notons L la primitive de la fonction k définie par L (u) =
∫ u
0 k (τ) dτ , pour tout 0 ≤ u < 1.
Definition 1.18. Sous les hypothèses (H1)–(H3) et (H4a), et pour une donnée initiale u0 satisfai-
sant L (u0) ∈ L1 (Ω), nous disons que u est une solution faible classique du système (1.28)–(1.30)
si u vérifie
0 ≤ u (x, t) ≤ 1 pour presque tout (x, t) ∈ Ω× (0, T ),
u ∈ L2 (0, T ;H10 (Ω)) ∩ C0([0, T ] ;L2 (Ω)),
∂tu ∈ L2
(
0, T ;H−1 (Ω)
)
,
et telle que∫ T
0
〈∂tu, ϕ〉 dt+
∫
QT
a (u)∇u · ∇ϕ dx dt−
∫
QT
f (u)V · ∇ϕ dx dt
+
∫
QT
g (u)V · ∇ϕ dx dt+
∫
QT
g′ (u)V · ∇uϕ dx dt
+
∫
QT
a (u)V · ∇uϕ dx dt = 0, ∀ϕ ∈ L2(0, T ;H10 (Ω)).
(1.32)
La notation 〈·, ·〉 représente le crochet de dualité entre H−1 (Ω) et H10 (Ω).
Theorem 1.19. Sous les hypothèses (H1)− (H3) et (H4a), il existe au moins une solution faible
classique du système (1.28)–(1.30) au sens de la définition 1.18.
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Le deuxième résultat : les solutions faibles dégénérées Afin de définir une notion d’une solu-
tion faible adaptée avec l’hypothèse (H4b), nous introduisons les fonctions β et h définies sur R
par :
β (u) = ur−1, h (u) =
∫ u
0
β (τ) dτ, où r =
{
r1 + 2, si r1 ≤ 1,
r1, si r1 > 1.
r1 est la même constante définie dans l’hypothèse (H4b).
Pour un paramètre fixé θ ≥ 0, nous considérons les fonctions βθ et hθ définies par :
βθ (u) = u
r−1+θ, hθ (u) =
∫ u
0
βθ (τ) dτ .
Definition 1.20. Soit θ ≥ 7r1 + 6− r, sous les hypothèses (H1)–(H3) et (H4b). Nous disons que
u est une solution faible dégénérée du système (1.28)–(1.30) si
0 ≤ u (x, t) ≤ 1 pour presque tout (x, t) ∈ Ω× (0, T ),
hθ (u) ∈ L2
(
0, T ;H10 (Ω)
)
,√
β′ (u)∇u ∈ (L2 (QT ))d ,
et telle que la fonction F définie, pour tout χ ∈ L2 (0, T ;H1 (Ω)) par :
F (u, χ) =−
∫
QT
hθ (u) ∂tχdx dt−
∫
Ω
hθ (u0)χ (x, 0) dx+
∫
QT
a (u)∇u · ∇ (βθ (u)χ) dx dt
+
∫
QT
a (u)V · ∇uβθ (u)χ dx dt−
∫
QT
(f (u)− g (u))V · ∇ (βθ (u)χ) dx dt
+
∫
QT
g′ (u)V · ∇uβθ (u)χ dx dt,
vérifie
F (u, χ) ≤ 0, ∀χ ∈ C1 ([0, T );H10 (Ω)) avec χ (·, T ) = 0 et χ ≥ 0.
De plus, elle vérifie
∀ε > 0, ∃Qε ⊂ QT tel que mes (Qε) < ε, et
F (u, χ) = 0, ∀χ ∈ C1 ([0, T );H10 (Ω)), suppχ ⊂ ([0, T )× Ω) \Qε
Theorem 1.21. Sous les hypothèses (H1)− (H3) et (H4b), il existe au moins une solution faible
dégénérée du système (1.28)–(1.30) au sens de la définition 1.20.
Le troisième résultat : les solutions faibles dégénérées Afin de définir une notion de solution
faible adaptée avec l’hypothèse (H4c), nous introduisons la fonction continue jθ,λ définie par :
jθ,λ (u) =
{
βθ (u) , si 0 ≤ u ≤ u∗
βθ (u∗) (1− u∗)1−
r′
2
−λ(1− u) r
′
2
−1 + λ, si u ≥ u∗.
où r′ ≥ max (2, r2) (r2 est la constante définie dans (H4c)). Nous définissons encore la fonction
Jθ,λ qui est la primitive de la fonction jθ,λ et notons j = j0,0 et J = J0,0. Enfin, nous introduisons
les fonctions µ et G définies par :{
µ (u) = β (u) , 0 ≤ u ≤ u∗
µ′ (u) = (f (u)− g (u))−1g′ (u)µ (u) , u∗ ≤ u < 1,
et G (u) =
∫ u
0
µ (y) dy.
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Definition 1.22. Soit θ ≥ 7r1+6− r, λ ≥ 7r2+6− r′2 . Sous les hypothèses (H1)–(H3) et (H4c),
nous disons que u est une solution faible dégénérée du système (1.28)–(1.30) si
0 ≤ u (x, t) ≤ 1 pour presque tout (x, t) ∈ Ω× (0, T ),
J (u) ∈ L2(0, T ;H10 (Ω)), µ′ 12 (u) a 12 (u)∇u ∈ (L2 (QT ))d ,
et telle que la fonction F définie par
F (u, χ) = −
∫
QT
Jθ,λ (u) ∂tχ dx dt−
∫
Ω
Jθ,λ (u0 (x))χ (x, 0) dx
+
∫
QT
a (u)∇u · ∇ (jθ,λ (u)χ) dx dt+
∫
QT
a (u)V · ∇u jθ,λ (u)χ dx dt
−
∫
QT
(f (u)− g (u))V · ∇jθ,λ (u)χdx dt+
∫
QT
g′ (u)V · ∇u jθ,λ (u)χ dx dt
−
∫
QT
(f (u)− g (u))V · ∇χ jθ,λ (u) dx dt,
vérifie
F (u, χ) ≤ 0, ∀χ ∈ C1 ([0, T );H10 (Ω)) avec χ (·, T ) = 0 et χ ≥ 0 (1.33)
En plus,
∀ε > 0, ∃Qε ⊂ QT telle que mes (Qε) < ε et
F (u, χ) = 0, ∀χ ∈ C1([0, T );H10 (Ω)), suppχ ⊂ ([0, T )× Ω) \Qε (1.34)
Theorem 1.23. Sous les hypothèses (H1)− (H3) et (H4c), il existe au moins une solution faible
dégénérée du système (1.28)–(1.30) au sens de la définition 1.22.
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2.1 Introduction
Reaction–diffusion systems self-organize variety of spatio-temporal patterns such as propagating
circular, spiral, and periodic waves. Those spatio-temporal patterns are observed for the first time
in the Belousov-Zhabotinsky reaction system [81].
A reaction–diffusion system is generally described with a set of time-evolving partial differen-
tial equations. Each equation consists of a diffusion equation coupled with a reaction term ; the
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reaction term usually describes a nonlinear phenomenon observed in nature. Most typical form
of reaction–diffusion system is described with a pair of reaction–diffusion equations having an
activator variable u and an inhibitor variable v, as follows{
∂tu = Du∆u+ f (u, v) ,
∂tv = Dv∆v + g (u, v) ,
(2.1)
where the functions f (u, v) and g (u, v) denote the reaction kinetics associated with the chemicals
u and v. The variables u and v are defined in a two-dimensional bounded domain (x,y) and in
time t with, typically, zeros-flux boundary conditions ; Du and Dv are the diffusion coefficients
of u and v respectively. The system (2.1) with activator and inhibitor variables is a typical model
in describing the pattern formation process. Indeed, the mathematician Alan Turing established in
his seminal paper [76] in 1952 that, under certain conditions, chemicals can react and diffuse in
such a way as to produce inhomogeneous spatial patterns of chemical concentrations. Although
a diffusion process generally brings uniform distribution of a substance, the scenario of Turing
presents a nonuniform pattern as a stationary state in a reaction–diffusion system.
The idea of Turing is a simple but profound one. He said that, if in the absence of diffusion
(effectively Du = Dv = 0), u and v tend to a linearly stable uniform steady state then, under
certain conditions called Turing conditions, spatially inhomogeneous patterns evolve by diffusion
driven instability also called Turing instability if Du 6= Dv, in more particular when the inhibitor
variable v rapidly diffuses more then the activator variable u does ; see, e.g. [60, 61, 58]. This
concept was a novel concept because the diffusion was usually considered of having a stabilizing
effect.
We can find a wide variety of reaction–diffusion systems in the fields of physics, chemistry
and biology [60]. One of the most popular reaction–diffusion system is the chemotaxis model.
Chemotaxis is the feature movement of a cell along a chemical concentration gradient either
towards the chemical stimulus, in this case the chemical is called chemoattractant, or away from
the chemical stimulus and then the chemical is called chemorepellent. The mathematical analysis
of chemotaxis models shows a plenitude of spatial patterns such as the chemotaxis models applied
to skin pigmentation patterns [63, 67, 80]− that lead to aggregations of one type of pigment cell
into a striped spatial pattern. And other models applied to the aggregation patterns in an epidemic
disease [9], tumor growth [19], angiogenesis in tumor progression [14], and many other examples.
Theoretical and mathematical modeling of chemotaxis dates to the pioneering works of Patlak
in the 1950s [69] and Keller and Segel in the 1970s [51, 52]. The review article by Horstmann
[47] provides a detailed introduction into the mathematics of the Keller–Segel (KS) model for
chemotaxis. In its original form, this model consists of four coupled reaction-advection-diffusion
equations. These can be reduced under quasi-steady-state assumptions to a model for two unknown
functions u and v. The general form of the Keller–Segel model in which we are interested is given
by the following system{
∂tu = div (D (u)∇u− u ζ (u, v)∇v) + f (u, v), (x, t) ∈ Qtf = Ω× (0, tf),
∂tv = Dv∆v + g (u, v), (x, t) ∈ Qtf = Ω× (0, tf),
(2.2)
with no-flux boundary conditions on Σtf := ∂Ω× (0, tf),
(D (u)∇u− u ζ (u, v)∇v) · n = 0, ∇v · n = 0, (2.3)
where, n is the unit outward normal vector at the boundary ∂Ω of the domain Ω.
In the above model, u denotes the cell density on a given open bounded connected domain
Ω ⊂ R2 for a fixed time tf > 0 and v describes the concentration of the chemoattractant. The cell
2.2 VOLUME-FILLING CHEMOTAXIS MODEL 31
dynamics derive from population kinetics and movement, the latter comprising a diffusive flux
modeling undirected (random) cell migration and an advective flux with velocity dependent on the
gradient of the signal, modeling the contribution of chemotaxis. D (u) describes the diffusivity
of the cells (sometimes also called motility) while ζ (u, v) stands to the chemotactic sensitivity.
The function f (u, v) describes cell growth and cell death while g (u, v) describes production and
degradation of the chemoattractant. A key property of the above equations is their ability to give
rise to spatial pattern formation when the chemical signal v acts as an auto-attractant, that is, when
cells both produce and migrate up gradients of the chemical signal.
The Keller–Segel model (2.2)–(2.3) is studied by many authors, for example we can cite the
review articles of Horstmann [46, 47] and the paper of Bendahmane et al. [8].
For a particular choice of the diffusivity of the cells D (u), the chemotaxis model (2.2) trans-
forms into a system describing the volume-filling effect. In the volume filling effect, the particles
are assumed of having a finite volume and the cells cannot move into regions that are already filled
by other cells. Furthermore, in the volume filling approach we consider that the cell jumped into
an available space with a given squeezing probability of a cell finding space at its neighboring
location see, for example [66].
In [66], Painter and Hillen introduced a squeezing probability of a cell finding space which
decreases linearly with the cell density at that site ; indeed, it corresponds to the interpretation
that cells are solid blocks and the probability of finding space is proportional to the number of
occupants (see, for example [72, 71]). But since the cells are not solid blocks and they are elastic,
Wang and Hillen introduced in their paper [78] a nonlinear squeezing probability, which is greater
than a linear distribution.
From a numerical point of view, we motion that Bendahmane et al. [7] analyzed a finite vo-
lume method for the Keller–Segel model (2.2)–(2.3). In this chapter, we adopt the same squeezing
probability as in [78] and study the pattern formation for the corresponding volume-filling chemo-
taxis model using the linear stability analysis and finally we adopt the similar techniques used in
[7] to numerically investigate the spatio-temporal patterns in a two-dimensional bounded domain.
The organization of this chapter is as follows. In section 2.2, we define and give the assump-
tions for the squeezing probability and for the functions f and g that make in evidence global
and bounded solutions for the volume-filling chemotaxis model. In section 2.3, we establish Tu-
ring conditions for the generation of spatial patterns for the volume-filling chemotaxis model with
zeros-flux boundary conditions by performing the standard linear stability analysis and by using
a formal asymptotic expansion to linearize the nonlinear diffusion terms. In section 2.4, we take
particular functions into the chemotaxis model, apply the pattern formation analysis, and then de-
termine the range of wave numbers for each bifurcation parameter into the chemotaxis model.
In section 2.5, we introduce a finite volume scheme to discretize the volume-filling chemotaxis
model and to numerically investigate the spatio-temporal patterns in a two-dimensional bounded
domain. We end up with some numerical experiments to capture the generation of spatial patterns
for the volume-filling chemotaxis model.
2.2 Volume-filling chemotaxis model
In this section, we consider the volume-filling chemotaxis model (2.2)–(2.3) in which we introduce
the squeezing probability q of a cell finding space at its neighboring location. q is a non-increasing
function with respect to the cell density u and in addition, it is a nonlinear function and equals to
zero when the maximum number of cells exceeds a certain number u. The number u represents
the total number of cells that can be accommodated at any site.
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We take the squeezing probability q introduced in [78]
q (u) =
1−
(u
u¯
)γ
, 0 ≤ u ≤ u,
0, u > u,
(2.4)
with, γ ≥ 1 is a nonnegative exponent representing the rigidity of the cells.
In what follows, the diffusion term and the convection term are given by
D (u) = d1
(
q (u)− q′ (u)u), ζ (u, v) = q (u)χ (v),
where q is the squeezing probability of a cell finding space into its neighboring location, it is
defined in (2.4) and χ is a v-depending continuous function.
Substituting these coefficients into system (2.2), we obtain the final form of the volume-filling
chemotaxis model.
We denote by Ω an open bounded domain in Rd, d = 2, 3. The final form of the volume-filling
chemotaxis model is given by{
∂tu = div (d1 (q (u)− q′ (u)u)∇u− q (u)uχ (v)∇v) + f (u, v), (x, t)∈ Qtf ,
∂tv = d2∆v + g (u, v), (x, t)∈ Qtf .
(2.5)
With the following zero flux boundary conditions(
d1
(
q (u)− q′ (u)u)∇u) · n− q (u)uχ (v)∇v · n = 0,
∇v · n = 0, (2.6)
where n is the unit normal vector at the boundary ∂Ω and outward to Ω. We assume that the initial
conditions are positive
u (x, 0) = u0 (x) ≥ 0, v (x, 0) = v0 (x) ≥ 0, for all x ∈ Ω.
Furthermore, we introduce the assumptions on f , g and q for the global existence of solutions for
the system (2.5)
(A1) d1 and d2 are two nonnegative constants.
(A2) The chemosensitivity χ ∈ C2 (R,R) such that χ (v) > 0.
(A3) The squeezing probability q is a nonincreasing and concave function lying into C3 (R,R)
and satisfying the following condition : there exists a critical number u such that q (0) = 1,
q (u) = 0, 0 < q (u) < 1 for u ∈ (0, u) and q (u) = 0 for all u > u.
(A4) f is a function lying into C2 (R× R) such that f (0, v) ≥ 0 for all v ≥ 0. In addition, there
exists a constant 0 < uc < u such that f (uc, v) = 0 and f (u, v) < 0 for all u > uc and
v ≥ 0.
(A5) g is a function lying into C2 (R× R) such that g (u, 0) ≥ 0 for all u ≥ 0. Furthermore, there
exists a constant v > 0 such that g (u, v) < 0 for all 0 ≤ u ≤ u.
The existence of global bounded classical solutions of system (2.5) object of the boundary condi-
tions (2.6) has been established in [78] using the maximum principle and the Amman theory [4].
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2.3 Pattern formation
By definition, the patterns are the solutions of a reaction–diffusion system which are stable in time
and stationary inhomogeneous in space, while the pattern formation in mathematics refers to the
process that, by changing a bifurcation parameter, the spatially homogeneous steady states lose
stability to spatially inhomogeneous perturbations, and stable inhomogeneous solutions arise.
In this section, we are interested in the pattern formation for system (2.2). We derive here
necessary conditions for diffusion-driven instability (also called Turing instability) of the steady
state and the initiation of spatial pattern for the above-mentioned system. The approach followed
here is very routine. We look for the spatial homogeneous steady states by setting the kinetics on
the right-hand side of equation (2.5) to be equal to zero,
f (u, v) = 0, g (u, v) = 0. (2.7)
We suppose that (us, vs) is the relevant homogeneous steady state of system (2.5), that is mean that
(us, vs) is a nonnegative solution of equation (2.7). Since we are concerned with Turing instability,
we are interested in linear instability of this steady state that is solely spatially dependent. So, in
the absence of any spatial variation, the homogeneous steady state must be linearly stable : we first
determine the conditions for this to hold.
With no spatial variation u and v satisfy
∂tu = f (u, v), ∂tv = g (u, v). (2.8)
2.3.1 Linear stability
Linearizing about the steady state (us, vs) is exactly the same technique used by Murray [60, 61],
we set
w =
(
u− us
v − vs
)
, (2.9)
and equation (2.8) becomes for |w| small enough,
∂tw = Aw, A =
(
fu fv
gu gv
)
us,vs
, (2.10)
where A is the stability matrix (i.e. the Jacobian matrix of system (2.8) computed at the steady
state (us, vs)). From now on, we take the derivatives of f and g to be evaluated at the steady state
(us, vs) unless stated otherwise. We look for solutions in the form
w (t) =
∑
λ
cλe
λt, (2.11)
where λ is an eigenvalue of the matrix A. The steady state w = 0 is linearly stable if Re λ <
0 since in this case the perturbation w tends to zero as t → ∞. Substituting equation (2.11)
into equation (2.10), one can determine the eigenvalues λ as the solutions of the characteristic
polynomial
|A− λI2| =
∣∣∣∣ fu − λ fvgu gv − λ
∣∣∣∣ = 0,
where I2 is the identity matrix in R2. Hence, the eigenvalues are given by
λ1, λ2 =
fu + gv ±
√
(fu + gv)
2 − 4fvgu
2
. (2.12)
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Therefore, the conditions for which the steady state (us, vs) is linearly stable, i.e. Re λ < 0 where
λ is the eigenvalue of problem (2.10), are guaranteed if
tr(A) = fu + gv < 0, det(A) = fu gv − fv gu > 0. (2.13)
Whether the kinetics f and g depend on some parameters, then (us, vs) are functions of these
parameters, thus the above inequalities impose certain conditions on these parameters.
2.3.2 Formal asymptotic expansion
Now, we consider the full chemotaxis model (2.5). We examine a small perturbation about the
homogeneous steady state (us, vs) in the form
u = us + εu˜ (x, t), v = vs + εv˜ (x, t), (2.14)
where ε≪ 1 is a small parameter strictly positive.
Since f is a function of class C2 (R× R), then f can be written using an asymptotic expansion
around (us, vs) as follows
f (us + εu˜, vs + εv˜) = f (us, vs) + εu˜fu (us, vs) + εv˜fv (us, vs) + · · ·
Performing the same asymptotic expansion for the following functions g, q and χ around (us, vs),
us, and vs respectively, and taking into account equation (2.7), then system (2.5) transforms into
the following system
ε∂tu˜ = εdiv
(
d1
(
q (us + εu˜)− q′ (us + εu˜) (us + εu˜)
)∇u˜
−ε (us + εu˜)χ (vs + εv˜) q (us + εu˜)∇v˜
)
+εu˜fu (us, vs) + εv˜fv (us, vs) + · · ·
ε∂tv˜ = εd2∆v˜ + εu˜gu (us, vs) + εv˜gv (us, vs) + · · ·
(2.15)
Equating first-order terms with respect to ε, neglecting higher-order terms, and dropping the tilde
for the sake of brevity, we obtain the following linearized system{
∂tu = d1
(
q (us)− q′ (us)us
)
∆u− usq (us)χ (vs)∆v + ufu + vfv,
∂tv = d2∆v + ugu + vgv.
(2.16)
An importance of the asymptotic expansion is to transform the nonlinear coefficients of the diffu-
sion and convection terms into constant coefficients which are nothing other than the old coeffi-
cients evaluated at the steady state (us, vs).
For simplicity, we denote by ξ = q (us)− q′ (us)us and ψ = −q (us)χ (vs)us these coefficients.
The quantity vs in χ (vs) will be often abbreviated for notational convenience unless stated other-
wise, i.e. χ = χ (vs) . Taking into accounts the assumptions for which there exists a nonnegative
solution, then one can deduce that ξ > 0 and ψ < 0.
2.3.3 Turing conditions
In what follows, we assume that the domain is a two dimensional bounded domain. We perform
the standard argument (see e.g. [61, chapter II]). We linearize again about the steady state, which
with equation (2.9) is w = 0, to get
∂tw = Aw +D∆w, D =
(
d1ξ ψ
0 d2
)
. (2.17)
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To solve this system of equations under the Neumann boundary conditions (due to conditions
(2.6) mentioned in section 2.2 and to the asymptotic expansion), we define the time-independent
solution W (x) of the spatial eigenvalue problem defined by
−∆W = k2W in Ω, ∇W · n = 0 on ∂Ω, (2.18)
where k is the eigenvalue. For example, assume that the domain is one-dimensional, say, 0 ≤ x ≤
L. Then, system (2.18) is summarized by the following equation
W′′ (x) + k2W (x) = 0, W′r (0) = W
′
l (L) = 0, ∀ 0 ≤ x ≤ L.
It easy to see that W (x) =
∑
n∈Z cncos (nπx/L) is a nontrivial solution where cn is a constant
different from zero. The eigenvalue in this case is k = nπ/L, it is also called the wavenumber.
From now on, we shall refer to k in this context as the wavenumber. With finite domains, there
exists a discrete set of possible wave numbers since n is an integer.
Since the problem is linear and by the superposition principle, the linear analysis consists of
looking for solutions W (x, t) to system (2.17) in the following form
W (x, t) =
∑
k
cke
λtWk (x), (2.19)
where for every wavenumber k, Wk is the eigenfunction of problem (2.18), ck are constants
determined by a Fourier expansion of the initial conditions in terms ofWk (x), λ is the eigenvalue
which determines temporal growth and it depends on the wavenumber k.
Substituting form (2.19) into equation (2.17) with (2.18), and canceling eλt, we get, for each
wavenumber k
λWk = AWk −Dk2Wk.
We take the nontrivial solutions for Wk so the λ are nothing other then the eigenvalues of the
matrix A−Dk2, which are determined by the roots of the characteristic polynomial∣∣λI2 −A+Dk2∣∣ = 0, I2 = ( 1 00 1
)
.
Consequently, the dispersion relation associated with system (2.16) is determined by the following
equation
λ2 + a
(
k2
)
λ+ b
(
k2
)
= 0, (2.20)
where a = a
(
k2
)
and b = b
(
k2
)
are two functions given by
a
(
k2
)
= (ξd1 + d2) k
2 − (fu + gv),
b
(
k2
)
= ξd1d2k
4 + (ψgu − d2fu − ξd1gv) k2 + fu gv − fv gu.
The homogeneous steady state (us, vs) is linearly stable if both solutions of equation (2.20) have
Reλ < 0 in the absence of any spatial effects that is equivalent to k = 0. We have already imposed
the constraints that the steady state is stable in the absence of any spatial effects ; that is, Re λ < 0.
The quadratic (2.20) in this case with the requirement that Re λ < 0 gives conditions (2.13).
Now, for the steady state to be unstable to spatial perturbations, we require that Reλ > 0 for
some k 6= 0. We remark that the sum of the eigenvalues (= −a (k2)) is strictly negative since the
function a
(
k2
)
is strictly positive due to condition (2.13). Thus, the instability can only happen
if b
(
k2
)
becomes negative for some k 6= 0 i.e. the dispersion relation (2.20) has two roots with
opposite signs. Carrying the function b
(
k2
)
, then the last condition requires that
ξd1d2k
4 + (ψgu − d2fu − ξd1gv) k2 + fugv − fvgu < 0. (2.21)
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Since we required that the determinant det(A) = fu gv − fv gu > 0 from condition (2.13), the
only possibility for inequality (2.21) to hold, requires that the sum of the roots is positive
ψgu − d2fu − ξd1gv < 0. (2.22)
Referring to condition (2.21), and since ξd1d2 is positive, it is necessary that the discriminant of
b
(
k2
)
= 0 to be positive. That is
(ψgu − d2fu − ξd1gv)2 − 4ξd1d2 (fugv − fvgu) > 0. (2.23)
Applying equation (2.22), we obtain from this inequality that
ψgu − d2fu − ξd1gv < −2
√
ξd1d2 (fugv − fvgu).
To recap, we have now obtain necessary conditions for the generation of spatial patterns by two-
species reaction–diffusion mechanisms of the form (2.5)–(2.6) which correspond to the volume-
filling chemotaxis model. For simplicity, we reproduce the conditions here :
fu + gv < 0, fu gv − fv gu > 0, ψgu − d2fu − ξd1gv < 0,
(ψgu − d2fu − ξd1gv)2 − 4ξd1d2 (fu gv − fv gu) > 0.
(2.24)
Remembering that all these derivatives are evaluated at the steady state (us, vs).
2.3.4 Bifurcation
Here, we are interested in the mathematical study of changes in the phase portrait for a dynamical
system. Such changes called bifurcations help us to determine the parameters for which we can
expect pattern formation. System (2.5) depends on many parameters as χ and others involved in the
kinetic functions. As well these parameters play a significant role in the production of bifurcations.
Once the bifurcation occurs (by changing the value of the bifurcation parameter), we get spatial
patterns under the Turing conditions.
The strength of the chemotactic sensitivity χ plays a crucial role in pattern formation. Gene-
rally, there exists a critical value χc such that there is no pattern formation if χ is below this critical
value χc, while pattern formation can be expected if χ is somewhere else.
To determine explicitly this critical value, we fix all the parameters in system (2.5) except for
the chemotactic sensitivity χ. Effectively, we know from the previous analysis that the bifurcation
occurs when bmin = b
(
k2min
)
= 0, which is equivalent to
ψgu − d2fu − ξd1gv = −2
√
ξd1d2 (fu gv − fv gu). (2.25)
Substituting ψ = −usq (us)χ (vs) into equation (2.25), then the critical chemosensitivity χc is
given in the following expression
χc =
2
√
ξd1d2 (fu gv − fv gu)− d2fu − ξd1gv
guusq (us)
. (2.26)
For this bifurcation value, the associated critical wavenumber is given by b′
(
k2c
)
= 0, that is
k2c =
d2fu + ξd1gv + usq (us)χc gu
2ξd1d2
. (2.27)
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Whenever b
(
k2
)
is negative, the equation (2.20) has a solution λ which is positive for the same
range of wave numbers that make b
(
k2
)
< 0. When χ > χc, the range of unstable wave numbers
k21 < k
2 < k22 is obtained from the zeros k
2
1 et k
2
2 of equation b
(
k2
)
= 0, and it is defined as
k21 =
C −√C2 − 4ξd1d2 (fu gv − fv gu)
2ξd1d2
< k2
< k22 =
C +
√
C2 − 4ξd1d2 (fu gv − fv gu)
2ξd1d2
,
(2.28)
where C = d2fu + ξd1gv + usq (us)χ > 0 is nothing else the symmetric of the coefficient of k2
in equation b
(
k2
)
= 0.
From all the foregoing analysis, under conditions (2.24) and if there exists a range of wave numbers
k satisfying condition (2.28), then the corresponding spatial eigenfunctions are linearly unstable
and the generation of spatial patterns can be expected.
2.4 Analysis for a nonlinear density
Hereinafter, we introduce the probability function q (u) which reflects the elastic property of par-
ticles
q (u) = 1−
(u
u¯
)γ
, γ ≥ 1, 0 ≤ u ≤ u¯,
where u¯ is the total number of cells that can be accommodated at any site. We assume that the cell
density and the chemoattractant kinetics are respectively given by
f (u, v) = µu
(
1− u
uc
)
, g (u, v) = αu− δv.
This choice is the best choice for the cell kinetics where it represents the logistic growth with
carrying capacity 0 < uc ≤ u¯ and µ > 0 ; while the choice for chemoattractant kinetics is
extensively used in literature (see, e.g. [48]) which represents the chemoattractant growth with
rate α and the death with rate δ due to dilution.
Substituting the above mentioned functions into system (2.5) and assuming that the function χ is
a constant function ; then, we get the following system :
∂tu = div (D (u)∇u− χϕ (u)∇v) + µu
(
1− u
uc
)
, in Qtf
∂tv = d2∆v + αu− βv, in Qtf
(D (u)∇u− χϕ (u)∇v) · n = 0, ∇v · n = 0, in ∂Ω× (0, tf)
(2.29)
where, n is the unit outward normal vector at the boundary ∂Ω of the domain Ω and the functions
D (u) et ϕ (u) are given by
D (u) = d1
(
1 + (γ − 1)
(u
u¯
)γ)
, ϕ (u) = u
(
1−
(u
u¯
)γ)
.
The homogeneous steady states of system (2.29) are (0, 0) and (uc, αuc /β ). In addition, by linea-
rization, one can determine that the steady state (0, 0) is a saddle point and consequently unstable,
while the homogeneous steady state (uc, αuc /β ) is stable to the corresponding homogeneous sys-
tem of (2.29). Indeed, computing the matrix stability at the steady state (us, vs) = (uc, αuc /β ),
one can determine the eigenvalues corresponding to that matrix and find two negative eigenvalues
−α et −β, thus conditions (2.13) are verified and we focus on this steady state to study pattern
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formation for the system (2.29).
Let us begin by the pattern formation analysis for the system (2.29) associated to functions q, f ,
and g ; we apply an asymptotic expansion around the steady state (uc, αuc /β ), one get{
∂tu = div (D (uc)∇u− χϕ (uc)∇v)− µu, in Qtf ,
∂tv = d2∆v + αu− βv. in Qtf .
(2.30)
Next, we follow the same analysis as in the previous section to end up with the following relation
dispersion
λ2 + a
(
k2
)
λ+ b
(
k2
)
= 0, (2.31)
where a
(
k2
)
and b
(
k2
)
are two functions given by
a
(
k2
)
= (D (uc) + d2) k
2 + (µ+ β),
b
(
k2
)
= D (uc) d2k
4 + (µd2 + βD (uc)− χαϕ (uc)) k2 + µβ.
(2.32)
Thereby, taking into account the stability matrix corresponding to the steady state (uc, αuc /β ),
then conditions (2.24) are verified if and only if
µd2 + βD (uc)− χαϕ (uc) < −2
√
d2µβD (uc). (2.33)
The condition (2.33) is a necessary condition for the pattern formation of the system (2.30) with
the specific functions q, f , and g. It is also a sufficient condition for an infinite domain while for
a finite domain, there exists a range of discrete wave numbers depending in part on the boundary
conditions, and for which we can expect the generation of spatial patterns. Furthermore, we have
to study the influence of the bifurcation parameters to determine that range of wave numbers.
In the remainder of this section, we will investigate the influence of each of the parameters, on
which depends the system (2.29), on the pattern formation for system (2.29) . The main parameters
we are interested in are : the squeezing exponent γ, the chemosensitivity χ, the growth rate α, and
the death rate β of the chemoattractant. For each of these parameters, we determine the range of
wave numbers for which there exists spatial pattern formation for the system (2.29).
2.4.1 Bifurcation with chemotactic sensitivity χ
From the previous section, we can think about the chemotactic sensitivity χ as a bifurcation para-
meter, we determine the bifurcation value χc to obtain
χc =
2
√
d2µβD (uc) + µd2 + βD (uc)
αϕ (uc)
. (2.34)
The corresponding critical wave number kc is determined from equation (2.27) by
k2c =
−µd2 − βD (uc) + χcαϕ (uc)
2d2D (uc)
. (2.35)
Whenever b
(
k2
)
is negative, equation (2.31) has a solution λ which is positive for the same range
of wave numbers that make b = b
(
k2
)
negative. Furthermore, the range of unstable wave numbers
k21 < k
2 < k22 is obtained from the zeros k
2
1 and k
2
2 of equation b
(
k2
)
= 0, it is defined as
k21 =
S −√S2 − 4µd2βD (uc)
2ξd1d2
< k2 <
S +
√
S2 − 4µd2βD (uc)
2ξd1d2
= k22,
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(a) (b)
FIGURE 2.1 – (a) Plot of b
(
k2
)
as a function of k2 defined by equation (2.32). When the chemo-
sensitivity strength χ increases beyond the critical value χc, b
(
k2
)
becomes negative for a finite
range of k2 > 0.
(b) Plot of the real part of the eigenvalue λ
(
k2
)
as a function of k2 defined by equation (2.31).
When χ > χc, there is a range of wave numbers k21 < k
2 < k22 for which the homogeneous steady
state is linearly unstable.
where S = −µd2 − βD (uc) + χαϕ (uc).
Figure 2.1a represents the variation of b
(
k2
)
as a function of k2 and for various values of χ. Note
that the critical value is (kc, χc) such that b
(
k2
)
> 0 if χ < χc, for all k2 > 0, nevertheless,
b
(
k2
)
< 0 if χ > χc and for a range of unstable wave numbers k21 < k
2 < k22 .
Figure 2.1b represents the variation of the dispersion relation λ
(
k2
)
as a function of k2 and for
various values of χ. This graph is extremely informative in that it immediately says which ei-
genfunctions are linearly unstable and grow exponentially with time. Indeed, if we consider the
solution W given by equation (2.19), the dominant contributions as t increases are those modes
for which Reλ
(
k2
)
> 0 since all other modes tend to zero exponentially. Thus, from Fig. 2.1,
we determine the range k21 < k
2 < k22 , where b
(
k2
)
< 0, and hence Reλ
(
k2
)
> 0, and the
eigenfunctions are unstable.
Relationship between the critical value χc and the exponent γ
Herein, we are interested in the relationship between the squeezing exponent γ and the critical
value χc. A such relation is important to know the influence of the parameter γ on the dynamics
of system (2.29). Indeed, the greater the critical value is smaller, the more pattern formation will
be fast, here we show that the critical value χc as a function of the exponent γ, is nonincreasing.
Hence γ plays an important role in the pattern formation for system (2.29).
We denote byM the function defined by
M (γ) =
1
1−
(uc
u¯
)γ ,
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FIGURE 2.2 – Graphic representing the influence of the exponent parameter γ on the critical value
χc. When γ increases, χc decreases in value. The other parameters of system (2.30) are fixed and
chosen as d1 = 0.1, d2 = 1.0, uc = 2.0, u¯ = 4.0, µ = 4.0, α = 5.0, β = 10.0.
thenM is nonincreasing with respect to γ, since uc/u¯ < 1.
Now, writing the critical value χc as a function ofM (γ), on can easily verify that χc is decreasing
as a function of the exponent γ . Thereby the pattern formation is easier to form when γ is great.
Figure 2.2 represents for different values of γ, the variation of the critical value
(
χc, k
2
c
)
with
respect to γ. Note that the greater the value of γ is bigger, the more value χc decreases while
remaining minus the value 0.9 and for the fixed parameters.
2.4.2 Bifurcation with growth rate α
In this part, we consider the growth rate α as the bifurcation parameter. We apply the same method
used in section 2.4.1, i.e. we fix all the parameters in system (2.29) except the parameter α. We
want to study the influence of the dynamical parameter α on the pattern formation for system
(2.29).
We compute the critical value αc for the growth rate α, we obtain
αc =
2
√
d2µβD (uc) + µd2 + βD (uc)
χϕ (uc)
(2.36)
By comparing this value with the critical value χc in equation (2.34), one can note that there is no
unstable modes if α is below the critical value αc, whereas unstable modes are possible when α is
beyond this critical value αc.
Figure 2.3 represents the plot of the relation dispersion as a function of k2 and for various values
of α, we remark that we have consistent results to those in figure 2.1a concerning the existence of
a range of wave numbers k21 < k
2 < k22 for which the eigenfunctions are unstable. Consequently,
the pattern formation for system (2.29) can be expected by increasing the value of the dynamical
parameter α above the critical value αc.
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FIGURE 2.3 – Plot of the relation dispersion (2.31) as the growth rate parameter α passes through
the critical value αc. The parameters of the system (2.30) are chosen as d1 = 0.1, d2 = 1.0,
uc = 2.0, u¯ = 4.0, µ = 4.0, α = 5.0, β = 10.0, χ = 0.5
2.4.3 Bifurcation with death rate β
We are interested now by the study of the influence of the death rate β on the pattern formation
for system (2.29). We perform the similar linear stability as we did in the previous sections. We
compute the critical value βc for the death rate β, we obtain
χαϕ (uc) = µd2 + βcD (uc) + 2
√
d2µβcD (uc) =
(√
d2µ+
√
βcD (uc)
)2
,
that is
βc =
(√
χαϕ (uc)−
√
d2µ
)2
D (uc)
. (2.37)
Taking into account the condition (2.33), one can note that there do not exist unstable modes when
β > βc, whereas unstable modes are possible when β is below the critical value βc.
Fig. 2.4 represents the plot of the relation dispersion as a function of k2 and for several values
of β. We observe that the plot of the relation dispersion as β passes through the critical value
βc crosses the horizontal axis of k2 and as result, there exists a range of unstable wave numbers
k21 < k
2 < k22 . Hence, the pattern formation can be expected by decreasing the value of the
dynamical parameter β below the critical value βc.
2.5 Finite volume approximation
In this section, we propose a numerical scheme to investigate the generation of spatial patterns for
the volume-filling chemotaxis model (2.29) in a two dimensional space. We use the finite volume
method to discretize the diffusion terms over an unstructured mesh namely admissible mesh (see
[31]). Whereas, the convective term is discretized using a classical upwind finite volume scheme.
The resulted scheme ensures the validity of the discrete maximum principle under some conditions
on the mesh. Maintaining the discrete maximum principle is one of the important features of the
finite volume scheme. The local conservativity of the numerical fluxes is an another feature of
the finite volume scheme, i.e. the numerical flux is conserved from one discretization cell to its
neighbor.
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FIGURE 2.4 – Plot of the relation dispersion (2.31) as the death rate parameter β passes through the
critical value βc. For the other parameters of system (2.30), we fix d1 = 0.1, d2 = 1.0, uc = 2.0,
u¯ = 4.0, µ = 10.0, α = 20, χ = 0.5, and we find that the relation dispersion passes through the
bifurcation value βc.
2.5.1 Space-time discretization and discrete functions
In order to discretize system (2.29), we introduce some definitions and notations. We assume that
Ω ⊂ R2, is an open bounded polygonal connected domain with boundary ∂Ω.
Space discretization
Definition 2.1 (Admissible mesh). An admissible finite volume mesh of Ω is a triplet (T , E ,P),
where T is a finite family of disjoint open polygonal convex subsets ofΩ called control volumes, E
is a finite family of subsets of Ω contained in straights of R2 with strictly positive one-dimensional
measure, called the edges of the control volumes, and P = {xK ,K ∈ T } is a finite family of
points of Ω, called the centers of the control volumes.
The triplet (T , E ,P) satisfies the following properties :
1. The closure of the union of all the control volumes is Ω, i.e. Ω =
⋃
K∈T K.
2. For any K ∈ T , there exists a subset EK of E such that ∂K = K\K =
⋃
σ∈EK σ. Further-
more, E = ⋃K∈T EK .
3. For any (K,L) ∈ T 2 with K 6= L, either the length of K ∩ L is 0 or K ∩ L = σ for some
σ ∈ E , which then is denoted by σKL i.e. the interface betweenK and L.
4. The family P = (xK)K∈T is such that xK ∈ K (for all K ∈ T ) and, if σ = σKL, we
assumed that xK 6= xL, and the straight line DKL going through xK and xL is orthogonal
to σKL.
5. For any σ ∈ E such that σ ⊂ ∂Ω, let K the control volume such that σ ∈ EK . If xK /∈ σ,
let DK,σ be the straight line going through xK and orthogonal to σ, then the condition
DK,σ ∩ σ 6= ∅ is assumed ; let yσ = DK,σ ∩ σ.
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L
xL
σKL
TKL
xK
K
FIGURE 2.5 – Finite volume mesh T : control volumes, centers and diamonds.
In the sequel, we use the following notations. The size of the mesh T is defined by :
h = size (T ) = sup{diam (K) ,K ∈ T },
where diam(K) represents the least upper bound of the set of all distances between pairs of vertices
of every control volumeK ∈ T .
For anyK ∈ T and σ ∈ E , we denote by |K| the 2-dimensional Lebesgue measure ofK (it is the
area ofK in the 2-dimensional case) and by |σ| the length of the interface σ.
The set of neighbors of K is denoted by N (K), i.e. N (K) = {L ∈ T ; ∃σ ∈ EK , σ = K ∩ L} ;
a generic neighbor of K is often denoted by L, furthermore we denote by ηKL and dKL the unit
normal vector to σKL outward toK and the distance |xK − xL| respectively.
Time discretization
The time discretization is considered to be uniform (we do not impose any restriction on the time
step), it is given by the sequence of discrete time tn = n∆t for every n ∈ N with a fixed time step
∆t such that there exists an integer N ∈ N∗ verifying tN+1 = (N + 1)∆t = tf .
Discrete space HT
Let us define the discrete finite volume space HT of piecewise constant functions on the mesh T
by
HT = {φ : Ω −→ R; φ|K ∈ R is constant, ∀K ∈ T }.
Every function uT ∈ HT is characterized by its numerical values (uK)K∈T such that uT |K = uK
for every K ∈ T . In other words, given a vector (uK)K∈T ∈ R#T ; then, there exists a unique
discrete function uT ∈ HT such that
uT (x) = uT (xK) = uK , ∀x ∈ K, ∀K ∈ T .
The discrete space HT is a linear subspace of L2 (Ω), the usual inner scalar product becomes
(uT , vT )L2(Ω) =
∫
Ω
uT (x) vT (x) dx =
∑
K∈T
|K|uKvK , ∀uT , vT ∈ HT .
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Therefore, the associated norm is given by
‖uT ‖L2(Ω) =
(∑
K∈T
|K| |uK |2
)1/2
.
We define a discrete equivalent to the semi-norm on H1 (Ω), |u|1,Ω =
(∫
Ω |∇u|2
)1/2
, by
|uT |1,T =
 ∑
σKL∈E
|σKL|
dKL
|uL − uK |2
1/2 ,
for all uT ∈ HT .
Definition 2.2. Let σ ∈ E be an interface for a control volumeK ∈ T . A “diamond" Tσ construc-
ted from the neighbor centers xK , xL and the interface σKL is defined by{
TKL=
⋃
V ∈{K,L}{cxV + (1− c)y, c ∈ [0, 1[, y ∈ σKL}, if σ = σKL ∈ E\∂Ω,
TKσ = {cxK + (1− c)y, c ∈ [0, 1[, y ∈ σKL}, if σ ∈ ∂K ∩ ∂Ω.
The 2-dimensional Lebesgue measure of an interior diamond TKL is |TKL| = |σKL|dKL2 .
Using definition 2.2, we define the discrete gradient over every “diamond” Tσ. Specifically,
we have the following definition.
Definition 2.3 (Discrete gradient). The discrete gradient ∇T is a correspondence that maps a
function uT ∈ HT into a piecewise constant function over the “diamonds” such that
∇T uT |Tσ =
2
uL − uK
dKL
ηKL, if σ = σKL ∈ E\∂Ω,
0, if σ ∈ ∂K ∩ ∂Ω.
Remark 1. From the definition 2.3 of the discrete gradient, one can deduce that
‖∇T uT ‖L2(Ω) =
2 ∑
σKL∈E
|σKL|
dKL
|uL − uK |2
1/2 = √2 |uT |1,T .
Definition 2.4 (Discrete functions). Using the values of (unK , v
n
K), ∀K ∈ T and n ∈ {0, · · · , N+
1}, we determine the approximate finite volume solutions as piecewise constant on the control
volumes and piecewise in time such that(uT ,∆t(x, 0), vT ,∆t (x, 0)) =
(
u0K , v
0
K
)
, ∀x ∈
◦
K, K ∈ T ,
(uT ,∆t(x, t), vT ,∆t (x, t)) =
(
un+1K , v
n+1
K
)
, ∀x ∈
◦
K, K ∈ T , ∀t ∈ (tn, tn+1],
where the quantity u0K (resp. v
0
K) represents the mean value of the function u0 (resp. of the function
v0). The discrete time-space of these functions is denoted by HT ,∆t.
In what follows, we use the Lipschitz nondecreasing function A : R −→ R defined by
A (u) =
∫ u
0
Γ (s) ds, (2.38)
where Γ : R −→ R is the function defined by Γ (u) = 1+(γ − 1) (uu¯)γ , so thatD (u) = d1Γ (u).
The function A is nonlinear, we denote by A (uT ,∆t) the corresponding piecewise constant re-
construction in HT ,∆t.
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2.5.2 Finite volume scheme for system (2.29)
Once the space-time discretization of the domain has been built, we can discretize the volume
filling chemotaxis model (2.29). The finite volume method consists of integrating the equations of
the model (contrary to the finite element method which is based on integrating the equations of
the weak formulation). Applying the finite volume method, we integrate the equations of system
(2.29) over the setK × [tn, tn+1] withK ∈ T and n ∈ {0, · · · , N + 1}, further by the use of the
Green-Gauss formula for the divergence operators, the finite volume consists of approximating the
resulting normal fluxes across the interfaces {σKL}L∈N (K) of the control volumeK.
Time evolution terms
For the time evolution terms of system (2.29), and using the Taylor expansion, one gets
∫ tn+1
tn
∫
K
∂tw (x, t) dx dt ≈ ∆t
∫
K
∂tw (x, tn) dx dt
=
∫
K
(w (x, tn+1)− w (x, tn)) dx = |K|
(
wn+1K − wnK
)
,
with w ≡ u or v.
Diffusion terms
We consider the diffusive term of the first equation of system (2.29), one has
∫ tn+1
tn
∫
K
div (∇A (u)) dx dt =
∑
L∈N (K)
∫ tn+1
tn
∫
σKL
∇A (u) · ηKL dσ(x) dt,
where, dσ(x) is the Lebesgue measure on the edge σKL.
Using again Taylor’s formula as well as the orthogonality condition (i.e. xL − xK = dKLηKL),
one can deduce that the flux∇A (u) · ηKL can be approximated on the interface σKL by
∇A (u) · ηKL ≈ u (xL)− u (xK)
dKL
. (2.39)
Using the flux approximation (2.39), one can deduce the following approximation of the diffusion
term∫ tn+1
tn
∫
K
div (∇A (u)) dx dt ≈ ∆t
∑
L∈N (K)
τKL(A (uL)−A (uK)),
where, τKL :=
|σKL|
dKL
represents the transmissibility through the interface σKL. In the same man-
ner, we treat the diffusion term of the second equation of system (2.29) to get
∫ tn+1
tn
∫
K
div (∇v) dx dt ≈ ∆t
∑
L∈N (K)
τKL(vL − vK).
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Convection terms
Let us consider the convective term of the first equation of system (2.29). For the simplicity, we
denote by Ψ the function defined by Ψ(u) := u q (u)χ. We note that the discretization of the
convective term is slightly different from that one of the diffusion term, here we have to approxi-
mate Ψ(u)∇v · ηKL at the interface σKL and at time tn+1. The classical choice is to approach
the flux using an upwind finite volume scheme. This technique consists of approximating the flux
by means of the values uK , uL, and dVKL := τKL (vL − vK) which are available in the neighbo-
rhood of the interface σKL. To do this, we use a numerical convection flux functionG of arguments
(a, b, c) ∈ R3 which is required to satisfy the properties :

(a) G (·, b, c) is nondecreasing for all b, c ∈ R,
and G (a, ·, c) is nonincreasing for all a, c ∈ R;
(b) G (a, b, c) = −G (b, a,−c) for all a, b, c ∈ R;
(c) G (a, a, c) = Ψ(a) c for all a, c ∈ R;
(d) there exists C > 0 such that
∀ a, b, c ∈ R |G (a, b, c)| ≤ C (|a|+ |b|) |c|;
(e) there exists a modulus of continuity ω : R+ → R+ such that
∀ a, b, a′, b′, c ∈ R |G (a, b, c)−G (a′, b′, c)| ≤ |c|ω(|a−a′|+ |b−b′|).
(2.40)
Remark 2. Note that the assumptions on the dependence of G on a, b are standard (see, e.g.[31]).
For instance, the assumptions (a), (b), and (c) ensure respectively the maximum principle on the
discrete solutions, the conservativity of the numerical flux, and the consistency of the numerical
flux on each interface. Practical examples of numerical convective flux functions can be found in
[31].
In our context, one possibility to construct the numerical flux G satisfying (2.40) is to split Ψ into
the nondecreasing part Ψ↑ and the nonincreasing part Ψ↓ :
Ψ↑ (z) :=
∫ z
0
(
Ψ′ (s)
)+
ds, Ψ↓ (z) := −
∫ z
0
(
Ψ′ (s)
)−
ds.
Herein, s+ = max (s, 0) and s− = max (−s, 0). Then we take
G(a, b; c) = c+
(
Ψ↑(a) + Ψ↓(b)
)
− c−
(
Ψ↑(b) + Ψ↓(a)
)
. (2.41)
Discretization of system (2.29)
We are now in a position to discretize problem (2.29). We denote byD an admissible discretization
ofQtf , which consists of an admissible mesh of Ω and a uniform time step∆t > 0. We give to the
parameter h the sense of
max
{
∆t , max
K∈T
diam(K) , max
K∈T
max
L∈N (K)
dKL
}
.
A finite volume scheme for the discretization of the problem (2.29) is given by the following set
of equations : for allK ∈ T
u0K =
1
|K|
∫
K
u0 (x) dx, v
0
K =
1
|K|
∫
K
v0 (x) dx, (2.42)
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and for allK ∈ T and n∈ [[0 · · ·N ]]
|K| u
n+1
K − unK
∆t
− d1
∑
L∈N(K)
|σKL|
dKL
(
A
(
un+1L
)−A (un+1K ))
+
∑
L∈N(K)
G
(
un+1K , u
n+1
L ; dV
n+1
KL
)
= |K|µun+1K
(
1− u
n+1
K
uc
)
,
|K| v
n+1
K − vnK
∆t
− d2
∑
L∈N(K)
|σKL|
dKL
(
vn+1L − vn+1K
)
= |K| (αunK − βvn+1K ) ,
(2.43)
with the discrete unknowns U =
(
un+1K
)
K∈T and V =
(
vn+1K
)
K∈T , n ∈ [[0 · · ·N ]] .
Notice that the discrete zero-flux boundary conditions are implicitly contained in equations (2.43).
Indeed, we have for allK ∈ T , the contribution of ∂Ω ∩ ∂T to the approximation of
∫
∂K
∇v · η,∫
∂K
∇A(u) · η is zero, in compliance with the last equation of system (2.29).
The convergence analysis of the finite volume scheme (2.42)–(2.43) is carried out in [36] for the
nondegenerate case and in [7] for the degenerate case. We refer to those references to make sure
that the scheme (2.42)–(2.43) converges towards the weak solution of problem (2.29).
2.5.3 Numerical results
In this section, we show two numerical simulations of model (2.29) in a two dimensional space
to illustrate our theoretical results and demonstrate the patterns generated by the system. To do
this, we use the Newton algorithm to approach the solution of the nonlinear system defined by the
first equation of (2.43). This algorithm is coupled with a bigradient method to solve linear systems
arising from the Newton algorithm process.
We simulate the model in a two dimensional domain Ω = (0, 5) × (0, 5) for which we consider
a nonuniform admissible grid (see Figure 2.6). We consider the following data for the numerical
FIGURE 2.6 – Admissible mesh with 14 346 triangles.
test d1 = 0.1, d2 = 1.0, uc = 0.25, u¯ = 1.0, µ = 0.5, α = 10.0, β = 10.0, χ = 20, and γ = 2.
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Further, we consider a small time step ∆t = 0.05 and in the definition of the numerical fluxes G
defined by (2.40), we consider
Ψ↑ (z) = Ψ (min {z, um}) and Ψ↓ (z) = Ψ (max {z, um})−Ψ(um)
where um =
u
γ
√
γ + 1
.
Initial conditions and boundary conditions
Initially the cell density is setting as a small perturbation around the homogeneous steady state ;
in our test, we take u (0,x,y) = us + ε cos (nπx) cos (mπx) where us = uc = 0.25, ε = 0.001,
m = 6, and n = 0. While for the chemoattractant, we consider a random perturbation around
the steady state. Fig. 2.7 shows the plot of the initial condition for the cell density and for the
chemoattractant ; the red regions correspond to the highest cell density so the cells are aggregated
into four columns “four stripes". For the boundary conditions, we impose zeros-flux boundary
conditions.
FIGURE 2.7 – Initial condition for each of the cell density 0.249 ≤ u ≤ 0.251 (left) with a small
perturbation around the steady state, and for the chemoattractant (right) with random perturbation
around vs.
Spatial evolution of the cell density
Figures 2.8-2.10 show the evolution of the cell density in space for different moments. We note that
at t =0.1s the cell density u begins to disperse with response to the gradient of the chemoattractant
v but the cell density remains distributed around the four columns. Then after half a second, the
spatial patterns begin to form and the aggregations start to merge and emerge (t =1s) and then to
form uniform spot patterns as at t =14s. Next, after 228s, these spot patterns stabilize and finally
form 13 spatially inhomogeneous stable patterns as we can see in Fig 2.10, where the two plots
show the same patterns for different moments.
Time evolution of the cell density
Here we are interested in the time evolution of the cell density at fixes points in the last plot of Fig.
2.10. Indeed, we want to show that the cell density stabilize at a certain moment ; thus we verify
the theoretical results about the pattern formation using an appropriate numerical scheme.
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FIGURE 2.8 – Pattern formation for the full chemotaxis model (2.29) at time t = 0.1 s with
1.76× 10−2 ≤ u ≤ 0.97 (left) and at time t = 0.6s with 3.65× 10−5 ≤ u ≤ 0.99 (right).
FIGURE 2.9 – Pattern formation for the full chemotaxis model (2.29) at time t = 1s with 2.46 ×
10−6 ≤ u ≤ 0.99 (left) and at time t = 14s with 1.3× 10−3 (right).
Figure 2.11 shows the evolution of the cell density at point P1 (3.375; 2.025) in the blue line
and at point P2 (4 : 975; 2 : 825) in the red line. We observe that the cell density at the two points
increases and decreases with response to the gradient of the chemoattractant which plays an es-
sential role to stop the aggregation of the cells.
Next, the cell density stabilizes for both points when t is greater or equal to 178s, we get the same
result for the others spot patterns ; we do not provide them here for convenience. Consequently,
this stabilizing proves that the volume-filling chemotaxis model (2.29) generates stationary spatial
patterns.
Test2 Now we consider a second numerical test for the generation of spatial patterns of the
volume-filling chemotaxis model. Here, for the initial condition of the cell density, we take a
random distribution of the form u (0,x,y) = us + ε× rand(0, 1) where us = 0.25, ε = 0.01,
and rand is function which returns a pseudo-random number from a uniform distribution between
0 and 1. We take the same data as the previous test except for the domain size which replaced
by Ω = (0, 10) × (0, 10). Figures 2.12–2.14 show the evolution of the cell density in space for
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FIGURE 2.10 – Pattern formation for the full chemotaxis model (2.29) at time t = 242 s with
1.45× 10−3 ≤ u ≤ 0.79 (left) and at time t = 316s with 1.45× 10−3 ≤ u ≤ 0.79 (right).
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FIGURE 2.11 – Evolution of the cell density with respect to the time at two different points P1 and
P2.
different moments. As before, we observe the emerging process and then we get stationary spot
patterns.
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FIGURE 2.12 – Pattern formation for the full chemotaxis model (2.29) at time t = 0s with 0.25 ≤
u ≤ 0.2599 (left) and at time t = 4s with 3.3× 10−3 ≤ u ≤ 0.99 (right).
FIGURE 2.13 – Pattern formation for the full chemotaxis model (2.29) at time t = 10 s with
1.87× 10−5 ≤ u ≤ 0.99 (left) and at time t = 240s with 2.14× 10−5 ≤ u ≤ 0.97 (right).
FIGURE 2.14 – Pattern formation for the full chemotaxis model (2.29) at time t = 400 s with
1.07× 10−3 ≤ u ≤ 0.691 (left) and at time t = 500s with 1.07× 10−3 ≤ u ≤ 0.691 (right).

3
CVFE scheme for the capture of
patterns for a volume-filling chemotaxis
model
Sommaire
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Volume-filling chemotaxis model . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3 CVFE discretization of the continuous problem . . . . . . . . . . . . . . . . 58
3.3.1 CVFE scheme for the modified Keller-Segel model . . . . . . . . . . . 60
3.3.2 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4 A priori analysis of discrete solutions . . . . . . . . . . . . . . . . . . . . . . 64
3.4.1 Nonnegativity of vM,∆t, confinement of uM,∆t . . . . . . . . . . . . . 64
3.4.2 Discrete a priori estimates . . . . . . . . . . . . . . . . . . . . . . . . 66
3.4.3 Existence of a discrete solution . . . . . . . . . . . . . . . . . . . . . . 69
3.5 Compactness estimates on discrete solutions . . . . . . . . . . . . . . . . . 71
3.5.1 Time translate estimate . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.5.2 Space translate estimate . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6 Convergence of the CVFE scheme . . . . . . . . . . . . . . . . . . . . . . . 74
3.7 Numerical simulation in two-dimensional space . . . . . . . . . . . . . . . 79
3.1 Introduction
Patterns are the solutions of a reaction–diffusion system which are stable in time and stationary
inhomogeneous in space, while pattern formation in mathematics refers to the process that, by
changing a bifurcation parameter, the spatially homogeneous steady states lose stability to spatially
inhomogeneous perturbations, and stable inhomogeneous solutions arise.
The pattern formation has been successfully applied to bacteria (see e.g. [77]) where we in-
vestigate specific and necessary parameters to obtain stationary distribution of the disease. Also, it
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has been applied to skin pigmentation patterns [59] to understand the diversity of patterns on the
animal coat pattern, and many other examples.
The pattern formation depends on two key properties : the first is to apply the seminal idea of
Turing [76] for a reaction–diffusion system and consequently determine the bifurcation parame-
ters for the generation of stationary inhomogeneous spatial patterns (also called Turing Patterns),
and the second is to apply a robust scheme to numerically investigate and capture the generation
of spatio-temporal patterns. One of the most popular reaction–diffusion systems that can generate
spatial patterns is the chemotaxis model.
Chemotaxis is the feature movement of a cell along a chemical concentration gradient either
towards the chemical stimulus, and in this case the chemical is called chemoattractant, or away
from the chemical stimulus and then the chemical is called chemorepellent. The mathematical ana-
lysis of chemotaxis models shows a plenitude of spatial patterns such as the chemotaxis models
applied to skin pigmentation patterns [63, 67] that lead to aggregations of one type of pigment
cell into a striped spatial pattern. Other models have been successfully applied to the aggregation
patterns in an epidemic disease [9], tumor growth [19], angiogenesis in tumor progression [14],
and many other examples. Theoretical and mathematical modeling of chemotaxis dates to the pio-
neering works of Patlak in the 1950s [69] and Keller and Segel in the 1970s [51, 52]. The review
article by Horstmann [47] provides a detailed introduction into the mathematics of the Keller-
Segel model for chemotaxis.
In this chapter, we present and study a numerical scheme for the capture of spatial patterns for
a nonlinear degenerate volume-filling chemotaxis model over a general mesh, and with inhomo-
geneous and anisotropic diffusion tensors. Recently, the convergence analysis of a finite volume
scheme for a degenerate chemotaxis model over a homogeneous domain has been studied by
Andreianov et al. [7], where the diffusion tensor is considered to be proportional to the identity
matrix, and the mesh used for the space discretization is assumed to be admissible in the sense of
satisfying the orthogonality condition as in [31]. The upwind finite volume method used for the
discretization of the convective term ensures stability and is extremely robust and computationally
inexpensive. However, standard finite volume scheme does not permit handling anisotropic diffu-
sion on general meshes, even if the orthogonality condition is satisfied. The reason for this is that
there is no straightforward way to apply the finite volume scheme to problems with full diffusion
tensors. Various “multi-point” schemes, where the approximation of the flux through an edge in-
volves several scalar unknowns, have been proposed, see for e.g. [33, 32] for the so-called SUCHI
scheme, [25, 22] for the so-called gradient scheme, and [3] for the development of the so-called
DDFV schemes. However, such schemes require using more points than the classical 4 points for
triangular meshes in space dimension two, making the schemes less robust and more susceptible
to numerical instabilities.
To handle the discretization of the anisotropic diffusion, it is well-known that the finite element
method allows for an easy discretization of the diffusion termwith a full tensor. However, it is well-
established that numerical instabilities may arise in the convection-dominated case. To avoid these
instabilities, the theoretical analysis of the control volume finite element method has been carried
out for the case of degenerate parabolic problems with full diffusion tensors. Schemes with mixed
conforming piecewise linear finite elements on triangles for the diffusion term and finite volumes
on dual elements were proposed and studied in [15, 20, 29, 2, 17] for fluid mechanics equations,
are indeed quite efficient.
Afif and Amaziane analyzed in [2] the convergence of a vertex-centered finite volume scheme
for a nonlinear and degenerate convection-diffusion equation modeling a flow in porous media and
without reaction term. This scheme consists of a discretization of the Laplacian by the piecewise
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linear conforming finite element method (see also [64, 37]), the effectiveness of this scheme was
tested in benchmarks of FVCA series of conferences [42]. Cariaga et al. in [17] considered the
same scheme for a reaction–diffusion-convection system, where the velocity of the fluid flow is
considered to be constant in the convective term.
The intention of this chapter is to extend the ideas of [7, 2, 17] to a fully nonlinear degenerate
parabolic system modeling the effect of volume-filling for chemotaxis. In order to discretize this
class of systems, we discretize the diffusion term by means of piecewise linear conforming finite
element. The other terms are discretized by means of a finite volume scheme on a dual mesh
(Donald mesh), with an upwind discretization of the numerical flux of the convective term to
ensure the stability and the maximum principle of the scheme, where the dual mesh is constructed
around each vertex of every triangle of the primary mesh.
The rest of this chapter is organized as follows. In Section 3.2, we introduce the chemotaxis
model based on realistic biological assumptions, which incorporates the effect of volume-filling
mechanism and leads to a nonlinear degenerate parabolic system. In Section 3.3, we derive the
control volume finite element scheme, where an upwind finite volume scheme is used for the
approximation of the convective term, and a standard P1-finite element method is used for the
diffusive term. In Section 3.4, by assuming that the transmissibility coefficients are nonnegative,
we prove the discrete maximum principle and give the a priori estimates on the discrete solutions.
In Section 3.5, we show the compactness of the set of discrete solutions by deriving estimates on
difference of time and space translates for the approximate solutions. Next, in Section 3.6, using
the Kolmogorov relative compactness theorem, we prove the convergence of a sequence of the
approximate solutions, and we identify the limits of the discrete solutions as weak solutions of the
parabolic system proposed in Section 3.2. In the last section, we present some numerical simu-
lations to capture the generation of spatial patterns for the volume-filling chemotaxis model with
different tensors. These numerical simulations are obtained with our control volume finite element
scheme.
3.2 Volume-filling chemotaxis model
We are interested in the control volume finite element scheme for a nonlinear, degenerate parabolic
system formed by reaction–diffusion–convection equations. This system is complemented with
homogeneous zero flux boundary conditions, which correspond to the physical behavior of the
cells and the chemoattractant. The modified Keller-Segel system that we consider here, is very
similar to that of Andreianov et al. [7], to which we have added tensors for the diffusion terms.
Specifically, we consider the following system :{
∂tu− div (Λ (x) a (u)∇u− Λ (x)χ (u)∇v) = f (u) in Qtf ,
∂tv − div (D (x)∇v) = g (u, v) in Qtf ,
(3.1)
with the boundary conditions on Σtf := ∂Ω× (0, tf) given by
(Λ (x) a (u)∇u− Λ (x)χ (u)∇v) · n = 0, D (x)∇v · n = 0, (3.2)
where, n is the unit outward normal vector at the boundary ∂Ω of the domain Ω.
The initial conditions are given by :
u (x, 0) = u0 (x), v (x, 0) = v0 (x), x ∈ Ω. (3.3)
Herein, Qtf := Ω × (0, tf), tf > 0 is a fixed time, and Ω is an open bounded polygonal do-
main in R2, with Lipschitz boundary ∂Ω. The initial conditions u0 and v0 satisfy : u0, v0 ∈
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L∞ (Ω) such that 0 ≤ u0 (x) ≤ 1 and v0 (x) ≥ 0, for all x ∈ Ω.
In the above model, the density of the cell-population and the chemoattractant (or repellent)
concentration are represented by u = u(x, t) and v = v(x, t) respectively. Next, a(u) is a density-
dependent diffusion coefficient, and Λ(x) is the diffusion tensor in a heterogeneous medium. Fur-
thermore, the function χ(u) is the chemoattractant sensitivity, andD(x) is the diffusion tensor for
v. The function f (u) describes cell proliferation and cell death, it is usually considered to follow
the logistic growth with certain carrying capacity uc which represents the maximum density that
the environment can support (e.g. see [10]). The function g(u, v) describes the rates of production
and degradation of the chemoattractant ; here, we assume it is the linear function given by
g(u, v) = αu− βv, α, β ≥ 0. (3.4)
Painter and Hillen [66] introduced the mechanistic description of the volume-filling effect. In the
volume-filling effect, it is assumed that particles have a finite volume and that cells cannot move
into regions that are already filled by other cells. First, we give a brief derivation of the model
below, where in addition we consider the elastic cell property ; that is, we consider that the cells
are deformable and elastic and can squeeze into openings.
The derivation of the model begins with a master equation for a continuous-time and discrete
space-random walk introduced by Othmer and Stevens [74], that is
∂ui
∂t
= C +i−1ui−1 + C −i+1ui+1 −
(C +i + C −i )ui, (3.5)
where C ±i are the transitional probabilities per unit of time for one-step jump to i± 1. Herein, we
shall equate the probability distribution above with the cell density.
In the volume-filling approach, and in the context of chemotaxis, the probability of a cell
making a jump is assumed to depend on additional factors, such as the external concentration
of the chemotactic agent and the availability of space into which the cells can squeeze and move.
Therefore, we consider in the transition probability the fact that the cells can detect a local gradient
as well as squeeze into openings. We take
C ±i = q (ui±1) (θ + δ [τ (vi±1)− τ (vi)]), (3.6)
where q (u) is a nonlinear function representing the squeezing probability of a cell finding space
at its neighboring location, θ and δ are constants, and τ represents the mechanism of the signal
detection of the chemical concentration (for more details see [66, 74, 45]). It is assumed that only
a finite number of cells, u, can be accommodated at any site, and the function q is stipulated by
the following condition :
q (u) = 0 and 0 < q (u) ≤ 1 for 0 ≤ u < u.
Clearly, a possible choice for the squeezing probability q is a nonlinear function (see [78] for more
details), defined by
q (u) =
1−
(u
u
)γ
, 0 ≤ u ≤ u,
0, u > u,
(3.7)
where γ ≥ 1 denotes the squeezing exponent. The case γ = 1 corresponds to the interpretation
that cells are solid blocks. However, the cells are elastic and can squeeze into openings. Thus the
squeezing probability should be considered as a nonlinear function.
Substituting equation (3.6) into the master equation (3.5) and assuming that the cell density
can diffuse in a heterogeneous manner in the space we get the first equation of system (3.1), with
the associated coefficients
a (u) = d1
(
q (u)− q′ (u)u), χ (u) = ζuq (u), (3.8)
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where d1 and ζ are two positive constants.
In this chapter, we are interested in system (3.1) modeling the volume-filling chemotaxis pro-
cess in the general case and for which we set u = 1. Furthermore, we assume that the functions f
and χ are continuous and satisfy :
f (0) = f (u) = 0, χ (0) = χ (u) = 0. (3.9)
Now, we state the main assumptions made about the system (3.1)–(3.3)
(A1) a : [0, 1] −−→ R is a continuous function such that : a (0) ≥ 0, a (1) ≥ 0 and a(u) > 0 for
all 0 < u < 1.
(A2) χ : [0, 1] −−→ R is a differentiable function such that : χ(0) = χ(1) = 0 and χ(u) > 0 for
all 0 < u < 1.
(A3) The diffusion tensors Λ and D are two bounded, uniformly positive symmetric tensors on
Ω, that is : ∀w 6= 0, there exists two nonnegative constants T− and T+ such that
0 < T− |w|2 ≤ 〈T (x)w,w〉 ≤ T+ |w|2 <∞, T = Λ or D.
(A4) The cell proliferation function f : R −→ R is a continuous function such that : f (0) ≥ 0
and f (1) ≤ 0.
(A5) The initial conditions u0 and v0 are two functions lying into L∞ (Ω) such that : 0 ≤ u0 ≤ 1
and v0 ≥ 0.
In the sequel, we use the nonlinear Lipschitz continuous nondecreasing function A : [0, 1] −→ R
defined by
A (u) =
∫ u
0
a (s) ds. (3.10)
Definition 3.1 (weak solution). Under the assumptions (A1)–(A5). The couple of measurable
functions (u, v) is said to be a weak solution of the system (3.1)–(3.3) if
0 ≤ u (x, t) ≤ 1, v (x, t) ≥ 0 for almost everywhere (x, t) ∈ Qtf ,
A (u) ∈ L2 (0, tf ;H1 (Ω)),
v ∈ L∞ (Qtf ) ∩ L2
(
0, tf ;H
1 (Ω)
)
,
and for all ϕ, ψ ∈ D (Ω× [0, tf))
−
∫
Ω
u0 (x)ϕ (x, 0) dx−
∫∫
Qtf
u∂tϕ dx dt+
∫∫
Qtf
Λ (x)∇A (u) · ∇ϕ dx dt
−
∫∫
Qtf
Λ (x)χ (u)∇v · ∇ϕ dx dt =
∫∫
Qtf
f (u)ϕ (x, t) dx dt,
−
∫
Ω
v0 (x)ψ (x, 0) dx−
∫∫
Qtf
v∂tψ dx dt
+
∫∫
Qtf
D (x)∇v · ∇ψ dx dt =
∫∫
Qtf
g (u, v)ψ (x, t) dx dt.
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3.3 CVFE discretization of the continuous problem
We are placed in the case where the boundary of the domain occupied by the cells and the che-
meoattractant is fixed over the time. We consider that Ω ⊂ R2 is the domain occupied by the cells,
and that Ωh ⊂ Ω is the approached polygonal domain of Ω. The construction of the approached
solution requires the introduction of two different space discretizations of the domain Ωh. The
first discretization namely the primal mesh consists of simple polygons that form a partition of the
domain Ωh. The approach adopted here is oriented to the summits (“Vertex Centered approach”),
the objective of this technique is to construct the solution at the summits of the primal mesh. To
do this, a new partition of the domain is defined in such a way that every vertex of the primal mesh
is included into only a polygon of the new partition. The mesh resulting from the second partition
is called dual mesh and the polygons that compose it are called dual control volumes.
Definition 3.2. (Primal and dual mesh). Let Ω be an open bounded polygonal connected subset of
R
2. A primal finite volume mesh of Ω is a triplet (T , E ,P), where T is a family of disjoint open
polygonal convex subsets of Ω called control volumes, E is a family of subsets of Ω contained
in straights of R2 with strictly positive one-dimensional measure, called the edges of the control
volumes, and P is a family of points of Ω satisfying the following properties :
1. The closure of the union of all the control volumes is Ω, i.e. Ω =
⋃
K∈T K.
2. For any K ∈ T , there exists a subset EK of E such that ∂K = K\K =
⋃
σ∈EK σ. Further-
more, E = ⋃K∈T EK .
3. There exists a Donald dual mesh M := {Mi, i = 1, . . . , Ns} associated with the triangu-
lation T := {Ki, i = 1, . . . , Ne}. For each triangle K ∈ T , we connect the barycenter
xK with the midpoint of each edge σ ∈ EK , and thus the barycenter of K ∈ T is such
that xK :=
⋂
M∩K 6=∅ ∂M ∈ K. We denote by xM the center of each dual control volume
M ∈ M defined by xM :=
⋂
K∩M 6=∅ ∂K ∈ M . For each interface of the dual control
volume M , we denote by σKM,M ′ := ∂M ∩ ∂M ′ ∩K the line segment between the points
xK and the midpoint of the line segment [xM ,xM ′ ] and let £ := {σ ∈ ∂M\∂Ω,M ∈M}
be the set of all interior sides. Finally we denote byMint andMext the set of all interior and
all boundary dual control volumes respectively. We refer to Fig. 3.1 for an illustration of the
primal triangular mesh T and its corresponding Donald dual meshM.
In the sequel, we use the following notations. For any M ∈ M, |M | is the area of M . The
set of neighbors of M is denoted by N (M) :=
{
M ′ ∈M/ ∃σ ∈ £, σ = M ∩M ′}, and we
designate by dM,M ′ the distance between the centers of M and M ′. We define the mesh size by
h := size(M) = supM∈Mdiam(M) and make the following shape regularity assumption on the
family of triangulations {Th}h :
There exists a positive constant κT such that : min
K∈Th
|K|
diam (K)2
≥ κT , ∀h > 0. (3.11)
For the time discretization, we do not impose any restriction on the time step, for that we consider
a uniform time step ∆t ∈ (0, tf). We take N ∈ N∗ such that N := max {n ∈ N /n∆t < tf}, and
we denote tn = n∆t, for n ∈ {0, . . . , N + 1}, so that t0 = 0, and tN+1 = tf .
We define the following finite-dimensional spaces :
HT :=
{
ϕ ∈ C0 (Ω) ; ϕ|K ∈ P1, ∀K ∈ T } ⊂ H1 (Ω),
H0T :=
{
ϕ ∈ HT ; ϕ (xM ) = 0, ∀M ∈Mext
}
.
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xK
σKM,M ′
σKM,M ′′
M M ′
xM xM ′
l
M ′′
xM ′′
FIGURE 3.1 – Primal triangular mesh T and Donald dual mesh M : control volumes, centers,
interfaces.
The canonical basis of HT is spanned by the shape functions (ϕM )M∈M, such that ϕM (xM ′) =
δM,M ′ for all M ′ ∈ M, δ being the Kronecker delta. The approximations in these spaces are
conforming sinceHT ⊂ H1 (Ω). We equipHT with the semi-norm
‖uT ‖2HT :=
∫
Ω
|∇uT |2 dx, ∀uT ∈ HT ,
which becomes a norm onH0T .
The classical finite elements P1 associated to the vertex xMi (i = 1, . . . , Ns), where Ns is the
total number of vertices, is defined by
ϕMi(xMj ) = δij , where ϕMi is continuous and piecewise P1 per triangle.
Let wnM be an expected approximation of w (xM , tn), where w ≡ u or v. Thus, the discrete
unknowns are denoted by {wnM/M ∈M, n ∈ {0, . . . , N + 1}}.
Definition 3.3. (Discrete functions). Using the values of
(
un+1M , v
n+1
M
)
, ∀M ∈ M and n ∈
{0, . . . , N}, we determine two approximate solutions by means of the control volume finite ele-
ment scheme :
(i) A finite volume solution (uM,∆t, vM,∆t) defined as piecewise constant on the dual control
volumes in space and piecewise constant in time, such that :
(uM,∆t (x, 0) , vM,∆t (x, 0)) =
(
u0M , v
0
M
) ∀x ∈ ◦M, M ∈M,
(uM,∆t (x, t) , vM,∆t (x, t)) =
(
un+1M , v
n+1
M
) ∀x ∈ ◦M, M ∈M, ∀t ∈ (tn, tn+1],
where u0M (resp. v
0
M ) represents the mean value of the function u0 (resp. v0). The discrete
space of these functions namely discrete control volumes space is denoted by XM,∆t.
(ii) A finite element solution vT ,∆t as a function continuous and piecewise P1 per triangle in
space and piecewise constant in time, such that :
vT ,∆t (x, 0) = v0T (x) ∀x ∈ Ω,
vT ,∆t (x, t) = vn+1T (x) ∀x ∈ Ω, ∀t ∈ (tn, tn+1],
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where vn+1T (x) :=
∑
M∈M
vn+1M ϕM (x) and v
0
T (x) :=
∑
M∈M
v0MϕM (x). The discrete space
of these functions namely discrete finite elements space is denoted byHT ,∆t.
The function A is nonlinear, we denote by AT ,∆t = AT (uT ,∆t) the corresponding finite
element reconstruction in HT ,∆t, and by AM,∆t = A (uM,∆t) the corresponding finite volume
reconstruction in XM,∆t. Specifically, we have
AT (uT ,∆t (x, t)) =
∑
M∈M
A
(
un+1M
)
ϕM (x), ∀x ∈ Ω, ∀t ∈ (tn, tn+1],
A (uM,∆t (x, t)) = A
(
un+1M
)
, ∀x ∈ ◦M, M ∈M, ∀t ∈ (tn, tn+1].
3.3.1 CVFE scheme for the modified Keller-Segel model
In order to define a discretization for system (3.1), we integrate the equations of system (3.1) over
the setM × [tn, tn+1] withM ∈M, then we use the Green–Gauss formula as well as the implicit
order one discretization in time, we get∫
M
(u (x, tn+1)− u (x, tn)) dx−
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇A(u) · ηM,σ dσ(x) dt
+
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
χ (u) Λ∇v · ηM,σ dσ(x) dt =
∫ tn+1
tn
∫
M
f (u) dx dt,
∫
M
(v (x, tn+1)− v (x, tn)) dx−
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
D∇v · ηM,σ dσ(x) dt =
∫ tn+1
tn
∫
M
g (u, v) dx dt,
(3.12)
where ηM,σ is the unit normal vector outward to σ ⊂ ∂M , and dσ(x) is the Lebesgue measure
on the edge σ.
We consider now an implicit Euler scheme in time, and thus the time evolution in the first
equation of system (3.12) is approximated as∫
M
(u (x, tn+1)− u (x, tn)) dx ≈
∫
M
(uM,∆t (x, tn+1)− uM,∆t (x, tn)) dx
= |M | (un+1M − unM).
Note that f (u) is a nonlinear function. We denote by f (uM,∆t) the corresponding piecewise
constant reconstruction in XM,∆t, then the reaction term is approximated as∫ tn+1
tn
∫
M
f (u (x, t)) dx dt ≈
∫ tn+1
tn
∫
M
f (uM,∆t (x, t)) dx dt = |M |∆tf
(
un+1M
)
.
On the other hand, we distinguish two kinds of approximation in space. The first consists of
considering the finite element approach to handle the diffusion term, and the second consists of
using a classical upstream finite volume approach.
Let us focus on the discretization of the diffusion term of the first equation of system (3.12), we
have∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇A (u) · ηM,σ dσ(x) dt ≈ ∆t
∑
σ⊂∂M
∫
σ
Λ∇AT (uT ,∆t (x, tn+1)) · ηM,σ dσ(x).
(3.13)
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The diffusion tensor Λ (x) is taken constant per triangle, we denote by ΛK the mean value of the
function Λ (x) over the triangle K ∈ T , then one rewrites the right hand side of equation (3.13)
as
∆t
∑
K,K∩M 6=∅
∑
σ⊂∂M∩K
ΛK∇AT (uT ,∆t (x, tn+1))|K · ηM,σ |σ|
= ∆t
∑
K,K∩M 6=∅
1
2
∇AT (uT ,∆t (x, tn+1))|K ·
tΛKηK,l |l|
(3.14)
where l ∈ EK such that M ∩ l = ∅, and ηK,l denotes the unit normal vector outward to the edge
l. For the transition between the first and the second line in approximation (3.14), we have used a
geometric property (see Lemma A.3), that is∑
σ⊂∂M∩K
ηM,σ |σ| = 1
2
ηK,l |l| , ∀K ∈ T such thatK ∩M 6= ∅.
According to the definition of the approximate function∇AT (uT ,∆t), one has
∇AT (uT ,∆t (x, tn+1))|K = ∇
( ∑
M∈M
A
(
un+1M
)
ϕM (x)
)
|K
=
∑
M∈M
A
(
un+1M
)∇ϕM (x)|K .
(3.15)
Note that, the P1-finite element bases are expressed in barycentric coordinates, thus∑
M ′,M ′∩K 6=∅
ϕM ′(x)|K = 1, and
∑
M ′,M ′∩K 6=∅
∇ϕM ′(x)|K = 0,
consequently, we have
∇AT (uT ,∆t (x, tn+1))|K =
∑
M ′,M ′∩K 6=∅
(
A
(
un+1M ′
)−A (un+1M ))∇ϕM ′ |K . (3.16)
We note that, for a givenK ∈ T , we have (see Appendix A)
∇ϕM |K =
− |l|
2 |K|ηK,l, ∀M ∈M such thatM ∩K 6= ∅. (3.17)
Let us now introduce the transmissibility coefficient between M and M ′ defined, for all K ∈ T
such thatK ∩M 6= ∅ andK ∩M ′ 6= ∅, by
ΛKM,M ′ = −
∫
K
Λ (x)∇ϕM (x) · ∇ϕM ′ (x) dx. (3.18)
As a consequence of equations (3.17)–(3.18), one has∑
σ⊂∂M
∫ tn+1
tn
∫
σ
Λ∇A(u)·ηM,σ dσ(x)dt ≈ ∆t
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
ΛKM,M ′
(
A
(
un+1M ′
)−A(un+1M )).
Next, we have to approximate the convective term in the first equation of system (3.12). For
that, we consider a classical upstream finite volume scheme according to the normal component
of the gradient of the chemoattractant v on the interfaces. So,∑
σ⊂∂M
∫ tn+1
tn
∫
σ
χ (u) Λ∇v · ηM,σ dσ(x) dt
≈ ∆t
∑
K,K∩M 6=∅
∑
σ⊂∂M∩K
∫
σ
Λ (x)χ (uM,∆t (x, tn+1))∇vT ,∆t (x, tn+1) · ηM,σ dσ(x).
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In order to approximate the convective flux on each interface, let us firstly introduce an example
of approximation in the case where the function χ is nondecreasing. For that, we consider the
interface σKM,M ′ , and write∫
σK
M,M′
χ (uM,∆t (x, tn+1)) Λ (x)∇vT ,∆t (x, tn+1) · ησ dσ(x)
≈
{
|σKM,M ′ |χ
(
un+1M
)
dV KM,M ′ , if dV
K
M,M ′ ≥ 0,
|σKM,M ′ |χ
(
un+1M ′
)
dV KM,M ′ , if dV
K
M,M ′ ≤ 0,
where dV KM,M ′ represents an approximation of the gradient of v on the interface σ
K
M,M ′ , defined
by
dV KM,M ′ =
∑
M ′′,M ′′∩K 6=∅
vn+1M ′′ ∇ϕM ′′ |K · tΛKηKM,M ′ . (3.19)
Thus, the convective term is approximated as
∑
σ⊂∂M
∫ tn+1
tn
∫
σ
χ (u) Λ∇v · ηM,σ dσ(x) dt
≈

∆t
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
χ(un+1M )Λ
K
M,M ′
(
vn+1M ′ − vn+1M
)
, if dV KM,M ′ ≥ 0,
∆t
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
χ(un+1M ′ )Λ
K
M,M ′
(
vn+1M ′ − vn+1M
)
, if dV KM,M ′ ≤ 0,
where ΛKM,M ′ represents the transmissibility coefficient between M and M
′, given by equation
(3.18).
In the general case, we use numerical convection flux functions G of arguments (a, b, c) ∈ R3
which are required to satisfy the following properties :
(a) G (·, b, c) is nondecreasing for all b, c ∈ R,
and G (a, ·, c) is nonincreasing for all a, c ∈ R;
(b) G (a, b, c) = −G (b, a,−c) for all a, b, c ∈ R;
(c) G (a, a, c) = χ (a) c for all a, c ∈ R;
(d) there exists C > 0 such that
∀ a, b, c ∈ R |G (a, b, c) | ≤ C (|a|+ |b|) |c|;
(e) there exists a modulus of continuity ω : R+ → R+ such that
∀ a, b, a′, b′, c ∈ R |G (a, b, c)−G (a′, b′, c)| ≤ |c|ω (|a− a′|+ |b− b′|).
(3.20)
In our context, one possibility to construct a numerical flux G satisfying conditions (3.20) is to
split χ into the nondecreasing part χ↑ and the nonincreasing part χ↓ :
χ↑ (z) :=
∫ z
0
(
χ′ (s)
)+
ds, χ↓ (z) := −
∫ z
0
(
χ′ (s)
)−
ds.
Herein, s+ = max(s, 0) and s− = max(−s, 0). Then we take
G (a, b; c) = c+
(
χ↑(a) + χ↓(b)
)
− c−
(
χ↑(b) + χ↓(a)
)
. (3.21)
Notice that in the case χ has a unique local (and global) maximum at the point u˜ ∈ (0, 1), we have
χ↑ (z) = χ (min{z, u˜}) and χ↓ (z) = χ (max{z, u˜})− χ (u˜) .
3.3 CVFE DISCRETIZATION OF THE CONTINUOUS PROBLEM 63
For the discretization of the second equation of system (3.12), we define the transmissibility coef-
ficient DKM,M ′ by
DKM,M ′ =
∫
K
D (x)∇ϕM (x) · ∇ϕM ′ (x) dx. (3.22)
then we follow the same lines as for the discretization of the first equation.
We are now in a position to discretize problem (3.1)–(3.3). We denote by D a discretization of
Qtf , which consists of a primal finite element triangulation T of Ω and its corresponding Donald
dual meshM and a time step ∆t > 0.
A control volume finite element scheme for the discretization of problem (3.1)–(3.3) is given
by the following set of equations : for allM ∈M,
u0M =
1
|M |
∫
M
u0(x)dx, v
0
M =
1
|M |
∫
M
v0(x)dx, (3.23)
and for allM ∈M and all n ∈ {0, . . . , N},
|M | u
n+1
M − unM
∆t
−
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M ))
+
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′) = |M | f (un+1M ), (3.24)
|M | v
n+1
M − vnM
∆t
−
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
DKM,M ′
(
vn+1M ′ − vn+1M
)
= |M | g (unM , vn+1M ). (3.25)
We recall that the unknowns are U =
(
un+1M
)
M∈M and V =
(
vn+1M
)
M∈M, n ∈ {0, . . . , N},
and that dV KM,M ′ is defined in equation (3.19), and the transmissibility coefficients Λ
K
M,M ′ and
DKM,M ′ are given by equation (3.18) and equation (3.22) respectively. Notice that the discrete zero-
flux boundary conditions are implicitly contained in equations (3.24)–(3.25). The contribution of
∂Ω ∩ ∂M to the approximation of
∫
∂M
D∇v · η dσ(x)and
∫
∂M
Λ (∇A(u)− χ(u)∇v) · η dσ(x)
is zero, in compliance with equation (3.2).
In this chapter, we assume that all the transmissibility coefficients ΛKM,M ′ and D
K
M,M ′ are
nonnegative :
ΛKM,M ′ ≥ 0 and DKM,M ′ ≥ 0, ∀M,M ′ ∈M, ∀K ∈ T . (3.26)
For the case where Λ and D are isotropic, and if all the triangles of T have only acute angles, the
condition (3.26) holds. This was used for example in [18] to prove the convergence of the finite
element approximation towards the renormalized solution of an elliptic equation.
3.3.2 Main result
Let (Tm)m≥1 be a sequence of triangulations of Ω such that
hm = max
K∈Tm
diam (K)→ 0 asm→∞.
We assume that there exists a constant κ > 0 such that
κTm ≤ κ, ∀m ≥ 1.
As before, a sequence of dual meshes (Mm)m≥1 is given.
Let (Nm)m be an increasing sequence of integers, then we define the corresponding sequence
of time steps (∆tm)m such that ∆tm → 0 as m → ∞. The intention of this chapter is to prove
the following main result.
64 CHAPTER 3. CAPTURE OF PATTERNS FOR AN ANISOTROPIC CHEMOTAXIS MODEL
Theorem 3.4. Let (uMm,∆tm , vMm,∆tm)m be a sequence of solutions to the scheme (3.23)–(3.25),
such that 0 ≤ uMm,∆tm ≤ 1 and 0 ≤ vMm,∆tm for almost everywhere in Qtf , then
uMm,∆tm → u and vMm,∆tm → v a.e. in Qtf asm→∞,
where the couple (u, v) is a weak solution to the system (3.1)–(3.3) in the sense of Definition 3.1.
3.4 A priori analysis of discrete solutions
In this section, we prove the discrete maximum principle, then we establish the a priori estimates
necessary to prove the existence of a solution to the discrete problem (3.23)–(3.25) and the conver-
gence of the scheme towards the weak solution.
In the sequel, we denote by C a “generic” constant, which need not have the same value
through the proofs.
3.4.1 Nonnegativity of vM,∆t, confinement of uM,∆t
We aim to prove the following lemma which is a basis to the analysis that we are going to perform.
Lemma 3.5. Let (unM , v
n
M )M∈M, n∈{0,...,N+1} be a solution of the CVFE scheme (3.23)–(3.25).
Under the nonnegativity of transmissibilty coefficients assumption (3.26), we have for allM ∈M,
and all n ∈ {0, . . . , N + 1}, 0 ≤ unM ≤ 1 and 0 ≤ vnM . Moreover, there exists a positive constant
ρ = ‖v0‖∞ + αtf , such that vnM ≤ ρ, for all n ∈ {0, . . . , N + 1}.
Proof. Let us show by induction on n that for allM ∈ M, unM ≥ 0. The claim is true for n = 0.
We argue by induction that for all M ∈ M, the claim is true up to order n. Consider a dual
control volume M such that un+1M = min {un+1M ′ }M ′∈M, we want to show that un+1M ≥ 0. We
consider equation (3.24) corresponding to the aforementioned dual control volumeM , reorganize
the summation over the edges and multiply it by − (un+1M )− where for all real r, r = r+ − r−
with r+ = max(r, 0) and r− = max(−r, 0). This yields
− |M | u
n+1
M − unM
∆t
(
un+1M
)−
+
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M )) (un+1M )−
−
∑
σK
M,M′
⊂∂M
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′) (un+1M )− = −f (un+1M ) (un+1M )−.
(3.27)
Here, we use the extension by f (0) ≥ 0 of the continuous function f for u ≤ 0, then the right
hand side of equation (3.27) is less or equal to zero.
The function A is nondecreasing then A
(
un+1M ′
) − A (un+1M ) ≥ 0 since un+1M ≤ un+1M ′ . Further-
more, the assumption ΛKM,M ′ ≥ 0 implies that∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M )) (un+1M )− ≥ 0.
From the assumptions on the numerical fluxG, the functionG is nonincreasing with respect to the
second variable un+1M ′ , then using the extension by zero of the continuous function χ ( recall that
χ (u) = 0 for u ≤ 0), we get
G
(
un+1M , u
n+1
M ′ ; dV
K
M,M ′
) (
un+1M
)− ≤ G (un+1M , un+1M ; dV KM,M ′) (un+1M )−
= dV KM,M ′ χ
(
un+1M
) (
un+1M
)−
= 0.
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Now, using the identity un+1M =
(
un+1M
)+ − (un+1M )− and the nonnegativity of unM , we deduce
from equation (3.27) that
(
un+1M
)−
= 0. According to the choice of the dual control volume M ,
then min {un+1M ′ }M ′∈M is nonnegative ; this implies that
0 ≤ un+1M ≤ un+1M ′ for all n ∈ {0, . . . , N} and allM ′ ∈M.
In order to prove that unM ≤ 1 for all n ∈ {0, . . . , N +1} and allM ∈M, we argue by induction
that for all M ∈ M, the claim unM ≤ 1 is true. We take the dual control volume M such that
un+1M = max (u
n+1
M ′ )M ′∈M, we want to show that u
n+1
M ≤ 1.
For the mentioned claim, we multiply equation (3.24) by
(
un+1M − 1
)+
, one gets
|M | u
n+1
M − unM
∆t
(
un+1M − 1
)+ − ∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M )) (un+1M − 1)+
+
∑
σK
M,M′
⊂∂M
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′) (un+1M − 1)+ = f (un+1M ) (un+1M − 1)+.
(3.28)
Since A is nondecreasing function, and un+1M ′ ≤ un+1M , we get A
(
un+1M ′
) − A (un+1M ) ≤ 0. This
implies that
−
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M )) (un+1M − 1)+ ≥ 0. (3.29)
Next, we use again the fact that the numerical flux function G is nonincreasing with respect to the
second variable un+1M and consistence (see (b) and (c) in properties (3.20)) to deduce, using the
extension by zero of the continuous function χ for u ≥ 1, that
G
(
un+1M , u
n+1
M ′ ; dV
K
M,M ′
) (
un+1M − 1
)+ ≥ G (un+1M , un+1M ; dV KM,M ′) (un+1M − 1)+
= dV KM,M ′ χ
(
un+1M
) (
un+1M − 1
)+
= 0.
(3.30)
Now, we rely on the extension by f (1) ≤ 0 on [1,+∞[ of the production term source f in the
right hand side of (3.28), thus f
(
un+1M
) (
un+1M − 1
)+ ≤ 0.
Using the above estimates (3.29)–(3.30) into equation (3.28), one has
|M | u
n+1
M − unM
∆t
(
un+1M − 1
)+
=
|M |
∆t
( (
un+1M − 1
) (
un+1M − 1
)+
− (unM − 1)
(
un+1M − 1
)+ ) ≤ 0. (3.31)
Using again the identity
(
un+1M − 1
)
=
(
un+1M − 1
)+ − (un+1M − 1)−, and that unM ≤ 1, one can
deduce from estimate (3.31) that
(
un+1M − 1
)+
= 0. Consequently, we obtain
un+1M ′ ≤ un+1M ≤ 1 for all n ∈ {0, . . . , N} and allM ′ ∈M.
The proof of nonnegativity of vnM ,M ∈M, n ∈ {0, . . . , N +1}, follows the same lines as in
the proof for the nonnegativity of unM , since −g
(
unM , v
n+1
M
)(
un+1M
)−
= −α |M |unM
(
vn+1M
)−
+
β |M | vn+1M
(
vn+1M
)− ≤ 0. For simplicity, we do not provide it here.
Let us now focus on the last claim concerning the existence of a constant ρ such that vnM ≤ ρ
for all M ∈ M and all n ∈ {0, . . . , N + 1}. We set ρn := ‖v0‖∞ + nα∆t, and suppose that
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vnM ≤ ρn, ∀M ∈M (the claim holds for n = 0). We want to show that vn+1M ≤ ρn+1, for that we
take the dual control volume M such that vn+1M = max {vn+1M ′ }M ′∈M. Using scheme (3.25) and
the fact that ρn+1 = ρn + α∆t, one has
|M | v
n+1
M − ρn+1
∆t
+ |M |βvn+1M −
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
DKM,M ′
(
vn+1M ′ − vn+1M
)
= α |M | (unM − 1) + |M |
vnM − ρn
∆t
.
(3.32)
Multiplying equation (3.32) by
(
vn+1M − ρn+1
)+
, one can deduce that vn+1M ≤ ρn+1 ≤ ρ, for all
n ∈ {0, . . . , N}. This ends the proof of the lemma.
3.4.2 Discrete a priori estimates
We derive in the next proposition, the main uniform estimates on the discrete gradient of the
cell density A (u) and the discrete gradient of the chemical concentration v. These estimates are
necessary to obtain later results on the compactness as well as the existence of discrete solutions
to the discrete problem
Proposition 3.6. Let (un+1M , v
n+1
M )M∈M,n∈{0,...,N}, be a solution of the control volume finite
element scheme (3.23)–(3.25). Under assumption (3.11) and assumption (3.26), there exists a
constant C > 0, depending only on Ω, tf , ‖v0‖∞, κT , α, f , and on the constant in (3.20)(d) such
that
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣A (un+1M )−A (un+1M ′ )∣∣2
+
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
DKM,M ′
∣∣vn+1M − vn+1M ′ ∣∣2 ≤ C,
(3.33)
consequently, for all AT
(
un+1T
)
=
∑
M∈M
A
(
un+1M
)
ϕM ∈ HT , and all vn+1T =
∑
M∈M
vn+1M ϕM ∈
HT ,
N∑
n=0
∆t
∥∥vn+1T ∥∥2HT ≤ C, (3.34)
and
N∑
n=0
∆t
∥∥AT (un+1T )∥∥2HT ≤ C. (3.35)
Proof. To prove estimate (3.33), we multiply equation (3.24) (resp. equation (3.25)) by A
(
un+1M
)
(resp. by vn+1M ), and perform a sum overM ∈M and n ∈ {0, . . . , N}. This yields
E1,1 + E1,2 + E1,3 = E1,4 and E2,1 + E2,2 = E2,3,
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where
E1,1 =
N∑
n=0
∑
M∈M
|M | (un+1M − unM)A (un+1M ), E2,1 = N∑
n=0
∑
M∈M
|M | (vn+1M − vnM) vn+1M ,
E1,2 =
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M
)−A (un+1M ′ ))A (un+1M ),
E1,3 =
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′)A (un+1M ),
E1,4 =
N∑
n=0
∆t
∑
M∈M
|M | f (un+1M )A (un+1M ),
E2,2 =
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
DKM,M ′
(
vn+1M − vn+1M ′
)
vn+1M ,
E2,3 =
N∑
n=0
∆t
∑
M∈M
|M | (αunM − βvn+1M ) vn+1M .
We consider the Lipschitz continuous nondecreasing function B : [0, 1] −→ R defined, for every
s ∈ R, by B (s) :=
∫ s
0
A (r) dr ; we have B′′ (s) = a (s) ≥ 0, so that B is convex.
From the convexity of B and of the function s −→ 1
2
s2, we have the following inequalities
∀a, b ∈ R, (a− b)A (a) ≥ B (a)− B (b), (a− b) a ≥ 1
2
(
a2 − b2).
Using these inequalities for the terms E1,1 and E2,1, we obtain
E1,1 =
N∑
n=0
∑
M∈M
|M | (un+1M − unM)A (un+1M )
≥
N∑
n=0
∑
M∈M
|M | (B (un+1M )− B (unM )) = ∑
M∈M
|M |
(
B
(
uN+1M
)
− B (u0M)),
E2,1 =
N∑
n=0
∑
M∈M
|M | (vn+1M − vnM) vn+1M ≥ 12 ∑
M∈M
|M |
((
vn+1M
)2 − (vnM )2).
Next, for the diffusive term E1,2, we reorganize the sum over edges (discrete integration by parts).
Then, we have
E1,2 =
N∑
n=0
∆t
∑
σK
M,M′
∈£
ΛKM,M ′
(
A
(
un+1M
)−A (un+1M ′ ))2
=
1
2
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M
)−A (un+1M ′ ))2.
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We estimate the convective term E1,3, and also gather by edges, one gets
E1,3 =
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′)A (un+1M )
=
N∑
n=0
∆t
∑
σK
M,M′
∈£
∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′) (A (un+1M )−A (un+1M ′ )).
Using the definition of the function G, the assumption (3.20)(d), the boundedness of un+1M , and
applying the weighted Young inequality, one has
|E1,3| ≤
N∑
n=0
∆t
∑
σK
M,M′
∈£
∣∣σKM,M ′∣∣ ∣∣G (un+1M , un+1M ′ ; dV KM,M ′) (A (un+1M )−A (un+1M ′ ))∣∣
≤ E11,3 + E21,3,
where
E11,3 =
1
4
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣A (un+1M )−A (un+1M ′ )∣∣2 ,
E21,3 = C
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
∣∣G (un+1M , un+1M ′ ; dV KM,M ′)σKM,M ′∣∣2
≤ C
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
∣∣ dV KM,M ′∣∣2 ∣∣σKM,M ′∣∣2.
On the other hand, using the definition (3.19) of dV KM,M ′ and the upper bound of the diffusion
tensor Λ, one gets
∣∣ dV KM,M ′∣∣ ∣∣σKM,M ′∣∣ ≤ C ∑
M ′′,M ′′∩K 6=∅
∣∣vn+1M ′′ − vn+1M ∣∣ ∣∣∣∇ϕM ′′ |K ∣∣∣ ∣∣σKM,M ′∣∣ .
Thanks to the shape regularity assumption (3.11), one can deduce that
∣∣∣∇ϕM ′′ |K ∣∣∣ ∣∣∣σKM,M ′∣∣∣ ≤ C.
As a consequence,
|E1,3| ≤ 1
4
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣A (un+1M )−A (un+1M ′ )∣∣2
+ C
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
DKM,M ′
∣∣vn+1M ′ − vn+1M ∣∣2 .
The last estimation for the reactive term is given using definition (3.4) of g and the boundedness
3.4 A priori ANALYSIS OF DISCRETE SOLUTIONS 69
of un+1M , v
n+1
M , and f . Then
E2,3 =
N∑
n=0
∆t
∑
M∈M
|M |
(
αunMv
n+1
M − β
(
vn+1M
)2) ≤ N∑
n=0
∆t
∑
M∈M
α |M | vn+1M ≤ αρtf |Ω|.
E1,4 =
N∑
n=0
∆t
∑
M∈M
|M | f (un+1M )A (un+1M ) ≤ Ctf |Ω| .
Collecting the previous inequalities, one can deduce that there exists a constant C > 0, inde-
pendent of h and ∆t, such that
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣A (un+1M )−A (un+1M ′ )∣∣2
+
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
DKM,M ′
∣∣vn+1M − vn+1M ′ ∣∣2 ≤ C.
Let us focus on estimate (3.35), we denote byDK , K ∈ T the mean value of the functionD over
the triangleK, then using the previous estimates as well as the assumptions on the diffusion tensor
D, one has
C ≥
N∑
n=0
∆t
∑
M∈M
∑
σK
M,M′
⊂∂M
DKM,M ′
∣∣vn+1M − vn+1M ′ ∣∣2
= 2
N∑
n=0
∆t
∑
M∈M
vn+1M
∑
σK
M,M′
⊂∂M
DKM,M ′
(
vn+1M − vn+1M ′
)
= 2
N∑
n=0
∆t
∑
M∈M
∑
K∈T
|K| vn+1M ∇ϕM |K · tDK
∑
M ′∈M
vn+1M ′ ∇ϕM ′ |K
=
N∑
n=0
∆t
∑
K∈T
|K|DK
( ∑
M∈M
vn+1M ∇ϕM |K
)
·
( ∑
M ′∈M
vn+1M ′ ∇ϕM ′ |K
)
=
N∑
n=0
∆t
∑
K∈T
∫
K
D (x)∇vn+1T · ∇vn+1T dx ≥ 2D−
N∑
n=0
∆t
∥∥vn+1T ∥∥2HT .
In the same manner and using estimate (3.33), one can establish estimate (3.34). This ends the
proof of the Proposition 3.6.
3.4.3 Existence of a discrete solution
The existence of a solution to the control volume finite element scheme will be obtained with the
help of the following lemma proved in [55, 28, 75].
Lemma 3.7 (Application of Brouwer fixed-point theorem). Let A be a finite dimensional Hilbert
space with inner product denoted by [·, ·]A and associated norm ‖·‖A. Let P be a continuous
mapping from A into itself satisfying the following property : there exists r > 0 such that
[P (ξ) , ξ]A > 0 for all ξ ∈ A with ‖ξ‖A = r.
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Then, there exists ξ ∈ A with ‖ξ‖A ≤ r such that
P (ξ) = 0.
The existence of a discrete solution for the nonlinear control volume finite element scheme is
given in the following proposition.
Proposition 3.8. Under the shape regularity assumption (3.11) and the nonnegativity assumption
(3.26), there exists at least one solution
(
un+1M , v
n+1
M
)
(M,n)∈M×[[0···N ]] to the discrete problem
(3.23)–(3.25).
Proof. Denote by Unh = (u
n
M )M∈M and V
n
h = (v
n
M )M∈M. We will show the existence of
a discrete solution by induction on n. Assume that (unh, v
n
h) exists and show the existence of(
un+1h , v
n+1
h
)
. Note that the discrete equation (3.25) is a standard time-implicit finite volume dis-
cretization of a uniformly parabolic equation, where the contribution of u in the right-hand side
is discretized in an explicit way. Hence, The discrete equation (3.25) can be written as a finite
dimensional linear system AV n+1h = B with respect to the unknown V
n+1
h . The coefficients
(Ai,j)i,j∈{1,...,Ns} and (Bi)i∈{1,...,Ns} of the matrix A are given, for all i 6= j ∈ {1, . . . , Ns}, by
Ai,i = 1 + β∆t+
∆t
|M |
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
DKM,M ′ ,
Ai,j = − ∆t|M |
∑
K,M∩K 6=∅
∑
M ′,M ′∩K 6=∅
DKM,M ′ ,
Bi = α∆tu
n
M + v
n
M .
It is clear that the resulting matrixA of this system is symmetric and strictly diagonally dominant
with nonnegative diagonal coefficients. As a consequence, A is invertible and definite positive.
Thus the equation (3.25) admits a unique solution V n+1h .
Let us now prove the existence of a solution to the scheme (3.24). The nonlinear functionA defined
by equation (3.10) is nondecreasing, hence A in invertible. We can rewrite the scheme (3.24) in
terms of ωih with U
i
h = A
−1 (ωih), i ∈ {0, · · · , N + 1}. Assume that ωnh and V n+1h exist. We
choose the component-wise inner product [·, ·] as the scalar product on RCard(M). We define the
mapping F, that associates to the vectorW = (Wn+1M )M∈M, the following expression
F (W) =
(
|M | A
−1(Wn+1M )−A−1(WnM )
∆t
−
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
Wn+1M ′ −Wn+1M
)
+
∑
σK
M,M′
⊂∂M
∣∣σKM,M ′∣∣G (A−1(Wn+1M ), A−1(Wn+1M ′ ); dV KM,M ′)
− |M | f ◦A−1(Wn+1M )
)
M∈M
,
given by equation (3.24). Now, using Lemma 3.5 and estimates (3.33), one can deduce that
[F (W) ,W] ≥ C |W|2 − C ′ |W| − C ′′, for |W| large enough,
where C,C ′, C ′′ are three nonnegative constants.
This implies, reasoning by contradiction and using Brouwer theorem (see Lemma 3.7), that, there
existsW ∈ RCard(M) such that
F (W) = 0.
Therefore, we obtain the existence of at least one solution to the scheme (3.24).
3.5 COMPACTNESS ESTIMATES ON DISCRETE SOLUTIONS 71
3.5 Compactness estimates on discrete solutions
In this section, we derive estimates on differences of time and space translates necessary to prove
the relative compactness property of the sequence of approximate solutions using Kolmogorov’s
theorem. Under the shape regularity assumption (3.11) and the nonnegativity of the transmissibi-
lity coefficients assumption (3.26), we give the time and space translate estimates forA (uMh,∆th)
and vMh,∆th given by Definition 3.3.
3.5.1 Time translate estimate
Lemma 3.9. Under assumption (3.11) and assumption (3.26), there exists a positive constant
C > 0 depending on Ω, tf , α, u0 and v0 (neither on h nor on τ ) such that∫∫
Ω×(0,tf−τ)
|wMh,∆th (x, t+ τ)− wMh,∆th (x, t)|2 dx dt ≤ C(τ +∆th), for all τ ∈ (0, tf)
(3.36)
with wMh,∆th = A (uMh,∆th), or vMh,∆th .
Proof. Let τ ∈ (0, tf) and t ∈ (0, tf − τ). We consider the quantity Υ(t) defined by
Υ(t) :=
∫
Ω
|A (uMh,∆th) (x, t+ τ)−A (uMh,∆th) (x, t)|2 dx.
Set n0 (t) = [t/∆th] and n1 (t) = [(t+ τ) /∆th], where [x] = n for x ∈ [n, n+ 1), n ∈ N.
The function A is nondecreasing ; then using the mean value theorem, one gets the following
inequality∫∫
Ω×(0,tf−τ)
|A (uMh,∆th) (x, t+ τ)−A (uMh,∆th) (x, t)|2 dx dt ≤ C
∫ tf−τ
0
Υ(t) dt,
where, for almost every t ∈ (0, tf − τ),
Υ(t) =
∑
M∈Mh
|M |
(
A
(
u
n1(t)
M
)
−A
(
u
n0(t)
M
))(
u
n1(t)
M − un0(t)M
)
.
Note that the function Υ(t) may be written as
Υ(t) =
∑
M∈Mh
(
A
(
u
n1(t)
M
)
−A
(
u
n0(t)
M
))N−1∑
n=0
χn (t, t+ τ) |M |
(
un+1M − unM
)
, (3.37)
where, χn is the characteristic function defined by
χn (t, t+ τ) =
{
1 if (n+ 1)∆th ∈ (t, t+ τ ],
0 if (n+ 1)∆th /∈ (t, t+ τ ].
In equation (3.37), the order of the summation between n andM is changed and the scheme (3.24)
is used. Hence,
Υ(t) = ∆th
N−1∑
n=0
χn (t, t+ τ)
∑
M∈Mh
(
A
(
u
n1(t)
M
)
−A
(
u
n0(t)
M
))
×
∑
σK
M,M′
⊂∂M
(
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M ))− ∣∣σKM,M ′∣∣G (un+1M , un+1M ′ ; dV KM,M ′) )
+∆th
N−1∑
n=0
χn (t, t+ τ)
∑
M∈Mh
(
A
(
u
n1(t)
M
)
−A
(
u
n0(t)
M
))
× |M | f(un+1M ).
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We write Υ(t) = ∆th
N−1∑
n=0
χn (t, t+ τ) (Υ1 (t) + Υ2 (t) + Υ3 (t)), where
Υ1 (t) :=
∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
u
n1(t)
M
)
−A
(
u
n0(t)
M
)) (
A
(
un+1M ′
)−A (un+1M )),
Υ2 (t) :=
∑
M∈Mh
∑
σK
M,M′
⊂∂M
∣∣σKM,M ′∣∣ (A(un0(t)M )−A(un1(t)M ))G (un+1M , un+1M ′ ; dV KM,M ′),
Υ3 (t) :=
∑
M∈Mh
|M |
(
A
(
u
n1(t)
M
)
−A
(
u
n0(t)
M
))
f
(
un+1M
)
.
It is easy to see that
N−1∑
n=0
∆th
∫ tf−τ
0
χn (t, t+ τ)Υ3 (t) dt ≤ C(τ +∆th).
For the first term, note that gathering by edges, using the basic triangle inequality, one has
Υ1 (t) ≤ 1
2
( ∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M ′
)−A (un+1M ))2
+
1
2
∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣∣A(un1(t)M )−A(un1(t)M ′ )∣∣∣2
+
1
2
∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣∣A(un0(t)M )−A(un0(t)M ′ )∣∣∣2
)
.
Using the estimates (3.33), this implies that there exists a constant C > 0 independent of τ and h,
such that
N−1∑
n=0
∆th
∫ tf−τ
0
χn (t, t+ τ)Υ1 (t) dt ≤ C (τ +∆th) . Finally, applying the previous
arguments, gathering by edges, and using each of the definition of G and the assumptions on it,
we get
Υ2 (t) dt ≤ C
2
( ∑
M∈Mh
∑
σK
M,M′
⊂∂M
(∣∣∣A(un1(t)M )−A(un1(t)M ′ )∣∣∣2 + ∣∣vn+1M − vn+1M ′ ∣∣2)
+
∑
M∈Mh
∑
σK
M,M′
⊂∂M
(∣∣∣A(un0(t)M )−A(un0(t)M ′ )∣∣∣2 + ∣∣vn+1M − vn+1M ′ ∣∣2)
)
.
We use estimate (3.33) to deduce that
N−1∑
n=0
∆th
∫ tf−τ
0
χn (t, t+ τ)Υ2 (t) dt ≤ C (τ +∆th) .
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Consequently, we obtain
∫ tf−τ
0
Υ(t) dt ≤
N−1∑
n=0
∆th
∫ tf−τ
0
χn (t, t+ τ) (Υ1 (t) + Υ3 (t)) dt
+
N−1∑
n=0
∆th
∫ tf−τ
0
χn (t, t+ τ)Υ2 (t) dt ≤ C (τ +∆th) ,
for some constant C independent of τ and h. The proof of (3.36) for wMh,∆th = vMh,∆th follows
in a similar manner. This concludes the proof of the lemma.
We now extend by zero the functions wMh,∆th and wTh,∆th outside of Qtf and give the time
translate estimate over R3 for wMh,∆th . Indeed, there exists a constant C > 0 independent of h
and τ such that∫
R
∫
R2
|wMh,∆th (t+ τ,x)− wMh,∆th (x, t)|2 dx dt ≤ C (τ +∆th) , for all τ ∈ (0, tf) .
Proof. Using the extension by zero of wMh,∆th outside of Qtf , one has∫
R
∫
R2
|wMh,∆th (x, t+ τ)− wMh,∆th (x, t)|2 dx dt
=
∫∫
Qtf−τ
|wMh,∆th (x, t+ τ)− wMh,∆th (x, t)|2 dx dt+
∫ tf
tf−τ
∫
Ω
|wMh,∆th (x, t)|2 dx dt.
One can deduce the proof using estimate (3.36) and the L∞ bound of the function wMh,∆th .
We give now the space translate estimate on the approximate solutions.
3.5.2 Space translate estimate
Lemma 3.10. Under assumptions (3.11) and (3.26), there exists a positive constant C > 0 de-
pending on Ω, tf , α, u0 and v0 (neither on h nor on τ ) such that∫ tf
0
∫
R2
|wMh,∆th (x+ y, t)− wMh,∆th (x, t)| dx dt ≤ C (|y|+ h) , for all y ∈ R2 (3.38)
with wMh,∆th = A (uMh,∆th), or vMh,∆th .
Proof. We follow the same proof used in [16]. We first extend by zero the functionwTh,∆th outside
of Qtf , and then we prove that∫ tf
0
∫
R2
|wTh,∆th (x+ y, t)− wTh,∆th (x, t)| dx dt ≤ C |y| , for all y ∈ R2. (3.39)
Thanks to Proposition 3.6, and since Qtf is of finite measure, then Hölder inequality yields
‖∇wTh,∆th‖(L1(Qtf ))2 ≤ |Qtf |
1
2 ‖∇wTh,∆th‖
1
2
(L2(Qtf ))
2 ≤ C. (3.40)
Since A is uniformly bounded thanks to the boundedness of uTh,∆th and the uniform continuity of
A, its extension to the whole R3, still denoted by wTh,∆th , belongs to L
∞ ∩BV (R3) and satisfies
TV (wTh,∆th) ≤ ‖∇wTh,∆th‖(L1(Qtf ))2 + ‖w‖∞ (tf |∂Ω|+ 2 |Ω|) <∞, (3.41)
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where |∂Ω| represents the length of ∂Ω. The estimate (3.39) is a classical consequence of inequa-
lity (3.41) (see e.g. [13, 12]).
Now, using the extension by zero of wMh,∆th outside of Qtf as well as the triangle inequality, we
get∫ tf
0
∫
R2
|wMh,∆th (x+ y, t)− wMh,∆th (x, t)| dx dt ≤ A+B,
where
A =
∫ tf
0
∫
R2
|wTh,∆th (x+ y, t)− wTh,∆th (x, t)| dx dt,
B = 2
∫∫
Qtf
|wMh,∆th (x, t)− wTh,∆th (x, t)| dx dt.
One can conclude the proof using estimate (3.39) and the following estimate (resulting from a
straightforward generalization of Lemma A.5 given in Appendix A or using Lemma 3.11)∫∫
Qtf
|wMh,∆th (x, t)− wTh,∆th (x, t)| dx dt ≤ Ch. (3.42)
This ends the proof of the lemma.
3.6 Convergence of the CVFE scheme
We can prove the main result of this section. Specifically, we have the following lemmas.
Lemma 3.11. The sequences (A (uMh,∆th)−ATh (uTh,∆th))h and (vMh,∆th − vTh,∆th)h conv-
erge strongly to zero in L2 (Qtf ) as h→ 0.
Proof. Using the definition of the basis functions of the finite dimensional spaceHTh , we have for
allM ∈Mh and allK ∈ Th such thatM ∩K 6= ∅
|A (uMh,∆th)−ATh (uTh,∆th)|2 = |A (uMh,∆th) (xM , tn+1)−ATh (uTh,∆th) (x, tn+1)|2
= |∇ATh (uTh,∆th) (x, tn+1) · (xM − x)|2 , ∀x ∈ K ∩M
where xM is the center of the dual control volumeM ∈Mh.
Using estimate (3.35), one obtains
‖A (uMh,∆th)−ATh (uTh,∆th)‖2L2(Qtf )
=
N∑
n=0
∆th
∑
K∈Th
∑
M,M∩K 6=∅
∫
K∩M
|∇ATh (uTh,∆th) (x, tn+1) · (xM − x)|2 dx
≤ h2
N∑
n=0
∆th
∑
K∈Th
∑
M,M∩K 6=∅
|K ∩M |
∣∣∣∣∇ATh (un+1Th )|K
∣∣∣∣2
≤ h2
N∑
n=0
∆th
∥∥∥ATh (un+1Th )∥∥∥2HTh ≤ Ch2.
As a consequence, we have ‖A (uMh,∆th)−ATh (uTh,∆th)‖L2(Qtf ) −→ 0 as h→ 0. In the same
manner, we prove that ‖vMh,∆th − vTh,∆th‖L2(Qtf ) −→ 0 as h→ 0.
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Lemma 3.12. (Convergence of the scheme). Under the shape regularity assumption (3.11) and
the nonnegativity of the transmissibility coefficients assumption (3.26), there exists a sequence
(hm)m∈N, hm → 0 asm→∞, and functions u, v defined in Qtf such that 0 ≤ u ≤ 1, both A(u)
and v belong to L2(0, T ;H1(Ω)), and
Ahm (uhm)→ A (u) and vhm → v a.e. in Qtf and strongly in Lp(Qtf ) for all p < +∞
Proof. Let us set A˜Mh,∆th := A (uMh,∆th) in Qtf and A˜Mh,∆th := 0 in R
3 \ Qtf . Thanks to
Proposition 3.6 and Lemma 3.5, one has
(
A˜Mh,∆th
)
⊂ L∞ (R3) ∩ L2 (R3). In order to verify
the assumptions of Kolmogorov’s compactness criterion, see [31, theorem 3.9, p :93], we note that
the following inequality is verified for any η ∈ R2 and τ ∈ R,∥∥∥A˜Mh,∆th (·+ η, ·+ τ)− A˜Mh,∆th (·, ·)∥∥∥
L1(R3)
≤
∥∥∥A˜Mh,∆th (·+ η, ·)− A˜Mh,∆th (·, ·)∥∥∥
L1(R3)
+
∥∥∥A˜Mh,∆th (·, ·+ τ)− A˜Mh,∆th (·, ·)∥∥∥
L1(R3)
.
Using estimates (3.36) and (3.38), one has
∥∥∥A˜Mh,∆th (·+ η, ·+ τ)− A˜Mh,∆th (·, ·)∥∥∥
L1(R3)
−→
0, as η → 0 and τ → 0. This yields the compactness of the sequence
(
A˜Mh,∆th
)
in L1 (Ω).
Thus, there exists a subsequence, still denoted by
(
A˜Mh,∆th
)
, and there exists A∗ ∈ L1 (Qtf )
such that
A (uMh,∆th) −→ A∗ strongly in L1 (Qtf ) .
Furthermore, as A is continuous and strictly monotone, there exists a unique u such that A(u) =
A∗.
Since A−1 is well defined and continuous, then applying the L∞ bound on uMh,∆th and the
dominated convergence theorem to uMh,∆th = A
−1 (A (uMh,∆th)), we get
uMh,∆th −→ u a.e. in Qtf and strongly in Lp (Qtf ) for p < +∞.
According to Lemma 3.11, the sequences (A (uMh,∆th))h,∆th and (ATh (uTh,∆th))h,∆th have the
same limit, as a consequence
ATh (uTh,∆th) −→ A(u) strongly in L2(Qtf ) and a.e. in Qtf .
Similarly, translate estimates (3.36)–(3.38), the L∞ bound on vh,∆th in Lemma 3.5, and Lemma
3.11 ensure that, up to extraction of a subsequence,
vTh,∆th → v a.e. in Qtf and strongly in Lp (Qtf ) for p < +∞.
It remains to show that A (u) and v ∈ L2 (0, T ;H1 (Ω)). Indeed, using estimate (3.33), one gets
that the sequence ∇ATh (uTh,∆th) ∈
(
L2 (Qtf )
)2
. It follows that (ATh (uTh,∆th)) is bounded in
L2
(
0, T ;H1 (Ω)
)
since ATh (uTh,∆th) is uniformly bounded in L
2 (Qtf ) due to the boundedness
of the function A. Therefore, the sequence (ATh (uTh,∆th)) converges weakly, up to an unlabeled
subsequence, to a function A⋆ in L2
(
0, T ;H1 (Ω)
)
. The sequence (ATh (uTh,∆th)) converges
strongly in L2 (Qtf ) to A (u), one can deduce that A (u) = A
⋆ ∈ L2 (0, T ;H1 (Ω)). In the same
manner, we obtain that v ∈ L2 (0, T ;H1 (Ω)). This ends the proof of the lemma.
It remains to be shown that the limit functions u and v constitute a weak solution of the
continuous system. For this, let ψ ∈ D([0, T ) × Ω) be a test function and denote by ψnM :=
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ψ(xM , tn) for allM ∈Mh and n ∈{0, . . . , N + 1}.
Multiply equation (3.24) by∆th ψ
n+1
M and sum up overM ∈Mh and n ∈ {0, . . . , N}. One has
N∑
n=0
∑
M∈Mh
|M | (un+1M − unM)ψn+1M
+
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M
)−A (un+1M ′ ))ψn+1M
+
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
G
(
un+1M , u
n+1
M ′ ; dV
K
M,M ′
) ∣∣σKM,M ′∣∣ψn+1M
=
N∑
n=0
∆th
∑
M∈Mh
|M | f(un+1M )ψn+1M ,
that is,
Sh1 + S
h
2 + S
h
3 = S
h
4
where
Sh1 :=
N∑
n=0
∑
M∈Mh
|M | (un+1M − unM)ψn+1M , Sh4 := N∑
n=0
∆th
∑
M∈Mh
|M | f(un+1M )ψn+1M ,
Sh2 :=
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
G
(
un+1M , u
n+1
M ′ ; dV
K
M,M ′
)
ψn+1M
∣∣σKM,M ′∣∣ ,
Sh3 :=
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
A
(
un+1M
)−A (un+1M ′ ))ψn+1M .
Perform a summation by parts in time and keep in mind that ψN+1M = 0 for allM ∈Mh, we obtain
Sh1 =
N∑
n=0
∑
M∈Mh
|M |un+1M ψn+1M −
N∑
n=0
∑
M∈Mh
|M |unMψn+1M
= −
N∑
n=0
∑
M∈Mh
∆th |M |unM
ψn+1M − ψnM
∆th
−
∑
M∈M
|M |u0Mψ0M
= −
N∑
n=0
∑
M∈Mh
∫ tn+1
tn
∫
M
uMh,∆th (x, t) ∂tψ (xM , t) dx dt
−
∑
M∈M
∫
M
uMh,∆th (x, 0)ψ (xM , 0)dx.
Taking into account the assumptions on the data and using the Lebesgue theorem, it follows that
Sh1 −−−−−−→
h,∆th→0
−
∫ tf
0
∫
Ω
u ∂tψdx dt−
∫
Ω
u0ψ (·, 0) dx.
3.6 CONVERGENCE OF THE CVFE SCHEME 77
On the other hand, for the convergence of the third term Sh3 , we note that
Sh3 =
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
(
ΛKM,M ′A
(
un+1M
)
ψn+1M − ΛKM,M ′A
(
un+1M ′
)
ψn+1M
)
= −
N∑
n=0
∆th
∑
M∈Mh
A
(
un+1M
) ∑
σK
M,M′
⊂∂M
ΛKM,M ′
(
ψn+1M ′ − ψn+1M
)
= −
N∑
n=0
∑
M∈Mh
∆thA
(
un+1M
) ∑
K∩M 6=∅
∑
σK
M,M′
⊂∂M∩K
∇ψn+1|K · tΛKηM,σ |σ|
= −
N∑
n=0
∑
M∈Mh
∆thA
(
un+1M
) ∑
σK
M,M′
⊂∂M
∇ψn+1|K · tΛKηM,σ |σ|
= −
N∑
n=0
∑
M∈Mh
∆thA
(
un+1M
) ∫
∂M
Λ∇ψn+1 · η dσ(x)
= −
N∑
n=0
∑
M∈Mh
∫ tn+1
tn
∫
M
A (uMh,∆th (x, t)) div (Λ∇ψ) dx dt
−−−−−−→
h,∆th→0
−
∫∫
Qtf
A (u) div (Λ∇ψ) dx dt =
∫∫
Qtf
∇A (u) · Λ∇ψdx dt.
It remains to show that
lim
h,∆th→∞
Sh2 = −
∫ tf
0
∫
Ω
Λ (x)χ(u)∇v · ∇ψdx dt. (3.43)
For the convergence of Sh2 , we note that gathering by edges (thanks to the consistency of the
fluxes, see (3.20)(b)), we find
Sh2 = −
1
2
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
G
(
un+1M , u
n+1
M ′ ; dV
n+1
M,M ′
) (
ψn+1M ′ − ψn+1M
) ∣∣σKM,M ′∣∣ .
For each triplet of neighborsM,M ′, andM ′′ pick for un+1K,min the quantity defined by
un+1K,min = min
M∈M,M∩K 6=∅
{un+1M }
Set
Sh,∗2 :=
N∑
n=0
∆th
∑
M∈Mh
∑
K,K∩M 6=∅
∑
M ′,M ′∩K 6=∅
χ
(
un+1K,min
)
ψn+1M dV
n+1
M,M ′
∣∣σKM,M ′∣∣ .
We have
Sh,∗2 =−
N∑
n=0
∆th
∑
M∈Mh
∑
K,K∩M 6=∅
χ
(
un+1K,min
)
|K|ΛKψn+1M ∇ϕM ·
 ∑
M ′′,M ′′∩K 6=∅
vn+1M ′′ ∇ϕM ′′

= −
N∑
n=0
∆th
∑
K∈Th
|K|χ
(
un+1K,min
)
ΛK
 ∑
M,M∩K 6=∅
ψn+1M ∇ϕM
·
 ∑
M ′′,M ′′∩K 6=∅
vn+1M ′′ ∇ϕM ′′
.
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Introduce uh, uh defined by
uh|(tn,tn+1]×K := max
M,M∩K 6=∅
{un+1M }, uh|(tn,tn+1]×K := min
M,M∩K 6=∅
{un+1M }.
Consequently, we obtain
Sh,∗2 = −
N∑
n=0
∆th
∑
K∈Th
∫
K
χ (uh) ΛK∇vn+1Th,∆th · (∇ψ)
n+1
Th dx
= −
∫
Qtf
χ (uh) Λ∇vh,∆th · ∇ψTh,∆thdx dt.
Next, we show that
lim
h→0
|Sh2 − Sh,∗2 | = 0. (3.44)
To do this, we begin by showing that |uh − uh| −→ 0 a.e. in Qtf .
By a slight adaptation of Lemma A.1 and thanks to estimate (3.33), one can conclude the existence
of a constant C > 0 (independent of h) such that∫ tf
0
∫
Ω
|A (uh)−A (uh) |2dx dt ≤ C h2
∫ tf
0
∫
Ω
|∇ATh (uTh,∆th) (x, t)|2 dx dt
≤ CΛ− h2
N∑
n=0
∆th
∑
M∈Mh
∑
σK
M,M′
⊂∂M
ΛKM,M ′
∣∣A(un+1M ′ )−A(un+1M )∣∣2 ≤ C h2.
Since A−1 is continuous, up to extraction of another subsequence, we deduce
|uh − uh| → 0 a.e. in Qtf . (3.45)
In addition, uh ≤ uMh,∆th ≤ uh ; moreover, by Lemma 3.12, uMh,∆th → u a.e. in Qtf . Thus we
see that χ(uh) → χ(u) a.e. in Qtf and in Lp(Qtf ), for p < +∞. Using Lemma 3.12 again, the
strong convergence of ∇ψTh,∆th towards ∇ψ, and the weak convergence in L2 (Qtf ) of ∇vT ,∆th
towards ∇v, we conclude that
lim
h→0
Sh,∗2 = −
∫ tf
0
∫
Ω
χ(u)Λ∇v · ∇ψdx dt.
To prove (3.44), we remark that∣∣∣G(un+1M , un+1M ′ ; dV n+1M,M ′)− χ(un+1K,min) dV n+1M,M ′∣∣∣
=
∣∣∣G(un+1M , un+1M ′ ; dV n+1M,M ′)−G(un+1K,min, un+1K,min; dV n+1M,M ′)∣∣∣
≤
∣∣∣ dV n+1M,M ′∣∣∣ω(2 ∣∣un+1M ′ − un+1M ∣∣).
Consequently, we obtain∣∣∣Sh2 − Sh,∗2 ∣∣∣ ≤ ∫ tf
0
∫
Ω
ω (2 |uh − uh|) |∇vTh,∆th · ∇ψTh,∆th |dx dt.
Applying the Cauchy-Schwarz inequality, and the convergence (3.44), we establish (3.43).
Finally, we note that it is easy to see that Sh4 −−−−−−→
h,∆th→0
∫
Qtf
f (u)ψdx dt.
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3.7 Numerical simulation in two-dimensional space
In this section, we exhibit various two-dimensional numerical results provided by scheme (3.23)–
(3.25) for the capture of spatial patterns for model (3.1) discussed in Section 3.2. Newton’s al-
gorithm is used to approach the solution Un+1 of the nonlinear system defined by equation
(3.24), this algorithm is coupled with a bigradient method to solve the linear systems arising
from the Newton algorithm as well as the linear system given by equation (3.25). Unless sta-
ted otherwise, throughout this section, we consider that the cell density is initially set as a spa-
tially small random perturbation around the homogeneous steady state, and we assume zero-flux
boundary conditions. The simulations are performed on an unstructured triangular mesh of the
space domain Ω = (0, 10) × (0, 10). We suppose that the species cells follow the logistic growth
f (u) = µu (1− u/uc), where µ is the intrinsic growth rate, and uc is the carrying capacity of
the population. Production term g (u, v), squeezing probability q (u), cell diffusivity a (u), and
chemotactic sensitivity χ (u) are given by (3.4), (3.7), and (3.8) respectively.
The pattern formation for model (3.1) with the associated functions mentioned above has been
established in [78] using Turing’s principle and the linear stability analysis, where the diffusion
tensor is considered to be proportional to the identity matrix and the numerical simulations are
carried on a one-dimensional space, while in [49], the same analysis is provided whereas the nu-
merical simulations for the capture of spatial patterns are presented on a two-dimensional domain,
and using the standard finite volume scheme.
The nontrivial uniform steady state of system (3.1) is given by (us, vs) = (uc, αuc/β), and
through the pattern formation analysis provided in [78, 49], the instability region of this steady
state is determined by the following condition :
µ+ βa (uc)− αχ (uc) < −2
√
µβa (uc). (3.46)
In order to verify the effectiveness of the proposed scheme, we consider three tests for the cap-
ture of spatio-temporal patterns for model (3.1) with different diffusion tensors. For each test, we
choose a set of parameters, such that the instability condition (3.46) is satisfied. We fix d1 = 0.25,
uc = 0.25, u = 1.0, µ = 0.5, α = 10.0, β = 10.0, ζ = 20, and γ = 3. On the other hand, and in
the definition of the numerical flux function G defined by (3.20), we take
χ↑ (z) = χ (min {z, u˜}) and χ↓ (z) = χ (max {z, u˜})− χ (u˜),
where u˜ = uγ√γ+1 . Finally, we consider a small time step ∆t = 0.005 and a nonuniform primary
mesh with small refinement consisting of 14 336 triangles. Thus, the associated Donald dual mesh
consists of 7297 dual control volumes.
Test 1 (Isotropic case) Here, we establish the generation of spatial patterns for the volume-
filling chemotaxis model (3.1) with homogeneous diffusion tensors. In this test, we take Λ (x) =
D (x) = I2 (x) and initially the chemical concentration is set to be a constant equal to vs.
Figures 3.2–3.3 show for different moments, the pattern formation for model (3.1) with identity
diffusion tensors. We see that the random distribution of the cell density leads to a merging process
in all directions of the space at t = 0.55s, which continues for t = 2.35s then it stops when the
time t ≥ 20.75s, and new stationary spot patterns appear as shown at t = 40s.
Time evolution of the cell density. Here we consider the time evolution of the cell density
at fixed points in the right snapshot of Figure 3.3. Indeed, we want to show that the cell density
stabilizes at a certain moment ; hence, we prove that the volume-filling chemotaxis model (3.1)
generates stationary spatial patterns. Figure 3.4 shows the evolution of the cell density with respect
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FIGURE 3.2 – Pattern formation for the full chemotaxis model (3.1) on a 2-D domainΩ = (0, 10)×
(0, 10) at time t = 0 s with 0 ≤ u ≤ 1 (left) and at time t = 0.55 s with 3.10−3 ≤ u ≤ 0.99
(right).
FIGURE 3.3 – Pattern formation for the full chemotaxis model (3.1) at time t = 2.35 s with
1.9×10−4 ≤ u ≤ 0.98 (left) and at time t = 40s with 3.9×10−3 ≤ u ≤ 0.832 (right). The red
dots (or rods) represent the cell aggregation where cell density is higher than that of the blue area.
to the time at point P1 (5.25; 6) in the red line, at point P2 (5; 1.25) in the green line, and at point
P3 (4.35; 8.1) in the blue line. We observe that the cell density at these points increases and then
decreases with response to the gradient of the chemoattractant which plays an essential role to
stop the aggregation of the cells. Next, the cell density stabilizes for all points when t is greater or
equal to 13s. We note that the same results are obtained for the other spot patterns ; however, for
the sake of brevity, they are not provided here.
Test 2 (Anisotropic case) In this test, we take a homogeneous anisotropic diffusion tensors of
the form
[
1 0
0 ξ
]
. We investigate the pattern formation for model (3.1) and consider that the
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FIGURE 3.4 – Evolution of the cell density with respect to the time at three different points :
P1 (5.25; 6) in the red line, P2 (5; 1.25) in the green line, P3 (4.35; 8.1) in the blue line.
particles diffuse more rapidly in the x-axis direction than the y-axis direction. In other words, we
are concerned by a matrix with high diffusivity in the horizontal direction and low diffusivity in
the orthogonal direction ; for that we take ξ < 1, say for example ξ = 0.5. We pick up snapshots
for the pattern formation at the same moments as those of the isotropic case.
Figures 3.5–3.6 show the evolution of spatial patterns for model (3.1) for different time mo-
ments. We observe that we have the same results as before (same patterning, and emerging pro-
cess), except that more spot patterns are obtained and they are stretched in the horizontal direction
as shown in the last snapshot in figure 3.6.
The time evolution for the last plot in figure 3.6 for different spots is given in figure 3.7. It
shows that the stationary spot patterns are obtained when t ≥ 23.5s.
Test 3 (Heterogeneous anisotropic case) In this test, we decompose the domain Ω into two
regions Ω1 and Ω2, where Ω1 = (0, 10)× (0, 5] and Ω2 = (0, 10)× (5, 10). Moreover, we assume
that the diffusion tensors are anisotropic and heterogeneous, and are given by :
Λ (x) = D (x) =
(
1 0
0 λ (x)
)
, with
{
λ (x) = 0.5, if x ∈ Ω1,
λ (x) = 1.5, if x ∈ Ω2.
Figures 3.8–3.9 show the evolution of spatial patterns for model (3.1) for different time mo-
ments.
In region Ω2, where diffusion is more interesting in the y-axis direction, and at t = 0.5 s, we
see that the aggregations form quickly, and they are much larger than those formed in region Ω1,
which means that high diffusion in region Ω2 (compared to that in region Ω1) accelerate the mer-
ging process. On the other hand, at t = 49 s the aggregations in region Ω2 disappear to form 5
spatial patterns ; whereas, a plenitude of spatial patterns is seen in region Ω1 compared to region
Ω2. Therefore, there exists a high dependence between the rate of diffusion and the generation of
spatial patterns.
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FIGURE 3.5 – Pattern formation for the full chemotaxis model (3.1) on a 2-D domainΩ = (0, 10)×
(0, 10) at time t = 0 s with 0 ≤ u ≤ 1 (left) and at time t = 0.55 s with 4.10−3 ≤ u ≤ 0.98
(right).
FIGURE 3.6 – Pattern formation for the full chemotaxis model (3.1) at time t = 2.35 s with
3.2×10−4 ≤ u ≤ 0.98 (left) and at time t = 40s with 4×10−3 ≤ u ≤ 0.827 (right).
The time evolution for the last plot of figure 3.9 for different spots is given in figure 3.10. It
shows that stationary spot patterns are obtained when t ≥ 125s.
Comparing figures 3.5-3.9, one can deduce that the patterning depends on diffusion coeffi-
cients, it is also known to depend on the size of the domain. These results prove the robustness of
the control volume finite element scheme to capture spatial patterns for a volume-filling chemotaxis
model with anisotropic diffusion tensors.
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FIGURE 3.7 – The evolution of the cell density with respect to the time at three different points :
P1 (5; 1.4) in the blue line, P2 (6.25; 5.45) in the green line, P3 (9.9; 8.05) in the red line.
FIGURE 3.8 – Pattern formation for the full chemotaxis model (3.1) on a 2-D domainΩ = (0, 10)×
(0, 10) at time t = 0s with 0 ≤ u ≤ 1 (left) and at time t = 0.5s with 6.93 × 10−3 ≤ u ≤ 0.99
(right).
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FIGURE 3.9 – Pattern formation for the full chemotaxis model (3.1) at time t = 49s with 3.67×
10−3 ≤ u ≤ 0.88 (left) and at time t = 150s with 4.3×10−3 ≤ u ≤ 0.8447 (right).
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FIGURE 3.10 – The evolution of the cell density with time at three different points : P1 (5.70; 4.05)
in the blue line, P2 (3.28; 6.88) in the green line, P3 (2.80; 3.75) in the red line.
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4.1 Introduction
In this chapter, we are interested in a degenerate nonlinear parabolic reaction–convection–diffusion
system modeling the chemotaxis process over general triangular mesh, with anisotropic and hete-
rogeneous diffusion tensors.
In chapter 3, the convergence analysis of the mixed conforming piecewise linear finite ele-
ments on triangles for the diffusion term and finite volume on dual elements for the other terms
has carried out for the case of anisotropic and heterogeneous diffusion problems under an es-
sential assumption that all the transmissibility coefficients are nonnegative. However, there is no
sufficient conditions for nonnegativity of transmissibility coefficients and therefore the schemes
do not permit to tackle general anisotropic diffusion problems.
Recently, Cancès and Guichard proposed and analyzed in [16] a nonlinear Control Volume
Finite Element (CVFE) scheme for solving degenerate anisotropic parabolic diffusion equations
modeling flows in porous media. The convergence analysis is carried out without any restriction
on the transmissibility coefficients, and the effectiveness of the scheme is tested using anisotropic
diffusion tensors over an unstructured mesh.
The purpose of this chapter is to extend the idea of [16] to a fully nonlinear degenerate para-
bolic reaction–convection–diffusion system modeling the chemotaxis process over general mesh,
with anisotropic and heterogeneous diffusion tensors. Here, the applied discretization is very si-
milar to that one employed in [50] ; the diffusion terms are discretized by means of a conforming
piecewise linear finite element method on a primal triangular mesh and using the Godunov scheme
to approximate the diffusion fluxes provided by the conforming finite element reconstruction. The
others terms are discretized by means of a nonclassical upwind finite volume method on a dual
mesh (Donald mesh or Median dual mesh).
The rest of this chapter is organized as follows. In Section 4.2, we introduce the modified
Keller-Segel model as well as the assumptions made about the system. In Section 4.3 and in order
to discretize the domain, we define a primal triangular mesh and its corresponding dual bary-
centric mesh, we then define two different reconstructions of the discrete solutions based on the
spatial discretizations ; the first stands to the usual P1 finite element reconstruction while the se-
cond stands to the piecewise constant reconstruction. In Section 4.4, we define the discretization
of the diffusion and convection terms and introduce the nonlinear CVFE scheme. With the help of
some technical lemmas in Section 4.5, we prove the existence of a discrete solution to the CVFE
scheme based on the establishment of a priori estimates on the discrete solution as well as the
discrete maximum principle. In Section 4.6, we give estimates on differences of time and space
translates for the approximate solutions. In Section 4.7, using the Kolmogorov relative compact-
ness criterion, we prove the convergence of a subsequent of the sequence of discrete solutions
to a weak solution of the continuous problem. Finally, some numerical simulations are carried
out, in Section 4.8, to show the effectiveness of the scheme to tackle degenerate anisotropic and
heterogeneous diffusion problems over general unstructured mesh.
4.2 The modified chemotaxis model
Let Ω be an open bounded connected polygonal domain of R2, and tf > 0 be a fixed time. The
modified Keller-Segel system modeling the chemotaxis process is given by the following set of
equations{
∂tu− div (Λ (x) a (u)∇u− Λ (x)χ (u)∇v) = f (u) in Qtf = Ω× (0, tf),
∂tv − div (D (x)∇v) = g (u, v) in Qtf = Ω× (0, tf).
(4.1)
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The system is complemented with homogeneous zeros-flux boundary conditions on Σtf := ∂Ω×
(0, tf) given by
(Λ (x) a (u)∇u− Λ (x)χ (u)∇v) · n = 0, D (x)∇v · n = 0, (4.2)
and the initial conditions on Ω :
u (x, 0) = u0 (x), v (x, 0) = v0 (x). (4.3)
In the above model, the density of the cell-population and the chemoattractant concentration are
represented by u = u(x, t) and v = v(x, t) respectively. Next, a(u) is a density-dependent dif-
fusion coefficient, and Λ(x) is the diffusion tensor in a heterogeneous medium. Furthermore, the
function χ(u) is the chemoattractant sensitivity, and D(x) is the diffusion tensor for v. The func-
tion f (u) describes cell proliferation and cell death. The function g(u, v) describes the rates of
production and degradation of the chemoattractant ; here, we assume it is the linear function given
by
g(u, v) = αu− βv, α, β ≥ 0. (4.4)
The unit normal vector to ∂Ω outward to Ω is denoted by n.
Let us state the main assumptions made about model (4.1)–(4.3) :
(A1) The cell-density diffusion a : [0, 1] −−→ R+ is a continuous function such that, a(0) =
a(1) = 0, and a(u) > 0 for 0 < u < 1.
(A2) The chemosensitivity χ : [0, 1] −−→ R+ is a continuous function such that, χ(0) = χ(1) =
0. Furthermore, we assume that there exists a function µ ∈ C ([0, 1] ;R+), such that µ (u) =
χ (u)
a (u)
and µ(0) = µ(1) = 0.
(A3) The diffusion tensors Λ and D are two bounded, uniformly positive symmetric tensors on
Ω, that is : ∀w 6= 0, there exists two nonnegative constants T− and T+ such that
0 < T− |w|2 ≤ 〈T (x)w,w〉 ≤ T+ |w|2 <∞, T = Λ or D.
(A4) The cell density proliferation f is a continuous function such that f (0) ≥ 0 and f (1) ≤ 0.
(A5) The initial function u0 and v0 are two functions in L2 (Ω) such that, 0 ≤ u0 ≤ 1 and v0 ≥ 0.
In the sequel, we use the Lipschitz continuous nondecreasing function ξ : [0, 1] −−→ R defined by
ξ (u) :=
∫ u
0
√
a (s) ds, ∀u ∈ R. (4.5)
We recall the definition of a weak solution of system (4.1)–(4.3).
Definition 4.1 (weak solution). Under the assumptions (A1)–(A5), we say that the couple of
measurable functions (u, v) is a weak solution of the system (4.1)–(4.3) if
0 ≤ u (x, t) ≤ 1, 0 ≤ v (x, t) for a.e. in Qtf ,
ξ (u) ∈ L2 (0, tf ;H1 (Ω)),
v ∈ L∞ (Qtf ) ∩ L2
(
0, tf ;H
1 (Ω)
)
,
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and for all ϕ, ψ ∈ D (Ω× [0, tf)), one has
−
∫
Ω
u0 (x)ϕ (x, 0) dx−
∫∫
Qtf
u ∂tϕ dx dt+
∫∫
Qtf
√
a (u)Λ (x)∇ξ (u) · ∇ϕ dx dt
−
∫∫
Qtf
Λ (x)χ (u)∇v · ∇ϕ dx dt =
∫∫
Qtf
f (u)ϕ (x, t) dx dt,
−
∫
Ω
v0 (x)ψ (x, 0) dx−
∫∫
Qtf
v ∂tψ dx dt+
∫∫
Qtf
D (x)∇v · ∇ψ dx dt
=
∫∫
Qtf
g (u, v)ψ dx dt.
4.3 Space-time discretization and notations
In this section, we describe the space and time discretizations of Qtf , define the approximation
spaces, introduce useful properties on discrete H1-norms stemming from finite elements discreti-
zations.
4.3.1 Space discretizations of Ω.
In order to discretize problem (4.1)–(4.2), we perform a finite element triangulation T of the
polygonal domain Ω, consisting of open bounded triangles such that Ω =
⋃
T∈T T and such that
for all T, T ′ ∈ T , T ∩ T ′ is either an empty set or a common vertex or edge of T and T ′. We
denote by V the set of vertices of the discretization T , located at positions (xK)K∈V , and by E
the set of edges of T joining two vertices of V , that are contained in hyperplanes of Rd. The edge
joining two verticesK and L is denoted by σKL.
For a given triangle T ∈ T , we denote by xT the centre of gravity of T , by ET the set of
the edges of T , by hT = diam (T ) the diameter of T , and by ρT the diameter of the largest ball
inscribed in the triangle T . We denote by h the size of the triangulation T and by θT the shape
regularity assumption on the triangulation T , they are given by
hT := max
T∈T
hT , θT := max
T∈T
hT
ρT
.
For K ∈ V , we denote by EK the set of the edges having K as an extremity, and by TK the
subset of T including the triangles having K as a vertex. We also define a dual barycentric mesh
M (known as Donald dual or Median dual mesh) generated by the triangulation mesh T . There
is one dual element ωK associated with each vertex K ∈ V . We construct it around the vertex K
by connecting the barycenter xT of each triangle T ∈ TK with the barycenters xσ of the edges
σ ∈ EK . We refer to Fig. 4.1 for an illustration of the primary and the dual barycentric mesh in a
two-dimensional space. Note that Ω =
⋃
K∈V ωK . The 2-dimensional Lebesgue measure of ωK
is denoted bymK .
4.3.2 Discrete finite elements spaceHT , control volumes space XM.
We define two discrete functional spaces associated with each mesh of the above constructed
meshes. The first one, denoted by HT , is the usual P1-finite element space corresponding to the
triangular mesh T , consisting of piecewise affine finite elements.
HT :=
{
ϕ ∈ C0 (Ω) ; ϕ|T ∈ P1 (R) , ∀T ∈ T } ⊂ H1 (Ω) .
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FIGURE 4.1 – Triangular mesh T and Donald dual meshM : dual volumes, vertices, interfaces.
The canonical basis ofHT is spanned by the shape functions (ϕK)K∈V , such that
ϕK (xK) = 1, ϕK (xL) = 0, if L 6= K, ∀K ∈ V.
On the other hand, we denote by XM the discrete control volumes space consisting of piecewise
constant functions on the dual meshM.
XM = {ϕ : Ω −→ R measurable ; ϕ|ωK ∈ R is constant, ∀K ∈ V}.
Given a vector (uK)K∈V ∈ R#V (resp. (vK)K∈V ∈ R#V ), there exists a unique function uT ∈ HT
(resp. vT ∈ HT ) and a unique uM ∈ XM (resp. vM ∈ XM) such that
uT (xK) = uM (xK) = uK , ∀K ∈ V,
vT (xK) = vM (xK) = vK , ∀K ∈ V.
(4.6)
4.3.3 Time discretization of (0, tf).
For the time discretization of the interval (0, tf), we do not impose any restriction on the time step,
and we restrict our study to the case of a uniform time discretization. In addition, we assume that
the spatial meshes do not change with the time step. We note that all the results presented in this
chapter can be extended to the case of general time discretization.
LetN be a nonnegative integer, we define the uniform time step∆t = tf/ (N + 1), and tn = n∆t
for all n ∈ {0, · · · , N + 1}, so that t0 = 0, and tN+1 = tf .
4.3.4 Space-time discretization of Qtf .
Here, we define the space and time discrete spaces HT ,∆t and XM,∆t as the set of piecewise
constant functions in time with values inHT and XT respectively.
HT ,∆t = {ϕ ∈ L2
(
0, tf ;H
1 (Ω)
)
, ϕ (x, t) = ϕ (x, tn+1) ∈ HT , ∀t ∈ (tn, tn+1]},
XM,∆t = {ϕ : Qtf −→ R measurable, ϕ (x, t) = ϕ (x, tn+1) ∈ XM, ∀t ∈ (tn, tn+1]}.
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For a given (unK)n∈{0,··· ,N+1},K∈V ∈ R(N+2)#V (resp. (vnK)n∈{0,··· ,N+1},K∈V ), there exists a
unique function uT ,∆t ∈ HT ,∆t (resp. vT ,∆t ∈ HT ,∆t) and a unique uM,∆t ∈ XM,∆t (resp.
vM,∆t ∈ XM,∆t) such that
uT ,∆t (xK , t) = uM,∆t (xK , t) = un+1K , ∀K ∈ V, ∀t ∈ (tn, tn+1],
vT ,∆t (xK , t) = vM,∆t (xK , t) = vn+1K , ∀K ∈ V, ∀t ∈ (tn, tn+1].
(4.7)
4.3.5 Main property
For all (K,L) ∈ V2, we define the coefficient TKL by
TKL = −
∫
Ω
T (x)∇ϕK (x) · ∇ϕL (x) dx = TLK , T (x) = Λ (x) or D (x) . (4.8)
We have TKK = −
∑
L 6=K
TKL, since
∑
K∈V
∇ϕK = 0. As a consequence, given uT and vT two
elements ofHT , one has∫
Ω
T (x)∇uT · ∇vT dx =
∑
σKL∈E
aKL (uK − uL) (vK − vL) , T (x) = Λ (x) or D (x) .
Proof. According to the definition of the approximate functions uT and vT , one gets∫
Ω
T (x)∇uT · ∇vT dx =
∑
T∈T
∫
T
T (x)∇uT · ∇vT dx
=
∑
T∈T
|T |TT
(∑
K∈V
uK∇ϕK|T
)
·
(∑
L∈V
vL∇ϕL|T
)
= −
∑
K∈V
∑
L∈V,L 6=K
TKLuKvL −
∑
K∈V
TKKuKvK
= −
∑
K∈V
∑
L∈V,L 6=K
TKLuKvL +
∑
K∈V
∑
L∈V,L 6=K
TKLuKvK
=
∑
K∈V
∑
L∈V,L 6=K
TKL (vK − vL)uK
=
∑
σKL∈E
TKL (vK − vL) (uK − uL),
where, we have used the discrete integration by parts.
4.4 The nonlinear CVFE scheme
In this section, we give the discretization of system (4.1)–(4.3). The discretization defined here,
is very similar to that given in chapter 3. We consider an implicit Euler scheme in time for the
time evolution terms. On the other hand, the approximations in space are obtained using either the
finite element approach in compliance with the Godunov scheme, or a nonclassical upwind finite
volume scheme.
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4.4.1 Discretization of the first equation of system (4.1)
Let us begin by introducing the discretization of the diffusive term. To do that we consider the
following diffusion equation
∂tu− div (Λ (x) a (u)∇u) = 0. (4.9)
By the change of variables
→
V = −∇u, equation (4.9) becomes
∂tu+ div
(
Λ (x) a (u)
→
V
)
= 0,
which has the form of an hyperbolic PDE equation. Therefore the Godunov scheme, which was
introduced in [41], may be written at the interface σKL ∈ E by the following expression
FKL (uK , uL) =

min
u∈[uK ,uL]
ΛKL (uK − uL) a (u), if uK ≤ uL,
max
u∈[uL,uK ]
ΛKL (uK − uL) a (u), if uL ≤ uK ,
whereΛKL (uK − uL) represents the approximation of the flux−Λ∇u·nKL at the interface σKL.
FKL is called the numerical flux function, it verifies the monotonicity property (see e.g. [31]. Note
that, for every real number κ ∈ R and for every real function f , one has
min (κf) =
{
κminf, if κ ≥ 0,
κmaxf, if κ < 0,
max (κf) =
{
κmaxf, if κ ≥ 0,
κminf, if κ < 0.
As a consequence, one can conclude that the monotone flux scheme FKL may be summarized by
the following form
FKL (uK , uL) =

ΛKL (uK − uL) max
u∈[uK ,uL]
a (u), if ΛKL ≥ 0,
ΛKL (uK − uL) min
u∈[uK ,uL]
a (u), if ΛKL < 0,
ΛKL (uK − uL) max
u∈[uL,uK ]
a (u), if ΛKL ≥ 0,
ΛKL (uK − uL) min
u∈[uL,uK ]
a (u), if ΛKL < 0.
Returning to the first equation of system (4.1). The discretization of the initial data u0K , K ∈ V is
defined by
u0M (x) = u
0
K =
1
mK
∫
ωK
u0 (y) dy, ∀x ∈ ωK , (4.10)
v0M (x) = v
0
K =
1
mK
∫
ωK
v0 (y) dy, ∀x ∈ ωK , (4.11)
and for allK ∈ V , and n ∈ {0, . . . , N}, we define the discretization of the diffusive term by∑
σKL∈EK
an+1KL ΛKL
(
un+1K − un+1L
)
,
where,
an+1KL =

max
u∈In+1
KL
a (u) if ΛKL ≥ 0,
min
u∈In+1
KL
a (u) if ΛKL ≤ 0,
(4.12)
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and In+1KL denotes the interval defined by
In+1KL =
{[
un+1K , u
n+1
L
]
if un+1K ≤ un+1L ,[
un+1L , u
n+1
K
]
otherwise.
Let us focus on the discretization of the convective term, and recall that the function χ (u) is
defined to be the product of the continuous functions µ (u) and a (u). To handle the discretization
of the convective term in order to obtain a robust and stable scheme, we perform a nonclassical
upwind finite volume scheme which consists of considering an upwind scheme for the function
µ (u) according to the discrete gradient of v, and an upwind finite volume scheme for the function
a (u) with respect to u. These choices of discretization are crucial to ensure the discrete maximum
principle as well as the energy estimates on the approximate solutions.
We are now in a position to introduce what we call nonlinear control volume finite element
(CVFE) scheme. For allK ∈ V , and all n ∈ {0, . . . , N},
un+1K − unK
∆t
mK +
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)
−
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)
= f
(
un+1K
)
mK ,
(4.13)
where the transmissibility coefficients ΛKL and DKL are given by equality (4.8), and µ
n+1
KL
denotes an approximation of µ (u) on the interfaces of ωK with respect to the discrete gra-
dient of v. The term ΛKLµ
n+1
KL
(
vn+1K − vn+1L
)
represents a numerical flux function computed at(
un+1K , u
n+1
L ,ΛKL
(
vn+1K − vn+1L
))
. In the general case, a numerical flux functionG of arguments
(a, b, c) ∈ R3 is required to satisfy the following properties :
(a) G (·, b, c) is nondecreasing for all b, c ∈ R,
and G(a, ·, c) is nonincreasing for all a, c ∈ R;
(b) G(a, b, c) = −G(b, a,−c) for all a, b, c ∈ R;
(c) G(a, a, c) = µ(a) c for all a, c ∈ R.
(4.14)
We give here two examples on the construction of µn+1KL such that the numerical flux function sa-
tisfies properties (4.14). The first example consists of taking the Engquist-Osher scheme [65] and
the second example consists of taking the Godunov scheme (see e.g. [32, 40]).
• µn+1KL =
{
µ↓
(
un+1K
)
+ µ↑
(
un+1L
)
, if ΛKL
(
vn+1K − vn+1L
) ≥ 0,
µ↑
(
un+1K
)
+ µ↓
(
un+1L
)
, if ΛKL
(
vn+1K − vn+1L
)
< 0.
The functions µ↑ and µ↓ are given by
µ↑ (z) :=
∫ z
0
(
µ′ (s)
)+
ds, µ↓ (z) := −
∫ z
0
(
µ′ (s)
)−
ds.
Herein, s+ = max(s, 0) and s− = max(−s, 0).
• µn+1KL =

max
[un+1
K
,un+1
L
]
µ (u), if ΛKL
(
vn+1K − vn+1L
) ≥ 0,
min
[un+1
L
,un+1
K
]
µ (u), if ΛKL
(
vn+1K − vn+1L
) ≥ 0,
max
[un+1
L
,un+1
K
]
µ (u), if ΛKL
(
vn+1K − vn+1L
)
< 0,
min
[un+1
K
,un+1
L
]
µ (u), if ΛKL
(
vn+1K − vn+1L
)
< 0.
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Remark 3. In view of properties (4.14) of the numerical flux function, one can deduce that the
approximate numerical flux function µn+1KL = z
(
un+1K , u
n+1
L
)
must be nonincreasing (resp. non-
decreasing) with respect to un+1K and nondecreasing (resp. nonincreasing) with respect to u
n+1
L
when ΛKL
(
vn+1K − vn+1L
) ≥ 0 (resp. ΛKL (vn+1K − vn+1L ) ≤ 0). We also have, using property
(4.14)(c), that µn+1KK = z
(
un+1K , u
n+1
K
)
= µ
(
un+1K
)
.
4.4.2 Discretization of the second equation of system (4.1)
We now focus on the discretization of the second equation of system (4.1). We note that a classical
discretization of this equation is given by the following form
mK
vn+1K − vnK
∆t
+
∑
σKL∈EK
DKL
(
vn+1K − vn+1L
)
= mK
(
αunK − βvn+1K
)
. (4.15)
However, we have seen in chapter 3 that this discretization does not guaranty the discrete maxi-
mum principle without any restriction on the transmissibility coefficients, for instance, one can
get the discrete maximum principle by assuming that all the transmissibility coefficients DKL are
nonnegative (e.g. see [50]).
Here, we propose a numerical discretization in order to ensure the discrete maximum principle
without any restriction on the transmissibility coefficients. To do this, we introduce the following
set of functions : η (v), p (v), Γ (v) and φ (v) defined by
η (v) =max (0,min (v, 1)), (4.16)
p (v) =
∫ v
1
1
η (s)
ds =
{
ln(v) if v ∈ (0, 1),
v − 1 if v ≥ 1, (4.17)
Γ (v) =
∫ v
1
p (s) ds =
{
v ln(v)− v + 1 if v ∈ [0, 1),
(v−1)2
2 if v ≥ 1,
(4.18)
φ (v) =
∫ v
0
1√
η (s)
ds =
{√
v−1
2 if v ∈ [0, 1),
v − 1 if v ≥ 1. (4.19)
In the sequel, we adopt the convention
η(v)p(v) = 0 if v ≤ 0. (4.20)
We mention the discretization of the second equation of (4.1) ; specifically, we have
mK
vn+1K − vnK
∆t
−
∑
σKL∈EK
DKLη
n+1
KL
(
p
(
vn+1K
)− p (vn+1L )) = mK(αunK − βvn+1K ), (4.21)
where, denoting by Jn+1KL = [min(v
n+1
K , v
n+1
L ),max(v
n+1
K , v
n+1
L )], we have set
ηn+1KL =
{
maxs∈Jn+1
KL
η(s) if DKL ≥ 0,
mins∈Jn+1
KL
η(s) if DKL < 0.
Taking into account properties (4.14) of the numerical flux function G, one can deduce that this
scheme, whose construction is based on finite elements for the diffusive term and an upstream finite
volume for the convective term, can be interpreted as a finite volume scheme. Indeed, denoting by
Fn+1KL = ΛKLa
n+1
KL
(
un+1K − un+1L
)− ΛKLµn+1KL an+1KL (vn+1K − vn+1L ),
Φn+1KL = DKLη
n+1
KL
(
p
(
vn+1K
)− p (vn+1L )).
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We have an+1KL = a
n+1
LK , η
n+1
KL = η
n+1
LK , and µ
n+1
KL = µ
n+1
LK . Thus, we obtain the locally conservative
form
Fn+1KL + F
n+1
LK = 0 = Φ
n+1
KL +Φ
n+1
LK , for all σKL ∈ E ,
mK
un+1K − unK
∆t
+
∑
σKL∈EK
Fn+1KL = f
(
un+1K
)
mK , for allK ∈ V,
mK
vn+1K − vnK
∆t
+
∑
σKL∈EK
Φn+1KL = g
(
unK , v
n+1
K
)
mK , for allK ∈ V.
4.4.3 Main result
Let (Tm)m≥1 be a sequence of triangulations of Ω such that
hm = max
T∈Tm
diam (T )→ 0 asm→∞.
We assume that there exists a constant θ > 0 such that
θTm ≤ θ, ∀m ≥ 1.
As before, a sequence of dual meshes (Mm)m≥1 is given.
Let (Nm)m be an increasing sequence of integers, then we define the corresponding sequence
of time steps (∆tm)m such that ∆tm → 0 as m → ∞. The intention of this chapter is to prove
the following main result.
Theorem 4.2. Let (uMm,∆tm , vMm,∆tm)m be a sequence of solutions to the scheme (4.13)–(4.21),
such that 0 ≤ uMm,∆tm ≤ 1 and 0 ≤ vMm,∆tm for almost everywhere in Qtf , then
uMm,∆tm → u and vMm,∆tm → v a.e. in Qtf asm→∞,
where the couple (u, v) is a weak solution to the system (4.1)–(4.3) in the sense of Definition 4.1.
4.5 Discrete properties, a priori estimates and existence
In this section, we first bring up some preliminary lemmas presented by Cances and Guichard [16],
that we reproduce them here for clarity. We then establish the discrete maximum principle which
is the basis to the analysis that we are going to perform. Next, we carry out the a priori estimates
necessary to prove the existence of a discrete solution to the discrete problem (4.13)–(4.21). The
maximum principle and the a priori estimates are crucial to prove the convergence of the scheme
(4.13)–(4.21) towards the weak solution.
Lemma 4.3. Let
(
un+1K
)
K,n
∈ R(N+1)#V (resp. (vn+1K )K,n ∈ R(N+1)#V ), then denoting by ξT ,∆t
(resp. φT ,∆t) the unique function of HT ,∆t with nodal values
(
ξ
(
un+1K
))
K,n
∈ R(N+1)#V (resp.(
φ
(
vn+1K
)) ∈ R(N+1)#V ), one has
N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
≥
N∑
n=0
∆t
∑
σKL∈E
ΛKL
(
ξ
(
un+1K
)− ξ (un+1L ))2 = ∫∫
Qtf
Λ∇ξT ,∆t · ∇ξT ,∆tdxdt.
(4.22)
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and
N∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2
≥
N∑
n=0
∆t
∑
σKL∈E
DKL
(
φ
(
vn+1K
)− φ (vn+1L ))2 = ∫∫
Qtf
D∇φT ,∆t · ∇φT ,∆tdxdt.
(4.23)
Proof. Using the mean value theorem since ξ is a differentiable function, one can deduce the
existence of c ∈
◦
In+1KL , such that(
ξ
(
un+1K
)− ξ (un+1L ))2 = a (c) (un+1K − un+1L )2 ∀σKL ∈ E .
Multiplying this equality by ΛKL, one gets
ΛKL
(
ξ
(
un+1K
)− ξ (un+1L ))2 ≤ ΛKLan+1KL (un+1K − un+1L )2,
for the case where ΛKL ≥ 0 since an+1KL is the maximum of a (u) on the interval In+1KL . On the
other hand, when ΛKL ≤ 0, one has that an+1KL is the minimum of a (u) on the interval In+1KL , thus
ΛKLa (c) ≤ ΛKLan+1KL and property (4.22) holds. The proof of inequality (4.23) is similar. This
ends the proof of the lemma.
Let T ∈ T , and let (K, L) ∈ V2, we denote by
λTKL := −
∫
T
Λ (x)∇ϕK (x) · ∇ϕL (x) dx = λTL,K .
In particular, one has ΛKL = −
∑
T∈T
∫
T
Λ∇ϕK · ∇ϕLdx =
∑
T∈T
λTKL, for all σKL ∈ E .
Lemma 4.4. Let ΨT =
∑
K∈V
ψKϕK ∈ HT , then there exists a quantity C0 depending only on
Λ, θT such that ∑
σKL∈E
∑
T∈T
∣∣λTKL∣∣ (ψK − ψL)2 ≤ C0 ∫
Ω
Λ∇ΨT · ∇ΨT dx. (4.24)
Proof. In the proof below, unless specified, C denotes a generic quantity depending only on Λ and
θT .
In order to prove inequality (4.24), it suffices to prove that∑
σKL∈E
∑
T∈T
∣∣λTKL∣∣ (ψK − ψL)2 ≤ C ‖∇ΨT ‖2(L2(Ω))2 ,
since we have, using the assumption on Λ, that
‖∇ΨT ‖2L2(Ω) =
∫
Ω
∇ΨT · ∇ΨT dx ≤ 1
Λ−
∫
Ω
Λ∇ΨT · ∇ΨT dx.
Thanks to the Cauchy-Schwarz inequality, one has∣∣λTKL∣∣ ≤ Λ− ‖∇ϕK‖(L2(T ))2 ‖∇ϕL‖(L2(T ))2 . (4.25)
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Now, using a classical inequality stemming from finite element properties (see e.g. [27, 11]), one
gets
‖∇ϕK‖2L2(T ) ≤ cθT
|T |
(hT )
2 , ∀K ∈ V, ∀T ∈ T , (4.26)
where c is an absolute constant.
Plugging inequality (4.26) into (4.25), one can conclude that∣∣λTKL∣∣ ≤ C |T |
(hT )
2 , ∀T ∈ T , ∀σKL ∈ ET . (4.27)
This implies that ∑
σKL∈ET
∣∣λTKL∣∣ (ψK − ψL)2 ≤ C |T |
(hT )
2
∑
σKL∈ET
(ψK − ψL)2.
Finally, it follows form the analysis carried out for example in [11] that for all T ∈ T with K, L,
andM being its vertices
|T |
(hT )
2
(
(ψK − ψL)2 + (ψK − ψM )2 + (ψL − ψM )2
)
≤ C ‖∇ΨT ‖2(L2(T ))2 .
Since σKL ∈ E is shared by at most two triangles, one has∑
T∈T
∑
σKL∈ET
∣∣λTKL∣∣ (ψK − ψL)2 ≤ C ∑
T∈T
‖∇ΨT ‖2L2(T ) = C ‖∇ΨT ‖2(L2(Ω))2 ,
this concludes the proof of the lemma.
Lemma 4.5. There exists a quantity C1 depending only on Λ and θT such that
N∑
n=0
∆t
∑
σKL∈E
|ΛKL| an+1KL
(
un+1K − un+1L
)2 ≤ C1 N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
.
(4.28)
N∑
n=0
∆t
∑
σKL∈E
|DKL| ηn+1KL
(
p(vn+1K )− p(vn+1L )
)2
≤ C1
N∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2
.
(4.29)
Proof. We denote by E− := {σKL ∈ E ; ΛKL < 0}, then since |x| = x + 2x−, x− =
max (−x, 0), one has
N∑
n=0
∆t
∑
σKL∈E
|ΛKL| an+1KL
(
un+1K − un+1L
)2
=
N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
+ 2
N∑
n=0
∆t
∑
σKL∈E−
|ΛKL| an+1KL
(
un+1K − un+1L
)2
.
Now, from the definition (4.8) of an+1KL , there exists c ∈
◦
In+1KL such that(
ξ
(
un+1K
)− ξ (un+1L ))2 = a (c) (un+1K − un+1L )2 ≥ an+1KL (un+1K − un+1L )2 , ∀σKL ∈ E−.
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Therefore, it yields
N∑
n=0
∆t
∑
σKL∈E
|ΛKL| an+1KL
(
un+1K − un+1L
)2 ≤ N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
+ 2
N∑
n=0
∆t
∑
σKL∈E
|ΛKL|
(
ξ
(
un+1K
)− ξ (un+1L ))2 .
(4.30)
Lemma 4.4 ensures the existence of a quantity C0 > 0 (= C0 (Λ, θT )) such that
N∑
n=0
∆t
∑
σKL∈E
|ΛKL|
(
ξ
(
un+1K
)− ξ (un+1L ))2
≤
N∑
n=0
∆t
∑
σKL∈E
∑
T∈T
|λKL|
(
ξ
(
un+1K
)− ξ (un+1L ))2 ≤ C0 ∫
Qt
Λ∇ξT ,∆t · ∇ξT ,∆tdx dt,
and from lemma 4.3, we deduce that
N∑
n=0
∆t
∑
σKL∈E
|ΛKL|
(
ξ
(
un+1K
)− ξ (un+1L ))2 ≤ C0 N∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
.
(4.31)
Plugging estimate (4.31) into estimate (4.30) , then estimate (4.28) holds with C1 = 1+2C0. The
proof of (4.29) is similar. This ends the proof of the lemma.
4.5.1 Discrete maximum principle
Lemma 4.6. Let
(
un+1K
)
K∈V, n∈{0,...,N} be a solution to the CVFE scheme (4.13). Then, for all
K ∈ Vh, and all n ∈ {0, . . . , N + 1}, we have 0 ≤ unK ≤ 1 and vnK ≥ 0.
Proof. We want to show this property using the induction on n. The property is true for n = 0
thanks to the definition (4.10) of u0K and to the assumption on u0. Now, assume that the claim is
true up to time step n. Consider a dual control volume ωK such that u
n+1
K = minL∈V
{un+1L }, we want
to show that un+1K ≥ 0 i.e.
(
un+1K
)−
= 0.
Multiplying the scheme (4.13) by − (un+1K )−, one has
−mK u
n+1
K − unK
∆t
(
un+1K
)− − ∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
) (
un+1K
)−
+
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
) (
un+1K
)−
= −mKf
(
un+1K
) (
un+1K
)−
,
(4.32)
for which, we use the extension by f (0) ≥ 0 of the function f for u ≤ 0, then the right hand side
of equation (4.32) is less or equal to zero.
In view of definition (4.12) of an+1KL , and of the fact that a (u) = 0 for every u ≤ 0, one has
an+1KL
(
un+1K
)−
= 0, if ΛKL ≤ 0.
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Indeed, assume that un+1K ≥ 0 then
(
un+1K
)−
= 0 and an+1KL
(
un+1K
)−
= 0. Nevertheless, assume
that un+1K < 0 then a
n+1
KL = min
u∈In+1
KL
a (u) = 0 if ΛKL ≤ 0.
As a consequence, the second term in the left hand side of equation (4.32) reads to
−
∑
σKL∈EK
an+1KL (ΛKL)
+ (un+1K − un+1L ) (un+1K )− ≥ 0,
Let us now focus on the third term of equation (4.32), and denote by A this term. Using the fact
that an+1KL
(
un+1K
)−
= 0 for ΛKL ≤ 0, then A rewrites
A =
∑
σKL∈EK
Λ+KLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)+ (
un+1K
)−
−
∑
σKL∈EK
Λ+KLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)− (
un+1K
)−
.
The second term of A is nonpositive, but in view of Remark 3 on the approximation µn+1KL and in
view of the extension by zero of the function µ for u ≤ 0 (since µ (0) = 0), one can deduce that
µn+1KL Λ
+
KL
(
vn+1K − vn+1L
)− (
un+1K
)− ≤ µ (un+1K )Λ+KL (vn+1K − vn+1L )− (un+1K )− = 0,
thus, the second term of A is equal to zero and consequently A ≥ 0 since the first term of A is
nonnegative.
Finally, we use the identity un+1K =
(
un+1K
)+ − (un+1K )− and the nonnegativity of unK , one
can deduce from equation (4.32) that
(
un+1K
)−
= 0. According to the choice of the dual control
volume ωK , then min
L∈V
{un+1L } is non-negative. Consequently,
unK ≥ 0, ∀K ∈ V, and all n ∈ {0, . . . , N + 1}.
In order to prove by induction that unK ≤ 1, ∀K ∈ V, ∀n ∈ {0, . . . , N + 1}, we proceed in the
same way as before, so that we assume that the claim unK ≤ 1 is true for allK ∈ V and we consider
a dual control volume ωK such that u
n+1
K = maxL∈V
{un+1L }, we want to show that un+1K ≤ 1.
For the mentioned claim, we multiply equation (4.13) by
(
un+1K − 1
)+
, one gets
mK
un+1K − unK
∆t
(
un+1K − 1
)+
+
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
) (
un+1K − 1
)+
−
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
) (
un+1K − 1
)+
= 0,
(4.33)
for which, we have use the extension by f (1) ≤ 0 of the function f for u ≥ 1.
In view of definition (4.12) of an+1KL , and of the fact that a (u) = 0 for every u ≥ 1, one has
an+1KL
(
un+1K − 1
)+
= 0, if ΛKL ≤ 0.
the second term in the left hand side of equation (4.33) reads to∑
σKL∈EK
an+1KL (ΛKL)
+ (un+1K − un+1L ) (un+1K − 1)+ ≥ 0. (4.34)
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Using estimate (4.34) and denoting by A1 the third term of equation (4.33), one has
A1 ≥ −
∑
σKL∈EK
(ΛKL)
+ µn+1KL a
n+1
KL
(
vn+1K − vn+1L
)+ (
un+1K − 1
)+
. (4.35)
The right hand side of inequality (4.35) is nonpositive, but in view of Remark 3 on the approxima-
tion µn+1KL and in view of the extension by zero of the function µ for u ≥ 1 (since µ (1) = 0), one
can deduce that
µn+1KL Λ
+
KL
(
vn+1K − vn+1L
)+ (
un+1K − 1
)+ ≤ µ (un+1K )Λ+KL (vn+1K − vn+1L )+ (un+1K − 1)+ = 0,
and consequently, one gets that A1 is nonnegative.
Using the identity
(
un+1K − 1
)
=
(
un+1K − 1
)+ − (un+1K − 1)− and that unK ≤ 1, one can deduce
from equation (4.33) that
(
un+1K − 1
)+
= 0. According to the choice of the dual control volume
ωK , then max
L∈V
{un+1L } is non-negative. Consequently,
unK ≤ 1, ∀K ∈ V, and all n ∈ {0, . . . , N + 1}.
Let us prove now that vn+1K ≥ 0 for all K ∈ V . Let Km ∈ V be such that vn+1Km = minK∈V vn+1K ,
and assume that vn+1Km ≤ 0. Thanks to the convention (4.20), we can claim that
DKmLη
n+1
KmL
(p(vn+1Km )− p(vn+1L )) = 0 if DKmL ≤ 0,
and that
DKmLη
n+1
KmL
(p(vn+1Km )− p(vn+1L )) ≤ 0 if DKmL ≥ 0.
Therefore, the scheme (4.21) together with the positivity of unKm yields
vn+1Km ≥
vnKm
1 + β∆t
≥ 0.
This achieves the proof of Lemma 4.6.
4.5.2 Entropy estimates on vM,∆t
Lemma 4.7. There exists C > 0 depending only on ‖v0‖L2(Ω), Ω, tf , α and β such that, for all
n⋆ ∈ {0, . . . , N}, one has
∑
K∈V
mKΓ(v
n⋆+1
K ) +
n⋆∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2 ≤ C.
Proof. It follows from Jensen’s inequality – recall that Γ is convex – that∑
K∈V
mKΓ(v
0
K) ≤
∫
Ω
Γ(v0(x))dx.
Since Γ(v) ≤ (v − 1)2 for all v ≥ 0, we obtain that∑
K∈V
mKΓ(v
0
K) ≤
∫
Ω
(v0(x)− 1)2dx ≤ C. (4.36)
Multiplying the scheme (4.21) by p(vn+1K )∆t and summing ofK ∈ V and n = 0, . . . , n⋆ provides
A+ B = C, (4.37)
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where we have set
A =
n⋆∑
n=0
∑
K∈V
mK(v
n+1
K − vnK)p(vn+1K ),
B =
n⋆∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2
,
C =
n⋆∑
n=0
∆t
∑
K∈V
mK(αu
n
K − βvn+1K )p(vn+1K ).
Since, thanks to Lemma 4.6, unK is nonnegative for all K ∈ V and all n ≥ 0, and since p(v) ≤
(v − 1) for all v ≥ 0 (with the convention p(0) = −∞), one has
αunKp(v
n+1
K ) ≤ αunK(vn+1K − 1).
On the other hand, there exists an absolute constant c⋆ such that vp(v) ≥ (v − 1)2 − c⋆ for all
v ≥ 0. Therefore,
βvn+1K p(v
n+1
K ) ≥ β(vn+1K − 1)2 − c⋆.
As a consequence, we obtain that
C ≤ tf |Ω|c⋆ +
n⋆∑
n=0
∆t
∑
K∈V
mK
(
αunK(v
n+1
K − 1)− β(vn+1K − 1)2
)
.
Using the weighted Young’s inequality αab ≤ βb2 + α24βa2 for all (a, b) ∈ R2 provides
αunK(v
n+1
K − 1)− β(vn+1K − 1)2 ≤
α2
4β
unK ≤
α2
4β
thanks to Lemma 4.6. Hence, we obtain that
C ≤ tf |Ω|
(
c⋆ +
α2
4β
)
. (4.38)
The function p being increasing, an elementary convexity inequality provides that
(a− b)p(a) ≥ Γ(a)− Γ(b), ∀(a, b) ∈ (R+)2,
ensuring that
A ≥
n⋆∑
n=0
∑
K∈V
mK
(
Γ(vn+1K )− Γ(vnK)
)
=
∑
K∈V
mK
(
Γ(vn
⋆+1
K )− Γ(v0K)
)
. (4.39)
Using (4.38), (4.39) and (4.36) in (4.37) concludes the proof of Lemma 4.7.
Lemma 4.8. There exists C depending only on ‖v0‖L2(Ω), Ω, tf , α, β, D±, Λ+ and θT , such that∫∫
Qtf
Λ(x)∇vT ,∆t(x, t)·∇vT ,∆t(x, t)dx dt =
N∑
n=0
∆t
∑
σKL∈E
ΛKL(v
n+1
K −vn+1L )2 ≤ C. (4.40)
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Proof. Thanks to Lemmas 4.3 and 4.7, we know that
N∑
n=0
∆t
∑
σKL∈E
DKL(φ(v
n+1
K )−φ(vn+1L ))2 ≤
N∑
n=0
∆t
∑
σKL∈E
DKLη
n+1
KL
(
p(vn+1K )− p(vn+1L )
)2≤ C.
Therefore, it follows from Lemma 4.4 that
N∑
n=0
∆t
∑
σKL∈E
|DKL|(φ(vn+1K )− φ(vn+1L ))2 ≤ C.
since (φ(vn+1K )− φ(vn+1L ))2 ≥ (vn+1K − vn+1L )2, we obtain that∫∫
Qtf
D(x)∇vT ,∆t(x, t) · ∇vT ,∆t(x, t)dx dt =
N∑
n=0
∆t
∑
σKL∈E
DKL(v
n+1
K − vn+1L )2
≤
N∑
n=0
∆t
∑
σKL∈E
|DKL|(vn+1K − vn+1L )2 ≤ C.
It only remains to check that∫∫
Qtf
Λ(x)∇vT ,∆t(x, t)·∇vT ,∆t(x, t)dx dt ≤ Λ+
D−
∫∫
Qtf
D(x)∇vT ,∆t(x, t)·∇vT ,∆t(x, t)dx dt
in order to conclude the proof of Lemma 4.8.
Remark 4. A careful analysis allows to prove, after a more involving proof very similar to the
one of Lemma 4.7, that the constant C depends neither on D+ nor on θT . The cornerstone of the
corresponding proof is the inequality
DKLη
n+1
KL (p(v
n+1
K )− p(vn+1L ))(vn+1K − vn+1L ) ≥ DKL(vn+1K − vn+1L )2
that relies on the definition of ηn+1KL and on the link between the functions η and p.
4.5.3 Energy estimates on uM,∆t
In the following, C denotes a "generic" constant, which need not have the same value throughout
the proofs.
Proposition 4.9. Let
(
un+1K , v
n+1
K
)
K∈V, n∈{0,...,N} be a solution to the scheme (4.13)-(4.21). There
exists a constant C > 0 depending only on ‖v0‖L2(Ω), Ω, tf , α, β, Λ, D, and θT such that
∑
K∈V
mK
(
un
⋆+1
K
)2
+
n⋆∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2 ≤ C. (4.41)
Proof. We multiply equation (4.13) by ∆t un+1K and sum over K ∈ V and n ∈ {0, . . . , n⋆}. This
yields
E1 + E2 + E3 = E4, (4.42)
102 CHAPTER 4. A NONLINEAR CVFE SCHEME FOR THE MODIFIED KELLER-SEGEL MODEL
where
E1 =
n⋆∑
n=0
∑
K∈V
mK
(
un+1K − unK
)
un+1K ,
E2 =
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)
un+1K ,
E3 =−
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)
un+1K ,
E4 =
n⋆∑
n=0
∆t
∑
K∈V
mKf
(
un+1K
)
un+1K .
For the time evolution term, we use the following inequality : (a− b) a ≥ 1
2
(
a2 − b2) , ∀a, b ∈
R, to get
E1 ≥ 1
2
n⋆∑
n=0
∑
K∈Vh
mK
((
un+1K
)2 − (unK)2) = 12 ∑
K∈Vh
mK
((
un
⋆+1
K
)2 − (u0K)2) . (4.43)
Next, for the diffusion term, we reorganize the sum over the edges, we find
E2 =
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)
un+1K
=
n⋆∑
n=0
∆t
∑
σKL∈E
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
.
(4.44)
Similarly, we reorganize the sum over the edges for the convection term, we obtain
E3 = −
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)
un+1K
= −
n⋆∑
n=0
∆t
∑
σKL∈E
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
) (
un+1K − un+1L
)
.
Using the weighted Young inequality, we deduce
|E3| ≤ C
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
|ΛKL| an+1KL
∣∣vn+1K − vn+1L ∣∣ ∣∣un+1K − un+1L ∣∣
≤ C
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
|ΛKL|
(
vn+1K − vn+1L
)2
+
1
2C1
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
|ΛKL| an+1KL
(
un+1K − un+1L
)2
.
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Thanks to estimates (4.24) and (4.28), one has
|E3| ≤ C
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKL
(
vn+1K − vn+1L
)2
+
1
2
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
.
Therefore, Lemma 4.8 provides that
|E3| ≤ C + 1
2
n⋆∑
n=0
∆t
∑
K∈V
∑
σKL∈EK
ΛKLa
n+1
KL
(
un+1K − un+1L
)2
. (4.45)
Finally, for the reaction term, since 0 ≤ un+1K ≤ 1 thanks to Lemma 4.6, one has
E4 =
n⋆∑
n=0
∆t
∑
K∈Vh
mKf
(
un+1K
)
un+1K ≤ |Ω| ‖f‖L∞(0,1) tf . (4.46)
Plugging estimates (4.43)–(4.46) into equation (4.42), one can deduce that the estimate (4.41)
holds.
4.5.4 Enhanced estimate on vM,∆t
The goal of this section is to prove a refined estimate on vM,∆t inspired from [16, Lemma 3.10],
claiming that either vM,∆t is constant equal to 0, or vM,∆t ≥ rh > 0 for some rh depending on the
discretization parameters. The first step consists in bounding from below the L∞((0, tf);L1(Ω))
norm of vM,∆t.
Lemma 4.10. Assume that
∫
Ω u0(x)dx > 0 or
∫
Ω v0(x)dx > 0, then there exists κ > 0 depen-
ding on the discretization and on the data such that∫
Ω
vM,∆t(x, t)dx ≥ κ, ∀t ∈ [0, tf ].
Proof. Summing equation (4.21) overK ∈ V ensures that∑
K∈V
mK(1 + β∆t)v
n+1
K =
∑
K∈V
mKv
n
K + α∆t
∑
K∈V
mKu
n
K , ∀n ∈ {0, . . . , N}. (4.47)
Assume that vnKn⋆ > 0 or u
n
Kn⋆
> 0 for some Kn⋆ ∈ V , as this is the case for n = 0 because of the
assumption on the initial data u0 and v0, then we deduce from (4.47) and from the non-negativity
of vnK and u
n
K proved in Lemma 4.6 that∑
K∈V
mK(1 + β∆t)v
n+1
K > 0.
In particular, there existsKn+1⋆ ∈ V such that vn+1Kn+1⋆ is (strictly) positive and∑
K∈V
mKv
n+1
K := κn+1 > 0.
One concludes the proof by setting κ = min
n=1,...,N+1
κn.
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We give now the definition of D-transmissive path, which was introduced in [16, Defini-
tion 3.4].
Definition 4.11. A D-transmissive path w joiningKi ∈ V toKf ∈ V consists in a list of vertices
(Kq)0≤q≤M such that Ki = K0, Kf = KM , with Kq 6= Kℓ if q 6= ℓ, and such that σKqKq+1 ∈
E with DKqKq+1 > 0 for all q ∈ {0, . . . ,M − 1}. We denote by W(Ki,Kf) the set of the
transmissive path joiningKi ∈ V toKf ∈ V .
We now state a result which is proved in [16, Lemma 3.5].
Lemma 4.12. For all (Ki,Kf) ∈ V2 there exists a transmissive path w ∈ W(Ki,Kf).
We have now introduced all the necessary tools for proving the main result of this section.
Lemma 4.13. Assume that
∫
Ω u0(x)dx > 0 or
∫
Ω v0(x)dx > 0, then there exists rh > 0 depen-
ding on the data as well as on the mesh T and ∆t such that
vn+1K ≥ rh, ∀K ∈ V, ∀n ∈ {0, . . . , N}. (4.48)
Proof. Thanks to Lemma 4.10, we know that there exists Ki such that v
n+1
Ki
> 0. Let Kf ∈ V ,
then there exists a D-transmissive path w = (Kq)0≤q≤M ∈ W(Ki,Kf) thanks to Lemma 4.12,
withK0 = Ki andKM = Kf .
Thanks to Lemmas 4.5 and 4.7, we know that there exists C such that
N∑
n=0
∆t
∑
σKL∈E
|DKL| ηn+1KL
(
p(vn+1K )− p(vn+1L )
)2 ≤ C.
In particular, this ensures that
DKqKq+1η
n+1
KqKq+1
(
p(vn+1Kq )− p(vn+1q+1 )
)2 ≤ C
∆t
, ∀q ∈ {0, . . . ,M − 1}.
Assume now that vn+1Kq > 0, as this is the case for q = 0, then η
n+1
KqKq+1
≥ η(vn+1Kq ) > 0. Then one
has (
p(vn+1Kq )− p(vn+1Kq+1)
)2 ≤ C
∆tDKqKq+1η
n+1
KqKq+1
<∞. (4.49)
Since limv→0 p(v) = −∞, we deduce from (4.49) that p(vn+1Kq+1) > −∞, hence vn+1Kq+1 > 0. A
straightforward induction provides that vn+1Kf > 0, and since Kf was chosen arbitrarily, we obtain
that
vn+1K > 0, ∀K ∈ V.
Since the set V × {0, . . . , N} is finite, we can conclude that there exists rh such that (4.48) holds.
4.5.5 Existence of a discrete solution
Proposition 4.14. Given (unK , v
n
K)K∈V such that uM,∆t(·, n∆t) and vM,∆t(·, n∆t) are nonne-
gative, then there exists (at least) one solution
(
un+1K , v
n+1
K
)
K∈V of the scheme (4.13),(4.21). Mo-
reover, uM,∆t(·, (n+ 1)∆t) and vM,∆t(·, (n+ 1)∆t) are nonnegative.
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Proof. The case where (unK , v
n
K)K∈V ≡ 0 has to be treated apart. In this very particular case, it is
easy to check that
(
un+1K , v
n+1
K
)
K∈V ≡ 0 is a solution to the scheme.
Let us now focus on the case where unK or v
n
K is strictly positive for someK ∈ V . Because of
the weak coupling on the numerical scheme, we can first solve (4.21), and afterwards (4.13). The
existence of a solution
(
vn+1K
)
K∈V can be proved by slightly adapting the proof of [16, Proposition
3.11], which relies on a topological argument [54, 23]. The main difficulty comes from the fact
the scheme (4.21) is not continuous w.r.t.
(
vn+1K
)
K∈V on (R+)
#V , but Lemma 4.13 ensures that
no component vn+1K of the discrete solution can go close to 0. Let us detail now the proof.
Let µ ∈ [0, 1], we denote by
(
vn+1K,µ
)
K∈V
the solution (if it exists) to the numerical scheme
vn+1K,µ − vnK
∆t
mK+µ
∑
σKL∈EK
DKLη
n+1
KL,µ
(
p(vn+1K,µ )− p(vn+1L,µ )
)
+(1− µ)
∑
σKL∈EK
|DKL|(p(vn+1K,µ )− p(vn+1L,µ )) = αunKmK − βvn+1K,µmK .
(4.50)
In the above scheme, we have set
ηn+1KL,µ =
maxv∈Jn+1KL,µ η(v) if DKL ≥ 0,minv∈Jn+1
KL,µ
η(v) if DKL < 0,
where Jn+1KL,µ =
[
min(vn+1K,µ , v
n+1
L,µ ),max(v
n+1
K,µ , v
n+1
L,µ )
]
. Reproducing carefully the analysis car-
ried out in §4.5.2 and §4.5.4, we get that for all µ ∈ [0, 1],∑
σKL∈E
DKL
(
φ(vn+1K,µ )− φ(vn+1L,µ )
)2 ≤ ∑
σKL∈E
DKLη
n+1
KL,µ
(
p(vn+1K,µ )− p(vn+1L,µ )
)2 ≤ C (4.51)
and, that there exists ǫ > 0 such that
vn+1K,µ ≥ ǫ > 0, ∀K ∈ V. (4.52)
This ensures in particular that for all µ ∈ [0, 1], the solutions of (4.50) stay in the interior of a
compact subset K of R#V such that
dist
(
K, (R−)#V
)
≥ ǫ
2
.
Define the function Υ : K × [0, 1]→ R#V by : ∀K ∈ V ,
ΥK ((wK)K , µ) =
wK − vnK
∆t
mK + µ
∑
σKL∈EK
DKLη
n+1
KL,µ (p(wK)− p(wL))
+ (1− µ)
∑
σKL∈EK
|DKL|(p(wK)− p(wL))− αunKmK + βwKmK .
The function Υ is uniformly continuous on K × [0, 1], and for all µ ∈ [0, 1] the solution vn+1K,µ of
the nonlinear system
Υ
((
vn+1K,µ
)
K∈V
, µ
)
= 0 (4.53)
cannot reach ∂K. For µ = 0, the system is monotone, so that the system (4.53) admits a unique
solution, whose topological degree is equal to 1 (we refer to [30, Proposition 3.1] for a proof of
this property). The topological degree being constant w.r.t. µ ∈ [0, 1], the system (4.53) admits at
least one solution for µ = 1, concluding the proof of the existence of
(
vn+1K
)
K∈V .
The existence proof for
(
un+1K
)
K∈V is similar but simpler since
106 CHAPTER 4. A NONLINEAR CVFE SCHEME FOR THE MODIFIED KELLER-SEGEL MODEL
1. the a priori estimate 0 ≤ un+1K ≤ 1 is sufficient for the claim, and no energy estimate is
needed here ;
2. the scheme (4.13) depends in a uniformly continuous way on
(
un+1K
)
K∈V on the compact
subset [−1, 2]#V of R#V .
Therefore, we let to the reader the care of checking the proof for self-conviction.
4.6 Compactness estimates on the family of discrete solutions.
In this section, we derive estimates on differences of time and space translates of the discrete
solutions necessary to prove the relative compactness property of the sequence of approximate
solutions. To do this, we use the increasing function ξ : [0, 1] −→ R and φ : [0,+∞) −→ R
defined in equation (4.5).
For all K ∈ Vh and for all n ≥ 1, we denote by ξnK = ξ (unK), and by ξTh,∆th the correspon-
ding piecewise affine in space and constant in time reconstruction inHTh,∆th , and by ξMh,∆th the
piecewise constant reconstruction in XMh,∆th .
4.6.1 Time translate estimate.
We give below the time translate estimate for the family (ξMh,∆th)h expressed using the function
ξ defined in (4.5). We denote by Qtf−τ = Ω× (0, tf − τ), for all τ ∈ (0, tf).
Lemma 4.15. There exists a constant Cξ,t and Cv,t independent of h and τ such that,∫∫
Qtf−τ
|ξMh,∆th (x, t+ τ)− ξMh,∆th (x, t)|2 dx dt ≤ Cξ,t (τ +∆th) , (4.54)∫∫
Qtf−τ
|vMh,∆th (x, t+ τ)− vMh,∆th (x, t)|2 dx dt ≤ Cv,t (τ +∆th) , (4.55)
for all τ ∈ (0, tf).
Proof. We consider the quantity Ah (t) defined by
Ah (t) =
∫
Ω
|ξMh,∆th (x, t+ τ)− ξMh,∆th (x, t)|2 dx, for all t ∈ (0, tf − τ) ,
which implies, that∫∫
Qtf−τ
|ξMh,∆th (x, t+ τ)− ξMh,∆th (x, t)|2 dx dt =
∫ tf−τ
0
Ah (t) dt.
For t ∈ (0, tf ], we denote by ν (t) ∈ {0, . . . , N} the unique positive integer such that tν(t) < t ≤
tν(t+τ), so that, we can rewrite Ah (t) as
Ah (t) =
∑
K∈Vh
(
ξ
ν(t+τ)+1
K − ξν(t)+1K
)2
mK , for all t ∈ (0, tf − τ) .
We observe, using the definition (4.5) of the function ξ, that(
ξ
ν(t+τ)+1
K − ξν(t)+1K
)2 ≤ C (uν(t+τ)+1K − uν(t)+1K )× (ξ(uν(t+τ)+1K )− ξ(uν(t)+1K ))
= C
ν(t+τ)∑
n=ν(t)+1
(
un+1K − unK
) (
ξ(u
ν(t+τ)+1
K )− ξ(uν(t)+1K )
)
.
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Now, using scheme (4.13) then gathering by edges and using the weighted Young inequality, we
obtain
Ah (t) ≤ C
ν(t+τ)∑
n=ν(t)+1
∆th
∑
σKL∈Eh
[ (
ΛKLa
n+1
KL
(
un+1K − un+1L
)− ΛKLµn+1KL an+1KL (vn+1K − vn+1L ))
×
((
ξ(u
ν(t)+1
K )− ξ(uν(t)+1L )
)
−
(
ξ(u
ν(t+τ)+1
K )− ξ(uν(t+τ)+1L )
))]
+ C
ν(t+τ)∑
n=ν(t)+1
∆th
∑
K∈Vh
mKf
(
un+1K
) (
ξ(u
ν(t+τ)+1
K )− ξ(uν(t)+1K )
)
≤ C (A1,h (t) +A2,h (t) +A3,h (t) +A4,h (t) +A5,h (t)) ,
where, we have set
A1,h (t) =
ν(t+τ)∑
n=ν(t)+1
∆th
∑
σKL∈Eh
|ΛKL| an+1KL
(
un+1K − un+1L
)2
,
A2,h (t) =
‖a‖2∞ + ‖χ‖2∞
2
ν(t+τ)∑
n=ν(t)+1
∆th
∑
σKL∈Eh
|ΛKL|
(
ξ(u
ν(t)+1
K )− ξ(uν(t)+1L )
)2
,
A3,h (t) =
‖a‖2∞ + ‖χ‖2∞
2
ν(t+τ)∑
n=ν(t)+1
∆th
∑
σKL∈Eh
|ΛKL|
(
ξ(u
ν(t+τ)+1
K − ξ(uν(t+τ)+1L )
)2
,
A4,h (t) =
ν(t+τ)∑
n=ν(t)+1
∆th
∑
σKL∈Eh
|ΛKL|
(
vn+1K − vn+1L
)2
,
A5,h (t) =
ν(t+τ)∑
n=ν(t)+1
∆th
∑
K∈Vh
mK
∣∣f (un+1K )∣∣ ∣∣∣ξ(uν(t+τ)+1K )− ξ(uν(t)+1K )∣∣∣ .
Now, we introduce the characteristic function ρ (n, t, τ) = 1 if t < n∆th ≤ t+τ and ρ (n, t, τ) =
0 otherwise. Let (an)n∈{0,...,N} be a family of non negative real values, we have the following
properties∫ tf−τ
0
ρ (n, t, τ) dt =
∫ tn
tn−τ
dt = τ,
ν(t+τ)∑
n=ν(t)+1
∆th =
∑
n; t<tn<t+τ
tn+1 − tn ≤ τ +∆th,
and∫ tf−τ
0
ν(t+τ)∑
n=ν(t)+1
∆tha
n+1 dt =
∫ tf−τ
0
N∑
n=0
∆tha
n+1ρ (n, t, τ) dt = τ
N∑
n=0
∆tha
n+1.
Using these properties, Lemma 4.5, the a priori estimates (4.40)–(4.41) on un+1K and v
n+1
K , and the
L∞ bound of the function ξ, one can deduce that∫ tf−τ
0
A1,h (t) dt ≤ C (τ +∆th) ,
∫ tf−τ
0
A4,h (t) dt ≤ C (τ +∆th) ,
and∫ tf−τ
0
A5,h (t) dt ≤ C (τ +∆th),
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for some constant C > 0.
It remains to show that
∫ tf−τ
0 A2,h (t) ≤ C (τ +∆th), and
∫ tf−τ
0 A3,h (t) ≤ C (τ +∆th) , for
some constant C > 0.
Consider the function ζ defined by ζ (n, t) = 1 if ν (t) = n and ζ (n, t) = 0 otherwise. We have
the following result (see ...)
∫ tf−τ
0
 ν(t+τ)∑
n=ν(t)+1
∆th
aν(t+τ)+1 dt ≤ (τ +∆th) ∫ tf−τ
0
N∑
m=0
am+1ζ (m, t+ τ) dt
= (τ +∆th)
N∑
m=0
am+1
∫ tm+1−τ
tm−τ
dt = (τ +∆th)
N∑
m=0
am+1∆th.
One can conclude the proof using this property, Lemma 4.3, and Lemma 4.5. The proof of estimate
(4.55) is similar.
We now extend by zero the functions ξMh,∆th and ξTh,∆th outside of Qtf and give the time
translate estimate over R3 for ξMh,∆th . Indeed, there exists a constant C > 0 independent of h
and τ such that∫
R
∫
R2
|ξMh,∆th (x, t+ τ)− ξMh,∆th (x, t)|2 dx dt ≤ C (τ +∆th) , for all τ ∈ (0, tf) .
Proof. Using the extension by zero of ξMh,∆th outside of Qtf , one has∫
R
∫
R2
|ξMh,∆th (x, t+ τ)− ξMh,∆th (x, t)|2 dx dt
=
∫∫
Qtf−τ
|ξMh,∆th (x, t+ τ)− ξMh,∆th (x, t)|2 dx dt+
∫ tf
tf−τ
∫
Ω
|ξMh,∆th (x, t)|2 dx dt.
One can deduce the proof using Lemma 4.15 and the L∞ bound of the function ξ.
We give now the space translate estimate on ξMh,∆th .
4.6.2 Space translate estimate.
Lemma 4.16. There exists a constant Cξ,s independent of h and y such that,∫ tf
0
∫
R2
|ξMh,∆th (x+ y, t)− ξMh,∆th (x, t)| dx dt ≤ Cξ,s (|y|+ h) , (4.56)∫ tf
0
∫
R2
|vMh,∆th (x+ y, t)− vMh,∆th (x, t)| dx dt ≤ Cξ,s (|y|+ h) , (4.57)
for all y ∈ R2.
Proof. We follow the same proof used in chapter 3. We first prove that∫ tf
0
∫
R2
|ξTh,∆th (x+ y, t)− ξTh,∆th (x, t)| dx dt ≤ C |y|, for all y ∈ R2,
then, using the extension by zero of ξMh,∆th outside of Qtf and the triangle inequality, we get∫ tf
0
∫
R2
|ξMh,∆th (x+ y, t)− ξMh,∆th (x, t)| dx dt ≤ A+B,
4.7 CONVERGENCE 109
where
A =
∫ tf
0
∫
R2
|ξTh,∆th (x+ y, t)− ξMh,∆th (x, t)| dx dt,
B = 2
∫∫
Qtf
|ξMh,∆th (x, t)− ξTh,∆th (x, t)| dx dt.
One can conclude the proof using the following estimate∫∫
Qtf
|ξMh,∆th (x, t)− ξTh,∆th (x, t)| dx dt ≤ Ch. (4.58)
The proof of estimate (4.57) follows the same lines. This ends the proof of the lemma.
4.7 Convergence
Lemma 4.17 (Strong convergence in L1 (Qtf )). There exists a subsequence of the sequence(
ξ (u)Mh,∆th
)
h>0
(resp. (vMh,∆th)h>0) which converges in L
1 (Qtf ) to some function ξ (u) ∈
L2
(
0, tf ;H
1 (Ω)
)
(resp. v ∈ L2 (0, tf ;H1 (Ω))).
Proof. Let us consider the function ξMh,∆th on Qtf and its extension by zero outside of Qtf .
Lemma 4.15, Lemma 4.16, and the boundedness of ξ due to Lemma 4.5.1 ensure that the sequence(
ξ (u)Mh,∆th
)
h>0
verifies the assumptions of the Kolmogorov compactness criterion (see e.g.
[38, 32]), where the third item of the theorem is satisfied using the triangle inequality : for any
η ∈ R2 and τ ∈ R,
‖ξMh,∆th (·+ η, ·+ τ)− ξMh,∆th (·, ·)‖L1(R3) ≤‖ξMh,∆th (·+ η, ·)− ξMh,∆th (·, ·)‖L1(R3)
+ ‖ξMh,∆th (·, ·+ τ)− ξMh,∆th (·, ·)‖L1(R3) .
Kolmogorov’s theorem ensures that the sequence
(
ξ (u)Mh,∆th
)
h>0
is relatively compact in
L1 (Qtf ), that implies the existence of a subsequence of
(
ξ (u)Mh,∆th
)
h>0
such that
ξ (u)Mh,∆th −→ ξ⋆ strongly in L1 (Qtf ) . (4.59)
Furthermore, as ξ is a continuous and nondecreasing function on [0, 1], there exists a unique
u (x, t) defined by
u (x, t) = ξ−1 (ξ⋆ (x, t)) , for a.e. (x, t) ∈ Qtf−τ .
Since ξ−1 is well defined and continuous, applying the L∞ bound on uMh,∆th and the dominated
convergence theorem to uMh,∆th (x, t) = ξ
−1 (ξMh,∆th (x, t)) , ∀ (x, t) ∈ ωK× (0, tf) , ∀K ∈
V , we get
uMh,∆th −→ u a.e. in Qtf and strongly in Lp (Qtf ) for p < +∞.
It remains to show that ξ (u) ∈ L2 (0, tf ;H1 (Ω)). Indeed, plugging estimate (4.41) into estimate
(4.22), one gets that ∇ξ (u)Th,∆th is uniformly bounded in
(
L2 (Qtf )
)2
. It follows that the se-
quence
(
ξ (u)Th,∆th
)
h
is bounded in L2
(
0, tf ;H
1 (Ω)
)
since ξ (u)Th,∆th is uniformly bounded
in L2 (Qtf ). Consequently, the sequence
(
ξ (u)Th,∆th
)
h
converges weakly, up to an unlabeled
subsequence, to a function ξ˜ in L2
(
0, tf ;H
1 (Ω)
)
.
According to estimate (4.58), the sequences
(
ξ (u)Th,∆th
)
h
and
(
ξ (u)Mh,∆th
)
h
have the same
limit, as a consequence ξ (u) = ξ⋆ = ξ˜ ∈ L2 (0, tf ;H1 (Qtf )).
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4.7.1 Identification as a weak solution
It remains to be shown that (u, v) is a weak solution to the continuous problem (4.1)–(4.3) in the
sense of Definition 4.1. To do this, we consider a test function ψ ∈ D (Ω× [0, tf)), and denote by
ψnK = ψ (xK , tn), for all K ∈ Vh and all n ∈ {0, . . . , Nh}. Let us focus on the convergence of
the first equation of scheme (4.13)–(4.21), the convergence of the second equation being similar.
Multiplying the first equation (4.13) by ∆thψnK and summing over n ∈ {0, . . . , Nh} and
K ∈ Vh yields, after a reorganization of the sum (see e.g. [34]),
Ah + Bh + Ch +Dh = Fh, (4.60)
where
Ah =
Nh∑
n=0
∑
K∈Vh
(
un+1K − unK
)
ψnKmK , Fh =
Nh∑
n=0
∆th
∑
K∈Vh
f
(
un+1K
)
ψnKmK ,
Bh =
Nh∑
n=0
∆th
∑
σKL∈Eh
ΛKL
(
an+1KL
(
un+1K − un+1L
)−√an+1KL (ξ (un+1K )− ξ (un+1L )))(ψnK − ψnL) ,
Ch =
Nh∑
n=0
∆th
∑
σKL∈Eh
ΛKL
√
an+1KL
(
ξ
(
un+1K
)− ξ (un+1L )) (ψnK − ψnL),
Dh = −
Nh∑
n=0
∆th
∑
σKL∈Eh
ΛKLµ
n+1
KL a
n+1
KL
(
vn+1K − vn+1L
)
(ψnK − ψnL) .
Time evolution term Note that ψNh+1K = 0 for all K ∈ Vh, then, performing summation by
parts in time, the term Ah can be rewritten
Ah =
Nh∑
n=0
∑
K∈Vh
un+1K ψ
n
KmK −
Nh∑
n=1
∑
K∈Vh
unKψ
n
KmK −
∑
K∈Vh
u0Kψ
0
KmK
= −
Nh∑
n=0
∆th
∑
K∈Vh
un+1K
ψn+1K − ψnK
∆th
mK −
∑
K∈Vh
u0Kψ
0
KmK
= −
∫∫
Qtf
uMh,∆th (x, t) ∂tψMh,∆th (x, t) dx dt−
∫
Ω
uMh,∆th (x, 0)ψMh,∆th (x, 0) dx.
Thanks to the regularity of ψ, and the uniform convergence in Lq (Qtf ), for all q ∈ [1,∞), of the
sequence (uMh,∆th)h towards u, it follows that
Ah −→ −
∫∫
Qtf
u (x, t) ∂tψ (x, t) dx dt−
∫
Ω
u (x, 0)ψ (x, 0) dx, as h→ 0.
Diffusion term Let us first prove that lim
h→0
Bh = 0.
For all σKL ∈ Eh and all n ∈ {0, . . . , Nh}, we denote by an+1KL the quantity defined by
an+1KL =

(
ξ(un+1K )− ξ(un+1L )
un+1K − un+1L
)2
if un+1K 6= un+1L ,
a
(
un+1K
)
if un+1K = u
n+1
L .
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Then, the term Bh rewrites
Bh =
Nh∑
n=0
∆th
∑
σKL∈Eh
ΛKL
√
an+1KL
(√
an+1KL −
√
an+1KL
)(
un+1K − un+1L
)
(ψnK − ψnL) .
Now, using the Cauchy-Schwarz inequality, we get
|Bh| ≤
 Nh∑
n=0
∆th
∑
σKL∈Eh
|ΛKL| an+1KL
(
un+1K − un+1L
)2 12 ×Rh 12 ,
where,Rh is given by
Rh =
Nh∑
n=0
∆th
∑
σKL∈Eh
|ΛKL|
(√
an+1KL −
√
an+1KL
)2
(ψnK − ψnL)2 .
Using Lemma 4.5 and Proposition 4.9, one has |Bh| ≤ CRh 12 . However, in order to prove that
lim
h→0
Bh = 0, it suffices to prove that lim
h→0
Rh = 0.
For all T ∈ Th, we denote by
ξ
n+1
T = max
x∈T
(
ξ (p)Th,∆th (x, tn+1)
)
, ξn+1
T
= min
x∈T
(
ξ (p)Th,∆th (x, tn+1)
)
,
and for all (x, t) ∈ T × (tn, tn+1), by
ξTh,∆th (x, t) = ξ
n+1
T , ξTh,∆th (x, t) = ξ
n+1
T
.
Consider the uniform continuous function
√
a ◦ ξ−1 defined on the closed and bounded interval
[0, ξ (1)], and let η be its modulus of continuity, then we have∣∣∣∣√an+1KL −√an+1KL ∣∣∣∣ ≤ η (ξn+1T − ξn+1T ) , for all σKL ∈ ET . (4.61)
Therefore, using this inequality in the definition ofRh, we get
0 ≤ Rh ≤ Qh (4.62)
where,
Qh =
Nh∑
n=0
∆th
∑
T∈Th
(
η
(
ξ
n+1
T − ξn+1T
))2 ∑
σKL∈ET
∣∣λTKL∣∣ (ψnK − ψnL)2 . (4.63)
Thanks to Lemma 4.4, one can deduce that the inequality (4.62) implies that
0 ≤ Rh ≤ C
∫∫
Qtf
η
(
ξTh,∆th (x, t)− ξTh,∆th (x, t)
)
dx dt,
where C is independent of h, and ∆th.
Therefore, it suffices to show that ξTh,∆th (x, t)− ξTh,∆th (x, t) → 0 for a.e. in Qtf to conse-
quently prove that lim
h→0
Rh = 0. However, by a simple generalization of Lemma A.1 and by the
help of Lemma 4.3 and Proposition 4.9, it follows that∫∫
Qtf
∣∣∣ξTh,∆th(x, t)− ξTh,∆th(x, t)∣∣∣ dx dt ≤ Ch
(∫∫
Qtf
∣∣∣∇ξ (u)Th,∆th(x, t)∣∣∣2 dx dt
) 1
2
≤ Ch.
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As a consequence, up to a subsequence, one has
lim
h→0
Bh = lim
h→0
Rh = lim
h→0
Qh = 0.
We now focus on the term Ch and prove that
lim
h→0
Ch =
∫∫
Qtf
Λ (x) a (u)∇u · ∇ψdx dt.
To do this, we introduce the term C′h defined by
C′h :=
∫∫
Qtf
ΘTh,∆thΛ (x)∇ξ (u)Th,∆th · ∇ψTh,∆th (·, t−∆th) dx dt,
where ΘTh,∆th is a continuous function given by
ΘTh,∆th (x, t) =
√
a ◦ ξ−1 (ΥTh,∆th (x, t)) , ∀x ∈ T, ∀t ∈ (tn, tn+1], ∀T ∈ Th,
and ΥTh,∆th is a function defined by
ΥTh,∆th (x, t) = ξ (u)Th,∆th (xT , t) , ∀x ∈ T, ∀t ∈ (tn, tn+1], ∀T ∈ Th.
Using again a generalization of Lemma A.1 as well as the boundedness of the continuous function√
a ◦ ξ−1, we obtain
ΥTh,∆th −→ ξ (u) in L2 (Qtf ) as h→ 0,
ΘTh,∆th −→
√
a (u) in L2 (Qtf ) as h→ 0.
(4.64)
It remains to verify that |Ch − C′h| −→ 0, when h tends to zero.
We denote by
an+1T = (ΘTh,∆th (xT , tn+1))
2 , ∀T ∈ Th, ∀n ∈ {0, . . . , Nh}.
The discretization of the term D′m is written as
C′m =
Nh∑
n=0
∆th
∑
T∈Th
√
an+1T
∑
σKL∈ET
λTKL
(
ξ
(
un+1K
)− ξ (un+1L )) (ψnK − ψnL) .
Performing the same way as for the inequality (4.61), one has∣∣∣∣√an+1KL −√an+1T ∣∣∣∣ ≤ η (ξn+1T − ξn+1T ) , for all σKL ∈ ET .
Therefore, using the Cauchy-Schwarz inequality, Lemma 4.3, Lemma 4.4, and Proposition 4.9,
we deduce that there exists a constant C does not depend on h such that
∣∣Cm − C′m∣∣2≤
 Nh∑
n=0
∆th
∑
T∈Th
η
(
ξ
n+1
T − ξn+1T
) ∑
σKL∈ET
∣∣λTKL∣∣∣∣ξ (un+1K )− ξ (un+1L )∣∣|ψnK − ψnL|
2
≤ Qh ×
Nh∑
n=0
∆th
∑
T∈Th
∑
σKL∈ET
∣∣λTKL∣∣ ∣∣ξ (un+1K )− ξ (un+1L )∣∣2
≤ CQh −→ 0 as h→ 0.
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Convection term For all T ∈ Th, we define the piecewise constant function κTh,∆th by
κTh,∆th (x, t) = χ ◦ ξ−1 (ΥTh,∆th (x, t)) , ∀x ∈ T, ∀t ∈ (tn, tn+1].
Using the same guidelines as for the convergence results (4.64), one has
κTh,∆th −→ χ (u) in L2 (Qtf ) as h→ 0.
We introduce the term
D′h := −
∫∫
Qtf
κTh,∆thΛ (x)∇vTh,∆th · ∇ψTh,∆th (·, t−∆th) dx dt.
Thanks to the weakly convergence in L2 (Qtf ) of the sequence ∇vTh,∆th towards ∇v, and to the
uniform convergence of ∇ψTh,∆th towards ∇ψ, we obtain
D′h −→ −
∫∫
Qtf
χ (u) Λ (x)∇v · ∇ψdx dt as h→ 0.
Let us prove, using the same guidelines as before, that |Dh −D′h| −→ 0, when h tends to zero.
We denote by
χn+1T = κTh,∆th (xT , tn+1) , ∀T ∈ Th, ∀n ∈ {0, . . . , Nh},
µn+1T = µTh,∆th (xT , tn+1), ∀T ∈ Th, ∀n ∈ {0, . . . , Nh}.
Therefore,
Dh −D′h =
Nh∑
n=0
∆th
∑
T∈Th
∑
σKL∈ET
(
an+1T µ
n+1
T − an+1KL µn+1KL
)
λTKL
(
vn+1K − vn+1L
)
(ψnK − ψnL) .
Thanks to the the triangle inequality and to the existence of a continuity moduli η and δ of the
continuous functions
√
a ◦ ξ−1 and µ ◦ ξ−1 respectively, one has∣∣an+1KL µn+1KL − an+1T µn+1T ∣∣ ≤ µn+1KL ∣∣an+1KL − an+1T ∣∣+ an+1T µn+1KL − µn+1T
≤ C
(
η
(
ξ
n+1
T − ξn+1T
)
+ δ
(
ξ
n+1
T − ξn+1T
))
,
where the constant C does not depend on h. Therefore, using the Cauchy-Schwarz inequality,
Lemma 4.3, Lemma 4.4, and Proposition 4.9, we deduce that there exists a constantC independent
of h such that∣∣Dh −D′h∣∣2 ≤ C (Qh +Wh)× Nh∑
n=0
∆th
∑
T∈Th
∑
σKL∈ET
∣∣λTKL∣∣ ∣∣vn+1K − vn+1L ∣∣2 ,
where Qh is given by equation (4.63), andWh is given by
Wh =
Nh∑
n=0
∆th
∑
T∈Th
(
δ
(
ξ
n+1
T − ξn+1T
))2 ∑
σKL∈ET
∣∣λTKL∣∣ (ψnK − ψnL)2 .
Now, using the same proof as for the diffusive term, one can deuce thatWh ≤ Ch. Therefore
lim
h→0
∣∣Dh −D′h∣∣ = 0,
and consequently,
lim
h→0
Dh = −
∫∫
Qtf
χ (u) Λ (x)∇v · ∇ψdx dt.
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Reaction term We would now like to show that
Fh −→
∫∫
Qtf
f (u (x, t))ψ (x, t) dx dt as h→ 0.
For this purpose, we denote, for all K ∈ Vh and for all n ≥ 1, by fnK = f (unK), and by fMh,∆th
the piecewise constant reconstruction in XMh,∆th . Thus we have
Fh =
∫∫
Qtf
fMh,∆thψMh,∆th (·, t−∆th) dx dt −→
∫∫
Qtf
f (u (x, t))ψ (x, t) dx dt as h→ 0,
since f (u)Mh,∆th converges strongly in L
2 (Qtf ) towards f (u), and as ψMh,∆th converges uni-
formly towards ψ. This ends the proof of the convergence.
4.8 Numerical results
In this section, we establish various 2–D numerical results provided by the nonlinear CVFE
scheme (4.13)–(4.21). Newton’s algorithm is carried out for the implementation of the scheme,
coupled with a biconjugate gradient method to solve linear systems arising from the Newton al-
gorithm. We provide three tests to show the effectiveness of the nonlinear CVFE scheme (4.13)–
(4.21). For these tests, we consider the following data : Lx = 1, Ly = 1 (the length and the width
of the domain). We fix : ∆t = 0.002, α = 0.01, β = 0.05, a (u) = duu (1− u), du = 0.0005,
χ (u) = ζ × (u (1− u))2, ζ = 0.05. By definition, we have µ (u) = ζduu (1− u) then, the
numerical flux function µn+1KL is given using the following functions :
µ↑ (z) = µ
(
min{z, 1
2
}
)
, and µ↓ (z) = µ
(
max{z, 1
2
}
)
− µ
(
1
2
)
, ∀z ∈ (0, 1)× (0, 1) .
Unless stated otherwise and throughout the tests, we assume that f (u) = 0, that the initial condi-
tions are defined by regions, and we assume zeros-flux boundary conditions. For instance, the cell
density is initially defined by u0 (x,y) = 1 in the square region given by (x,y) ∈ [0.45, 0.55]
and 0 otherwise. The initial chemeoattractant concentration is defined by v0 (x,y) = 5 in the
space region given by (x,y) ∈ [0.2, 0.3]× [0.45, 0.55]∪ [0.45, 0.55]× [0.2, 0.3]∪ [0.45, 0.55]×
[0.7, 0.8] ∪ [0.7, 0.8]× [0.45, 0.55].
Test 1 (Weak anisotropic case). In this test, we assume that the diffusion tensors are given by
Λ (x) =
(
1 0
0 θ
)
, D (x) = dI2, d = 0.0001.
Further, we consider an admissible triangular primary mesh made of 14 336 triangles, the cor-
responding Donald dual mesh consists of 7 297 dual control volumes. In a admissible triangular
mesh, all the angles of triangles are acute, then one can deduce that the transmissibility coefficients
are nonnegative in the case of isotropic diffusion tensors. In Tab. 4.1, we present minimum and
maximum values obtained with each of the scheme (3.24)–(3.25) (of the previous chapter), the
nonlinear CVFE scheme (4.13)–(4.21), and the FV scheme.
Test 2 (Weak anisotropic case/obtuse angles). In this test, we consider a general unstructured
mesh that contains obtuse angles, this mesh is made of 5 193 triangles and 2 665 dual control
volumes (see Figure 4.2 for an illustration of the primal and dual mesh).
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scheme (3.24)–(3.25) scheme (4.13)–(4.21) FV scheme
After 1 iteration Min. Val. u 0.000000 0.000000 0.000000
θ = 1 Max. Val.
u
1.000000 1.000000 1.000000
After 10 iterations Min. Val. u 0.000000 0.000000 0.000000
θ = 1 Max. Val.
u
0.971110 1.000000 1.000000
After 1 iteration Min. Val. u −1.73001× 10−3 8.68789× 10−20 |
θ = 5 Max. Val.
u
0.99722922 1.000000 |
After 10 iterations Min. Val. u −1.62500× 10−2 0.000000 |
θ = 5 Max. Val.
u
0.9715705 1.000000 |
After 1 iteration Min. Val. u −4.46953× 10−3 6.30555× 10−16 |
θ = 10 Max. Val.
u
1.00018368 1.000000 |
After 10 iterations Min. Val. u −3.91245× 10−2 6.30554× 10−16 |
θ = 10 Max. Val.
u
0.98342428 0.9999999 |
TABLE 4.1 – Numerical results after 1 and 10 iterations.
FIGURE 4.2 – Initial primal mesh Th and barycentric dual meshMh.
The diffusion tensors are defined, for all x ∈ (0, 1)× (0, 1), by
Λ (x) =
 7 2
2 10
 , D (x) = dI2, d = 0.0001.
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FIGURE 4.3 – Initial condition for the cell density u (left) with 0 ≤ u ≤ 1 and for the chemeoat-
tractant concentration v (right) with 0 ≤ v ≤ 5.
The cell density diffusion tensor Λ is taken to be a homogeneous anisotropic tensor with high
diffusivity in a direction at 63.44 degrees form the horizontal and low diffusivity in the orthogonal
direction. Indeed, we have
Λ = Rθ ×
 11 0
0 6
×R−1θ ,
where, Rθ =
 0.4472 −0.8944
0.8944 0.4472
 =
 cosθ -sinθ
sinθ cosθ
 is the rotation of angle θ = 63.44
degrees.
Figure 4.3 represents initial distributions of the cell density u and the chemeoattractant concen-
tration v over the initial triangular mesh as well as the corresponding dual mesh.
Figures 4.4–4.5 represent the evolution of the cell density at time t = 0.4, t = 1.4, t = 2.4,
and t = 4. At moment t = 0.4, it is clear that the cell density diffuses in the space (in a direction
at 63.44 degrees from the horizontal) without any interactions with the chemeoattractant which
diffuses uniformly in the space. Then, after a while, and when the chemeoattractant diffusion
reaches the cell density location, we see that the latter changes its direction to be absorbed by
the chemeoattractant located vertically. This process continues and the cells accumulate into the
location of the chemeoattractant and finally we obtain the cell density aggregations as shown at
t = 4.
Test 3 (Anisotropic case/obtuse angles). In this test, we consider an unstructured mesh consisting
of 15 568 primal triangles and 7 912 dual control dual volumes. Further, we assume that the
diffusion tensors are anisotropic and are given by :
Λ (x) =
 8 −7
−7 20
 , D (x) = d
 1 0
0 θ
 , d = 0.0001.
4.8 NUMERICAL RESULTS 117
FIGURE 4.4 – Evolution of the cell density u at time t = 0.4 with 0 ≤ u ≤ 0.667 (left), and at
time t = 1.4 with 0 ≤ u ≤ 0.632(right).
FIGURE 4.5 – Evolution of the cell density u at time t = 2.4 with 0 ≤ u ≤ 0.972 (left), and at
time t = 4 with 0 ≤ u ≤ 0.987(right).
Table 4.2 provides a comparison between the nonlinear CVFE scheme coupled on the one hand
with the discretization (4.15) of v and with the discretization (4.21) of v on the other hand. We
see that the discretization (4.21) carries out a better approximation than the discretization (4.15)
in terms of ensuring the discrete maximum principle property.
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scheme (4.13)–(4.15) scheme (4.13)–(4.21)
Min. Val. u 0.0000000 0.0000000
After 1 iteration Max. Val. u 1.0000000 1.0000000
θ = 3 Min. Val. v -1.141912E-002 1.922764E-051
Max. Val. v 5.012383 4.999982
Min. Val. u 0.0000000 0.0000000
After 200 iterations Max. Val. u 0.5298226 0.5312562
θ = 3 Min. Val. v -1.731068E-003 1.297192E-080
Max. Val. v 4.8053827 4.8018742
Min. Val. u 0.0000000 0.0000000
After 1000 iterations Max. Val. u 0.9957580 0.9974757
θ = 3 Min. Val. v 6.265859E-023 3.171769E-080
Max. Val. v 2.961761 2.910828
TABLE 4.2 – Numerical results after 1, 200 and 1000 iterations over an unstructured mesh with
obtuse angles.
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5.1 Introduction
This chapter is devoted to the theoretical analysis of a general degenerate nonlinear parabolic
equation. This kind of equations stems either from the modeling of a compressible two phase flow
in porous media or from the modeling of the chemotaxis-fluid process.
In the degenerate equation, the strong nonlinearities are technically difficult to be controlled
by the degenerate dissipative term because the equation itself presents degenerate terms of order 0
and of order 1.
In the case of the degeneracy of the dissipative term at one point, a weak and classical for-
mulation is possible for the expected solutions. However, in the case of the degeneracy of the
dissipative term at two points, we obtain solutions in a weaker sense compared to the one of the
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classical formulation. Therefore, a degenerate weighted formulation is introduced taking into ac-
count the degeneracy of the dissipative term.
5.2 The nonlinear degenerate model
Let T > 0 be a fixed time and Ω be an open bounded subset of Rd, d = 2, 3. We set QT :=
Ω × (0, T ) and ΣT = ∂Ω × (0, T ). We consider the following nonlinear degenerate parabolic
equation
∂tu− div (a (u)∇u− f (u)V)− g (u) div (V) + γa (u)∇u · V˜ = 0, in QT . (5.1)
The boundary condition is defined, on the saturation u, by
u (x, t) = 0, on ΣT . (5.2)
The initial condition is given by
u (x, 0) = u0 (x), in Ω. (5.3)
Many physical models lead to degenerate nonlinear parabolic problem. For instance, in [39] the
authors analyzed a model of a degenerate nonlinear system arising from compressible two-phase
flows in porous media (in this case we haveV = V˜). The described system coupled the saturation
(denoted by u) and the global pressure (denoted by p). The global velocity (denoted by V) is
taken to be proportional to the gradient of the global pressure. On the other hand, several papers
are devoted to the mathematical analysis of compressible, miscible displacement models in porous
media (see e.g. [5, 6, 35]). Here, we consider a generalization of the saturation equation where we
assume that the velocity field is given and fixed.
Other models that can lead to such kind of degenerate nonlinear parabolic equation (5.1) are
the chemotaxis models, where u represents the cell density and V represents the gradient of the
chemical concentration (see e.g. [8, 26, 57]), while V˜ represents the velocity of the fluid which
transports the cell density and the chemical concentration.
We introduce the classical assumptions for porous media made about the system (5.1)–(5.3) :
(H1) The velocitiesV and V˜ are two measurable functions lying into (L∞ (Ω))d. In addition, we
assume the following condition on the velocity flied V :
V · n ≤ 0, on ΣT ,
where n is the unit normal vector to ∂Ω outward to Ω.
(H2) f is a differentiable function in [0, 1] and g ∈ C1 ([0, 1]) verifying
g (0) = f (0) = 0, f (1) = g (1) = 1, and g′ (u) ≥ Cg′ > 0 ∀u ∈ [0, 1].
(H3) The initial condition u0 satisfies : u0 ∈ L2 (Ω) and 0 ≤ u0 (x) ≤ 1 for a.e. x ∈ Ω.
A major difficulty of system (5.1)–(5.3) is the possible degeneracy of the diffusion term. Here, we
give the degeneracy assumption on the dissipation function a :
(H4a) a ∈ C1([0, 1],R), a (u) > 0 for 0 < u < 1, a (0) > 0, a (1) = 0.
Furthermore, there exist a0 > 0, 0 < r2 ≤ 2, u∗ < 1,m1 andM1 > 0 such that
a (u) ≥ a0 for all 0 ≤ u ≤ u∗,
m1 (1− u)r2 ≤ a (u) ≤M1 (1− u)r2 , for all u∗ ≤ u ≤ 1. In addition there exists c1, c2 >
0 such that c1 (1− u)−1 ≤ (f (u)− g (u))−1 ≤ c2 (1− u)−1 for all u∗ ≤ u < 1.
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(H4b) a ∈ C1([0, 1],R), a (u) > 0 for 0 < u < 1, a (0) = 0, a (1) > 0,
Furthermore, there exist r1 > 0,m1 andM1 > 0 such that
m1r1u
r1−1 ≤ a′ (u) ≤ M1r1ur1−1, for all 0 ≤ u ≤ 1. In addition, there exists a constant
C > 0 such that |f (u)− g (u)| ≤ Cu, ∀0 ≤ u ≤ 1.
(H4c) a ∈ C1([0, 1],R), a (u) > 0 for 0 < u < 1, a (0) = 0, a (1) = 0,
Furthermore, there exist r1 > 0, r2 > 0, u∗ < 1,m1 andM1 > 0 such that
m1r1u
r1−1 ≤ a′ (u) ≤M1r1ur1−1, for all 0 ≤ u ≤ u∗,
−r2M1(1− u)r2−1 ≤ a′ (u) ≤ −r2m1(1− u)r2−1, for all u∗ ≤ u ≤ 1. In addition, there
exists c1, c2, C > 0 such that |f (u)− g (u)| ≤ Cu for all 0 ≤ u ≤ u∗ et c1 (1− u)−1 ≤
(f (u)− g (u))−1 ≤ c2 (1− u)−1 for all u∗ ≤ u < 1.
In what follows, we introduce first the existence of classical weak solutions to equation (5.1)
under the assumptions (H1)–(H3) and (H4a) and for a particular choice of the initial data. Next,
we show the existence of solutions to equation (5.1) in a weak sense (by introducing a weighted
formulation) and under the assumptions (H1)–(H3) and (H4b). Finally, for a particular choice of
the initial data, we introduce also the existence of solutions to equation (5.1) (verifying a weighted
formulation) and under the assumptions (H1)–(H3) and (H4c).
In the sequel and for the simplicity, we assume that the nonnegative constant γ is fixed equals to 1
and that V˜ = V (the same analysis is possible with V˜ 6= V).
5.2.1 Classical weak solutions
Let us consider the function k ∈ C1[0, 1) defined by
k (u) = u, if 0 ≤ u ≤ u∗,
k′ (u) = (f (u)− g (u))−1g′ (u) k (u), if u∗ ≤ u < 1.
(5.4)
We denote by L the following primitive of the function k
L (u) =
∫ u
0
k (τ) dτ, ∀ 0 ≤ u < 1.
Definition 5.1. Under the assumptions (H1)–(H3) and (H4a), and assume that the initial condition
u (t = 0) = u0 satisfies L (u0) ∈ L1 (Ω). We say that u is a classical weak solution to system
(5.1)–(5.3) if u verifies
0 ≤ u (x, t) ≤ 1 for a.e.(x, t) ∈ Ω× (0, T ),
u ∈ L2 (0, T ;H10 (Ω)) ∩ C0([0, T ] ;L2 (Ω)),
∂tu ∈ L2
(
0, T ;H−1 (Ω)
)
,
and such that∫ T
0
〈∂tu, ϕ〉 dt+
∫
QT
a (u)∇u · ∇ϕ dx dt−
∫
QT
f (u)V · ∇ϕ dx dt
+
∫
QT
g (u)V · ∇ϕ dx dt+
∫
QT
g′ (u)V · ∇uϕ dx dt
+
∫
QT
a (u)V · ∇uϕ dx dt = 0, ∀ϕ ∈ L2(0, T ;H10 (Ω)).
(5.5)
where the bracket 〈·, ·〉 represents the duality product between H−1 (Ω) and H10 (Ω).
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Theorem 5.2 (Degenerate system). Under the assumptions (H1)− (H3) and (H4a), there exists
at least one classical weak solution to the degenerate system (5.1)–(5.3) in the sense of Definition
5.1.
5.2.2 Weak degenerate solutions
Let us introduce the functions β and h defined by
β (u) = ur−1, h (u) =
∫ u
0
β (τ) dτ, where r =
{
r1 + 2, if r1 ≤ 1,
r1, if r1 > 1.
Here, r1 is the same constant defined in assumption (H4b).
Further, we consider the functions βθ and hθ defined, for all θ > 0, by
βθ (u) = u
r−1+θ, hθ (u) =
∫ u
0
βθ (τ) dτ .
Definition 5.3. For θ ≥ 7r1 + 6 − r, and under the assumptions (H1)–(H3) and (H4b). We say
that u is a degenerate weak solution to system (5.1)–(5.3) if
0 ≤ u (x, t) ≤ 1 for a.e. (x, t) ∈ Ω× (0, T ),
hθ (u) ∈ L2
(
0, T ;H10 (Ω)
)
,√
β′ (u)∇u ∈ (L2 (QT ))d ,
and such that the function F defined, for all χ ∈ L2 (0, T ;H1 (Ω)) by
F (u, χ) =−
∫
QT
hθ (u) ∂tχdx dt−
∫
Ω
hθ (u0)χ (x, 0) dx+
∫
QT
a (u)∇u · ∇ (βθ (u)χ) dx dt
+
∫
QT
a (u)V · ∇uβθ (u)χ dx dt−
∫
QT
(f (u)− g (u))V · ∇ (βθ (u)χ) dx dt
+
∫
QT
g′ (u)V · ∇uβθ (u)χ dx dt−
∫
QT
(f (u)− g (u))V · ∇χβθ (u) dx dt,
verifies
F (u, χ) ≤ 0, ∀χ ∈ C1 ([0, T );H10 (Ω))with χ (·, T ) = 0 and χ ≥ 0. (5.6)
Furthermore, it is required to satisfy
∀ε > 0, ∃Qε ⊂ QT such that meas (Qε) < ε, and
F (u, χ) = 0, ∀χ ∈ C1 ([0, T );H10 (Ω)), suppχ ⊂ ([0, T )× Ω) \Qε (5.7)
Theorem 5.4. Under the assumptions (H1)− (H3) and (H4b), there exists at least one weak
degenerate solution to system (5.1)–(5.3) in the sense of Definition 5.3.
We give now the definition of weak solutions to system (5.1)–(5.3) when the assumption (H4c)
is satisfied. Let θ, λ ≥ 0, we denote by jθ,λ the continuous function defined by
jθ,λ (u) =
{
βθ (u) , if 0 ≤ u ≤ u∗
βθ (u∗) (1− u∗)1−
r′
2
−λ(1− u) r
′
2
−1 + λ, if u ≥ u∗.
(5.8)
where r′ ≥ max (2, r2). We denote by Jθ,λ the primitive of the function jθ,λ
Jθ,λ =
∫ u
0
jθ,λ (y) dy. (5.9)
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To simplify the notations, we denote by j = j0,0 and J = J0,0.
In addition, we consider the functions µ and G, defined by{
µ (u) = β (u) , 0 ≤ u ≤ u∗
µ′ (u) = (f (u)− g (u))−1g′ (u)µ (u) , u∗ ≤ u < 1.
(5.10)
G is the primitive of µ, that is
G (u) =
∫ u
0
µ (y) dy. (5.11)
Definition 5.5. For θ ≥ 7r1+6− r, λ ≥ 7r2+6− r′2 , and under the assumptions (H1)–(H3) and
(H4c). We say that u is a degenerate weak solution to system (5.1)–(5.3) if
0 ≤ u (x, t) ≤ 1 for a.e. (x, t) ∈ Ω× (0, T ),
J (u) ∈ L2(0, T ;H10 (Ω)), µ′ 12 (u) a 12 (u)∇u ∈ (L2 (QT ))d ,
and such that, the function F defined by
F (u, χ) = −
∫
QT
Jθ,λ (u) ∂tχ dx dt−
∫
Ω
Jθ,λ (u0 (x))χ (x, 0) dx
+
∫
QT
a (u)∇u · ∇ (jθ,λ (u)χ) dx dt+
∫
QT
a (u)V · ∇u jθ,λ (u)χ dx dt
−
∫
QT
(f (u)− g (u))V · ∇ (jθ,λ (u)χ) dx dt+
∫
QT
g′ (u)V · ∇u jθ,λ (u)χ dx dt
−
∫
QT
(f (u)− g (u))V · ∇χ jθ,λ (u) dx dt,
verifies
F (u, χ) ≤ 0, ∀χ ∈ C1 ([0, T );H10 (Ω))with χ (·, T ) = 0 and χ ≥ 0 (5.12)
and furthermore,
∀ε > 0, ∃Qε ⊂ QT such that meas (Qε) < ε, and
F (u, χ) = 0, ∀χ ∈ C1([0, T );H10 (Ω)), suppχ ⊂ ([0, T )× Ω) \Qε (5.13)
Theorem 5.6. Under the assumptions (H1)− (H3) and (H4c), there exists at least one degenerate
weak solution to system (5.1)–(5.3) in the sense of Definition 5.5.
Unless stated otherwise, κ represents a “generic” nonnegative quantity which need not have
the same value through the proofs. Furthermore, Cα represents a nonnegative constant depending
only on the subscript α.
5.3 Existence for the nondegenerate case
In this section, we prove the existence of solutions to the nondegenerate problem. To avoid the
degeneracy of the dissipation function a, we introduce the modified problem where the dissipation
a is replaced by aη (u) = a (u) + η in equation (5.1), with 0 < η ≪ 1.
Therefore, we consider the nondegenerate system
∂tuη − div (aη (uη)∇uη − f(uη)V)− g (uη) div (V) + aη (uη)∇uη ·V = 0, in QT , (5.14)
uη (x, t) = 0, V · n ≤ 0, in ΣT , (5.15)
uη (x, 0) = u0 (x), in Ω. (5.16)
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5.3.1 Weak nondegenerate solutions
For the existence of a solution to the nondegenerate system, we make the following weak assump-
tion
(H5) a ∈ C0 ([0, 1]), a (u) > 0 for 0 < u < 1, a (0) = 0, and a (1) = 0 or a (1) > 0.
Theorem 5.7 (nondegenerate system). For any fixed η > 0 and under the assumptions (H1)−(H3)
and (H5), there exists at least one weak solution uη to the system (5.14)–(5.16) satisfying
0 ≤ uη (x, t) ≤ 1 for a.e. (x, t) ∈ QT , (5.17)
uη ∈ L2
(
0, T ;H10 (Ω)
) ∩ L∞(0, T ;L2 (Ω)),
∂tuη ∈ L2
(
0, T ;H−1 (Ω)
)
,
uη ∈ C0
(
[0, T ];L2 (Ω)
)
,
and such that∫ T
0
〈∂tuη, ϕ〉 dτ +
∫
QT
aη (uη)∇uη · ∇ϕ dx dt−
∫
QT
f (uη)V · ∇ϕ dx dt
+
∫
QT
g′ (uη)V · ∇uηϕ dx dt+
∫
QT
g (uη)V · ∇ϕ dx dt
+
∫
QT
aη (uη)V · ∇uηϕ dx dt = 0, ∀ϕ ∈ L2
(
0, T ;H10 (Ω)
)
,
(5.18)
where the bracket 〈·, ·〉 represents the duality product between H−1 (Ω) and H10 (Ω).
Proof. The solutions to system (5.14)–(5.16) depend on the parameter η. To simplify the notations
and for simplicity, we omit the dependence of solutions on the parameter η and we use u instead
of uη in this section. We will apply the Schauder fixed-point theorem to prove the existence of
weak solutions to system (5.14)–(5.16).
It is necessary to use the continuous extension for the functions depending on u. For instance, we
take f (u) = g (u) = 1 for all u ≥ 1 and f (u) = g (u) = 0 for all u ≤ 0. Furthermore, we extend
the dissipation a outside [0, 1] by taking
a (u) = 0, for u ≤ 0, and a (u) = a (1), for u ≥ 0.
Fixed-point method
Let us introduce the closed subset K of L2 (QT ) given by
K =
{
u ∈ L2(QT ); ‖u‖2L∞(0,T ;L2(Ω)) + η‖u‖2L2(0,T ;H10 (Ω)) ≤ A, ‖∂tu‖L2(0,T ;H−1(Ω)) ≤ B
}
,
The constantsA andB will be fixed later. The setK is a compact convex of L2 (0, T ;L2 (Ω))(The
compactness is due to the Aubin–Simon theorem [73]).
Let T be a map from L2 (0, T ;L2 (Ω)) to L2 (0, T ;L2 (Ω)) defined by
T (u) = u,
where u is the unique solution to the following linear parabolic equation
∂tu− div (aη (u)∇u− f(u)V)− g (u) div (V) + aη (u)∇u ·V = 0 (5.19)
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with the associate initial and boundary conditions. The existence of a unique solution to problem
(5.19) is obtained using the Galerkin method [56, 28]. Indeed, there exists a unique solution u to
problem (5.19) verifying : u ∈ L2 (0, T ;H10 (Ω)) ∩ C0 (0, T ;L2 (Ω)), ∂tu ∈ L2 (0, T ;H−1 (Ω))
such that, we have the following weak formulation : ∀ϕ ∈ L2(0, T ;H10 (Ω)),∫ T
0
〈∂tu, ϕ〉 dt+
∫
QT
aη (u)∇u · ∇ϕ dx dt−
∫
QT
f (u)V · ∇ϕ dx dt
+
∫
QT
g (u)V · ∇ϕ dx dt+
∫
QT
aη (u)∇u ·Vϕ dx dt = 0.
(5.20)
Lemma 5.8. T is an application from K to K.
Proof. Since u ∈ L2 (0, T ;H10 (Ω)), one takes the solution u as a test function in the weak for-
mulation (5.20), and gets, for all t ∈ (0, T ), that
E1 + E2 = E3 + E4, (5.21)
where
E1 =
1
2
∫ t
0
(
d
dt
∫
Ω
|u (x, τ)|2dx
)
dτ =
1
2
‖u (t)‖2L2(Ω) −
1
2
‖u0‖2L2(Ω),
E2 =
∫ t
0
∫
Ω
aη (u)∇u · ∇u dx dτ,
E3 =
∫ t
0
∫
Ω
(f (u)− g (u))∇u ·Vdx dτ,
E4 = −
∫ t
0
∫
Ω
aη (u)∇u ·Vu dx dτ.
From the degeneracy of the dissipation function a as well as its continuous extension, one has
E2 =
∫ t
0
∫
Ω
(a (u) + η)∇u · ∇u dx dτ ≥ η
∫ t
0
∫
Ω
∇u · ∇u dx dτ. (5.22)
Now, relying on the continuous extension of the functions f and g, the Cauchy-Schwarz, and the
weighted Young inequality, one gets
|E3| ≤
∫ t
0
∫
Ω
|f (u)− g (u)| |∇u ·V| dx dτ ≤ Cf,g
∫ t
0
∫
Ω
|∇u ·V| dx dτ
≤ Cf,g ‖∇u‖(L2(Qt))d · ‖V‖(L2(Qt))d ≤ κ ‖∇u‖
2
(L2(Qt))
d +
Cf,g,Qt
4κ
‖V‖2
(L∞(Qt))
d ,
(5.23)
where κ is a constant to be specified later.
In the same manner, we have the following estimate
|E4| ≤
∫ t
0
∫
Ω
|aη (u)| |∇u ·Vu| dx dτ ≤ Ca,η
∫ t
0
∫
Ω
|∇u ·Vu| dx dτ
≤ Ca,η ‖∇u‖(L2(Qt))d · ‖Vu‖(L2(Qt))d ≤ κ ‖∇u‖
2
(L2(Qt))
d +
Cf,g,V
4κ
‖u‖2
(L2(Qt))
d .
(5.24)
Choosing the constant κ = η4 and plugging estimates (5.22)–(5.24) into equation (5.21) one can
conclude that
‖u (t)‖2L2(Ω) + η
∫ t
0
∫
Ω
∇u · ∇u dx dτ ≤ κ1 + κ2 ‖u‖2L2(Qt), (5.25)
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or this is the same as
‖u (t)‖2L2(Ω) + η ‖∇u‖2(L2(Qt))d ≤ κ1 + κ2
∫ t
0
‖u (τ)‖2L2(Ω) dt, (5.26)
where κ1 = ‖u0‖2L2(Ω) +
Cf,g,Qt
2κ ‖V‖2(L∞(Qt))d and κ2 =
Cf,g,V
4κ .
From estimate (5.26), and thanks to the lemma of Grönwall, one can deduce that there exists a
constant κ3 = (κ1exp (κ2t)) > 0 such that
‖u‖2L2(Qt) ≤ k3, ∀t ∈ (0, T ) . (5.27)
Plugging estimate (5.27) into estimate (5.25), one has
‖u (t)‖2L2(Ω) + η ‖∇u‖2(L2(Qt))d ≤ A, ∀t ∈ (0, T ) ,
where A = κ1 + κ2κ3.
Consequently, one deduces that
‖u‖2L∞(0,T ;L2(Ω)) + η‖u‖2L2(0,T ;H10 (Ω)) ≤ A.
It remains to show the estimate on ∂tu. To do this, we take ϕ ∈ L2
(
0, T ;H10 (Ω)
)
as a test function
into the weak formulation (5.20), one gets∣∣∣∣∫ T
0
〈∂tu, ϕ〉 dt
∣∣∣∣ ≤ ∫
QT
|f (u)− g (u)| |V · ∇ϕ| dx dt+
∫
QT
|aηu| |∇u · (∇ϕ+Vϕ)| dx dt
≤ Cf,g ‖V‖(L2(QT ))d ‖∇ϕ‖(L2(QT ))d + Ca,η ‖∇u‖(L2(QT ))d ‖∇ϕ‖(L2(QT ))d
+ Ca,η,V ‖∇u‖(L2(QT ))d ‖ϕ‖L2(QT ).
Note that the Poincaré inequality implies the existence of a constant κ4 > 0 (depending only on
the domain Ω) such that
‖ϕ‖L2(QT ) ≤ κ4 ‖∇ϕ‖(L2(QT ))d .
Therefore, one can deduce that∣∣∣∣∫ t
0
〈∂tu, ϕ〉 dt
∣∣∣∣ ≤ B‖∇ϕ‖(L2(QT ))d .
This ends the proof of the lemma.
Lemma 5.9. T is a continuous application.
Proof. Let (un)n be a sequence of K and u ∈ K such that un −→ u converges strongly in
L2
(
0, T ;L2 (Ω)
)
. In order to prove the lemma, it suffices to show that
T (un) = un −→ T (u) = u converges strongly in L2
(
0, T ;L2 (Ω)
)
.
For all ϕ ∈ L2 (0, T ;H10 (Ω)), the sequence (un)n satisfies∫ T
0
〈∂tun, ϕ〉 dt+
∫
QT
aη (un)∇un · ∇ϕ dx dt−
∫
QT
f (un)V · ∇ϕ dx dt
+
∫
QT
g (un)V · ∇ϕ dx dt+
∫
QT
aη (un)V · ∇unϕ dx dt = 0.
(5.28)
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Let us denote vn by vn = un − u and substrat equation (5.20) from equation (5.28), one has
∀ϕ ∈ L2 (0, T ;H10 (Ω))∫ T
0
〈∂tvn, ϕ〉 dt+
∫
QT
aη (un)∇vn · ∇ϕ dx dt+
∫
QT
(aη (un)− aη (u))∇u · ∇ϕ dx dt
−
∫
QT
(f (un)− f (u))V · ∇ϕ dx dt+
∫
QT
(g (un)− g (u))V · ∇ϕ dx dt
+
∫
QT
aη (un)V · ∇vnϕ dx dt+
∫
QT
(aη (un)− aη (u))∇u ·Vϕ dx dt = 0.
(5.29)
Now, we take ϕ = vn as a test function in equation (5.29), and a parameter δ > 0 defined later,
we have the following equation ∑
1≤i≤7
Hi = 0,
where
H1 =
∫ t
0
〈∂tvn, vn〉 dτ = 1
2
‖vn (t)‖2L2(Ω) ,
H2 =
∫
Qt
aη (un)∇vn · ∇vn dτdx ≥ η ‖∇vn‖2(L2(Qt))d ,
H3 =
∣∣∣∣∫
Qt
(aη (un)− aη (u))∇u · ∇vn dτdx
∣∣∣∣
≤ δ ‖∇vn‖2(L2(Qt))d +
1
4δ
‖(aη (un)− aη (u))∇u‖2(L2(Qt))d ,
H4 =
∣∣∣∣∫
Qt
(f (un)− f (u))∇vn ·V dτdx
∣∣∣∣
≤ δ ‖∇vn‖2(L2(Qt))d +
1
4δ
‖(f (un)− f (u))V‖2(L2(Qt))d ,
H5 =
∣∣∣∣∫
Qt
(g (un)− g (un))∇vn ·V dτdx
∣∣∣∣
≤ δ ‖∇vn‖2(L2(Qt))d +
1
4δ
‖(g (un)− g (u))V‖2(L2(Qt))d ,
H6 =
∣∣∣∣∫
Qt
aη (un)∇vn ·Vvn dτdx
∣∣∣∣ ≤ δ ‖∇vn‖2(L2(Qt))d + Ca,η4δ ‖vn‖2L2(Qt) ,
H7 =
∣∣∣∣∫
Qt
(aη (un)− aη (u))∇u ·Vvn dτdx
∣∣∣∣
≤ δ ‖∇vn‖2(L2(Qt))d + Ca,η,V ‖(aη (un)− aη (u))∇u‖
2
(L2(Qt))
d .
Plugging these estimates into equation (5.29) and choosing δ = η12 , one can deduce that
‖vn (t)‖2L2(Ω) ≤ κ5 +
6Ca,η
η
‖vn‖2L2(Qt) ,
where
κ5 =
1
2δ
(
‖(aη (un)− aη (u))∇u‖2(L2(Qt))d + ‖(f (un)− f (u))V‖
2
(L2(Qt))
d
‖(g (un)− g (u))V‖2(L2(Qt))d + Ca,η,V ‖(aη (un)− aη (u))∇u‖
2
(L2(Qt))
d
)
.
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Now, thanks to the Grönwall lemma, one can deduce that
‖vn (t)‖2L2(Ω) ≤ κ5exp
(
6Ca,ηt
η
)
.
Note that κ5 tends to zero as n → ∞. Indeed, one can get the result using Lebesgue’s dominated
convergence theorem, the uniqueness of a solution to problem (5.19), and using the continuity of
each of the functions a, f , and g. Therefore, one gets
‖vn (t)‖L2(Ω) −−−−−→n→+∞ 0, ∀t ∈ (0, T ).
In other words, one has
‖vn‖L∞(0,T ;L2(Ω)) −→ 0 quand n −→ +∞,
which implies that
un −→ u strongly in L2
(
0, T ;L2 (Ω)
)
.
This ends the proof of this lemma.
Using previous results, Green-Riemann’s theorem, and Schauder’s fixed-point theorem, one
can deduce that there exists at least one solution to the nondegenerate problem (5.14)–(5.16) in
the sense of theorem 5.7. It remains to show that the solution verifies the maximum principle.
5.3.2 Maximum principle on the saturation
In this section, we aim to prove that the solution to the nondegenerate problem (5.14)–(5.16) is
stable in the sense of verifying the maximum principle. Specifically, we have the following lemma.
Lemma 5.10. Let u be a solution to the nondegenerate system (5.14)–(5.16) under the assump-
tions (H1)− (H3) and (H5). Then, the solution u satisfies
0 ≤ u (x, t) ≤ 1, for a.e. (x, t) ∈ QT .
Proof. Let u− be the function defined by u− = max (−u, 0) = |u|−u2 ≥ 0. Stampacchia’s
Theorem ensures that u− ∈ L2 (0, T ;H10 (Ω)) since u ∈ L2 (0, T ;H10 (Ω)). Therefore, one can
consider −u− as a test function into the weak formulation (5.20), and gets using the inequality
u = u+ − u− that∫ t
0
〈
∂tu
−, u−
〉
dt+
∫
Qt
aη (u)∇u− · ∇u− dx dt+
∫
Qt
f (u)V · ∇u− dx dt
+
∫
Qt
g (u) div (V)u− dx dt+
∫
Qt
aη (u)∇u− ·Vu− dx dt = 0.
(5.30)
For the first term of equation (5.30), one has∫ t
0
〈
∂tu
−, u−
〉
dt =
1
2
∫ t
0
d
dt
∥∥u− (τ)∥∥2
L2(Ω)
dτ =
1
2
∥∥u− (t)∥∥2
L2(Ω)
,
since u−0 = 0 due to the nonnegativity of the function u0 (x) for a.e. x ∈ Ω.
Now, we use the definition of the function aη and the degeneracy of the dissipation a to conclude
that ∫
Qt
aη (u)∇u− · ∇u− dx dt ≥ η
∫
Qt
∇u− · ∇u−dx dt = η ∥∥∇u−∥∥2
(L2(Qt))
d . (5.31)
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Furthermore, we rely on the continuous extension by zero of the functions f (u) and g (u) for
u ≤ 0, to deduce that the third and the fourth terms in equation (5.30) are equal to zero.
Let us now focus on the last term of equation (5.30). Indeed, by the Cauchy-Schwarz inequality as
well as the weighted Young inequality, one has∫
Qt
aη (u)∇u− ·Vu− dx dt ≤ η
2
∥∥∇u−∥∥2
(L2(Qt))
d +
Ca,η,V
2
∫ t
0
∥∥u− (τ)∥∥2
L2(Ω)
dτ. (5.32)
Substituting estimates (5.31)–(5.32) into equation (5.30), this yields
∥∥u− (t)∥∥2
L2(Ω)
+ η
∥∥∇u−∥∥2
(L2(Qt))
d ≤ Ca,η,V
∫ t
0
∥∥u− (τ)∥∥2
L2(Ω)
dτ.
Denote by φ the function defined by φ (t) =
∫ t
0 ‖u− (τ)‖2L2(Ω) dτ , then one has
dφ
dt
(t) ≤ Ca,η,Vφ (t) .
Applying, the Grönwall lemma, one can deduce that∥∥u− (t)∥∥2
L2(Ω)
= φ (t) ≤ φ (0) exp (Ca,η,Vt) = 0.
As a consequence, u− (x, t) = 0, for a.e. (x, t) ∈ QT , i.e. u (x, t) ≥ 0, for a.e. (x, t) ∈ QT .
It remains to show that u (x, t) ≤ 1, for a.e. (x, t) ∈ QT . To do this, it suffices to prove that
(u− 1)+ = 0. Thus, we multiply the saturation equation (5.14) by the regular function (u− 1)+ ∈
L2
(
0, T ;H10 (Ω)
)
and integrate the resulting equation over Ω× (0, t), this yields
1
2
d
dt
∫ t
0
∥∥(u− 1)+ (τ)∥∥2L2(Ω) dτ + ∫
Qt
aη (u)∇ (u− 1)+ · ∇ (u− 1)+ dx dt
−
∫
Qt
f (u)V · ∇ (u− 1)+ dx dt−
∫
Qt
g (u) div (V) (u− 1)+ dx dt
+
∫
Qt
aη (u)∇u ·V (u− 1)+ dx dt = 0.
(5.33)
Now, we proceed as before and get the estimates for each term of equation (5.33).
For the first term, one has
1
2
d
dt
∫ t
0
∥∥(u− 1)+ (τ)∥∥2
L2(Ω)
dτ =
1
2
∥∥(u− 1)+ (t)∥∥2
L2(Ω)
− 1
2
∥∥(u0 − 1)+∥∥2L2(Ω) , (5.34)
and since u0 ≤ 1 then the second term on the right-hand side of (5.34) is equal to zero.
For the third and the fourth term of equation (5.33), by using the fact that f (u) = g (u) = 1 for
all u ≥ 1 and the fact that V · n ≤ 0 on ∂Ω, one has
−
∫
Qt
f (u)V · ∇ (u− 1)+ dx dt−
∫
Qt
g (u) div (V) (u− 1)+ dx dt
= −
∫
ΣT
(u− 1)+V · n dσ (x) dt ≥ 0
Finally, for the last term of equation (5.34), we use again the extension by a (1) of the dissipation
function a for u > 1, the Cauchy-Schwarz inequality and the weighted Young inequality, and get
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the following estimate∫
Qt
aη (u)∇u ·V (u− 1)+dx dt =
∫
Qt
aη (u)∇ (u− 1) ·V (u− 1)+ dx dt
≤ η
2
∥∥∇ (u− 1)+∥∥2
(L2(Qt))
2 +
Ca,η,V
2
∫ t
0
∥∥(u− 1)+ (τ)∥∥2
L2(Ω)
dτ.
Plugging the previous estimates into equation (5.33), one has∥∥(u− 1)+ (t)∥∥2
L2(Ω)
+ η
∥∥∇ (u− 1)+∥∥2
(L2(Qt))
d ≤ Ca,η,V
∫ t
0
∥∥(u− 1)+ (τ)∥∥2
L2(Ω)
dτ.
One can conclude, using the Grönwall lemma, that u (x, t) ≤ 1, for a.e. (x, t) ∈ QT . This ends
the proof of lemma 5.10.
The proof of theorem 5.7 is now completed.
5.4 Proof of theorem 5.2.
In the previous section, we have shown that the nondegenerate system (5.14)–(5.16) admits at
least one weak solution. Here, we are going to prove theorem (5.2), the proof is based on the
establishment of estimates on the solutions independent of the parameter η, and next on the passage
to the limit as η tends to zero.
From the definition (5.4) of k, we have
k (u) = k (u∗) exp
(∫ u
u∗
(f (τ)− g (τ))−1 g′ (τ)
)
dτ, for all u ≥ u∗.
As a consequence of assumption (H4a), there exist two constants c3 and c4 depending on f , g, and
u∗ such that
c3(1− u)−1 ≤ k (u) ≤ c4(1− u)−1, ∀u∗ ≤ u < 1. (5.35)
Indeed, we have
k(u∗)exp
(
c1Cg′
∫ uη
u∗
1
1− τ dτ
)
≤ k(uη ≤ k(u∗)exp
(
c2
∥∥g′∥∥∞ ∫ uη
u∗
1
1− τ dτ
)
.
That is
c1Cg′k(u∗)(1− u∗)
1− uη ≤ k(uη) ≤
c2 ‖g′‖∞ k(u∗)(1− u∗)
1− uη .
Denoting by c3 = c1Cg′k(u∗)(1 − u∗) and c4 = c2||g′||∞k(u∗)(1 − u∗), then one obtains the
confinement (5.35).
Now, using the confinement of the function k and denoting by c5 = c1c3Cg′ and c6 = c2c4 ‖g′‖∞,
one can easily obtain that
c5
(1− uη)−2 ≤ k
′(uη) ≤ c6
(1− uη)−2 .
Lemma 5.11. Let L (u0) belongs to L1 (Ω). Under the assumptions (H1)− (H3) and (H4a), the
weak solution to the nondegenerate system (5.14)–(5.16) verifies
The sequence (∇uη)η is uniformly bounded in
(
L2 (QT )
)d
. (5.36)
The sequence
(√
ηk′ (uη)∇uη
)
η
is uniformly bounded in
(
L2 (QT )
)d
. (5.37)
The sequence (∂tuη)η is uniformly bounded in L
2
(
0, T ;H−1 (Ω)
)
. (5.38)
The sequence (uη)η relatively compact in L
2 (QT ). (5.39)
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Proof. To prove (5.36) and (5.37), we multiply the saturation equation (5.14) by k and integrate it
over Ω, one gets
d
dt
∫
Ω
L (uη) dx+
∫
Ω
a (uη) k
′ (uη)∇uη · ∇uη dx+ η
∫
Ω
k′ (uη)∇uη · ∇uη dx
=
∫
Ω
(f (uη)− g (uη))V · ∇k (uη) dx−
∫
Ω
g′ (uη) k (uη)V · ∇uη dx
−
∫
Ω
a (uη) k (uη)V · ∇uη dx− η
∫
Ω
k (uη)V · ∇uη dx.
(5.40)
We denote Ω1 = Ω ∩ {uη < u∗} and Ω2 = Ω ∩ {uη ≥ u∗} ; then the whole integral on Ω can be
split into two sub integrals on Ω1 and Ω2 respectively. Within the region Ω1, we have a (uη) ≥ a0
and k′ (uη) = 1, this yields∫
Ω1
a (uη) k
′ (uη)∇uη · ∇uη dx ≥ a0
∫
Ω1
∇uη · ∇uη dx = a0 ‖∇uη‖2(L2(Ω))d .
Furthermore, we have the following estimates∣∣∣∣∫
Ω1
(f (uη)− g (uη)) k′ (uη)V · ∇uη dx
∣∣∣∣ ≤ ∫
Ω1
|(f (uη)− g (uη))V · ∇uη| dx
≤ a0
6
‖∇uη‖2(L2(Ω1))d +
3C
2a0
‖V‖2
(L2(Ω1))
d ,∣∣∣∣∫
Ω1
(
g′ (uη) + a (uη)
)
k (uη)V · ∇uηdx
∣∣∣∣ ≤ ∫
Ω1
∣∣(g′ (uη) + a (uη))V · ∇uη∣∣ dx
≤ a0
3
‖∇uη‖2(L2(Ω1))d +
3 (‖g′‖∞ + ‖a‖∞)2
4a0
‖V‖2
(L2(Ω1))
d ,∣∣∣∣η ∫
Ω1
k (uη)V · ∇uη dx
∣∣∣∣ ≤ ∫
Ω1
|η uηV · ∇uη| dx ≤
∫
Ω1
|ηV · ∇uη| dx
≤ 1
2
‖V‖2
(L2(Ω1))
d +
1
2
∫
Ω1
η k′ (uη)∇uη · ∇uη dx.
In region Ω2, we have∫
Ω2
(
(f (uη)− g (uη)) k′ (uη)− g′ (uη) k (uη)
)
V · ∇uη dx = 0,∫
Ω2
a (uη) k
′ (uη)∇uη · ∇uη dx ≥ c5
∫
Ω2
a (uη) (1− uη)−2∇uη · ∇uη dx.
The following estimates hold∣∣∣∣∫
Ω2
η k (uη)V · ∇uη dx
∣∣∣∣ ≤ c4 ∫
Ω2
∣∣∣√η (1− uη)−1V · ∇uη∣∣∣ dx
≤ c
2
4
2c5
‖V‖2
(L2(Ω))d
+
1
2
∫
Ω2
η k′ (uη)∇uη · ∇uη dx,∣∣∣∣∫
Ω2
a (uη) k (uη)V · ∇uη dx
∣∣∣∣ ≤ c4 ∫
Ω2
∣∣∣∣√a (uη) (1− uη)−1V ·√a (uη)∇uη∣∣∣∣ dx
≤ c4
(∫
Ω2
a (uη)V
2dx
) 1
2
(∫
Ω2
a (uη) (1− uη)−2∇uη · ∇uη dx
) 1
2
≤ c
2
4 ‖a‖2∞
2c5
‖V‖2
(L2(Ω))d
+
c5
2
∫
Ω2
a (uη) (1− uη)−2∇uη · ∇uη dx.
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From the degeneracy assumption (H4a), we have a (uη) ≥ m1(1− uη)r2 for an exponent r2 such
that r2 ≤ 2, and therefore∫
Ω2
a (uη) (1− uη)−2∇uη · ∇uη dx ≥ m1(1− u∗)r2−2
∫
Ω2
∇uη · ∇uη dx.
Plugging the previous estimates into equation (5.40), this yields
d
dt
∫
Ω
L (uη) dx+
a0
2
∫
Ω1
∇uη · ∇uηdx+ c5m1 (1− u∗)
r2−2
2
∫
Ω2
∇uη · ∇uη dx
+
1
2
∫
Ω2
η k′ (uη)∇uη · ∇uη dx ≤ Ca,g′,a0 ,
where, Ca,g′,a0 is a nonnegative constant equals to
Ca,g′,a0 =
1
2
(
3C
a0
+
3 (‖g′‖∞ + ‖a‖∞)
2a0
+
c24 ‖a‖2∞
c5
+ 1 +
c24
c5
)
‖V‖2
(L2(Ω))d
.
As a consequence, one has
2
d
dt
∫
Ω
L (uη) dx+ Ca0,u∗,m1 ‖∇uη‖2L2(Ω) +
∥∥∥∥√ηk′ (uη)∇uη∥∥∥∥2
L2(Ω)
≤ 2Ca,g′,a0 , (5.41)
where, Ca0,u∗,m1 = min
(
a0, c5m1 (1− u∗)r2−2
)
.
Non, we integrate inequality (5.41) with respect to the time over (0, t) , t ∈ (0, T ), one gets
2
∫
Ω
L (uη) dx+ Ca0,u∗ ‖∇uη‖2L2(Qt) +
∥∥∥∥√ηk′ (uη)∇uη∥∥∥∥2
L2(Qt)
≤ 2
(
TCa,g′,a0 + ‖L (u0)‖L1(Ω)
)
.
One can conclude, using these estimate, that the sequences (∇uη)η and
(√
ηk′ (uη)∇uη
)
η
are
uniformly bounded in
(
L2
(
0, T ;L2 (Ω)
))d
.
Let us prove the third part (5.38) of this lemma, for that we take ϕ ∈ L2 (0, T ;H10 (Ω)) as a test
function into the weak formulation (5.18), one gets∣∣∣∣∫ T
0
〈∂tuη, ϕ〉 dt
∣∣∣∣ ≤ ∫
QT
|a (uη)∇uη · ∇ϕ| dx dt+
∫
QT
|a (uη)V · ∇uη ϕ| dx dt
+
∫
QT
|(f (uη)− g (uη))V · ∇ϕ| dx dt+
∫
QT
∣∣g′ (uη)V · ∇uη ϕ∣∣ dx dt
+
∫
QT
|η∇uη · ∇ϕ| dx dt+
∫
QT
|ηV · ∇uη ϕ| dx dt.
Using the Cauchy-Schwarz inequality as well as the previous estimates, one can deduce that∫
QT
|a (uη)∇uη · ∇ϕ| dx dt+
∫
QT
|(f (uη)− g (uη))V · ∇ϕ| dx dt
+
∫
QT
|η∇uη · ∇ϕ| dx dt ≤ Ca0,a,u∗,g′,L,V‖∇ϕ‖(L2(QT ))d .
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also, one gets∫
QT
∣∣g′ (uη)V · ∇uη ϕ∣∣ dx dt+ ∫
QT
|a (uη)V · ∇uη ϕ| dx dt
+
∫
QT
|ηV · ∇uη ϕ| dx dt ≤ Ca0,a,u∗,g′,L,V‖ϕ‖L2(QT ).
Using the Poincaré inequality, one deduces that there exists a constantCa0,a,u∗,g′,L,V,Ω,T > 0 such
that
|〈∂tuη, ϕ〉| ≤ Ca0,a,u∗,g′,L,V,Ω,T ‖ϕ‖L2(0,T ;H10 (Ω)) , ∀ϕ ∈ L
2
(
0, T ;H10 (Ω)
)
.
This proves that the sequence (∂tuη)η is uniformly bounded in L
2
(
0, T ;H−1 (Ω)
)
.
It remains to show the last part (5.39) of the lemma. Indeed, using statements (5.36) and (5.38),
we remark that the sequence (uη)η belongs to the Sobolev space
W = {uη;uη ∈ L2 (0, T ;H10 (Ω)) and ∂tuη ∈ L2 (0, T ;H−1 (Ω))}.
SinceH10 (Ω) is compactly embedded inL
2 (Ω) andL2 (Ω) is continuously embedded inH−1 (Ω),
then thanks to the Aubin–Lions lemma,W is compactly embedded in L2 (0, T ;L2 (Ω)). Conse-
quently, the sequence (uη)η is relatively compact in L
2
(
0, T ;L2 (Ω)
)
. This ends the proof of
lemma 5.11.
The next step of the proof of theorem 5.2 is to pass to the limit as η tends to zero in the weak
formulation (5.18).
Lemma 5.12. We have the following convergences as η goes to zero
uη −→ u strongly in L2(QT ), (5.42)
∇uη −→ ∇u weakly in
(
L2 (QT )
)d
, (5.43)
Furthermore,
uη −→ u almost everywhere in QT , (5.44)
0 ≤ u (x, t) ≤ 1 almost everywhere in QT , (5.45)
∂tuη −→ ∂tu weakly in L2
(
0, T ;H−1 (Ω)
)
. (5.46)
Proof. To prove the strong convergence (5.42), we deduce from lemma 5.11 and thanks to the
Aubin–Lions lemma that there exists a subsequence also denoted (uη)η and such that
uη −→ u strongly in L2 (QT ).
On the other hand, and thanks to the uniform bound of the sequence (∇uη)η in
(
L2 (QT )
)d
, one
can extract a subsequence such that
∇uη −→ ∇u weakly in
(
L2 (QT )
)d
,
to which the identification of the limit is made using the classical properties on the distribution
theory.
The convergence (5.44) is a consequence of the strong convergence (5.42), while the convergence
(5.45) is obtained using the fact that {u ∈ L2 (QT ) , 0 ≤ u (x, t) ≤ 1 for a.e. (x, t) ∈ QT } is a
closed subset of L2 (QT ).
Finally, the weak convergence (5.46) is a consequence of (5.38) and the strong convergence (5.42).
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Using the convergences given in lemma 5.12 as well as the Lebesgue theorem, one has for all
ϕ ∈ L2 (0, T ;H10 (Ω))∫
QT
∂tuη ϕ dx dt −→
∫
Qt
∂tuϕdx dt, as η → 0. (5.47)∫
QT
a (uη)∇uη · ∇uη dx dt −→
∫
QT
a (u)∇u · ∇udx dt, , as η → 0. (5.48)∫
Qt
(f (uη)− g (uη))V · ∇ϕ dx dt −→
∫
QT
(f (u)− g (u))V · ∇ϕ dx dt, as η → 0. (5.49)
Furthermore, one gets∫
QT
(
g′ (uη) + a (uη)
)
V·∇uη ϕ dx dt
−→
∫
QT
(
g′ (u) + a (u)
)
V · ∇uϕdx dt as η → 0.
(5.50)
It remains to show that∫
QT
η∇uη · ∇ϕ dx dt+
∫
QT
ηVϕ · ∇uη dx dt −→ 0, as η → 0.
Indeed, using the Cauchy-Schwarz inequality and the uniform bound of (∇uη)η, one has∫
QT
η∇uη · ∇ϕ dx dt ≤ η ‖∇uη‖(L2(QT ))2 ‖∇ϕ‖(L2(QT ))2 −→ 0, as η → 0. (5.51)∫
QT
ηVϕ · ∇uη dx dt ≤ η CV ‖∇uη‖(L2(QT ))2 ‖∇uη‖L2(QT ) −→ 0, as η → 0. (5.52)
Using the convergence results (5.47)–(5.52), we can then pass to the limit in the weak formulation
(5.18) and obtain the classical weak formulation on the limit solution u. This ends the proof of
theorem 5.2.
5.5 Proof of theorem 5.4
In this section and under the degeneracy assumption (H4b) on the dissipation function a, we carry
out some estimates on the solutions to the nondegenerate system (5.14)–(5.16) independent of η.
We recall that the function β is defined as β (u) = ur−1 and that h is its primitive defined by
h (u) =
∫ u
0 β (y) dy.
Lemma 5.13. Under the assumptions (H1)− (H3) and (H4b), the solutions to the nondegenerate
system (5.14)–(5.16) satisfy
0 ≤ uη (x, t) ≤ 1, for a.e. (x, t) ∈ QT . (5.53)(√
ur−2η a (uη)∇uη
)
η
and
(
ur−1η ∇uη
)
η
are uniformly bounded in
(
L2 (QT )
)d
. (5.54)(√
ηur−2η ∇uη
)
η
and (a (uη)∇uη)η are uniformly bounded in
(
L2 (QT )
)d
. (5.55)
(h (uη))η is uniformly bounded in L
∞(0, T ;L2 (Ω)). (5.56)
(∂th (uη))η is uniformly bounded in L
1
(
0, T ;
(
W 1,q (Ω)
)′)
for q > d. (5.57)
(h (uη))η and (uη)η are relatively compact in L
2
(
0, T ;L2 (Ω)
)
. (5.58)
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Proof. The first part (5.53) is obtained in Lemma 5.10. Now, in order to obtain properties (5.54)–
(5.56), we multiply the saturation equation (5.14) by β (uη), and get
E1 + E2 + E3 + E4 + E5 + E6 = 0. (5.59)
where
E1 =
d
dt
∫
Ω
h (uη) dx,
E2 = (r − 1)
∫
Ω
a (uη)u
r−2
η ∇uη · ∇uηdx = (r − 1)
∥∥∥∥√ur−2η a (uη)∇uη∥∥∥∥2
(L2(Ω))d
,
E3 = η (r − 1)
∫
Ω
ur−2η |∇uη|2dx = (r − 1)
∥∥∥∥√ηur−2η ∇uη∥∥∥∥2
(L2(Ω))d
,
E4 = (r − 1)
∫
Ω
(g (uη)− f (uη))ur−2η ∇uη ·Vdx+
∫
Ω
g′ (uη)ur−1η ∇uη ·Vdx,
E5 =
∫
Ω
a (uη)u
r−1
η ∇uη ·Vdx, E6 = η
∫
Ω
ur−1η ∇uη ·Vdx.
Using assumptions (H2) and (H4b), the Cauchy-Schwarz and the weighted Young inequalities, we
obtain the following estimate
|E4| ≤ (r − 1)Cg′
(∫
Ω
∣∣ur−1η ∇uη ·Vdx∣∣+ ∫
Ω
∣∣ur−1η ∇uη ·V∣∣ dx)
≤Cm1,r ‖V‖2(L2(Ω))d +
m1 (r − 1)
4
∥∥ur−1η ∇uη∥∥2(L2(Ω))d .
In the same manner, we get the estimates for the last two terms
|E5| ≤
∫
Ω
∣∣a (uη)ur−2η ∇uη ·V∣∣ dx ≤ Ca,r ‖V‖2(L2(Ω))d + (r − 1)4
∥∥∥∥√ur−2η a (uη)∇uη∥∥∥∥2
(L2(Ω))d
,
|E6| ≤
∫
Ω
∣∣η ur−2η ∇uη ·V∣∣ dx ≤ 1r − 1 ‖V‖2(L2(Ω))d + (r − 1)4
∥∥∥∥η 12u r−22η ∇uη∥∥∥∥2
(L2(Ω))d
.
Plugging the previous estimates into equation (5.59), this yields
d
dt
∫
Ω
h (uη) dx+ (r − 1)
∫
Ω
a (uη)u
r−2
η ∇uη · ∇uηdx
+ (r − 1)
∫
Ω
ηur−2η ∇uη · ∇uηdx ≤ Cm1,r,a,
(5.60)
where Cm1,r,a is a nonnegative constant independent of η.
Thanks to statement (5.53), then assumption (H4b) ensures that m1urη ≤ m1ur1η ≤ a (uη) ≤
M1u
r1
η ≤M1ur−2η , and therefore we have the following inequalities∥∥ur−1η ∇uη∥∥2(L2(Ω))d ≤ 1m1
∥∥∥∥√ur−2η a (uη)∇uη∥∥∥∥2
(L2(Ω))d
, and
‖a (uη)∇uη‖2(L2(Ω))d ≤M1
∥∥∥∥√ur−2η a (uη)∇uη∥∥∥∥2
(L2(Ω))d
.
Integrating inequality (5.60) with respect to the time t ∈ (0, T ), then estimates (5.54)–(5.56) hold.
To show that (∂th (uη))η is uniformly bounded in L
1
(
0, T ;
(
W−1 (Ω)
)′)
, we take a test function
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χ ∈ L2 (0, T ;H10 (Ω))∩L∞ (QT ), multiply the saturation equation by β (uη)χ, and integrate the
resulting equation over QT , one has∫ T
0
〈∂th (uη) , χ〉 dt = −
∫
QT
a (uη)∇uη · ∇ (β (uη)χ) dx dt
− η
∫
QT
∇uη · ∇ (β (uη)χ) dx dt+
∫
QT
(f (uη)− g (uη))V · ∇ (β (uη)χ) dx dt
−
∫
QT
g′ (uη)∇uη ·Vβ (uη)χ dx dt−
∫
QT
a (uη)∇uη ·Vβ (uη)χ dx dt
− η
∫
QT
∇uη ·Vβ (uη)χ dx dt.
(5.61)
Here, we give estimates on each integral on the right-hand side of equation (5.61) that we denote
them Ii, 1 ≤ i ≤ 6. To obtain the estimates, we use the Cauchy-Schwarz inequality. For the first
term, we have
|I1| ≤
∫
QT
∣∣a (uη)∇uη · ((r − 1)ur−2η ∇uηχ+ ur−1η ∇χ)∣∣ dx dt
≤ Cr,a
(∫
QT
∣∣a (uη)ur−2η ∇uη · ∇uηχ∣∣ dx dt+ ∫
QT
∣∣ur−1η ∇uη · ∇χ∣∣ dx dt)
≤ Cr,a
∥∥∥∥√a (uη)ur−1η ∇uη∥∥∥∥2
(L2(QT ))
d
‖χ‖L∞(QT )
+
∥∥ur−1η ∇uη∥∥(L2(QT ))d‖∇χ‖(L2(QT ))d .
In the same manner, we have the estimate on the second term
|I2| ≤
∫
QT
∣∣η∇uη · ((r − 1)ur−2η ∇uηχ+ ur−1η ∇χ)∣∣ dx dt
≤ Cr,a
∥∥∥∥√ηur−2η ∇uη∥∥∥∥
(L2(QT ))
d
‖χ‖L∞(QT )
+
∥∥ur−1η ∇uη∥∥(L2(QT ))d‖∇χ‖(L2(QT ))d .
The third term is estimated, with the help of assumption (H2) and the Poincaré inequality, as
follows
|I3| ≤
∫
QT
∣∣(f (uη)− g (uη))V · ((r − 1)ur−2η ∇uηχ+ ur−1η ∇χ)∣∣ dx dt
≤ Cr,Ω‖V‖2(L∞(QT ))d
(∥∥ur−1η ∇uη∥∥(L2(QT ))d + 1) ‖∇χ‖(L2(QT ))d .
Similarly, we have
|I4| ≤
∫
QT
∣∣g′ (uη)ur−1η ∇uη ·Vχ∣∣ dx dt
≤ Cg′,Ω
(∥∥ur−1η ∇uη∥∥(L2(QT ))d‖V‖2(L∞(QT ))d) ‖∇χ‖(L2(QT ))d .
Finally, the last two terms are estimated as
|I5 + I6| ≤
∫
QT
∣∣a (uη)ur−1η ∇uη ·Vχ∣∣ dx dt+ ∫
QT
∣∣ηur−1η ∇uη ·Vχ∣∣ dx dt
≤ Ca,Ω
(∥∥ur−1η ∇uη∥∥(L2(QT ))d‖V‖2(L∞(QT ))d) ‖∇χ‖(L2(QT ))d .
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Plugging the previous estimates into equation (5.61), one gets
|〈∂th (uη) , χ〉| ≤ κ
(
‖χ‖L∞(QT ) + ‖χ‖L2(0,T ;H10 (Ω))
)
.
One can conclude the proof of statement (5.57), using the boundedness of the sequences given in
(5.53)–(5.55) and the embedding of the Sobolev space W 1,q (Ω) ⊂ H10 (Ω) ∩ L∞ (Ω) for q > d,
and consequently, one has
L∞
(
0, T ;W 1,q (Ω)
) ⊂ L2 (0, T ;H1 (Ω)) ∩ L∞ (0, T ;L2 (Ω)), ∀q > d.
The last part (5.58) of the lemma is a direct consequence of the Aubin–Simon theorem. Indeed, one
can prove that the sequence (h (uη))η is uniformly bounded inL
2
(
0, T ;H10 (Ω)
)
since∇h (uη) =
ur−1η ∇uη. Then the sequence (h (uη))η is lying into the Sobolev space
W =
{
uη;uη ∈ L2
(
0, T ;H10 (Ω)
)
and ∂tuη ∈ L1
(
0, T ;
(
W 1,q (Ω)
)′)}
.
Thanks to the Aubin–Lions lemma, W is compactly embedded in L2 (0, T ;L2 (Ω)). Conse-
quently, the sequence (h (uη))η is relatively compact in L
2
(
0, T ;L2 (Ω)
)
.
Since the differentiable function h is nondecreasing, then h−1 exists and it is continuous, then
the sequence (uη)η is relatively compact in L
2
(
0, T ;L2 (Ω)
)
. The proof of lemma 5.13 is now
complete.
Now, we are interested in an almost-everywhere convergence of the gradient of the saturation
weighted by a degenerate function of the saturation. Specifically, we have the following lemma.
Lemma 5.14. Let q = 3r1 + 2, where r1 is defined in assumption (H4b). Then, the sequence
(uqη a (uη)∇uη)ηis a Cauchy sequence in measure.
Proof. Let us denote by A, B, and b the functions defined by
A (u) =
∫ u
0
a (τ) dτ, B (u) = A2 (u) , b (u) = B′ (u) = 2A (u) a (u) . (5.62)
For every µ > 0 a nonnegative parameter, we consider the truncation function Tµ and its derivative
Θµ defined by
Tµ (u) = min (µ,max (−µ, u)) , Θµ (u) =
∫ u
0
Tµ (τ) dτ, ∀u ∈ R. (5.63)
We want to show that the sequence (uqη a (uη)∇uη)ηis a Cauchy sequence in measure, this yields
that, up to extract a subsequence, uqη a (uη)∇uη −→ uq a (u)∇u almost everywhere in Ω (x, t).
To do that, it suffices to prove that, for two sequences (uη)η and
(
uη′
)
η′
satisfying the satura-
tion equation (5.14), we have
meas
{∣∣∣uqη∇A (uη)− uqη′∇A (uη′)∣∣∣ ≥ δ} ≤ ε, ∀ε > 0. (5.64)
We denote by Aη,η′ = A (uη)−A
(
uη′
)
and Bη,η′ = B (uη)−B
(
uη′
)
.
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We subtract the saturation equations satisfied by (uη)η and
(
uη′
)
η′
, then we multiply by ση =
b (uη)Tµ
(
Bη,η′
)
et ση′ = b
(
uη′
)
Tµ
(
Bη,η′
)
respectively, one gets∫
Ω
θµ
(
Bη,η′ (t, x)
)
dx+
∫
Qt
(∇A (uη) · ∇ση −∇A (uη′) · ∇ση′) dx dt
=
∫
Qt
(
(f (uη)− g (uη))V · ∇ση −
(
f
(
uη′
)− g (uη′))V · ∇ση′) dx dt
−
∫
Qt
(
g′ (uη)∇uη ·Vση − g′
(
uη′
)∇uη′ ·Vση′) dx dt
−
∫
Qt
η∇uη · ∇ση dx dt+ η′
∫
Qt
∇uη′ · ∇ση′ dx dt
−
∫
Qt
(∇A (uη) ·Vση −∇A (uη′) ·Vση′) dx dt
−
∫
Qt
η∇uη ·Vση dx dt+ η′
∫
Qt
∇uη′ ·Vση′ dx dt.
(5.65)
Thanks to lemma 5.13 and to the assumption (H4b), one can deduce that the sequences
(∇A (uη))η , (∇B (uη))η , (∇b (uη))η are uniformly bounded in
(
L2 (QT )
)d
, (5.66)
Indeed, we have the following estimates
‖∇A (uη)‖2(L2(QT ))d = ‖a (uη)∇uη‖
2
(L2(QT ))
d ≤ CM1,m1,r,a,
‖∇B (uη)‖2(L2(QT ))d = ‖2A (uη)∇A (uη)‖
2
(L2(QT ))
d ≤ (2M1)2 ‖∇A (uη)‖2(L2(QT ))d .
It remains to show that (∇b (uη))η is uniformly bounded in
(
L2 (QT )
)d
. We have, form the defi-
nition of b, that ∇b (uη) = 2a (uη)∇A (uη) + 2a′ (uη)A (uη)∇uη. One can get the result using
the following statement
∣∣a′ (uη)A (uη)∣∣ ≤M21 r1ur1−1η ur1+1ηr1 + 1 ≤M21u2r1η ≤ M
2
1
m1
ur1η a (uη) ≤
M21
m1
a (uη). (5.67)
We denote by Ii, i = 1, 7, the integrals on the right-hand side of equation (5.65), and let (δη)η,(
δη′
)
η′
, (Vη)η, and (Vη)η′ be the sequences given by
δη = (f (uη)− g (uη)) , δη′ =
(
f
(
uη′
)− g (uη′)) , Vη = δηV, Vη′ = δη′V.
Using the Lebesgue theorem, we get∥∥Vη − Vη′∥∥L2(QT ) = ∥∥(f (uη)− g (uη))V − (f (uη′)− g (uη′))V∥∥L2(QT ) −−−−→η,η′→0 0. (5.68)
Now, we give estimates on each term on the right-hand side of equation (5.65). For the first term,
we have
(f (uη)− g (uη))V · ∇ση −
(
f
(
uη′
)− g (uη′))V · ∇ση′
=
(
Vη · ∇b (uη)−Vη′ · ∇b
(
uη′
))
Tµ
(
Bη,η′
)
+
(
Vηb (uη)−Vη′b
(
uη′
))∇Tµ (Bη,η′)
=
(
Vη · ∇b (uη)−Vη′ · ∇b
(
uη′
))
Tµ
(
Bη,η′
)
+
(
Vη −Vη′
)
b (uη)∇Tµ
(
Bη,η′
)
+
(
b (uη)− b
(
uη′
))
Vη′ · ∇Tµ
(
Bη,η′
)
.
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As a consequence,
|I1| ≤
∥∥(Vη · ∇b (uη)−Vη′ · ∇b (uη′))Tµ (Bη,η′)∥∥L1(QT )
+ ‖b‖2L∞(QT )
∥∥Vη −Vη′∥∥(L2(QT ))d∥∥∇Tµ (Bη,η′)∥∥(L2(QT ))d
+
∥∥(b (uη)− b (uη′))Vη′ · ∇Tµ (Bη,η′)∥∥L1(QT ).
(5.69)
The first term on the right-hand side of inequality (5.69) is estimated, using (5.66), as follows∥∥(Vη · ∇b (uη)−Vη′ · ∇b (uη′))Tµ (Bη,η′)∥∥L1(QT )
≤ ∥∥Vη · ∇b (uη)Tµ (Bη,η′)∥∥L1(QT ) + ∥∥Vη′ · ∇b (uη′)Tµ (Bη,η′)∥∥L1(QT )
≤ C2 ‖V‖2
(L∞(QT ))
d
∥∥Tµ (Bη,η′)∥∥(L2(QT ))d (‖∇b (uη)‖(L2(QT ))d + ∥∥∇b (uη′)∥∥(L2(QT ))d),
where C is the nonnegative constant introduced in assumption (H2) independent of η.
Taking into account the uniform boundedness in
(
L2 (QT )
)d
of the sequence (∇b (uη))η, and the
following overestimate
∣∣Tµ (Bη,η′)∣∣ ≤ µ as well as the convergenceBη,η′ to zero for almost every
(x, t) ∈ QT , one has∥∥(Vη · ∇b (uη)−Vη′ · ∇b (uη′))Tµ (Bη,η′)∥∥L1(QT ) −−−−→η,η′→0 0.
It is easy to see, using the convergence (5.68), that the second term on the right-hand side of
inequality (5.69) tends to zero as η, η′ → 0.
It remains to prove that the last term on the right-hand side of inequality (5.69) tends to zero
as η, η′ → 0. Indeed, using the boundedness of the functions b (due to the boundedness of the
dissipation function a and consequently to the function A), and thanks to the Lebsgue theorem,
one has
∥∥(b (uη)− b (uη′))Vη′∥∥(L2(QT ))d tends to zero as η, η′ → 0. One can conclude the result,
using statement (5.66) and the boundedness of the sequence
(∇Tµ (Bη,η′))η,η′ .
For the second term of equation (5.65), we have using the definition of the function b that
g′ (uη)∇uη ·Vb (uη)Tµ
(
Bη,η′
)− g′ (uη′)∇uη′ ·Vb (uη′)Tµ (Bη,η′)
=
(
g′ (uη)V · ∇B (uη)− g′
(
uη′
)
V · ∇B (uη′))Tµ(Bη,η′).
The Hölder inequality and Lebesgue’s theorem ensure that
|I2| ≤ Cg′,V
∥∥Tµ (Bη,η′)∥∥L2(QT ) ‖∇B (uη)‖(L2(QT ))d + ‖∇B (uη)‖(L2(QT ))d −−−−→η,η′→0 0.
For the third term I3 of equation (5.65), we write
∇uη · ∇
(
b (uη)Tµ
(
Bη,η′
))
= 2∇A (uη) · ∇A (uη)Tµ
(
Bη,η′
)
+ 2A (uη) · ∇A (uη)Tµ
(
Bη,η′
)
+ 2A (uη) a
′ (uη)∇uη · ∇uηTµ
(
Bη,η′
)
.
Using statements (5.67)–(5.66), one can deduce with the help of the Hölder inequality, that |I4| ≤
κη, for some constant κ > 0 independent of η and η′. Therefore, |I4| −−−−→
η,η′→0
0.
For the fifth term I5 of equation (5.65), we write
I5 =
∫
Qt
∇A (uη′) ·Vb (uη′)Tµ (Bη,η′)−∇A (uη) ·Vb (uη)Tµ (Bη,η′) dx dt
=
∫
Qt
(
a
(
uη′
)
V · ∇B (uη′)− a (uη)V · ∇B (uη))Tµ (Bη,η′) dx dt.
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Using again Hölder’s inequality and the Lebesgue theorem, one can conclude that
|I5| ≤
∥∥(a (uη)V · ∇B (uη)− a (uη′)V · ∇B (uη′))Tµ (Bη,η′)∥∥L1(QT ) −−−−→η,η′→0 0.
Finally, for the last two terms of equation (5.65), we have∫
Qt
∇uη ·Vb (uη)Tµ
(
Bη,η′
)
dx dt = 2
∫
Qt
∇A (uη) ·VA (uη)Tµ
(
Bη,η′
)
dx dt.
As a consequence,
|I6| ≤ η
(
‖∇A (uη)‖(L2(QT ))d‖V‖(L2(QT ))dM1µ
)
≤ κη −−−−→
η,η′→0
0.
Similarly, we prove that |I7| ≤ κη −−−−→
η,η′→0
0 for some constant κ > 0 independent of η and η′.
We denote byWµ (η, η′) the right-hand side of equation (5.65) and by V (µ) the firm term on
the left-hand side of the same equation ; from the estimations on the integrals Ii, Wµ (η, η′) goes
to zero as η, η′ → 0, for all µ > 0. We also have |V (µ)| ≤ |Ω|µ, which goes to zero as µ → 0
and uniformly on η and η′. Therefore, we have the following result stemming from equation (5.65)
and the aforementioned definitions∫
QT
(∇A (uη) · ∇ (b (uη)Tµ (Bη,η′))−∇A (uη′) · ∇ (b (uη′)Tµ (Bη,η′))) dx dt
= Wµ
(
η, η′
)
+ V (µ).
(5.70)
Here, we give the second step for the proof of statement (5.64). Let s the continuous function
defined by
s (u) =
∫ u
0
b (z)A (z) a (z) dz, ∀u ∈ R. (5.71)
Let us prove that
meas
{∣∣∇s (uη)−∇s (uη′)∣∣ ≥ δ}−−−−→
η,η′→0
0.
Remark that
{∣∣∇s (uη)−∇s (uη′)∣∣ ≥ δ} ⊂ A1 ∩ A2 ∩ A3 ∩ A4, where
A1 = {|∇A (uη)| ≥ k} , A2 =
{∣∣∇A (uη′)∣∣ ≥ k} , A3 = {∣∣Bη,η′∣∣ ≥ k} ,
A4 =
{∣∣∇s (uη)−∇s (uη′)∣∣ ≥ δ} ∩ {|∇A (uη)| ≤ k} ∩ {∣∣∇A (uη′)∣∣ ≤ k} ∩ {∣∣Bη,η′∣∣ ≤ µ}.
Thanks to the statement (5.66), and the continuous embedding of L2 (QT ) in L1 (QT ), we have
meas (A1) k ≤
∫
A1
|∇A (uη)| dx dt ≤
∫
QT
|∇A (uη)| dx dt = ‖∇A (uη)‖(L1(QT ))d
≤ CΩ ‖∇A (uη)‖(L2(QT ))d ≤ CM1,m1,r,a,Ω.
An analogous estimate hols forA2. Therefore, by choosing k large enough, one gets meas (A1)+
meas (A2) is arbitrarily small. In the same manner, one gets
mes (A3) ≤ 1
µ
∥∥Bη,η′∥∥L1(QT ) ,
which, for a fixed µ > 0, tends to zero as η, η′ → 0.
It remains to show that meas(A4) is small enough. Indeed, we have∣∣∇s (uη)−∇s (uη′)∣∣2 = ∣∣b (uη)A (uη)∇A (uη)− b (uη′)A (uη′)∇A (uη′)∣∣2
=
∣∣b (uη)A (uη)∇Aη,η′ + (b (uη)A (uη)− b (uη′)A (uη′))∇A (uη′)∣∣2,
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and therefore, one gets
δmeas (A4) ≤
∫
A4
∣∣∇s (uη)−∇s (uη′)∣∣2 dx dt ≤ 2 ∫
A4
∣∣b (uη)A (uη)∇Aη,η′∣∣2 dx dt
+ 2
∫
A4
∣∣b (uη)A (uη)− b (uη′)A (uη′)∣∣2∣∣∇A (uη′)∣∣2 dx dt
≤ 4M31
∫
A4
b (uη)
(
A (uη) +A
(
uη′
))∇Aη,η′ · ∇Aη,η′ dx dt
+ 2k2
∫
QT
∣∣b (uη)A (uη)− b (uη′)A (uη′)∣∣2 dx dt
The parameter k is chosen to be fixed and large enough ; then the last term that we denote
Wk (η, η
′) goes to zero as η, η′ → 0. Consequently,
δmeas (A4) ≤Wk
(
η, η′
)
+ 4M31
∫
QT
b (uη)
(
A (uη) +A
(
uη′
))∇Aη,η′ · ∇Aη,η′1{|Bη,η′ |≤µ} dx dt (5.72)
We want to show that the last term on the left-hand side of inequality (5.72) is small enough. For
that, we compute
∇Aη,η′ · ∇ση = b (uη)∇Aη,η′ · ∇Tµ
(
Bη,η′
)
+∇Aη,η′ · ∇b
(
uη′
)
Tµ
(
Bη,η′
)
= b (uη)∇Aη,η′ · ∇Bη,η′1{|Bη,η′ |≤µ} +∇Aη,η′ · ∇b
(
uη′
)
Tµ
(
Bη,η′
)
= 2b (uη)∇Aη,η′ · ∇A (uη)A (uη) 1{|Bη,η′ |≤µ}
− 2b (uη)∇Aη,η′ · ∇A (uη)A
(
uη′
)
1{|Bη,η′ |≤µ} +∇Aη,η′ · ∇b
(
uη′
)
Tµ
(
Bη,η′
)
= b (uη)
(
A (uη) +A
(
uη′
))∇Aη,η′ · ∇Aη,η′1{|Bη,η′ |≤µ}
+
(
b (uη)Aη,η′∇
(
A (uη) +A
(
uη′
))
1{|Bη,η′ |≤µ} +∇b
(
uη′
)
Tµ
(
Bη,η′
)) · ∇Aη,η′ .
(5.73)
We have the following estimates
∥∥∇b (uη′)Tµ (Bη,η′) · ∇Aη,η′∥∥(L1(QT ))d
≤ ∥∥Tµ (Bη,η′)∥∥L∞(QT )∥∥∇Aη,η′∥∥(L2(QT ))d∥∥∇b (uη′)∥∥(L2(QT ))d ≤ κµ,
and∥∥∥b (uη)∇Aη,η′ · ∇ (A (uη) +A (uη′))Aη,η′1{|Bη,η′ |≤µ}∥∥∥(L1(QT ))d
≤ 2µM21
∥∥∇Aη,η′∥∥(L2(QT ))d∥∥∇ (A (uη) +A (uη′))∥∥(L2(QT ))d ≤ κµ.
Consequently, the two last terms of equation (5.73) tend to zero in L1 (QT ) as µ goes to zero
and therefore, they can be included into the function V (µ). Now, we are interested in giving an
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estimate on the left-hand side on equation (5.73). Indeed, we have∫
Qt
∇Aη,η′ · ∇ση dx dt =
∫
Qt
∇Aη,η′ · ∇
(
b (uη)Tµ
(
Bη,η′
))
dx dt
=
∫
QT
(∇A (uη) · ∇ (b (uη)Tµ (Bη,η′))−∇A (uη′) · ∇ (b (uη′)Tµ (Bη,η′))) dx dt
−
∫
QT
∇A (uη′) · ∇ (b (uη)− b (uη′))Tµ (Bη,η′) dx dt
−
∫
QT
(
b (uη)− b
(
uη′
))∇A (uη′) · ∇Bη,η′1{|Bη,η′ |≤µ}dx dt.
It is easy to see, using the previous results, that∫
Qt
∇Aη,η′ · ∇ση dx dt ≤Wµ
(
η, η′
)
+ κµ (5.74)
Finally, using estimates (5.73)–(5.74), then inequality (5.72) gives
δmes (A4) ≤Wµ
(
η, η′
)
+ V (µ) +Wk
(
η, η′
)
Using the above results, one can deduce that for all ε > 0, for all δ > 0, there exists η0 > 0 such
that for all η, η′ ≤ η0, we have
meas
{∣∣∇s (uη)−∇s (uη′)∣∣ ≥ δ} ≤ ε (5.75)
Now, we can prove statement (5.64) with the help of inequality (5.75). Indeed, we have
uqη∇A (uη)− uqη′∇A
(
uη′
)
= uqη∇Aη,η′ +
(
uqη − uqη′
)
∇A (uη′).
Since q = 3r1 + 2, then u
q
η = u3r1+2η ≤ Cr1,m1b (uη)A (uη) where Cr1,m1 =
(r1 + 1)
2
2m31
.
We write∣∣uqη∇Aη,η′∣∣ ≤Cr1,m1b (uη)A (uη) ∣∣∇Aη,η′∣∣
≤ Cr1,m1
∣∣∇s (uη)−∇s (uη′)∣∣+ Cr1,m1∣∣(b (uη)A (uη)− b (uη′)A (uη′))∇A (uη′)∣∣.
Consequently,∣∣∣uqη∇A (uη)− uqη′∇A (uη′)∣∣∣ ≤ ∣∣∣(uqη′ − uqη)∇A (uη′)∣∣∣+ Cr1,m1 ∣∣∇s (uη)−∇s (uη′)∣∣
+ Cr1,m1
∣∣(b (uη)A (uη)− b (uη′)A (uη′))∇A (uη′)∣∣,
which converges to zero as η, η′ → 0. The result is due either to the convergence in L1 (QT ) for
the first and the last terms on the right-hand side, or either by the help of (5.75). This ends the
proof of lemma 5.14.
Thanks to lemma 5.13 and lemma 5.14, we have the following lemma
Lemma 5.15. Let q = 3r1 + 2, we have the following convergences as η goes to zero
uη −→ u strongly in L2(QT ), (5.76)
hθ (uη) −→ hθ (u) strongly in L2 (QT ), (5.77)√
ur−2η a (uη)∇uη −→
√
ur−2a (u)∇u weakly in (L2 (QT ))d, (5.78)
ur−1η ∇uη −→ ur−1∇u weakly in
(
L2 (QT )
)d
, (5.79)
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Furthermore,
uη −→ u almost everywhere in QT , (5.80)
0 ≤ u (x, t) ≤ 1 almost everywhere in QT , (5.81)
uqηa (uη)∇uη −→ uqa (u)∇u almost everywhere in
(
L2 (QT )
)d
, (5.82)
Proof. To prove the strong convergence (5.76), we deduce from lemma (5.13), thanks to the
Aubin–Lions lemma, that there exists a subsequence of (uη)η such that
uη −→ u strongly in L2 (QT ) .
As a consequence, hθ (uη) −→ hθ (u) as η → 0 strongly in L2 (QT ) since hθ is a continuous
function from L2 (QT ) to L2 (QT ).
To prove statement (5.78), we consider the continuous function γ : L2 (QT ) −→ L2 (QT ) defined
by γ (uη) =
∫ uη
0
√
τ r−2a (τ) dτ . We have, γ (uη) −−−→
η→0
γ (u) fortement dans L2 (QT ) , and
since the sequence (∇γ (uη))η =
(√
uηa (uη)∇uη
)
η
converges weakly in
(
L2 (QT )
)d
, then it is
easy to see that
∇γ (uη) = uqηa (uη)∇uη −−−→
η→0
∇γ (u) = uqa (u)∇u, weakly in (L2 (QT ))d.
In the same manner, we prove the convergence result (5.79). The convergence (5.80) is a conse-
quence of the strong convergence (5.76), while the statement (5.81) is obtained using the fact that
{u ∈ L2 (QT ) , 0 ≤ u (x, t) ≤ 1 for a.e. (x, t) ∈ QT } is a closed subset of L2 (QT ).
Finally, the proof of the almost everywhere convergence (5.82) is a direct consequence of lemma
5.14.
To complete the proof of theorem 5.4, we pass to the limit as η goes to zero in the following
weak formulation : ∀χ ∈ C1 ([0, T ];H10 (Ω)) with χ (·, T ) = 0,
−
∫ T
0
hθ (uη) ∂tχ dx dt−
∫
Ω
hθ (u0)χ (x, 0) dx+
∫
QT
a (uη)∇uη · ∇βθ (uη)χ dx dt
+
∫
QT
a (uη)∇uη · ∇χβθ (uη) dx dt+ η
∫
QT
∇uη · ∇βθ (uη)χ dx dt
+η
∫
QT
∇uη · ∇χβθ (uη) dx dt−
∫
QT
(f (uη)− g (uη))V · ∇βθ (uη)χ dx dt
+
∫
QT
g′ (uη)V · ∇uη βθ (uη)χ dx dt−
∫
QT
(f (uη)− g (uη))V · ∇χβθ (uη) dx dt
+
∫
QT
a (uη)V · ∇uη βθ (uη)χ dx dt+ η
∫
QT
∇uη ·Vβθ (uη)χ dx dt = 0.
(5.83)
Indeed, we denote by Li, i = 1, ..., 11 the integral terms in equation (5.83).
From the definition of the continuous function βθ, we have∫
QT
a (uη)∇uη · ∇χβθ (uη) dx dt =
∫
QT
ur−1η ∇uη · uθηa (uη)∇χ dx dt.
The sequence
(
ur−1η ∇uη
)
η
converges weakly towards ur−1∇u in (L2 (QT ))d. Further, thanks
to Lebesgue’s theorem, the sequence
(
uθηa (uη)∇χ
)
η
converges strongly towards uθa (u)∇χ in
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(
L2 (QT )
)d
; this gives the convergences of terms L4, and L10. In the same manner, we obtain the
convergence of L8 + L9 towards∫
QT
g′ (u)V · ∇uβθ (u)χ dx dt−
∫
QT
(f (u)− g (u))V · ∇χβθ (u) dx dt.
Let us focus on the seventh term L7 of equation (5.83). Since θ > 1, then there exists θ0 > 0 such
that θ = 1 + θ0. Therefore, using Lebesgue’s theorem and the weak convergence (5.79), one has
L7 = − (r − 1 + θ)
∫
QT
ur−1η ∇uη ·Vuθ0η (f (uη)− g (uη))χ dx dt
−−−→
η→0
∫
QT
(f (u)− g (u))V · ∇βθ (u)χ dx dt.
For the fifth term, we have
|L5| = η
∣∣∣∣∫
QT
∇uη · ∇βθ (uη)χ dx dt
∣∣∣∣ = κη ∫
QT
∣∣∣ur−2η uθηχ∇uη · ∇uη∣∣∣ dx dt
≤ κη
∫
QT
∣∣u2r−2η χ∇uη · ∇uη∣∣ dx dt ≤ κη∥∥ur−1η ∇uη∥∥(L2(QT ))d‖χ‖L∞(QT ).
As a consequence, |L5| ≤ κη −→ 0, as η goes to zero.
The convergence to zero for the sixth and the last terms, is similar to the that for L7. Indeed, we
have
|L6| = η
∣∣∣∣∫
QT
∇uη · ∇χβθ (uη) dx dt
∣∣∣∣ = η ∣∣∣∣∫
QT
ur−1η ∇uη · uθη∇χ dx dt
∣∣∣∣
≤ κη∥∥ur−1η ∇uη∥∥(L2(QT ))d‖∇χ‖(L2(QT ))d −−−→η→0 .
Now, we are interested in the third term L3 of equation (5.83). One can remark that the sequence
(a (uη)∇uη · ∇βθ (uη))η ⊂ R is nonnegative and
a (uη)∇uη · ∇βθ (uη) = (r − 1 + θ)ur−2+θη a (uη)∇uη · ∇uη
converges almost everywhere, up to a subsequence, to a (u)∇u·∇βθ (u), since r−2+θ−2q−r1 ≥
0, i.e. θ ≥ 7r1 + 6− r.
Consider a nonnegative test function (χ ≥ 0) ; then the lemma of Fatou ensures that
lim inf
η→0
∫
QT
a (uη)∇uη · ∇βθ (uη)χ dx dt ≥
∫
QT
a (u)∇u · ∇βθ (u)χ dx dt,
then the limit solution u verifies inequality (5.6) given into definition 5.3. Finally, to obtain (5.7),
we apply the Egorov theorem on the sequence (a (uη)∇uη · ∇βθ (uη))η which converges almost
everywhere. Indeed, we have
∀ε > 0, ∃Qε ⊂ QT such that meas (Qε) < ε, and
a (uη)∇uη · ∇βθ (uη) −−−→
η→0
a (u)∇u · ∇βθ (u) uniformly in QT \Qε.
Now, we take a test function χ such that suppχ ⊂ ([0, T )× Ω) \Qε, then∫
QT \Qε
a (uη)∇uη · ∇βθ (uη)χ dx dt −−−→
η→0
∫
QT \Qε
a (u)∇u · ∇βθ (u)χ dx dt.
The proof of theorem 5.4 is now accomplished. 
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5.6 Proof of theorem 5.6
The proof of theorem 5.6 is a combination of the two techniques used for theorem 5.2 and theorem
5.4.
Lemma 5.16. Under the assumptions (H1) − (H3) and (H4c), assume that G (u0) belongs to
L1 (Ω). Then the solutions to the saturation equation (5.14) verify
(i) 0 ≤ uη (x, t) ≤ 1, for almost everywhere (x, t) ∈ QT .
(ii) The sequences
(√
µ′ (uη) a (uη)∇uη
)
η
and (a (uη)∇uη)η are uniformly bounded in(
L2 (QT )
)d
.
(iii) The sequences
(√
ηµ′ (uη)∇uη
)
η
and (∇J (uη))η are uniformly bounded in
(
L2 (QT )
)d
.
(iv) The sequence (G (uη))η is uniformly bounded in L
∞ (0, T ;L2 (Ω)) .
(v) The sequence (∂tJ (uη))η is uniformly bounded in L
1
(
0, T ;W−1,q′ (Ω)
)
.
(vi) The sequences (J (uη))η and (uη)η are relatively compact in L
2
(
0, T ;L2 (Ω)
)
.
Proof. The first part, (i), is obtained in section 5.3.2.
Now, we multiply the saturation equation (5.14) by µ (uη) and integrate over Ω, this yields
d
dt
∫
Ω
G (uη) dx+
∫
Ω
a (uη)µ
′ (uη) |∇uη|2dx+ η
∫
Ω
µ′ (uη) |∇uη|2dx
=
∫
Ω
(f (uη)− g (uη))µ′ (uη)∇uη ·Vdx−
∫
Ω
g′ (uη)µ (uη)∇uη ·Vdx
−
∫
Ω
a (uη)µ (uη)∇uη ·Vdx− η
∫
Ω
µ (uη)∇uη ·Vdx.
(5.84)
We split the whole integral appearing in equation (5.84) into two parts, similarly as we do in sec-
tion 5.4, we write
∫
Ω
=
∫
Ω∩{uη<u∗}
+
∫
Ω∩{uη≥u∗}
and we denote Ω1 = Ω ∩ {uη < u∗} and
Ω2 = Ω ∩ {uη ≥ u∗}.
• Into the region Ω1 ; and following the same analysis as the one developed into section 5.4,
we obtain the following estimates∣∣∣∣∫
Ω1
(f (uη)− g (uη))µ′ (uη)∇uη ·Vdx−
∫
Ω1
g′ (uη)µ (uη)∇uη ·Vdx
∣∣∣∣
≤ 1
4
∥∥∥∥√µ′ (uη) a (uη)∇uη∥∥∥∥2
(L2(Ω1))
d
+ 2
1 + (C (r − 1))2
m1 (r − 1) ‖V‖
2
(L2(Ω1))
d ,∣∣∣∣∫
Ω1
a (uη)µ (uη)∇uη ·Vdx
∣∣∣∣ ≤ 14
∥∥∥∥√µ′ (uη) a (uη)∇uη∥∥∥∥2
(L2(Ω1))
d
+
‖a‖2∞
r − 1 ‖V‖
2
(L2(Ω1))
d ,∣∣∣∣η ∫
Ω1
µ (uη)∇uη ·Vdx
∣∣∣∣ ≤ 12
∥∥∥∥√ηµ′ (uη)∇uη∥∥∥∥2
(L2(Ω1))
d
+
1
2 (r − 1) ‖V‖
2
(L2(Ω1))
d .
• Into region Ω2, we have∫
Ω2
(
(f (uη)− g (uη))µ′ (uη)− g′ (uη)µ (uη)
)∇uη ·Vdx = 0.
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Furthermore, we have the following estimates
∣∣∣∣∫
Ω2
a (uη)µ (uη)∇uη ·Vdx
∣∣∣∣
≤ 1
2
∥∥∥∥√µ′ (uη) a (uη)∇uη∥∥∥∥2
(L2(Ω2))
d
+
k1
∥∥√µµ′a∥∥2∞
4
‖V‖2
(L2(Ω2))
d ,∣∣∣∣η ∫
Ω2
µ (uη)∇uη ·Vdx
∣∣∣∣ ≤ 12
∥∥∥∥√ηµ′ (uη)∇uη∥∥∥∥2
(L2(Ω2))
d
+
k1
∥∥√µµ′∥∥2∞
4
‖V‖2
(L2(Ω2))
d .
Plugging the previous estimates into equation (5.84), one has
1
2
d
dt
∫
Ω
G (uη) dx+
∥∥∥∥√µ′ (uη) a (uη)∇uη∥∥∥∥2
(L2(Ω))d
+
∥∥∥∥√ηµ′ (uη)∇uη∥∥∥∥2
(L2(Ω))d
≤ κ ‖V‖2
(L2(Ω))d
(5.85)
Now, we integrate inequality (5.85) with respect to the time over (0, t) , t ∈ (0, T ), one de-
duces that the sequences
(√
µ′ (uη) a (uη)∇uη
)
η
and
(√
ηµ′ (uη)∇uη
)
η
are uniformly bounded
in
(
L2 (QT )
)d
, and that (G (uη))η is uniformly bounded in L
∞ (0, T ;L2 (Ω)).
Let us prove that (a (uη)∇uη)η and (∇J (uη))η are uniformly bounded in
(
L2 (QT )
)d
. Indeed,
for all 0 ≤ u ≤ u∗, we have
a (u)µ′ (u) ≥ m1 (r − 1)ur1ur−2 ≥ m1 (r − 1)urur−2 ≥ m1 (r − 1)u2r−2 ≥ c1j2 (u),
and for all u ≥ u∗, we have
a (u)µ′ (u) ≥ m1(1− u)r2µ (u) g′ (u) (f (u)− g (u))−1 ≥ c1(1− u)r2−2
≥ c1
(1− u∗)2−r′
(
(1− u∗)1−
r′
2
)2(
(1− u) r
′
2
−1
)2
≥ κj2 (u),
Therefore, ‖∇J (uη)‖2(L2(QT ))d ≤ κ
∥∥∥µ′ 12 (uη) a 12 (uη)∇uη∥∥∥2
(L2(QT ))
d
≤ κ.
For the sequence (a (uη)∇uη)η. It is easy to see that
a (uη) ≤M1ur1η ≤M1ur−2η ≤
M1
r − 1µ
′ (uη) , if 0 ≤ uη ≤ u∗,
a (uη) ≤M1(1− uη)r2 ≤ (1− uη)−2 ≤ κµ′ (uη), if u∗ ≤ uη ≤ 1.
As a consequence, the sequence (a (uη)∇uη)η is uniformly bounded in
(
L2 (QT )
)d
.
Let us now focus on the fourth part (iv), we want to prove that
(∂tJ (uη))η is uniformly bounded in L
2
(
0, T ;
(
H1 (Ω)
)′)
+ L1 (QT ) .
We take a test function χ ∈ L2 (0, T ;H10 (Ω)) ∩ L∞ (QT ) and multiply the saturation equation
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(5.14) by j (uη)χ, this yields
〈∂tJ (uη) , χ〉 = −
∫
QT
a (uη)∇uη · ∇ (j (uη)χ) dx dt
−η
∫
QT
∇uη · ∇ (j (uη)χ) dx dt+
∫
QT
(f (uη)− g (uη))V · ∇ (j (uη)χ) dx dt
−
∫
QT
g′ (uη)∇uη ·Vj (uη)χ dx dt−
∫
QT
a (uη)∇uη ·Vj (uη)χ dx dt
−η
∫
QT
∇uη ·Vj (uη)χ dx dt.
(5.86)
We will give estimates on each integral on the right-hand side of equation (5.86).
Into region QT ∩ {uη < u∗}, we have j(uη) = µ(uη), thus we obtain the same estimates on the
integrals obtained within the proof of theorem 5.4. It remains to estimate the terms of the form∫
QT∩{uη≥u∗}
that we denote them by {Li}1≤i≤6 respectively.
For the first term L1, we have
|L1| ≤
∫
QT∩{uη≥u∗}
∣∣a (uη) j′ (uη)∇uη · ∇uηχ∣∣+ |a (uη) j (uη)∇uη · ∇χ| dx dt
≤
∥∥∥∥√j′ (uη) a (uη)∇uη∥∥∥∥2
(L2(QT ))
d
‖χ‖L∞(QT ) + ‖a (uη)∇J (uη)‖(L2(QT ))d ‖∇χ‖(L2(QT ))d .
On the other hand, using the definition of µ and j, we have, for all u∗ ≤ u ≤ 1, that∣∣j′ (uη)∣∣ = (r′
2
− 1
)
β (u∗) (1− u∗)1−
r′
2 (1− uη)
r′
2
−2 ≤ Cu∗,r′(1− uη)−2 ≤ µ′ (uη),
thus, thanks to parts (i) and (ii), one deduces that |L1| ≤ κ
(
‖χ‖L∞(QT ) + ‖∇χ‖(L2(QT ))d
)
.
In the same manner, we obtain the estimates on the remaining terms except the estimate on L3.
Indeed, using the assumption (H2) on f and g, one has
f (uη)− g (uη) ≤ Cg′ (1− uη), ∀u∗ ≤ uη ≤ 1,
and therefore, we obtain the following estimates∣∣∣∣∫
QT
(f (uη)− g (uη)) j′ (uη)∇uη ·Vχ dx dt
∣∣∣∣ ≤ Cg′ ∫
QT
|j (uη)∇uη ·Vχ| dx dt
≤ Cg′‖∇J (uη)‖(L2(QT ))d‖V‖(L2(QT ))d‖χ‖L∞(QT ).∣∣∣∣∫
QT
(f (uη)− g (uη))j (uη)V · ∇χ dx dt
∣∣∣∣ ≤ Cj ∫
QT
|V · ∇χ| dx dt
≤ C‖V‖
(L2(QT ))
d‖χ‖(L2(QT ))d .
Plugging the previous estimates into equation (5.86), one gets
|〈∂tJ (uη) , χ〉| ≤ κ
(
‖χ‖L∞(QT ) + ‖χ‖L2(0,T ;H10 (Ω))
)
.
One can conclude the proof of part (iii), using the embedding of the Sobolev space W 1,q (Ω) ⊂
H10 (Ω) ∩ L∞ (Ω) for q > d, and consequently, one has
L∞
(
0, T ;W 1,q (Ω)
) ⊂ L2 (0, T ;H1 (Ω)) ∩ L∞ (0, T ;L2 (Ω)), ∀q > d.
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To complete the proof of the lemma, we remark that the sequence (J (uη))η is lying into the
Sobolev space
W =
{
J (uη) ; J (uη) ∈ L2
(
0, T ;H10 (Ω)
)
and ∂tJ (uη) ∈ L∞
(
0, T ;W−1,q
′
(Ω)
)}
.
Thanks to the Aubin–Simon theorem, W is compactly embedded in L2 (QT ), and the sequence
(J (uη))η is relatively compact in L
2
(
0, T ;L2 (Ω)
)
.
Since the differentiable function J is nondecreasing, then J−1 exists and it is continuous, then
the sequence (uη)η is relatively compact in L
2
(
0, T ;L2 (Ω)
)
. The proof of lemma 5.16 is now
accomplished.
Lemma 5.17. Let q1 = 3r1 + 2 and q2 = 3r2 + 2, where r1 and r2 are given in assumption
(H4c). The sequences
(
1{uη≤u∗}u
q1
η a (uη)∇uη
)
η
and
(
1{uη≥u∗}(1− uη)q2 a (uη)∇uη
)
η
are two
Cauchy sequences in measure.
Proof. The proof follows the same guidelines as the proof of lemma 5.14. We omit it for the sake
of brevity.
To conclude the proof of theorem 5.6, we deduce from lemma 5.16 and lemma 5.17, that we
can extract a subsequence such that we have the following convergences
0 ≤ u (x, t) ≤ 1 a.e. in QT ,
uη −→ u strongly in L2 (QT ) and a.e. in QT ,
J (uη) −→ J (u) strongly L2 (QT ),
J (uη) −→ J (u) weakly in L2
(
0, T ;H10 (Ω)
)
,√
a (uη)µ′ (uη)∇uη −→
√
a (u)µ′ (u)∇u weakly in (L2 (QT ))d,
1{uη≤u∗}u
q1
η a (uη)∇uη −→ 1{uη≤u∗}uq1a (u)∇u a.e. in QT ,
1{uη≥u∗} (1− uη)q2 a (uη)∇uη −→ 1{uη≥u∗} (1− u)q2 a (u)∇u a.e. in QT .
(5.87)
We consider the following weak formulation
−
∫
QT
Jθ,λ (uη) ∂tχ dx dt−
∫
Ω
Jθ,λ (u0 (x))χ (x, 0) dx
+
∫
QT
a (uη)∇uη · ∇jθ,λ (uη)χ dx dt+
∫
QT
a (uη)∇uη · ∇χjθ,λ (uη) dx dt
+η
∫
QT
∇uη · ∇jθ,λ (uη)χ dx dt+ η
∫
QT
∇uη · ∇χjθ,λ (uη) dx dt
−
∫
QT
(f (uη)− g (uη))V · ∇jθ,λ (uη)χ dx dt+
∫
QT
g′ (uη)V · ∇uηjθ,λ (uη)χ dx dt
−
∫
QT
(f (uη)− g (uη))V · ∇χjθ,λ (uη) dx dt+
∫
QT
a (uη)V · ∇uηjθ,λ (uη)χ dx dt
+η
∫
QT
∇uη ·Vjθ,λ (uη)χ dx dt = 0, ∀χ ∈ C1
(
[0, T ];H10 (Ω)
)
with χ (T, ·) = 0
(5.88)
By splitting these integrals into two sub integrals, then we have the same convergence results
obtained within the proof of theorem 5.4 for the integrals of the form
∫
QT∩{uη≤u∗}
in (5.88).
Now, we show the convergence for the remaining terms, we have∫
{uη≥u∗}
a (uη)∇uη · ∇χ jθ,λ (uη) dx dt−−−→
η→0
∫
{u≥u∗}
a (u)∇u · ∇χ jθ,λ (u) dx dt,
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Indeed, on the one hand, the sequence (a (uη)∇uη)η converges weakly in
(
L2 (QT )
)d
towards
a (u)∇u. On the other hand, the sequence (∇χ jθ,λ (uη))η converges strongly in
(
L2 (QT )
)d
towards ∇χ jθ,λ (u). Furthermore, one obtains that
η
∫
{uη≥u∗}
∇uη · ∇jθ,λ (uη)χ dx dt −−−→
η→0
0. (5.89)
Indeed,
η
∣∣∣∣∣
∫
{uη≥u∗}
∇uη · ∇jθ,λ (uη)χ dx dt
∣∣∣∣∣ = κη
∫
QT
∣∣∣∣(1− uη) r′2 −2+λχ∇uη · ∇uη∣∣∣∣ dx dt
≤ κη
∫
QT
∣∣∣(1− uη)2r2χ∇uη · ∇uη∣∣∣ dx dt ≤ κη‖a (uη)∇uη‖(L2(QT ))d‖χ‖L∞(QT ).
Then the convergence result (5.89) holds.
Now, we are interested in the third term of equation (5.88). We have (a (uη)∇uη · ∇jθ,λ (uη))η is
a nonnegative sequence and
1{uη≥u∗}a (uη)∇uη · ∇jθ,λ (uη) = 1{uη≥u∗}c (u∗) (1− u)
r′
2
−2+λ
η a (uη)∇uη · ∇uη
which converges almost everywhere, up to a subsequence, to 1{u≥u∗}a (u)∇u · ∇jθ,λ (u), since
r′
2 − 2 + λ− 2q2 − r2 ≥ 0, i.e. λ ≥ 7r2 + 6− r
′
2 .
Consider a nonnegative test function (χ ≥ 0) ; then the Fatou’s lemma ensures that
lim inf
η→0
∫
QT
a (uη)∇uη · ∇jθ,λ (uη)χ dx dt ≥
∫
QT
a (u)∇u · ∇jθ,λ (u)χ dx dt,
then the limit solution u verifies inequality (5.12) into definition 5.5. Finally, to obtain (5.13), we
apply the Egorov theorem on the sequence (a (uη)∇uη · ∇jθ,λ (uη))η which converges almost
everywhere. Indeed, we have
∀ε > 0, ∃Qε ⊂ QT tel que mes (Qε) < ε, and
a (uη)∇uη · ∇jθ,λ (uη) −−−→
η→0
a (u)∇u · ∇jθ,λ (u) uniformly in QT \Qε.
Now, we take a nonnegative test function χ such that suppχ ⊂ ([0, T )× Ω) \Qε, then∫
QT \Qε
a (uη)∇uη · ∇jθ,λ (uη)χ dx dt −−−→
η→0
∫
QT \Qε
a (u)∇u · ∇jθ,λ (u)χ dx dt.
This ends the proof of theorem 5.6. 

A
Technical Lemmas
We give in this appendix some technical results stemming from finite element discretizations.
Let Ω be an open bounded polygonal subset of R2, and T be a conforming triangular mesh of Ω.
For all triangle T ∈ T , we denote by hT = diam (T ), and by h = supT∈T hT .
We consider the set V of the vertices of the triangles, and (xK)K∈V their coordinates in Ω, and the
usual P1 finite element spaceHT defined by
HT = {φ ∈ C0
(
Ω
)
; φ|T ∈ P1 (R) , ∀T ∈ T }.
Let uT ∈ HT , then consider the piecewise constant functions uT , uT : Ω −→ R defined by
uT (x) = uT = sup
x∈T
uT (x) , if x ∈ T ∈ T ,
uT (x) = uT = inf
x∈T
uT (x) , if x ∈ T ∈ T .
Lemma A.1. There exists an absolute constant c > 0 such that∫
Ω
|uT (x)− uT (x)|2 dx ≤ ch2
∫
Ω
|∇uT (x)|2 dx,
where c = 243
2π2
.
Proof. Let T ∈ T be a triangle whose vertices are located at xK , xL, and xM . We assume without
loss of generality that
uT = uM ≤ uL ≤ uK = uT (A.1)
We denote by ωTK,L the triangle whose vertices are xK , xKL, and xT , where xT and xKL represent
respectively, the center of gravity and the midpoint of [xK ,xL] of the triangle T . Specifically, we
have
xT =
1
3
(xK + xL + xM ), xKL =
1
2
(xK + xL).
Note that ∣∣ωTK,L∣∣ = |T |6 , (A.2)
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where
∣∣∣ωTK,L∣∣∣ (respectively |T |) denotes the Lebesgue measure of ωTK,L (respectively T).
Since uT ∈ HT is a linear function of x on T , then one has
uT :=
1
|T |
∫
T
uT (x) dx = u (xT ) =
1
3
(uK + uL + uM ),
and in view of property (A.1), one has
xM xL
xT
xKL
xK
ωTK,L
FIGURE A.1 – The triangle T ∈ T and the sub-triangle wTK,L.
uT (xKL) =
1
2
(uK + uL) ≥ uT .
As a consequence,
uT (x) ≥ uT , ∀x ∈ ωTK,L. (A.3)
Therefore, one has
∫
T
|uT (x)− uT |2 dx ≥
∫
ωT
K,L
(uT (x)− uT )2 dx =
∣∣∣ωTK,L∣∣∣
9
(uK + uKL − 2uT )2
=
∣∣∣ωTK,L∣∣∣
9
(
uK +
uK + uL
2
− 2uT
)2
=
∣∣∣ωTK,L∣∣∣
324
(5uK − uL − 4uM )2
≥ 2 |T |
243
(uK − uM )2 = 2
243
∫
T
|uT (x)− uT (x)|2 dx.
(A.4)
On the other hand, it follows from the Poincaré-Wirtinger inequality that (see [70])∫
T
|uT (x)− uT |2 dx ≤ hT
2
π2
∫
T
|∇uT (x)|2 dx,
which, together with (A.4), yields∫
Ω
|uT (x)− uT (x)|2 dx =
∑
T∈T
∫
T
|uT (x)− uT (x)|2 dx
≤ 243
2
∑
T∈T
∫
T
|uT (x)− uT |2 dx ≤ ch2
∫
Ω
|∇uT (x)|2 dx.
This ends the proof of the lemma.
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Remark 5. We can easily see that Lemma A.1 holds in L1. Indeed, using inequality (A.3) and the
Poincaré-Wirtinger inequality in L1 for convex domains (see [1]), one gets∫
Ω
|uT (x)− uT (x)| dx ≤
27h
2
∫
Ω
|∇uT (x)| dx.
Lemma A.2. Let (uK)K∈V ∈ R#V , and let uT and uM be respectively the corresponding piece-
wise linear and piecewise constant reconstructions, then∫
Ω
|uT (x)− uM (x)|2 dx ≤ ch2 ‖∇uT ‖2(L2(Ω))2 , (A.5)
where c is the same constant given in Lemma A.1.
Proof. In order to prove inequality (A.5), we first prove the following inequality
|uT (x)− uM (x)| ≤ |uT (x)− uT (x)| , for a.e. x ∈ Ω. (A.6)
Let x ∈ Ω = ∪T∈T T , there exists a triangle T such that x ∈ T . We assume, without loss of
generality, that x lies in the interior of the triangle ωTK,L.
One has, from the definition of uT and uT , that
uT (x)− uM (x) = uT (x)− uK ≤ uT (x)− uT (x) .
On the other hand, we have uM (x) = uK ≤ uT (x) and since uT (x) ≤ uT (x), one gets
uM (x)− uT (x) ≤ uT (x)− uT (x) .
One can conclude the proof of this lemma by using Lemma A.1 as well as inequality (A.6).
Let T ∈ T be a triangle whose vertices are located at xK , xL, and xM . We denote by xT
its center of gravity, by xML the midpoint of [xM ,xL], and by xMK the midpoint of [xM ,xK ].
We denote by ωM the dual control volume constructed around xM and by ωTM the intersection
between ωM and T .
xM
xLxK
xT
xMLxMK
→
η σ1
→
η σ2
→
ηKL
ωTM
FIGURE A.2 – The triangle T ∈ T and the normal vectors on the edges.
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Lemma A.3. With the notations of figure A.2, the following geometric property
2∑
i=1
|σi|→η σi =
1
2
|xKxL|→ηKL
holds.
Proof. Applying the Green–Gauss formula to the constant field vector
→
1 over the domain ωTM ,
one has ∫
ωT
M
div
(→
1
)
dx = 0 =
∫
∂ωT
M
→
η dσ =
∑
σ⊂∂ωT
M
|σ|→η σ =
4∑
i=1
|σi|→η σi , (A.7)
where σ3 (resp. σ4) represents the length of [xM ,xML] (resp. [xM ,xMK ]) and
→
η σi represents the
unit normal vector to σi, i = 3, 4 outward to T .
On the other hand, one applies again the Green–Gauss formula over the triangle T and gets∫
T
div
(→
1
)
dx = 0 =
∫
∂T
→
η dσ =
∑
σ⊂∂T
|σ|→η σ
= |xMxL|→η σ3 + |xMxK |
→
η σ4 + |xKxL|
→
ηKL.
(A.8)
One can conclude the proof of the lemma by combining equations (A.7)–(A.8).
A.1 The reference element
We recall that in the control volume finite element method, we have introduced the transmissibility
coefficients
ΛKL =
∫
Ω
Λ (x)∇ϕK(x) · ∇ϕL(x)dx.
In a computation point of view, and in order to approximate these elements, we need : either (a)
an effective way of evaluating the functions (ϕK)K∈V and their gradients, or (b) a closed form for
the resulting integrals. Both possibilities are done usually by introducing the so-called reference
element.
For triangles, the reference element T̂ is the triangle with vertices
Ŝ1 = (0, 0) , Ŝ2 = (1, 0) , Ŝ1 = (0, 1) .
To distinguish variables in the reference element and in a physical triangle (a general triangle), we
usually adopt the variables (xˆ, yˆ) in the reference element and (x,y) in the physical element. We
designate by T a physical triangle with vertices S1 = (x1,y1), S2 = (x2,y2), and S3 = (x3,y3).
We denote by (xji,yji) = (xj − xi,yj − yi) the coordinates of the vector
→
SiSj , for every i 6=
j ∈ {1, 2, 3}.
Let FT be the affine transformation mapping the triangle T̂ bijectively into T . We have
FT
(
Ŝi
)
= Si for every i = 1, 2, 3. Thus we have
FT
 xˆ
yˆ
 =
 x
y
 =
 x21 x31
y21 y31

 xˆ
yˆ
+
 x1
y1

=
 x1
y1
 (1− xˆ− yˆ) +
 x2
y2
 xˆ+
 x3
y3
 yˆ.
(A.9)
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Ŝ1 Ŝ2
Ŝ3
xˆ
yˆ
S1
S2
S3
FT
x
y
FIGURE A.3 – Reference and physical triangles.
The local nodal functions in the reference triangles are three P1 functions satisfying
ϕ̂i
(
Ŝj
)
= δij , i, j = 1, 2, 3.
They are precisely defined, into the space of coordinates (xˆ, yˆ), by
ϕ̂1 (xˆ, yˆ) = 1− xˆ− yˆ,
ϕ̂2 (xˆ, yˆ) = xˆ,
ϕ̂3 (xˆ, yˆ) = yˆ.
It is simple now to prove that
ϕ̂i = ϕi ◦ FT , i = 1, 2, 3.
or, what is the same
ϕi = ϕ̂i ◦ F−1T , i = 1, 2, 3. (A.10)
We denote by BT the matrix of the linear transformation FT , we have
det (BT ) = 2 |T | 6= 0 and F−1T
 x
y
 =
 xˆ
yˆ
 = B−1T
 x− x1
y − y1
 , (A.11)
where B−1T =
1
2 |T |
 y31 −x31
−y21 x21
 is the inverse of the matrix BT .
Using together equations (A.10) and (A.11), one has a simple way of evaluating the nodal func-
tions (ϕi)i=1,2,3 and therefore their gradients. For instance, one gets
ϕ1 (x,y) = 1− 1
2 |T | (y32 (x− x1)− x32 (y − y1)) ,
ϕ2 (x,y) =
1
2 |T | (y31 (x− x1)− x31 (y − y1)) ,
ϕ3 (x,y) =
1
2 |T | (−y21 (x− x1) + x21 (y − y1)) ,
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and
∇ϕ1 (x,y) = −1
2 |T |
 y32
−x32
 = −|| →S2S3||
2 |T |
→
η 23,
∇ϕ2 (x,y) = 1
2 |T |
 y31
−x31
 = −|| →S3S1||
2 |T |
→
η 31,
∇ϕ3 (x,y) = −1
2 |T |
 y21
−x21
 = −|| →S1S2||
2 |T |
→
η 12,
where
→
η ij = (−yij ,xij) is the unit normal vector at the line segment [SiSj ] outward to T , for
every i 6= j ∈ {1, 2, 3}.
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Systèmes paraboliques dégénérés intervenant en mécanique des fluides et en
médecine: analyse mathématique et numérique
Degenerate parabolic systems involved in fluid mechanics and medicine:
mathematical and numerical analysis
Résumé
Dans cette thèse, nous nous intéressons à l’analyse mathématique
et numérique des systèmes paraboliques non linéaires dégénérés
découlant, soit de la modélisation de la chimiotaxie, soit de la
modélisation des fluides compressibles. Le modèle de chimiotaxie
(Keller-Segel) proposé est un modèle de dynamique des
populations décrivant l’évolution spatio-temporelle de la densité
cellulaire et de la concentration chimiotactique. Pour ce modèle,
nous étudions la formation de patterns en utilisant l’analyse de
stabilité linéaire et le principe de Turing. Nous proposons ensuite un
schéma numérique CVFE pour un modèle anisotrope de
Keller-Segel. La construction de ce schéma est basée sur la
méthode des éléments finis pour le terme de diffusion et sur la
méthode des volumes finis classique pour le terme de convection.
Nous montrons que ce schéma assure le principe de maximum
discret et qu’il est consistent dans le cas où tous les coefficients de
transmissibilité sont positifs. Par la suite, sur des maillages
triangulaires généraux, nous proposons et analysons un schéma
numérique CVFE non linéaire. Ce schéma est basé sur l’utilisation
d’un flux numérique de Godunov pour le terme de diffusion, tandis
que le terme de convection est approché au moyen d’un décentrage
amont et d’un flux de Godunov. D’une part, le décentrage amont
permet d’avoir le principe de maximum. D’autre part, le flux de
Godunov assure que les solutions discrètes soient bornées sans
restriction sur le maillage du domaine spatial ni sur les coefficients
de transmissibilité. Nous réalisons différentes simulations
numériques bi-dimensionnelles pour illustrer l’efficacité du schéma
à tenir compte des hétérogénéités. Enfin, nous nous intéressons à
une équation parabolique dégénérée contenant des termes
dégénérés d’ordre 0 et 1 et décrivant un modèle de
chimiotaxie-fluide ou l’écoulement d’un fluide compressible. Une
formulation faible classique est souvent possible en absence des
termes dégénérés d’ordre 0 et 1 ; tandis que dans le cas général,
nous obtenons des solutions dans un sens affaibli vérifiant une
formulation de type inégalité variationnelle. La définition des
solutions faibles est adaptée à la nature de la dégénérescence des
termes de dissipation.
Abstract
In this thesis, we are interested in the mathematical and numerical
analysis of nonlinear degenerate parabolic systems arising either
from modeling the chemotaxis process, or from modeling
compressible flows in porous media. The proposed chemotaxis
model (Keller-Segel model) is a model of population dynamics
describing the spatio-temporel evolution of the cell density and the
chemical concentration. For this model, we study the pattern
formation using the linear stability analysis as well as the principle of
Turing. Then, we propose a numerical scheme (CVFE scheme) for
an anisotropic Keller-Segel model. The construction of the scheme
is based on the use of each of the finite element scheme for the
diffusion term and the upwind finite volume scheme for the
convective term. We show that the scheme is consistent and
ensures the discrete maximum principle in the case where all the
transmissibility coefficients are nonnegative. Thereafter, over
general triangular meshes, we propose and analyze a nonlinear
CVFE scheme. This scheme is based on the use of the Godunov
flux function for the diffusion term, while the convective term is
approximated by parts using an upwind finite volume scheme and a
Godunov flux function. First, the upwind finite volume scheme
allows of having the discrete maximum principle. On the other hand,
the Godunov scheme ensures the boundedness of the discrete
solutions without restrictions on the mesh nor on the transmissibility
coefficients. Using this scheme, we realize some numerical
simulations to illustrate the effectiveness of the scheme. Finally, we
are interested in a degenerate parabolic equation containing
degenerate terms of order 0 and 1 and describing a
chemotaxis-fluid model or a displacement of compressible flows.
Classical weak formulation is often possible in the absence of
degenerate terms of order 0 and 1; while in the general case, we
obtain weak solutions in the sense of verifying a weighted
formulation. The definition of weak solutions is adapted to the
nature of the degeneracy of the dissipative terms.
Mots clés
Systèmes de réaction-diffusion, Formation de
patterns, Chimiotaxie, Stabilité linéaire, Méthode
de volumes finis, Méthode des éléments finis,
Systèmes paraboliques dégénérés, Tenseurs
anisotropes hétérogènes, Fluide compressible.
Key Words
Reaction-diffusion systems, Pattern formation,
Chemotaxis, Linear stability, Finite volume
method, Finite element method, Degenerate
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