An algorithm for general nonlinearly constrained optimization is presented, which solves an unconstrained piecewise quadratic subproblem and a quadratic programming subproblem at each iterate. The algorithm is robust since it can circumvent the di culties associated with the possible inconsistency of QP subproblem of the original SQP method. Moreover, the algorithm can converge to a point which satises a certain rst-order necessary optimality condition even when the original problem is itself infeasible, which is a feature of Burke and Han's methods (1989). Unlike Burke and Han's methods(1989), however, we do not introduce additional bound constraints. The algorithm solves the same subproblems as Han-Powell SQP algorithm at feasible points of the original problem. Under certain assumptions, it is shown that the algorithm coincide with the Han-Powell method when the iterates are su ciently close to the solution. Some global convergence results are proved and local superlinear convergence results are also obtained. Preliminary numerical results are reported.
Introduction
We consider the optimization problem with general equality and inequality constraints min f(x) (1:1) s:t: c i (x) = 0; i 2 E; (1:2) c i (x) 0; i 2 I; (1:3) where f(x) : R n ! R and c i (x) : R n ! R (i 2 E I) are continuously di erentiable functions, E = f1; 2; ; m e g, (1 :8) and ( 1 ; 2 ; ; m ) T is a multiplier vector approximation.
Because its nice convergence properties(for example, see Han(1977) , Powell(1977 , Boggs et al(1982) ), the SQP method has been abstracting attentions from many researchers. It has been extended to problems other than optimization (Pang and Gabriel(1993) , Taji and Fukushima(1996) ).
The requisite consistency of the linearized constraints of the QP subproblem (1.5)-(1.7) is a serious limitation of the SQP method. Within the framework of the SQP method, Powell suggests to solving a modi ed subproblem at each iterate (Powell(1977) , Stoer(1985) With some other technique, the computational investigation provided by Schittkowski (1981 Schittkowski ( , 1983 shows that this modi cation works very well. A simple example presented by Burke and Han (1989) and Burke (1992) special to make a general claim, it shows that the problem caused by the inconsistency of the linearized constraints can not always be solved by using (1.10)-(1.11).
Based on a trust region strategy, Fletcher (1981 Fletcher ( , 1982 min g T k d + 1 Burke and Han(1989) shows that Fletcher's approach is still incomplete. One of the reasons is that the search direction may points to the contrary of the optimal point.
Similar to the method of Sahba(1987) , Burke and Han (1989) and Burke(1989) present an approach to overcome di culties associated with the inconsistency of the QP subproblem (1.5)-(1.7). Their methods are also similar to the methods of Powell(1977) and Fletcher(1981 Fletcher( , 1982 . A feature di erent to the other methods is that even when (1.1)-(1.3) is itself infeasible their methods can converge to a point which meets a certain rst-order necessary optimality condition. However, Burke and Han's method is conceptual.
In this paper, we describe an implementable algorithm which is a modi cation to the SQP method. With some technique, it is a generalization of the algorithm presented by Liu and Yuan(1997) . The motivation of the algorithm is described in that report. The algorithm can circumvent di culties associated with the infeasibility of the QP subproblem. Our method is similar to the above mentioned methods. Unlike Burke and Han's method, however, we do not introduce additional bound constraints. By using certain information at current point and solving two subproblems, we will obtain a direction which can be a nonzero descent direction of the merit function even if (1.5)-(1.7) is infeasible. The algorithm solves the same subproblem as (1.5)-(1.7) at a feasible point of (1.1)-(1.3). Moreover, under certain local assumptions, the algorithm and Han-Powell method generate identical iterates. Some global convergence results are proved and the local superlinear convergence is derived. Our algorithm can be easily combined with the trust region approach. Thus, the algorithm can be extended to a trust region algorithm for optimization with general constraints.
The paper is organized as follows. We present our algorithm in section 2. The stationary properties of the algorithm is given in section 3. In section 4 some global convergence results are proved. We discuss the local properties of the algorithm in section 5. In section 6, some preliminary numerical results are reported.
The algorithm
De ne the penalty function associated with (1.1)-(1.3) (x; r) = f(x) + rjjc(x) ? jj; penalty function, which is also a merit function employed by Han(1977) and Powell(1977 . Throughout this paper if the norm is not speci ed, it is the same as that used in ( I k ( ) = fi 2 I : c i (x k ) > g (2:8) J k ( ) = I k ( ) E (2:9) are employed instead of (2.4)-(2.6). Under some assumptions, we will show that J k tends to be the index set of the active constraints of (1.1)-(1.3).
Our algorithm solves two subproblems at each iterate, one is an unconstrained piecewise quadratic subproblem (see 13, 21] ) and the other is a quadratic programming subproblem. At the kth iteration the unconstrained subproblem has the following form: (2:10) where B k positive de nite is an estimate of the Lagrangian Hessian of (1.1)- 
where is a positive number. Now we can state our algorithm as follows.
Algorithm 2.1 (A Robust Algorithm for Optimization)
Step 0 Given the initial approximate x 0 , a n n symmetric positive de nite matrix B 0 , an initial penalty parameter r 0 > 0 and some positive scalars , and , where < 1 and < 1 2 ; k = 0;
Step 1 If the stopping criterion is satis ed, stop;
Solve subproblem (2.10) to generate d k1 and subproblem (2.12)-(2.15) to generate d k2 ;
Step 2 Update penalty parameter. If
let r k+1 = r k ; Otherwise, r k is updated by (2.17). (2:19) Let t k = s and x k+1 = x k + t k d k ;
Step 4 Generate B k+1 . Set k = k + 1 and goto step 1.
The stopping criterion is not given in the algorithm. Generally, jjd k jj 2 = 0 can be used as the stopping criterion. Since no assumption on regularity of the constraints is made, it is possible that d k does not tend to zero for k ! 1. Thus, we use the condition jjx k+1 ? x k jj 2 = 0 as the stopping criterion. In practical implementation, a positive tolerance number will be introduced. Algorithm 2.1 is similar to the methods proposed by Burke and Han(1989) , Burke(1989) . Since no additional bound constraints are employed, the algorithm can be implemented in the same way as SQP algorithms.
It should be noted that our algorithm solves the same subproblem as (1.5)-(1.7) at a feasible point of (1.1)-(1.3).
Two examples presented by Burke and Han(1989) can help us to understand the above algorithm and the di erences between our algorithm and Burke and Han's methods. De nition 3.1 x 2 R n is called De nition 3.1 is related to our algorithm closely. It should be noted that there are some di erences between our de nition and that of Yuan(1995) , for example, the de nition on the singular stationary point.
A strong stationary point de ned above is precisely a K ? T point of (1.1)-(1.3). If jj(c(x k )) ? jj = 0 and d k2 = 0, by the rst-order K?T condition of (2.12)-(2.15), x k is a strong stationary point of (1.1)-(1.3).
Throughout this report, we make the following assumption: 
Because k (d) is convex, we can see that d = 0 is the unique solution of (2.10).
(ii) The de nition of d k1 shows that Because jj (x k )jj 0 1 for all k (where jj jj 0 is the dual norm of jj jj), there is a cluster point 2 R m with ( ) i 0 for i 2 I. We see that (3.9) holds if we let 0 = 0 and i = ?( ) i for i 2 E I. This completes our proof.
Global convergence
First we show that if our algorithm stops after nite many iterations, the last iterate point must be a strong stationary point or an infeasible stationary point of (1.1)-(1.3) . then by (4.6), 0 < t 0 Theorem 4.7 Suppose that fx k g is an in nite sequence generated by the algorithm, fr k g and f k g are bounded, fx k : k 2Kg is a subsequence converging to x . If jjc(x ) ? jj = 0, then x is a strong stationary point of for su ciently large k. On the other hand, if we suppose the MangasarianFromovitz condition holds at x , it can be proved that k is bounded.
It should be noted that the above convergence results do not rely on any linear independence assumption of the gradients of the constraints. Thus, the algorithm may terminate at some iteration, which is not a Kuhn-Tucker point of (1.1)-(1.3) , even if the penalty parameter is bounded. A simple example will demonstrate this case. Let the penalty parameter r = 1, the algorithm will terminate at (1; 0), which is not a Kuhn-Tucker point of (4.42)-(4.44).
Local convergence
To study local convergence properties of the algorithm, we make the following assumption:
Assumption 5.1 (1) x k ! x , where x is a Kuhn-Tucker point of (1. A superlinear convergence step may be truncated due to the nonsmoothness of the merit function, which is known as \the Marotos e ect" (for example, see Yuan(1993) , Yuan and Sun(1997) ). In order to avoid this case, the second-order correction technique is considered by Mayne and Polak(1982) , jjc J k (x k )jj ( is a prescribed number), we solve the subproblem min d2R n 1 (5:16) to generate the second-order correction stepd k . The algorithm with the second-order correction technique is presented, which is a modi cation to Algorithm 2.1: Algorithm 5.6
Step 0 Given x 0 2 R n , B 0 2 R n n , r 0 > 0, 0 < < Step 2 r k+1 := r k if (2.18) holds, otherwise compute r k+1 by (2.17).
Step 3 Step 4 If jjx k+1 ? x k jj 3 , stop.
Step 5 Compute the values of f(x), c(x), rf(x) and rc(x) at x k+1 ;
Generate B k+1 ; k := k + 1 and goto Step 1.
Similar to above discussion on Lemma 5.2 and Lemma 5.4, and to the analyses in Mayne and Polak(1982) and Yuan(1993) The test problems are also solved by Powell's subroutine VMCWD, which is a very successful algorithm for many nonlinear programming problems. The error tolerance for VMCWD is 10 ?8 .
The subroutine VMCWD failed to solve Sahba's problem (6.4)-(6.9) since the constraints seem to be inconsistent after the rst iteration. The numerical results given by our algorithm is presented in Table 1 , where R ? KT and R ? CV represent the l 2 norms of the gradient of the Lagrangian and the violation of the constraints respectively. The algorithm terminates at the approximate minimum point of (6.4)-(6.9). Table 1 . Some numerical results for equality constrained optimization problems have been reported in Liu and Yuan 10] . It has been noticed that our algorithm can overcome the di culties associated with the linear dependence of the gradients of the constraints, since an unconstrained subproblem is solved at each iterate.
The numerical results for other test problems are listed in Table 2 . The problems are numbered in the same way as in Hock and Schittkowski(1981) . For example, \HS43" is problem 43 in Hock and Schittkowski (1981) . NI, NF and NG represent the numbers of iterations, function and gradient calculations respectively. The numerical results show that our algorithm is comparable to VM-CWD. But our algorithm requires slightly more function evaluations.
