Saccades are ubiquitous in natural vision. One way to generate a coherent representation of a scene across saccades is to produce an extra-retinal coordinate frame (such as a head-based representation). We investigate this issue by behavioral means: Participants learned to detect a 3D-pop-out target in a fixed position. Next, target was relocated in one coordinate frame while maintaining it fixed in the others. Performance was severely affected only when the change in target position occurred in a retinotopic coordinate frame. This further suggests that perceptual learning occurs in retinotopic regions having receptive fields restricted within a hemifield.
Introduction
It is commonly assumed that the ventral visual pathway is engaged in object recognition, while the dorsal pathway is the one involved in the necessary coordinate transformations that allow visually guided action (Andersen & Buneo, 2002) . However, to be able to recognize complex scenes we typically scrutinize the image, making multiple eye movements. Every eye movement results in a different image on the retina, thereby generating a radically different pattern of activity in the retinotopic areas (such as primary visual cortex). Our perception, however, is of a stable scene rather than a jittery one. This suggests that the representation at higher order, object-related areas, may incorporate information about eye position and depend on the location of the objects in space. Indeed, recent evidence suggests that the fMRI signal in both LOC (McKyton & Zohary, 2007) and ventral MT (d'Avossa et al., 2007 ) is influenced by the object's position on the screen more than its position on the retina. This suggests that the neurons' spatial selectivity in the higher order ventral areas may be based on spatiotopic coordinates.
It is has been known for some time that some perceptual tasks show clear position specificity. For instance, it is easier to recognize a previously shown pattern of random dots (Foster & Kahn, 1985; Nazir & O'regan, 1990) or a random checkerboard stimulus (Dill & Fahle, 1997) if it was presented in the same, rather than in a different, location. These experiments, however, could not reveal the coordinate frame of this position specificity since the target's new position on the screen was accompanied by a change both in its position on the retina and in its position with respect to the subject's head. In this experiment we manipulate the target position, to generate changes which are exclusive to one frame of reference, and study its effect on perceptual performance. By finding the relevant coordinate frame in which learning occurs, we can indirectly infer the brain regions which are intrinsically involved in perceptual learning of 3D shape detection.
We used a common task called pop-out detection: requiring detection of an odd target in an array of distractors. Typically, while this task is considered effortless, prac- tice leads to substantial improvement in performance. However, if the target is always present in a specific location in the array, a change in its location often results in an elevated threshold, closer to the initial performance levels (Ahissar & Hochstein, 1996) . This specificity to the target's learned position was taken as evidence that learning occurs at retinotopic visual areas. But since the target's position relative to the screen was also changed, together with its relative position within the array of distractors, it is impossible to infer in what coordinate frame learning occurs.
To pinpoint the relevant coordinate frame in which learning occurs, we trained our participants to detect a target in a fixed position. After this learning phase, we tested performance when the target was relocated in one coordinate frame while maintaining it fixed in the others. We assumed that performance will be severely affected only if the change in target position occurred in the coordinate frame in which the task was originally learned. We take advantage of the putative transformation from a retinotopic coordinate frame in early visual areas (such as V1) to extra-retinal coordinate frame in higher ventral areas (such as LOC) to suggest which brain areas might be involved in 3D shape detection.
Methods

Subjects
Eleven subjects participated in these experiments. Subjects were 18-29 years old, naïve and with normal or corrected to normal eyesight. Experiments were undertaken with the understanding and written consent of each subject.
Stimuli and procedure
The stimuli were 5 Â 5 arrays of shape-from-shading spheres (see Fig. 1a ). In half of the trials all elements were identical, seen as illuminated from above and perceived as convex spheres. In the other half, one of the elements (the target presented at a fixed location) was seen as illuminated from below and perceived as an odd concave sphere among convex ones. When the stimulus array appeared, the fixation cross was replaced with the letter T or L. This letter could appear in each of the four different oblique orientations. A mask followed each stimulus after a variable stimulus onset asynchrony. The mask was composed of a 5 Â 5 array of disks positioned at the same location as the original array of elements. Each disk was composed of fragments from the two different spheres, the distractor and the target. The mask also included a stimulus composed of Ts and Ls in all possible orientations at their original location.
The temporal sequence of each stimulus presentation was as follows (Fig. 1b) : each trial started with a fixation cross. The subject was required to respond by pressing the ready key, leading to the stimulus array appearance after 153 or 165 ms. The stimulus was on for 24 ms. Following a variable delay from stimulus onset (the SOA), a mask appeared for 165 ms. The subject pressed one response key to indicate whether a T or an L was present and whether a pop-out target appeared. Subjects were instructed to respond ''S" if both T and the pop-out target were present; ''L" if an L and the pop-out target were present; ''X" if they saw a T without the pop-out target; and ''<" if they saw an L without the pop-out target. The fixation point changed its color to green or red to indicate a correct response (in both tasks) or an incorrect response (in at least one of the tasks), respectively. Subjects rested their head on a chin-rest facing the middle of the screen.
Stimuli were presented in blocks of 32 trials using the same SOA. There were 6 blocks within a set, each with a different SOA (i.e. 192 trials). A session included 4 sets (i.e. 768 trials). In each set, the order of block presentation was always from easy to difficult trials (i.e. from the longest SOA to the shortest one). The first set on each day was a standard one, spanning the whole dynamic range (from 365 to 35 ms). The range of the SOAs to be presented in each set was chosen according to the subject's performance on the previous set (to optimally span the changing dynamic range due to learning).
Experimental procedure
The subjects first practiced the task for four days (one session a day) using fixed conditions, in which the array, the target and the fixation point positions were set ( Fig. 2a ''learned" ). Following this initial learning stage, generalization was tested using various experimental manipulations on different days. Object-based translation was achieved by relocating the distractors and keeping the target and the fixation point in the same position as in the ''learned" state ( Fig. 2a ''object") . Head-based translation ( Fig. 2a; ' 'head"), tested during a separate session, was attained by shifting the entire array (target, distractors and fixation point) with respect to the screen (and therefore also with respect to the subject's head). Finally, we generated a retinotopic trans- lation condition by relocating only the fixation point on the screen either in the horizontal (Fig. 2a ' 'retina x") or in the vertical (Fig. 2a ''retina y" and ''retina y * ") axis. The order of the various tests was randomized across subjects. Each of these testing sessions consisted of 4 sets. In 2 sets (384 trials) the position of the whole array, or the target, or the fixation point was altered in the same way. The other 2 sets served as internal controls and were identical to those presented in the learning phase (designed to monitor baseline performance on the same day). The order of the sets within a session differed between subjects. To assure that the results were not due to some left-right visual field asymmetry, the position of the stimulus array on the screen was randomized among subjects such that half the subjects saw a mirror image of the stimuli shown to the other half.
Data analysis
The percentage of correct responses was measured as a function of SOA. The average performance of the day's sessions was evaluated by computing the best fit psychometric function of the form:
, where f is the proportion of correct responses, t is the trial SOA, s and r are free parameters: s the threshold SOA at 81.6% correct, and r is the slope at the threshold multiplied by 2e. We used the threshold s as a measure of subjects' performance. We included only trials in which subjects correctly identified the foveal T/L targets.
Results
Our participants were trained to detect an odd-element sphere within an array of spheres, at a specific location (Fig. 1) . For each session, the percent of correct answers was measured as a function of the SOA and the psychophysical threshold was evaluated by fitting the behavioral data with a psychometric function (see example in Fig. 1b) . Typically, detection thresholds improved dramatically across sessions in all subjects until reaching asymptotic performance ( Fig. 2b ; sessions #1-4). After this learning phase, we tested the degree of learning transfer by changing the target position only in one specific coordinate frame at a time. Each such manipulation was preceded by a session using the originally learned configuration to compare performances on the same day.
Testing for object-based coordinates
To investigate if learning occurred in object-based coordinates, the target's position relative to the distractors was changed while maintaining its retinal and head-based position (Fig. 2a ''object" ). This manipulation was performed by changing only the location of the distractors while keeping the fixation point and target position fixed on the screen. This resulted in individual performance thresholds similar to those of the control session ( Fig. 2b and c ; compare sessions ''object" and ''5"), suggesting that this task is not learned using object-based coordinates.
Testing for head-based coordinates
Next, to test whether the 3D target detection task is carried out in head-based coordinates, we shifted the entire array, together with the fixation point, to a different location on the screen ( Fig. 2a; ''head" ). This manipulation kept the target in the same retinotopic position and in the same location within the array but changed its position relative to the subject's head. Here too, performance was similar to that in the well-trained condition ( Fig. 2b and c ; compare sessions ''6" and ''head"), suggesting that this pop-out task is invariant to headbased position.
Testing for retinotopic coordinates
Finally, we changed the target position only relative to the retina by moving the fixation point to different locations on the screen while keeping the array (including the target) constant ( Fig. 2a; conditions ''retina x", ''retina y" and ''retina y * "). Moving the fixation point along the horizontal axis by 6.6 degrees shifted the target position to a (mirror symmetric) position in the other hemifield ( Fig. 2a; ' 'retina x"). This resulted in a markedly increased threshold ( Fig. 2b and c ; compare sessions ''7" and ''retina x"), suggesting that learning is specific to retinal position. However, moving the fixation point along the vertical axis by the same amount had a much smaller effect ( Fig. 2b and c ; compare session ''8" and ''retina y"), which disappeared altogether when the fixation point was moved by only 3.3 degrees ( Fig. 2b and c ; compare sessions ''9" and ''retina y * "). 
Discussion
Our interpretation of these results is that the essential element in learning to detect a shape-from-shading popout target occurs in areas where the neuronal receptive fields are still retinotopic and restricted to one hemifield. Their receptive field size is typically large enough to include the closer alternate target position (''retina y * ") but not the more distant target (''retina y"). A reasonable candidate area is V4. Its neurons' average receptive field size is restricted to the contralateral visual field, spanning about 5 degrees in diameter at the target eccentricity used in this experiment (Gattass, Sousa, & Gross, 1988; Smith, Singh, Williams, & Greenlee, 2001) . It has been shown that neurons in monkey V2 are more selective than V1 to similar shape-from-shading pop-out images (Lee, Yang, Romero, & Mumford, 2002) . The authors have not tested this in V4 but their gradient of pop-out selectivity is in accordance with our results, suggesting that shape-from-shading popout may rely on activity originating in extra-striate areas (such as V4). Indeed, perceptual learning is accompanied by an improvement in the stimulus selectivity of extra-striate neurons in V4 and MT (Yang & Maunsell, 2004; Zohary, Celebrini, Britten, & Newsome, 1994) .
Our behavioral paradigm introduces a novel way to elucidate where might the changes that result in improved perceptual performance, occur in the brain. For example, it seems reasonable to expect that learning to detect a ''simpler" 2D pop-out target among an array of ''flat" discs (half white, half black) will also be specific to the retinal position, with sensitivity for even smaller translations. That would suggest that learning is based on changes occurring in neurons with smaller receptive fields earlier in the visual pathway. It seems feasible that perceptual learning in tasks requiring comprehension of the ''gist of the scene" (such as the presence or absence of an animal in a natural scene (Thorpe, Fize, & Marlot, 1996) , might well-generalize across retinal positions. This would suggest that such learning is based on neuronal changes that occur at higher order object-related visual areas (Ahissar & Hochstein, 2004) .
