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Abstract
We survey the theory of Mucˇnik (weak) and Medvedev (strong) degrees
of subsets of ωω with particular attention to the degrees of Π01 subsets of
ω2. Later sections present proofs, some more complete than others, of the
major results of the subject.
1 Introduction
The formal introduction of the notion of Medvedev reducibility and the asso-
ciated notion of Medvedev degree was in [27] in 1955, but the idea had been
around already for some time; it may have been first suggested by Kolmogorov as
a possible way of modeling the Intuitionistic Propositional Calculus. Similarly,
the notion of Mucˇnik reducibility dates formally from [28] but was probably
known earlier. Medvedev reducibility was treated briefly in Hartley Rogers’
influential text [30], and both notions were studied by a small number of So-
viet mathematicians in the period 1955-1990, but they produced only some 10
articles and the subject seemed firmly in the backwater of logic.
Attention picked up with Sorbi’s Ph.D. thesis and the series of papers ema-
nating from it in the early 1990’s. The most important event in revitalizing the
subject was Simpson’s suggestion in a posting [33] in the online forum FOM in
1999 that the degrees of Π01 subsets of
ω2 constitute a natural generalization of
the Turing degrees of recursively enumerable sets of natural numbers. In the 11
years since there has been a steady growth in the field to the point that it seems
worthwhile to collect together some of the most important results in a unified
way for the benefit of a researcher new to the area.
We structure this survey as follows. Sections 2-6 describe important aspects
of the theory with full definitions and proofs of some of the simpler results.
Major results are designated Theorem A etc., and in Sections 7-16 we give
relatively complete proofs of many of these. For the others we provide outlines
of proofs and/or references.
Mucˇnik and Medvedev reducibilities are built on Turing reducibility and for
the most part we will assume that the reader knows the basics of Recursion
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(Computability) Theory as contained, for example, in the first six chapters of
[38] or the first two sections of Chapters IV and VIII of [16]. Our notation will
generally conform with this standard, but we mention here some of our most
important conventions. ωω is the set of all functions f : ω → ω and ωk is the set
of those with all values in {0, . . . , k − 1}. <ωω (<ωk) is the set of finite sequences
of natural numbers (< k), and mω (mk) is the subset of these of length m. For
σ ∈ <ωω, |σ| and lg(σ) both denote the length of σ, σ = (σ(0), . . . , σ(|σ| − 1)),
and σ⌢f ∈ ωω is defined by
(σ⌢f)(i) =
{
σ(i), if i < |σ|;
f(i− |σ|), otherwise.
Similarly, σ⌢τ is the obvious finite sequence of length |σ|+ |τ |. For P ⊆ ωω,
σ⌢P := { σ⌢f : f ∈ P }
and σ ⊆ f (σ ⊆ τ) express that σ is an initial segment of f (of τ).
We assume given an indexing 〈 {a} : a ∈ ω 〉 = 〈Φa : a ∈ ω 〉 of the partial
recursive functionals; if Φ = {a}, then Φ(f) is the partial function also denoted
{a}f such that for allm ∈ ω, Φ(f)(m) ≃ {a}f (m). We assume also some precise
notion of a computation {a}fs (m) being completed in at most s steps and there-
fore depending on at most the finite initial segment f ↾ s :=
(
f(0), . . . , f(s−1)
)
of f . {a}fs denotes the longest finite sequence
(
{a}fs (0), . . . , {a}
f
s (n− 1)
)
such
that all of the indicated values are defined. For σ ∈ <ωω, {a}σ := {a}f|σ| for
some (any) f ⊇ σ. If Φ = {a}, then Φ(σ) denotes the finite sequence {a}σ.
For P,Q ⊆ ωω, Φ : Q → P means that for all g ∈ Q, Φ(g) is a total function
belonging to P . In such a case, Φ(Q) := {Φ(g) : g ∈ Q }. With slight impreci-
sion, we also think of 〈 {a} : a ∈ ω 〉 as an enumeration of the partial recursive
functions and in particular, 〈Wa : a ∈ ω 〉, with Wa := Domain({a}) an enu-
meration of the recursively enumerable (r.e.) sets along with their finite stage
approximations 〈Wa,s : a, s ∈ ω 〉.
Many of the results below involve partial orderings, lattices and Boolean
algebras; although these will be familiar to almost all readers, we introduce
here some or our conventions and notations. A partial ordering is always a
structure P = (P,≤) such that ≤ is a reflexive, transitive and antisymmetric
binary relation. A partial ordering L is a lattice iff each pair a, b ∈ L has a
greatest lower bound or meet a ∧ b:
(∀x ∈ L) [x ≤ a and x ≤ b ⇐⇒ x ≤ a ∧ b],
and a least upper bound or join a ∨ b:
(∀x ∈ L) [a ≤ x and b ≤ x ⇐⇒ a ∨ b ≤ x.]
In this case we may expand the signature and write L = (L,≤,∨ ,∧), but often
we write simply L = (L,∨ ,∧) with the understanding that a ≤ b is the relation
defined by the equivalent conditions
a = a ∧ b ⇐⇒ a ∨ b = b.
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L is an upper (lower) semilattice iff joins (meets) but not necessarily meets
(joins) always exist.
A lattice L is distributive iff it satisfies, for all a, b, c ∈ L,
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) and a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c),
and bounded iff it has a least element 0 and a greatest element 1. For any
finite set A = {a0, . . . , ak−1} ⊆ L, we write∧
A for a0 ∧ · · · ∧ ak−1 and
∨
A for a0 ∨ · · · ∨ ak−1
with the convention that
∧
∅ = 1 and
∨
∅ = 0.
A Boolean algebra is a bounded distributive lattice on which there exists a
unary operation complement such that
a ∧ ¬ a = 0 and a ∨ ¬ a = 1.
2 Global degree structures
For comparison, we think of Turing reducibility in the following form: for f, g ∈
ωω,
f ≤T g ⇐⇒ ∃Φ [f = Φ(g)],
where Φ ranges over the partial recursive functionals. Then
Definition 2.1. For P,Q ⊆ ωω,
P ≤w Q⇐⇒ (∀g ∈ Q)(∃f ∈ P ) f ≤T g
⇐⇒ (∀g ∈ Q)∃Φ[Φ(g) ∈ P ],
and
P ≤s Q⇐⇒ ∃Φ [Φ : Q→ P ]
⇐⇒ ∃Φ(∀g ∈ Q)[Φ(g) ∈ P ].
The relation ≤w is known both as Mucˇnik or weak reducibility and ≤s is
known as Medvedev or strong reducibility. Recent authors have tended to
favor the terms weak and strong because of the unfortunate fact that the two
names begin with the same letter, and we shall follow this lead. The two notions
are related by the observation that strong reducibility is the uniform version
of weak reducibility.
The intuition behind these relations is to regard P ⊆ ωω as a “problem” and
each f ∈ P as a “solution” to the problem. Then P ≤w Q iff every solution to
Q computes a solution to P and P ≤s Q iff there is a uniform effective method
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Φ to compute from any solution to Q a solution to P . In each case Q is at least
as hard to solve as P .
For example, the empty set is the unsolvable problem, any set P with a
recursive element is an effectively solvable problem, and a singleton set {f } is
a problem with a unique solution. More interesting examples that will be of
interest below are:
• for any disjoint sets A,B ⊆ ω,
Sep(A,B) :=
{
C : A ⊆ C ⊆ B
}
,
the problem of separating A and B. Here, B = ω \ B and as usual, we
identify a subset of ω with its characteristic function;
• for a first-order theory T in a Go¨del-numbered first-order language,
CpEx(T ) := {U : U is a complete extension of T },
where we identify U with { gn(φ) : φ ∈ U };
• for a graph G = (ω,E),
Colk(G) := { f ∈ ωk : f is a k-coloring of G }.
For P ⊆ ωω, let
P≥T := { g : (∃f ∈ P ) f ≤T g },
the upward Turing closure of P . Then directly from the definitions we have
Lemma 2.2. For any P,Q ⊆ ωω,
P ⊇ Q =⇒ P ≤s Q =⇒ P ≤w Q ⇐⇒ P
≥T ⊇ Q.
Recall that Turing degrees are the equivalence classes of f ∈ ωω under
Turing equivalence:
f ≡T g :⇐⇒ f ≤T g and g ≤T f ;
dgT (f) := { g : f ≡T g };
dgT (f) ≤ dgT (g) :⇐⇒ f ≤T g;
DT := { dgT (f) : f ∈
ωω }.
Simply because ≤T is a preordering (transitive and reflexive), it follows that
≡T is an equivalence relation and the ordering induced on DT is a well-defined
partial ordering. Since each of ≤w and ≤s is also a preordering, the same
considerations apply to
P ≡• Q :⇐⇒ P ≤• Q and Q ≤• P
dg•(P ) := {Q : P ≡• Q }
dg•(P ) ≤• dg•(Q) :⇐⇒ P ≤• Q
D• := { dg•(P ) : P ⊆
ωω }.
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where P,Q ⊆ ωω and • may be either w or s.
DT is an upper semi-lattice with the join operation
dgT (f) ∨ dgT (g) := dgT (f ∨ g)
where
(f ∨ g)(2x+ i) :=
{
f(x), if i = 0;
g(x), if i = 1.
DT has smallest element 0T = dgT (∅) but has no largest element and is not
a lattice.
In contrast we have
Proposition 2.3. Dw and Ds are bounded distributive lattices.
Proof. For P,Q ⊆ ωω, set
dg•(P ) ∨ dg•(Q) := dg•(P ∨ Q) and dg•(P ) ∧ dg•(Q) := dg•(P ∧ Q)
where
P ∨ Q := { f ∨ g : f ∈ P and g ∈ Q } and P ∧ Q := (0)⌢P ∪ (1)⌢Q.
Proofs that these are least upper bound (join) and greatest lower bound (meet)
operations are all simple computations, so we give only two examples. To see
that P ∧ Q is the greatest lower bound for P and Q, note first that the re-
cursive functionals f 7→ (0)⌢f and g 7→ (1)⌢g witness that P ∧ Q ≤s P and
P ∧ Q ≤s Q. If R is any other ≤s-lower bound to P and Q witnessed by re-
cursive functionals Φ : P → R and Ψ : Q → R, then if Θ((0)⌢f) := Φ(f) and
Θ((1)⌢g) := Ψ(g), Θ : P ∧ Q → R, so R ≤s P ∧ Q. The argument for ≤w is
similar.
Both lattices have smallest element
0• := dg•({ f : f is recursive})
= dg•(P ) for any P with a recursive element,
largest element ∞• := dg•(∅), and satisfy the distributive laws. Again the
proof is entirely straightforward; for example, for any q ∈ Ds, 0s ≤ q, because
if P ∈ 0s has a recursive element f , then the recursive functional with constant
value f maps any Q ∈ q to P .
In the language of problems, members of P ∨ Q are functions which encode
solutions to both of P andQ, while members of P ∧ Q are solutions to one or the
other of P and Q. Note that for weak reducibility we have also P ∧ Q ≡w P ∪Q,
but the proof for ≤s above breaks down without the 0-1 coding.
Recall that DT has cardinality 2
ℵ0 because there are only countably many
partial recursive functionals, so Turing degrees are countable sets. However,
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Proposition 2.4. Dw and Ds have cardinality 2
2ℵ0 and indeed contain an an-
tichain of that size.
Proof. This follows from two elementary facts from recursion theory and com-
binatorial set theory:
(i) (∃R ⊆ ωω) Card(R) = 2ℵ0 and f 6= g ∈ R =⇒ f |T g;
(ii) ∀κ (∃X ⊆ ℘(κ)) Card(X ) = 2κ and (∀X,Y ∈ X ) X |⊆ Y .
Then by (i) P,Q ⊆ R =⇒ [P ≤• Q ⇐⇒ Q ⊆ P ], so by (ii) there exists X ⊆
℘(R) with Card(X ) = 22
ℵ0
such that P,Q ∈ X =⇒ P |⊆ Q =⇒ P |•Q.
There are several simple relationships among these (semi-)lattices.
Proposition 2.5.
(i) There is an upper semi-lattice embedding of DT into each of Dw and Ds
that respects the least element;
(ii) there is an upper semi-lattice embedding of Dw into Ds that respects both
least and greatest element;
(iii) [34, Remark 3.9] Dw is isomorphic as a bounded lattice to the class of
upward Turing-closed subsets of ωω in the following precise sense:(
Dw, ≤w, ∨ , ∧ , 0w, ∞w
)
≃
(
℘(ωω)≥T , ⊇, ∩, ∪, ωω, ∅
)
.
Proof. For f ∈ ωω and a = dgT (f), set a• := dg•({f }). It is easily checked
that the mapping a 7→ a• is a well-defined mapping of DT into D• such that
a ≤ b ⇐⇒ a• ≤ b•, (a ∨ b)• = a• ∨ b• and (0T )• = 0•.
For the second part, by Lemma 2.2, for any P , Q,
P ≤w Q ⇐⇒ P
≥T ⊇ Q≥T ⇐⇒ P≥T ≤s Q
≥T .
Hence the mapping P 7→ P≥T induces a well-defined mapping p 7→ ps of Dw
into Ds such that p ≤ q ⇐⇒ ps ≤ qs. Easily
(0w)
s = dgs(
ωω) = 0s and (∞w)
s = dgs(∅) =∞s.
Furthermore, for any P and Q,
(P ∨ Q)≥T = P≥T ∩Q≥T ≡s P
≥T ∨ Q≥T ,
so (p ∨ q)s = ps ∨ qs. Note that this is not a lattice embedding because
generally
(P ∧ Q)≥T = P≥T ∪Q≥T 6≡s P
≥T ∧ Q≥T ,
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so meet is not respected.
For the third part, again by Lemma 2.2, the mapping P 7→ P≥T induces a
well-defined mapping p 7→ p≥T of Dw into ℘(ωω)≥T . It is then straightforward
to verify that this is the claimed isomorphism.
Remark 2.6. By the isomorphism of part (iii), Dw is actually a complete lattice:
given a family P ⊆ Dw, choose P ⊆ ℘(ωω) so P = { dgw(P ) : P ∈ P }. Then∧
P := dgw
(⋃{
P≥T : P ∈ P
})
= dgw
(⋃
{P : P ∈ P }
)
and∨
P := dgw
(⋂{
P≥T : P ∈ P
})
are easily seen to be respectively the greatest lower bound and least upper
bound of P. For countable families, the binary meet operation has the natural
generalization ∧
m∈ω
Pm :=
⋃
m∈ω
(m)⌢Pm
which has the same weak degree as above. The strong degree is a lower bound
for { dgs(Pm) : m ∈ ω } but generally not a greatest lower bound. Nevertheless,
this operation will be useful below.
Of course, there is a huge literature on the general structure of the upper
semi-lattice DT ; as noted, the lattices Dw andDs have received less attention, but
there is a growing body of information. An early contribution is [12]; excellent
more recent examples are [42] and [46]. Most of these results are beyond the
scope of this article and we mention here only a few examples as a sample to
give the flavor.
For f ∈ ωω, set
{f }+w := { g : f <T g }.
Easily {f } ≤w {f }
+
w , and dgw({f }
+
w ) is an immediate successor in the ordering
Dw to dgw({f }):
Proposition 2.7. For any f ∈ ωω and P ⊆ ωω, {f } <w P =⇒ {f }
+
w ≤w P .
Proof. From {f } ≤w P we have P ⊆ { g : f ≤T g }. Since also P 6≤w {f }, in
fact P ⊆ {f }+w , so in particular {f }
+
w ≤w P .
Matters are slightly more complicated for Ds, since it is clearly unreasonable
to expect even that {f } ≤s {f }
+
w — no single reduction procedure can compute
f from all g ∈ {f }+w . A typical strategy in such cases is to induce the needed
uniformity by indexing:
Definition 2.8. For f ∈ ωω,
{f }+ := { (a)⌢g : g ∈ ωω and f = {a}g and g 6≤T f }.
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Proposition 2.9. For any f ∈ ωω, dgs({f }
+
) is the immediate successor of
dgs({f }) — explicitly, dgs({f }) ≤ dgs({f })
+ and for any P ⊆ ωω, {f } <s
P =⇒ {f }+ ≤s P .
Proof. Clearly there exists a partial recursive functional Φ such that for all g,
Φ((a)⌢g) = {a}g
and thus Φ : {f }+ → {f }. If {f } ≤s P , then for some Ψ, Ψ : P → {f } —
that is, if a is an index for Ψ, for all g ∈ P , {a}g = f . If also P 6≤s {f }, then
for each g ∈ P , g 6≤T f . Hence if {f } <s P , the recursive functional g 7→ (a)⌢g
witnesses that {f }+ ≤s P .
It is worth noting that {f }+ ≡w {f }
+
w , although {f }
+ 6≡s {f }
+
w , so {f }
+
serves the same role in Dw as {f }
+
w .
Corollary 2.10. Neither Dw nor Ds is densely ordered.
Of course, there are also many counterexamples to density, known as min-
imal covers, in DT , but they are considerably harder to analyze. In fact, a
simple extension of these ideas allows us in Dw, and with more effort in Ds,
to completely characterize intervals (P,Q)• := {R : P <• R <• Q } that are
empty.
Proposition 2.11 ([12]). For any P <• Q,
(P,Q)• = ∅ ⇐⇒ (∃f ∈ P )
[
P ≡• Q ∧ {f } and Q ∧ {f }
+ ≡• Q
]
.
Proof. We give the proof for weak degrees; the version for strong degrees is
considerably more complicated and may be found in [46, Theorem 2.5]. Easily,
if P ≤w Q, then for any f ∈ P ,
P ≤w Q ∧ {f } ≤w Q ∧ {f }
+ ≤ Q,
and if Q 6≤w {f },
P ≤w Q ∧ {f } <w Q ∧ {f }
+ ≤ Q.
Furthermore, for any R such that Q ∧ {f } ≤w R ≤w Q, either
(∃h ∈ R) h ≤T f so R ≤w Q ∧ {f },
or
(∀h ∈ R) [Q ≤w {h} or f <T h] so Q ∧ {f }
+ ≤ R.
Hence, for any f ∈ P ,
(P,Q)w =
{
R : P <w R ≤w Q ∧ {f } or Q ∧ {f }
+ ≤w R <w Q
}
.
Now the implication (⇐=) of the statement is immediate and (=⇒) follows
because if P <w Q, there exists f ∈ P such that Q 6≤w {f }.
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3 Local degree structures
Early in the development of the theory of Turing degrees attention was focused
on the degrees of (characteristic functions of) special sets that seemed of more
interest than arbitrary sets. By far the most intensively studied of these are the
degrees of recursively enumerable (r.e.) sets:
PT := { dgT (A) : A ⊆ ω is recursively enumerable }.
R.e. sets arise naturally in many contexts, most notably as the sets of Go¨del
numbers of theorems of recursively axiomatizable theories in a first-order lan-
guage. PT has lattice properties similar to those of DT except that it has a
largest element
Proposition 3.1. PT is a countable bounded upper semi-lattice.
Proof. The join operation and 0T are the same as for DT ; the largest element
of PT is 1T = 0
′
T = dgT ({ a ∈ ω : {a}(a) ↓ }), the jump of 0T .
In a posting to the online discussion group FOM in 1999 [33], Stephen Simp-
son suggested that the Mucˇnik degrees of Π01 subsets of
ω2 might provide an
interesting alternative to the r.e. degrees. In many papers since then, Simpson
and other authors have developed this analogy. This development is the central,
although not exclusive, focus of the present survey.
We start with a quick review of the notion of Π01 subsets of
ωω and ω2;
Section 7 has further background. In topological terms they are the sets that
are effectively closed. This can be made precise in several equivalent ways, but
the one that is most useful here is the following. A tree is a subset T of <ωω,
the set of finite sequences of natural numbers, that is closed under subsequence.
A path through a tree T is a function f such that all initial segments of f belong
to T . [T ] denotes the set of all paths through T .
Definition 3.2. P ⊆ ωω is a Π01 set iff P = [T ] for some recursive tree T ⊆
<ωω.
In accord with common usage we sometimes call a Π01 subset of
ω2 a Π01
class. Another useful characterization of the Π01 sets is as sets definable with
only universal number quantifiers over a recursive matrix (see, for example, [15,
Definition III.1.2]). [5] and [4] are extensive surveys of Π01 sets.
There are many naturally arising examples of Π01 sets; for further examples
and significance see [4]:
Proposition 3.3. The following are Π01 sets.
(i) {f } for any recursive f ∈ ωω (and many others);
(ii) for disjoint r.e. A,B ⊆ ω, Sep(A,B) :=
{
C : A ⊆ C ⊆ B
}
;
(iii) for an r.e. graph G, Colk(G) := { f ∈ ωk : f is a k-coloring of G };
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(iv) for a recursively axiomatizable first-order theory T ,
CpEx(T ) := { U : U is a complete extension of T };
(v) DNR := { f ∈ ωω : ∀a[f(a) 6= {a}(a)] } and DNRk := DNR ∩
ωk; members
of DNR are called diagonally non-recursive.
For reasons that will be explained in Section 7, the basic definition is re-
stricted to Π01 subsets of
ω2:
Definition 3.4.
Ps :=
{
dgs(P ) : P ⊆
ω2 is a nonempty Π01 class
}
Pw :=
{
dgw(P ) : P ⊆
ω2 is a nonempty Π01 class
}
Proposition 3.5. Ps and Pw are countable bounded distributive lattices.
Proof. The meet and join operations and 0• are the same as for D•. However,
establishing the existence of a largest element is much more complicated and
forms the content of our first main result.
Theorem A ([35, Theorem 3.20]). The largest element of P• is
1• := dg•(DNR2) = dg•(CpEx(T ))
for T = Peano Arithmetic or any standard first-order theory of arithmetic or
sets.
As noted in the introduction, proofs of main theorems are postponed to the
latter sections of the paper.
Although as discussed in Section 2, none of the structures DT , Dw or Ds is
densely ordered, one of the landmark results of the theory of r.e. degrees was
Sacks’ Density Theorem [38, Theorem VIII.4.1] that PT is a dense ordering.
Other authors extended this to show that in any nontrivial interval [a,b] every
countable partial order embeds preserving existing joins and if a is low, then
every countable partial order embeds preserving existing joins and meets [38,
Exercise VIII.4.10]. For Dw and Ds, we have the following results.
Theorem B ([6, Theorem 14] and [8, Theorem 1.1]). Ps is densely ordered; in
fact, every finite distributive lattice embeds in any nontrivial interval [p,q].
Theorem C ([3, Theorem 4.9]). Pw is downward-densely ordered; in fact, every
countable distributive lattice embeds in any nontrivial initial interval [0,q], .
Both of these results have fairly difficult proofs which will not be included
here; the reader is referred to the references. One of the major open questions
in the area is
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Open Question 3.6. Is Pw densely ordered?
Recall from Proposition 2.5 that DT embeds in Dw as a semi-lattice via the
mapping
a = dgT (A) 7→ dgw({A}) =: aw,
so it is natural to ask if a similar mapping will provide an embedding of PT
into Pw. If A is r.e., {A} is Π02 but not generally Π
0
1 so it does not follow that
aw ∈ Pw. It turns out that this problem has a solution that is simple to state,
although some work to prove.
Definition 3.7. For any r.e. set A, with a = dgT (A), a
∗
w := 1w ∧ dgw({A}).
Theorem D ([36, Theorem 5.5]). The mapping a 7→ a∗w is a semi-lattice em-
bedding of PT into Pw that respects the least and greatest elements — that is,
for all a,b ∈ PT ,
(i) a∗w ∈ Pw;
(ii) a ≤ b ⇐⇒ a∗w ≤ b
∗
w;
(iii) (0T )
∗
w = 0w and (1T )
∗
w = 1w;
(iv) (a ∨ b)∗w = a
∗
w ∨ b
∗
w.
Open Question 3.8. Is there a similar embedding of PT into Ps?
We shall see below that this technique leads to several other results, but the
immediate one here is that it suggests regarding Pw as a natural extension of PT .
We shall investigate several properties of Pw below including ones that may in
some sense mark it as a “nicer” structure than PT , but only further development
will establish the proper relationship between these two structures.
4 Implicative Lattices
One of the original motivations for the study of the Medvedev, and later Mucˇnik
lattices was the hope that they would provide interpretations for intuitionistic
or other propositional logics. For our purposes it will be convenient to consider
propositional logics with a set PS of propositional sentences built in the usual
inductive way from a denumerable set At of atomic propositional sentences using
the connectives ‘and’ ∧, ‘or’ ∨, ‘not’ ¬ and ‘implies’ → . A propositional logic
is a subset VS ⊆ PS of valid sentences described in some interesting mathe-
matical way, usually via a deductive system or semantical considerations. For
example, the classical propositional calculus CPC is the set of tautologies.
To interpret a logic in a lattice L = (L, ≤, ∧ , ∨ , 0, 1), we aim to define a
family of mappings v : PS→ L which relate the connectives in natural ways to
operations on the lattice and serve to distinguish exactly the valid sentences of
the logic. Historically this has been done in the following steps:
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(i) distinguish a unary operation ¬ and a binary operation → on L;
(ii) call v an L-valuation iff for all φ, ψ ∈ PS
v(φ ∧ ψ) = v(φ) ∧ v(ψ), v(φ ∨ ψ) = v(φ) ∨ v(ψ),
v(¬ φ) = ¬ v(φ) and v(φ → ψ) = v(φ)→ v(ψ).
(iii) declare a sentence φ L-valid — in symbols |=
L
φ — iff v(φ) = 1 for all
L-valuations v and set
Th(L) :=
{
φ : |=
L
φ
}
,
the theory of L.
The easiest and best-known case is when L is a Boolean algebra; ¬ exists
by the definition (see Introduction) and → is defined by a → b := ¬ a ∨ b.
Then the L-valid sentences are exactly the tautologies — that is, Th(L) = CPC.
However, in the present context we have
Proposition 4.1. Dw, Pw, Ds, and Ps are not Boolean algebras.
Proof. For p,q ∈ D•,
p ∧ q = 0• ⇐⇒ p = 0• or q = 0•
(0• is meet-irreducible) since P ∧ Q has a recursive element iff one of P , Q
has a recursive element. Hence, for 0• < p <∞•,
p ∧ q = 0• =⇒ q = 0• =⇒ p ∨ q = p 6=∞•
and thus p has no complement. Since by the same argument 0• is still meet-
irreducible in Pw and Ps, we have also in these lattices that for 0• < p < 1•,
p ∧ q = 0• =⇒ q = 0• =⇒ p ∨ q = p 6= 1•.
For future reference note that in Dw and Ds, we have also
p ∨ q =∞• ⇐⇒ p =∞• or q =∞•
(∞• is join-irreducible) since P ∨ Q = ∅ iff one of P , Q = ∅. Hence, for
0• < p <∞•, we could also argue
p ∨ q =∞• =⇒ q =∞• =⇒ p ∧ q = p 6= 0•.
Some of the virtues of Boolean algebras are shared by the following class of
structures.
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Definition 4.2. A bounded distributive lattice L is an implicative lattice
(Heyting algebra) iff for all a, b ∈ L there exists e ∈ L such that
(∀x ∈ L) [a ∧ x ≤ b ⇐⇒ x ≤ e].
If such e exists, it is denoted by a→ b; a→ b is the largest element x such that
a ∧ x ≤ b. → is called an implication operator. In any implicative lattice
we set ¬ a := a→ 0.
It is easy to see that in a Boolean algebra, this notation is consistent with that
above: ¬ a ∨ b is the largest element x such that a ∧ x ≤ b and ¬ a ∨ 0 = ¬ a.
Note that although by definition in any implicative lattice a ∧ ¬ a = 0 it is not
generally true that a ∨ ¬ a = 1. ¬ is sometimes called a pseudo-complement.
The standard example of an implicative lattice that is not a Boolean algebra
is the lattice of open sets of a topological space 〈T,O 〉. For A,B ∈ O (open
sets),
A ≤ B ⇐⇒ A ⊆ B, A ∨ B := A ∪B, and A ∧ B := A ∩B.
O is not in general a Boolean algebra, since the set complement of an open set
is not generally open, but is easily seen to be an implicative lattice with
A→ B := Interior
(
(T \A) ∪B
)
.
Proposition 4.3. Dw is an implicative lattice.
Proof. For any P,Q ⊆ ωω, set
P → Q := { g ∈ Q : P 6≤w {g} }
= { g ∈ Q : (∀f ∈ P ) f 6≤T g }.
First we show that this is well-defined on weak degrees — that is,
[P ≡w P
′ and Q ≡w Q
′] =⇒ (P → Q) ≡w (P
′ → Q′).
Assume P ≡w P ′ and Q ≡w Q′ and fix g′ ∈ (P ′ → Q′). Then P 6≤w {g′}
(since P ′ ≤w P ), and there exists g ∈ Q with g ≤T g′ (since Q ≤w Q′). Then
P 6≤w {g} so g ∈ (P → Q), and we conclude that (P → Q) ≤w (P ′ → Q′); the
converse holds by symmetry.
That P→ Q has the required degree follows from the following equivalences:
P ∧ X ≤w Q ⇐⇒ (∀g ∈ Q) [P ∪X ≤w {g}]
⇐⇒ (∀g ∈ Q) [P 6≤w {g} =⇒ X ≤w {g}]
⇐⇒ (∀g ∈ Q) [g ∈ (P → Q) =⇒ X ≤w {g}]
⇐⇒ X ≤w P → Q.
Interestingly, however, with considerably more effort we have
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Theorem E ([39, Theorem 5.4]). Ds is not implicative.
In the next section we shall consider just what Th(Dw) is, but here we ad-
dress further questions of implicativity of lattices. We have the following recent
results.
Theorem F ([45, Theorem 3.2]). Ps is not implicative.
Theorem G ([14, Theorem 2]). Pw is not implicative.
The scope of our inquiry is greatly expanded by the notion of duality:
Definition 4.4. The dual of a lattice L = 〈L, ≤, ∨ , ∧ 〉 is the structure
L◦ := 〈L,
◦
≤,
◦
∨ ,
◦
∧ 〉,
where
◦
∨ := ∧ ,
◦
∧ := ∨ and
◦
≤ := ≥ .
Proposition 4.5. (i) The dual L◦ of a (distributive) (bounded) lattice L is
a (distributive) (bounded) lattice;
(ii) if L is a Boolean algebra then L◦ is again a Boolean algebra; in fact, L
and L◦ are isomorphic via the mapping a 7→ ¬ a;
(iii) in general L and L◦ are not isomorphic.
Definition 4.6. A bounded distributive lattice L is dual-implicative
(a Brouwer algebra) iff its dual L◦ is an implicative lattice. Unfolding the
definition: L is dual-implicative iff for all a, b ∈ L there exists e ∈ L such that
(∀x ∈ L) [b ≤ a ∨ x ⇐⇒ e ≤ x]
If such e exists it is denoted by a ◦→ b; a ◦→ b is the smallest element x such
that b ≤ a ∨ x. When L is dual-implicative we set
◦
¬ a := a ◦→ 1 and write
Th◦(L) for Th(L◦).
Note that in a Boolean algebra, a ◦→ b = ¬ a ∧ b = b − a (relative
complement) and
◦
¬ a = ¬ a.
Proposition 4.7 ([27]). Both Dw and Ds are dual-implicative.
Proof. For Dw we set
P ◦→ Q := {h : (∀f ∈ P )(∃g ∈ Q) g ≤ f ⊕ h }
and first check that this is defined on weak degrees — in fact,
[P ≡w P
′ and Q ≡w Q
′] =⇒ (P ◦→ Q) = (P ′ ◦→ Q′).
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Assume the hypothesis and fix h′ ∈ (P ′ ◦→ Q′). For any f ∈ P , there exists f ′ ∈
P ′ with f ′ ≤T f (since P ′ ≤w P ). Choose g′ ∈ Q′ such that g′ ≤T f ′⊕h′ (since
h′ ∈ (P ′ → Q′)) and g ≤T g′ with g ∈ Q (since Q ≤w Q′). Then g ≤T f ⊕ h′
and we conclude that h′ ∈ (P ◦→ Q). By symmetry, (P ◦→ Q) = (P ′ ◦→ Q′).
Now we claim that for any X ,
Q ≤w P ∨ X ⇐⇒ (P
◦→ Q) ≤w X.
(=⇒): if (∀f ∈ P )(∀h ∈ X)(∃g ∈ Q) g ≤T f ⊕ h, then X ⊆ (P
◦→ Q) so
(P ◦→ Q) ≤w X .
(⇐=): if (∀k ∈ X)(∃h ∈ (P ◦→ Q))h ≤T k, then for any f ∈ P and k ∈ X
there is g ∈ Q with g ≤T f ⊕ h ≤T f ⊕ k. Thus Q ≤w P ∨ X .
For Ds we take an indexed version of the same set:
P ◦→ Q :=
{
(a)⌢h : (∀f ∈ P ) {a}f⊕h ∈ Q
}
Here we need to establish that this is defined on strong degrees (by an indexed
version of the above argument) and that
Q ≤s P ∨ X ⇐⇒ (P
◦→ Q) ≤s X.
(=⇒): Suppose {a} : P ∨ X → Q. Then (∀f ∈ P )(∀h ∈ X) {a}f⊕h ∈ Q, so
(∀h ∈ X) (a)⌢h ∈ (P ◦→ Q) and thus h 7→ (a)⌢h witnesses that (P ◦→ Q) ≤s
X .
(⇐=): Suppose k 7→ (ak)⌢hk witnesses that (P
◦→ Q) ≤s X . Then f ⊕ k 7→
{ak }
f⊕hk witnesses that Q ≤s P ∨ X .
For the local versions we know only
Theorem H ([37, Theorem 1]). Pw is not dual-implicative
Open Question 4.8. Is Ps dual-implicative?
The following table summarizes the current state of knowledge:
Implicative Dual-implicative
Ds No Yes
Dw Yes Yes
Ps No ??
Pw No No
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Several other recent papers study other aspects of these lattices. [26] con-
siders (among others)
D
cl
s := { dgs(P ) : P ⊆
ωω and P is closed }
D
de
s := { dgs(P ) : P ⊆
ωω and P is dense in ωω }
D
di
s := { dgs(P ) : P ⊆
ωω and P is discrete }
Each of these forms a sublattice of Ds. D
cl
s is shown not to be dual-implicative,
but this question is left open for the other structures. Many ideals and filters
of Ds are also considered as are the corresponding sets of degrees of subsets of
ω2.
[25] establishes that the first-order theories of both Ds and Dw are as com-
plicated as possible in that they are recursively isomorphic to the third-order
theory of the natural numbers, or equivalently the second-order theory of the
real numbers. [1] introduces sublattices PKs and P
K
w (the K-trivial degrees) of Ps
and Pw and shows that they are unbounded and that P
K
s is densely ordered.
5 Lattice Logics
For any implicative lattice L, Th(L) is a set of propositional sentences that we
call the theory of L. To justify this terminology we have directly from the
definitions
Proposition 5.1. For any implicative lattice L, for all a, b ∈ L, a ≤ b ⇐⇒ a→
b = 1; hence Th(L) is closed undermodus ponens; in fact, for all propositional
sentences φ and L-valuations v,
if v(φ) = 1 and v(φ)→ v(ψ) = 1, then v(ψ) = 1.
We first note that Th(L) will generally not coincide with classical propo-
sitional calculus, the set of tautologies denoted by CPC:
Proposition 5.2. For any implicative lattice L and any propositional sentence
φ, ¬ (φ ∧ ¬ φ) ∈ Th(L), but generally (φ ∨ ¬ φ) /∈ Th(L)
Proof. Since for any a ∈ L, a ∧ ¬ a = 0, for any L-valuation v,
v(φ ∧ ¬ φ) = 0 so v(¬ (φ ∧ ¬ φ)) = ¬ 0 = 1
However, generally v(φ ∨ ¬ φ) = v(φ) ∨ ¬ v(φ) 6= 1.
To begin to characterize Th(L) for various lattices, we need to remind the
reader of some facts of propositional logic.
Definition 5.3. (i) Intuitionistic Propositional Calculus IPC is the set
of propositional sentences generated by modus ponens from the following
axiom schemas:
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φ → (ψ → φ)
(φ → ψ) →
[(
φ → (ψ → θ)
)
→ (φ → θ)
]
(φ → θ) →
[
(ψ → θ) →
(
(φ ∨ ψ) → θ
)]
φ → (ψ → φ ∧ ψ)
φ → (φ ∨ ψ) (φ ∧ ψ) → φ
ψ → (φ ∨ ψ) (φ ∧ ψ) → ψ
(φ → ψ) →
[
(φ → ¬ ψ) → ¬ φ
]
¬ φ → (φ → ψ).
(ii) WEM, the logic of the weak excluded middle, is the set of sentences
generated by these schemas together with the schema ¬ φ ∨ ¬ ¬ φ.
The following is well-known; for general information on intuitionistic logic
and its extensions, we refer the reader to [32]
Lemma 5.4. (i) IPC ⊂WEM ⊂ CPC;
(ii) CPC is the set of sentences generated by IPC together with the schema
¬ ¬ φ → φ.
Proposition 5.5. For any implicative lattice L,
(i) Th(L) is an intermediate logic — that is, IPC ⊆ Th(L) ⊆ CPC;
(ii) Th(L) = CPC iff L is a Boolean algebra.
Proof. That IPC ⊆ Th(L) is straightforward to check from the axioms and
Proposition 5.1; we give three examples.
It is immediate that a→ b = 1 ⇐⇒ a ≤ b, so
|=
L
φ → ψ ⇐⇒ ∀v[v(φ) ≤ v(ψ)].
Since v(φ) ≤ v(φ) ∨ v(ψ), |=
L
φ → (φ ∨ ψ). Next, since
v(ψ → φ ∧ ψ) = v(ψ)→ (v(φ) ∧ v(ψ))
= largest x [v(ψ) ∧ x ≤ v(φ) ∧ v(ψ)]
and v(φ) is such an x, we have v(φ) ≤ v(ψ → φ ∧ ψ) so v(φ → (ψ →
φ ∧ ψ)) = 1.
Finally, since a→ (b→ c) = 1 ⇐⇒ a ≤ (b→ c) ⇐⇒ a ∧ b ≤ c
|=
L
(φ → ψ) →
[
(φ → ¬ ψ) → ¬ φ
]
⇐⇒ ∀v[v(φ → ψ) ∧ v(φ → ¬ ψ) ≤ ¬ v(φ)]
⇐⇒ ∀v[v(φ) ∧ v(φ → ψ) ∧ v(φ → ¬ ψ) = 0].
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But v(φ) ∧ v(φ → ψ) ≤ v(ψ) and v(φ) ∧ v(φ → ¬ ψ) ≤ ¬ v(ψ) so
v(φ) ∧ v(φ → ψ) ∧ v(φ → ¬ ψ) ≤ v(ψ) ∧ ¬ v(ψ) = 0.
The second inclusion of (i) follows from the observation that among the Th(L)-
valuations are ones that take on only values 0 and 1; easily a sentence φ is a
tautology iff it is assigned value 1 by all such valuations. Part (ii) is immediate
from (i) and (ii) of the preceding lemma.
From the table at the end of the preceding section we have at least three
structures of Medvedev or Mucˇnik degrees that are implicative lattices and
therefore have well-defined propositional theories:
Th◦(Ds), Th(Dw) and Th
◦(Dw).
By the preceding proposition, Proposition 4.1 and the observation that a lattice
is a Boolean algebra iff its dual is one (Proposition 4.5 (ii)), we know that these
theories are proper subsets of CPC. It is also easy to see that they are proper
supersets of IPC.
Proposition 5.6. In each of Ds
◦, Dw, and Dw
◦, 0 is meet-irreducible.
Proof. In the proof of Proposition 4.1 we noted that 0 is meet-irreducible in
Dw. That the same is true in Ds
◦ and Dw
◦ follows from the fact, also noted in
that proof, that in Ds and Dw, 1 =∞ is join-irreducible.
Proposition 5.7. For any implicative lattice L, if 0 is meet-irreducible, then
WEM ⊆ Th(L).
Proof. Under the hypothesis, for any a ∈ L,
¬ a = largest x[a ∧ x = 0] =
{
1, if a = 0;
0, if a 6= 0;
¬ ¬ a =
{
0, if a = 0;
1, if a 6= 0.
Hence, for any a ∈ L,
¬ a = 1 or ¬ ¬ a = 1 so ¬ a ∨ ¬ ¬ a = 1
and for any sentence φ and L-valuation v, v(¬ φ ∨ ¬ ¬ φ) = 1.
Corollary 5.8. Each of Th◦(Ds), Th(Dw), and Th
◦(Dw) includes WEM.
In fact,
Theorem I ([27, 17, 40, 41, 44]). Th(Dw) = WEM = Th
◦(Dw) = Th
◦(Ds).
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This result was seen by some as a disappointment in view of the early hopes
that some of these degree structures would serve as models for IPC. This moti-
vated the study of theories of sublattices described as follows.
Definition 5.9. For any lattice L and any d, e ∈ L,
L[d, e] :=
(
L[d, e],≤,∨,∧
)
where
L[d, e] := { a ∈ L : d ≤ a ≤ e }
and ≤, ∨ and ∧ are the obvious restrictions to L[d, e].
Lemma 5.10. For any lattice L and d, e ∈ L, L[d, e] is a lattice, and if d < e
and L is (dual-) implicative, so is L[d, e] with the (dual-) implication
a→ e b := (a→ b) ∧ e and a
◦→ d b := d ∨ (a
◦→ b).
Many authors contributed to the following theorem; references, further re-
sults and related open questions can be found in the cited work. (An error in
this article will be corrected in an addendum to appear).
Theorem J ([43]). There exist strong degrees r, s, t and 〈un : n ∈ ω 〉 such
that
(i) Th◦(Ds[0s, r]) = IPC;
(ii) Th◦(Ds[0s, s]) = WEM;
(iii) Th◦(Ds[0s, t]) = CPC;
(iv) for all m 6= n ∈ ω, Th◦(Ds[0s,um]) 6= Th
◦(Ds[0s,un]).
Sorbi and Terwijn have recently announced in [44] analogous results for Dw
and Dw
◦:
Proposition 5.11. There exist weak degrees r and s such that
Th◦(Dw[0w, r]) = IPC = Th(Dw[s,∞w]).
Open Question 5.12. What are Th◦(Ds[0s,1s]) and Th
◦(Dw[0w,1w])?
6 Special Degrees
In July and August 1999 there was a somewhat contentious debate on the FOM
discussion group (see [33] or more generally the FOM archives at [13]) con-
cerning, among other topics, the assertion that the theory of the recursively
enumerable degrees PT has a history rather different from that of many, if not
most mathematical theories. In the beginning only two r.e. degrees, 0 and
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1 were known, and many years elapsed between the formulation of the basic
definitions and the result that showed that the theory was non-trivial — the
Friedberg-Mucˇnik Theorem establishing that other r.e. degrees exist.
Stephen Simpson, Harvey Friedman and others noted that most theories are
motivated by the existence of a plethora of examples with the abstract theory
serving to organize and explain the examples; Group Theory is a prime example
of this process. Whatever the merits of this distinction, it is an odd feature of the
theory of r.e. degrees that even as a mature theory, there are still few examples
of r.e. degrees that arise naturally in contexts beyond the theory itself. Simpson
in [33] expressed what at that time was merely a hope that the theory of (now
called) weak or Mucˇnik degrees of Π01 classes — Pw in the notation here — might
prove to be a richer theory in this regard.
In the years since, several people, especially Simpson, have developed this
idea. We have already covered above several of these results including that there
is a semi-lattice embedding of PT into Pw via the mapping a 7→ a
∗
w (Theorem
D). As we noted at the end of Section 3 this suggests that we regard Pw as an
extension of PT . In this section we mention some examples fulfilling Simpson’s
hopes for the existence of “natural” members of Pw strictly between 0w and 1w.
Of course, from the perspective of this survey, it would also be natural to
ask if Ps has some of the same properties. Indeed, Ps is known to be a dense
ordering (Theorem B), one of the signature properties of PT . The density of Pw
is a major open question as is the existence of an embedding of PT into Ps, so a
full understanding of the relationships must await further research. Indeed, by
Remark 7.4 below, it may be more reasonable to expect an embedding of the
r.e. truth-table degrees into Ps.
In the following definition, a Π01[A] class is the set of paths through an A-
recursive tree and 0
(n)
T is the Turing degree of the n-th iterated jump of the
empty (or any recursive) set.
In Proposition 3.3 we introduced the Π01 sets
DNR := { f ∈ ωω : ∀a[f(a) 6= {a}(a)] } and DNRk := DNR ∩
ωk.
Let
d := dgw(DNR), dk,w := dgw(DNRk), and dk,s := dgs(DNRk).
Definition 6.1. (i) µ denotes the usual probability measure on ω2 defined
by
µ({ f : f(0) = i0, . . . , f(n− 1) = in−1 }) = 2
−n;
(ii) for A ⊆ ω, P ⊆ ω2 is A-full iff P =
⋃
n∈ω Pn for some A-recursive
sequence of Π01[A] classes P0 ⊆ P1 ⊆ . . . such that for all n, µ(Pn) ≥
1− 2−n;
(iii) RA :=
⋂
{P : P is A-full }, the set of A-random reals;
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(iv) Rn := R
0
(n−1)
T ;
(v) rn := dgw(Rn); r
∗
n := 1w ∧ rn.
For much more information on algorithmic randomness see [10] or for a
briefer summary [11].
Theorem K ([36, Theorems 4.3 and 5.6] and [34, Theorem 8.10]).
(i) d, r1 and r
∗
2 ∈ Pw;
(ii) 0w < d < r1 < r
∗
2 < 1w;
(iii) these degrees are incomparable with all a∗w for a ∈ DT 6= 0T ,1T ;
(iv) r1 is the largest element of Pw that contains a Π
0
1 set of positive measure.
Theorem L ([19, Theorems 5 and 6] and [7, Corollary 2.11]). For all 2 ≤ ℓ < k,
(i) dk,w ∈ Pw and dk,s ∈ Ps;
(ii) dk,w = dℓ,w = 1w;
(iii) dk,s < dℓ,s ≤ d2,s = 1s.
See also [7] for more examples of strong degrees.
7 Π01 Sets and Classes
In preparation for the proofs to follow, we collect here some general information
on Π01 sets. This is a large topic with an extensive literature, and we shall
discuss here only those aspects of the theory required in the sequel. Excellent
general references are [5] and [4].
In Definition 3.4 we focussed attention on Π01 classes — that is, Π
0
1 subsets
of ω2:
P• :=
{
dg•(P ) : P ⊆
ω2 is a nonempty Π01 class
}
.
Other natural possibilities that come to mind are
P
k
• :=
{
dg•(P ) : P ⊆
ωk is a nonempty Π01 set
}
and
P
ω
• :=
{
dg•(P ) : P ⊆
ωω is a nonempty Π01 set
}
,
but it turns out that the key alternative is
P
bd
• :=
{
dg•(P ) : P ⊆
ωω is a nonempty recursively bounded Π01 set
}
.
Here we use the following notions:
Definition 7.1. For and f, g ∈ ωω, σ ∈ <ωω and P ⊆ ωω,
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(i) f is bounded by g iff ∀m[f(m) ≤ g(m)];
ωg := { f : f is bounded by g };
(ii) σ is bounded by g iff (∀m < |σ|)[σ(m) ≤ g(m)];
<ωg :=
{
σ ∈ <ωω : σ is bounded by g
}
;
mg := {σ ∈ mω : σ is bounded by g };
(iii) f is recursively bounded iff f ∈ ωg for some recursive function g;
(iv) P is recursively bounded iff P ⊆ ωg for some recursive function g.
Obviously, P• ⊆ Pk• ⊆ P
k+1
• ⊆ P
bd
• ⊆ P
ω
• . Any Π
0
1 set P ⊆
ωω maps naturally
onto a set P ∗ ⊆ ω2 via the recursive functional f 7→ f∗, where
f∗(〈m,n 〉) :=
{
1, if f(m) = n;
0, otherwise;
P ∗ := { f∗ : f ∈ P };
in such a way that P ≡• P ∗. However, in general P ∗ may not be Π01. The
following two lemmas clarify when this is the case and have other interesting
consequences.
Lemma 7.2. For any h ∈ ωω and any tree U ⊆ <ωh,
(∃f ∈ ωh)∀m [f ↾ m ∈ U ] ⇐⇒ ∀m(∃σ ∈ mh) σ ∈ U ;(i)
(∀f ∈ ωh)∃m [f ↾ m /∈ U ] ⇐⇒ ∃m(∀σ ∈ mh) σ /∈ U.(ii)
Proof. This result is generally known as the Ko¨nig Infinity Lemma and is an
old and familiar fact; however, for completeness we give here a proof. It is also
an expression of the topological compactness of the space ωh together with
the fact that Π01 sets are closed sets. We prove (i); (ii) follows immediately.
The implication (=⇒) is clear; assume the right-hand side. Call a sequence
σ infinitely extendable iff { τ ∈ U : σ ⊆ τ } is infinite. The assumption is
exactly that U is infinite — that is, that ∅ is infinitely extendable. Furthermore,
since
σ ⊆ τ ⇐⇒ σ = τ or
(
∃n < h(|σ|)
)
σ⌢(n) ⊆ τ,
if σ is infinitely extendable, so is σ⌢(n) for some n < h(|σ|). Hence there is a
unique function f such that for all m,
f(m) = least n < h(m) [(f ↾ m)⌢(n) is infinitely extendable].
Clearly f witnesses the left-hand side.
Proposition 7.3. For any recursive function h, any Π01 class P ⊆
ωh and any
partial recursive functional Φ : P → ωω,
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(i) Φ(P ) ∈ Π01;
(ii) Φ(P ) is recursively bounded;
(iii) there exists a total recursive functional Φ¯ : ωω → ωω extending Φ ↾ P .
Proof. Fix a recursive tree T such that P = [T ]. For (i), by the preceding
lemma,
g ∈ Φ(P ) ⇐⇒ (∃f ∈ ωh) [f ∈ P and Φ(f) = g]
⇐⇒ (∃f ∈ ωh)∀m[f ↾ m ∈ T and Φ(f ↾ m) ⊆ g]
⇐⇒ ∀m(∃σ ∈ mh) [σ ∈ T and Φ(σ) ⊆ g].
The quantifier (∃σ ∈ mh) is a bounded quantifier — formally there is a recur-
sively (because h is recursive) calculable upper bound for the codes of all finite
sequences σ of length m with all σ(i) < h(i) — and therefore does not increase
the complexity of the expression. Hence this gives a characteriztion of Φ(P )
with only one universal quantifier and thus shows that Φ(P ) ∈ Π01. For (ii),
note that since Φ(f) is a total function for all f ∈ P ,
∀n(∀f ∈ ωh)∃m
[
f ↾ m /∈ T or Φ(f ↾ m)(n) ↓
]
,
so by (ii) of the preceding lemma,
∀n∃m(∀σ ∈ mh) [σ ∈ T =⇒ Φ(σ)(n) ↓].
For each n, let mn denote the least such m. Then for all f ∈ P ,
Φ(f)(n) ≤ max
{
Φ(σ)(n) : σ ∈ (mn)2 ∩ T
}
.
For (iii), set for all f ∈ ωω,
Φ¯(f)(n) :=
{
Φ(f ↾ mn)(n), if f ↾ mn ∈ T ;
0, otherwise.
Remark 7.4. Φ¯ is called a truth-table functional because each value
Φ¯(f)(n) can be recursively calculated from an initial segment f ↾ mn of f
of recursively computable length not depending on f . Hence for Π01 classes
P,Q ⊆ ω2, when P ≤s Q, each element g of Q actually truth-table (not merely
Turing) computes an element f of P (see [38, Exercise V.2.12] or [16, Exercises
8.1.37-41]) written f ≤tt g.
Corollary 7.5. For all k ≥ 2, P• = Pk• = P
bd
• .
Proof. In the discussion above, the map f 7→ f∗ is recursive, so for any recur-
sively bounded Π01 set P , the image P
∗ of P is also Π01. Since by definition
P ∗ ⊆ ω2, this establishes that Pbd• ⊆ P•.
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We may thus focus on P•; we shall see below that in several ways these
classes are “better behaved” than Pω• , which to date have been relatively little
studied.
Note for comparison with (ii) of the preceding proposition that
Proposition 7.6. For any Π01 sets P,Q ⊆
ωω and any partial recursive func-
tional Φ : P → ωω, P ∩Φ−1(Q) ∈ Π01.
Proof. Let U be a recursive tree such that Q = [U ]. Then
P ∩ Φ−1(Q) = { f ∈ P : Φ(f) ∈ Q }
= { f ∈ P : ∀n Φ(f) ↾ n ∈ U }
= { f ∈ P : ∀m Φ(f ↾ m) ∈ U }
which gives the result.
A Π01 set P ⊆
ωω is by definition of the form P = [T ] for some recursive
tree T ⊆ <ωω, but T is generally not uniquely determined, since when σ is such
that P has no element f ⊇ σ, the inclusion or omission from T of τ ⊇ σ will
have no effect on [T ]. Furthermore, by a standard quantifier calculation, if T
non-recursive but is Π01 (co-r.e) as a set of (codes for) finite sequences, [T ] is
still a Π01 set. This leads to a natural effective enumeration 〈Ra : a ∈ ω 〉 of all
Π01 classes based on the standard enumeration of the r.e. sets:
Ta :=
{
σ ∈ <ωω : (∀τ ⊆ σ) τ /∈Wa
}
and Ra := [Ta].
It is also useful on occasion to refine this enumeration by setting
Ta,s :=
{
σ ∈ <ωω : (∀τ ⊆ σ) τ /∈Wa,s
}
and Ra,s := [Ta,s],
so
<ω2 = Ta,0 ⊇ · · · ⊇ Ta,s ⊇ Ta,s+1 ⊇ · · · , Ta =
⋂
s∈ω
Ta,s,
ω2 = Ra,0 ⊇ · · · ⊇ Ra,s ⊇ Ra,s+1 ⊇ · · · and Ra =
⋂
s∈ω
Ra,s.
Topologically, each Ra,s is a clopen set. There is also a canonical tree associated
with each Π01 set P ⊆
ωω:
TP := {σ : (∃f ∈ P ) σ ⊆ f }.
Clearly, P = [TP ] and TP is distinguished by the property of having no “leaves”
or “dead ends” — σ ∈ TP such that no extension σ⌢(i) ∈ TP . TP is not
generally recursive or even Π01, but we have
Proposition 7.7. For any P ⊆ ω2 (or any ωh for a recursive h), TP is Π01.
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Proof. Using the Lemma 7.2, if P = [T ] with T recursive, we have
TP = {σ : (∃f ∈ P ) σ ⊆ f }
= {σ : (∃f ∈ ω2)(∀m ≥ n) σ ⊆ f ↾ m ∈ T }
= {σ : ∀m(∃τ ∈ m2)[m ≥ |σ| =⇒ σ ⊆ τ ∈ T ] },
which establishes that TP is Π
0
1.
An element f ∈ P ⊆ ωω is called isolated iff for some σ ⊆ f there is no
g 6= f such that σ ⊆ g ∈ P . A set with no isolated elements is called perfect,
and a simple standard argument shows that and perfect set has the cardinality
of the continuum and is thus uncountable.
Proposition 7.8. Any isolated member of a Π01 class P ⊆
ω2 is recursive.
Proof. Suppose that f is the unique function such that σ ⊆ f ∈ P . Then for
any τ such that σ ⊆ τ ∈ ω2,
τ ⊆ f ⇐⇒ τ ∈ TP ⇐⇒ (∀υ ∈
|τ |2) [τ 6= υ =⇒ υ /∈ TP ].
It follows from the preceding proposition that { τ : τ ⊆ f } is r.e. and hence
that f is recursive.
Corollary 7.9. Any Π01 class P ⊆
ω2 with no recursive element is uncountable.
In particular, this implies that the only functions f ∈ ω2 such that the
singleton {f } is Π01 are the recursive functions. This differs dramatically from
the situation for ωω; for example, [15, Corollary IV.2.22] establishes that every
hyperarithmetical (∆11) set of natural numbers is recursive in a function f ∈
ωω
such that {f } is Π01.
Even Π01 classes ⊆
ω2 with no recursive member have a relatively simple
element.
Definition 7.10. A function g ∈ ωω is almost recursive iff every f ≤T g is
recursively bounded.
Lemma 7.11. For any sequence 〈Pa : a ∈ ω 〉 of Π01 classes such that for all
a, Pa+1 ⊆ Pa ⊆ ω2, if for all a, Pa 6= ∅, then also
⋂
a∈ω Pa 6= ∅.
Proof. Fix recursive trees Ua such that Pa = [Ua]; we may assume that also
Ua+1 ⊆ Ua. Then using Lemma 7.2,
∀a Pa 6= ∅ =⇒ ∀a (∃f ∈
ω2) ∀m [f ↾ m ∈ Ua]
=⇒ ∀a ∀m (∃σ ∈ m2) [σ ∈ Ua]
=⇒ ∀m (∃σ ∈ m2) ∀∞a [σ ∈ Ua]
=⇒ ∀m (∃σ ∈ m2) ∀a [σ ∈ Ua]
=⇒ (∃f ∈ ω2) ∀a [f ↾ m ∈ Ua] =⇒
⋂
a∈ω
Pa 6= ∅.
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The third implication uses the fact that m2 is finite.
Proposition 7.12. For any Π01 class P ⊆
ω2,
(i) there exists f ∈ P such that f ≤T 0
′
T — equivalently, f ∈ ∆
0
2;
(ii) there exists g ∈ P such that g is almost recursive.
Proof. For (i) we take f = LMB(P ), the left-most branch of TP :
LMB(P )(m) := least n [(LMB(P ) ↾ m)⌢(n) ∈ TP ].
Clearly there is a unique such function, LMB(P ) ∈ P and since TP is Π01,
LMB(P ) ≤T 0′T .
For (ii), set P0 := P . Given Pa, if
∃m (∃f ∈ Pa) {a}
f
(m) ↑,
fix the least such m and set Pa+1 :=
{
f ∈ Pa : {a}
f
(m) ↑
}
. Otherwise, set
Pa+1 := Pa. Each Pa is Π
0
1 and by the preceding lemma, P :=
⋂
a∈ω Pa 6= ∅.
For any g ∈ P and f ≤T g, say f = {a}
g, {a}g is total on Pa, so by Proposition
7.3, {a}(Pa) and in particular {a}
g
is recursively bounded.
Remark 7.13. Part (i) of the proposition is known as the Kreisel Basis Theo-
rem ([23]) improved in [31, Theorem 1] and [20, Theorem 2.1] to the fact that
f may be chosen so that f ′ ≡T 0′T , the Low Basis Theorem. Part (ii) is [20,
Theorem 2.4] and is known as the Hyperimmune-free Basis Theorem.
Lemma 7.14 ([34, Theorem 4.18]). For any almost recursive function g¯ and
any f ≤T g¯, there exists a total recursive functional Φ such that Φ(g¯) = f .
Hence f ≤tt g.
Proof. If f = {a}g¯, set f∗(m) := least k [{a}g¯↾k(m) ↓]. Since f∗ ≤T g¯, there
exists a recursive function h that bounds f∗ and thus
Φ(g) :=
{
{a}g↾h(m)(m), if defined;
0, otherwise;
is a total recursive functional such that Φ(g¯) = f . The last assertion follows
from Remark 7.4.
Proposition 7.15 ([34, Lemma 6.9]). For any Π01 classes P,Q ⊆
ω2,
P ≤w Q =⇒ (∃R ⊆ Q) [∅ 6= R ∈ Π
0
1 and P ≤s R].
Proof. Given P ≤w Q, by Proposition 7.12 fix an almost recursive g¯ ∈ Q and
some f ∈ P such that f ≤T g¯. By the preceding lemma, there exists a total
recursive function Φ such that Φ(g¯) = f and by Proposition 7.6 it suffices to set
R := Φ−1(P ) ∩Q.
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8 Proof of Theorem A
In this section we present a proof of the existence of a top element for each of
Ps and Pw:
Theorem A ([35, Theorem 3.20]). The largest element of P• is
1• := dg•(DNR2) = dg•(CpEx(T ))
for T = Peano Arithmetic or any standard first-order theory of arithmetic or
sets.
We begin with an alternative representation for Π01 classes in terms of propo-
sitional logic. In the propositional language described in Section 4 we fix an
enumeration p0, p1, . . . of the atomic sentences and extend this to a Go¨del
numbering of the set PS of propositional sentences. Consider a set X ⊆ ω as a
classical truth-assignment X : PS→ {truth, falsity} defined by setting
X(pn) = truth ⇐⇒ n ∈ X
and extending in the usual way to all propositional sentences. A classical propo-
sitional theory T is a set of sentences closed under tautological consequence,
and the set of models of a theory is
Mod(T ) := {X : (∀φ ∈ T )X(φ) = truth }.
As usual, call a theory T recursively enumerable or r.e. iff the set of Go¨del
numbers of elements of T is an r.e. set. It is a standard result of propositional
logic that for any r.e. set Γ of sentences, the set
Th(Γ) := {φ : φ is a tautological consequence of Γ }
is an r.e. theory. Hence from the standard enumerationW0,W1, . . . of all r.e. sets
of numbers we can derive an effective enumeration T0, T1, . . . of all r.e. theories.
It will also be convenient to set for σ ∈ <ω2,
qσ :=
∧
i<lg(σ)
p
σ(i)
i ,
where p1i is pi, p
0
i is ¬ pi and q∅ := p0 ∨ ¬ p0.
Lemma 8.1. P ⊆ ω2 is a Π01 class iff P = Mod(T ) for some r.e. propositional
theory T .
Proof. Each Mod(T ) is a Π01 class since
X ∈ Mod(T ) ⇐⇒ ∀φ[φ 6∈ T or X(φ) = truth].
Suppose that P is a Π01 class and set
T := {φ : P ⊆ Mod(φ) }.
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Easily T is a theory and P ⊆ Mod(T ) by definition. Conversely, if X ∈ Mod(T ),
to show that X ∈ P it suffices to show that for all n, there is some Y ∈ P such
that σn := X ↾ n = Y ↾ n. If for some n this fails, then no Y ∈ P is a model
of qσn , so every Y ∈ P is a model of ¬ qσn , and hence ¬ qσn ∈ T . But this is
impossible, since clearly X(¬ qσn) = falsity.
Definition 8.2. A propositional theory U is effectively incompletable iff U
is consistent and there exists a recursive mapping a 7→ θa (formally it is the
function a 7→ the Go¨del number of θa that is recursive) of ω → PS such that
for all a,
U ⊆ Ta consistent =⇒ both Ta ∪ {θa} and Ta ∪ {¬ θa} are consistent
This is of course an effective propositional version of the property that the
First Incompleteness Theorem establishes for sufficiently strong first-order the-
ories.
Lemma 8.3. For any effectively incompletable r.e. propositional theory U and
any r.e. propositional theory T there exists a recursive mapping (φ, ψ, χ) 7→
θφ,ψ,χ such that if both T ∪ {φ} and U ∪ {ψ} are consistent, then
(i) T ∪ {φ, χ} is consistent ⇐⇒ U ∪ {ψ, θφ,ψ,χ} is consistent;
(ii) T ∪ {φ,¬ χ} is consistent ⇐⇒ U ∪ {ψ,¬ θφ,ψ,χ} is consistent.
Proof. With a 7→ θa witnessing the effective incompletability of U , by the Re-
cursion Theorem there exists an index a¯ effectively computable from (φ, ψ, χ)
such that
Ta¯ =


Th
(
U ∪ {ψ, θa¯}
)
, if T ∪ {φ, χ} is inconsistent;
Th
(
U ∪ {ψ,¬ θa¯}
)
, if T ∪ {φ,¬ χ} is inconsistent;
Th
(
U ∪ {ψ}
)
, otherwise.
Note that the assumed consistency of T ∪{φ} ensures that exactly one of these
cases holds.
Let θφ,ψ,χ := θa¯. For (i)(⇐=), if T ∪ {φ, χ} is inconsistent, we have that
U ⊆ Ta¯, but Ta¯ ∪ {¬ θa¯} is inconsistent. It follows that Ta¯ is inconsistent as
required. The second case gives similarly (ii)(⇐=).
In the third case, if both if T ∪ {φ, χ} and T ∪ {φ,¬ χ} are consistent, we
have Ta¯ = Th(U ∪ {ψ}), which is consistent by hypothesis, so
U ∪ {ψ, θa¯} ⊆ Ta¯ ∪ {θa¯} and U ∪ {ψ,¬ θa¯} ⊆ Ta¯ ∪ {¬ θa¯}
are both consistent by the properties of θa¯ which gives (i)(=⇒) and (ii)(=⇒).
Lemma 8.4. For any effectively incompletable r.e. propositional theory U ,
deg•
(
Mod(U)
)
= 1•. In fact, for any consistent r.e. propositional theory T ,
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(i) there exists a recursive surjection Mod(U)→ Mod(T );
(ii) if also T is recursively incompletable, then this is a recursive isomorphism.
Proof. Fix θU for U as in the preceding Lemma and define recursive mappings
σ 7→ φσ and σ 7→ ψσ by
ψ∅ := p0 ∨ ¬ p0, φσ := qσ,
and
ψσ⌢(i) :=
{
ψσ ∧ ¬ θ
U
φσ ,ψσ,plg(σ)
, if i = 0;
ψσ ∧ θUφσ,ψσ,plg(σ) , if i = 1.
Then easily for all σ ∈ <ω2,
T ∪ {φσ } is consistent ⇐⇒ U ∪ {ψσ } is consistent.
For any f ∈ ω2, set
T f := T ∪ {φf↾n : n ∈ ω } and U
f := U ∪ {ψf↾n : n ∈ ω }.
Then easily
(1) X ∈ Mod(T ) ⇐⇒ there exists (a unique) f ∈ ω2, X ∈ Mod(T f );
(2) Y ∈ Mod(U) ⇐⇒ there exists (a unique) f ∈ ω2, Y ∈ Mod(Uf );
(3) T f is consistent ⇐⇒ Uf is consistent;
(4) if T f is consistent, then it has exactly one model.
For Y ∈ Mod(U), set
Φ(Y ) := the unique X ∈ Mod(T f )
for the unique f such that Y ∈ Mod(Uf ). This is well-defined and surjective,
which establishes (i).
If also T is effectively incompletable, we modify the definitions as follows.
φ∅ := p0 ∨ ¬ p0 =: ψ∅;
when lg(σ) = 2n,
φσ⌢(i) :=
{
φσ ∧ ¬ pn, if i = 0;
φσ ∧ pn, if i = 1;
ψσ⌢(i) :=
{
ψσ ∧ ¬ θUφσ,ψσ,pn , if i = 0;
ψσ ∧ θUφσ ,ψσ,pn , if i = 1;
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and when lg(σ) = 2n+ 1,
φσ⌢(i) :=
{
φσ ∧ ¬ θTψσ,φσ,pn , if i = 0;
φσ ∧ θTψσ,φσ,pn , if i = 1;
ψσ⌢(i) :=
{
ψσ ∧ ¬ pn, if i = 0;
ψσ ∧ pn, if i = 1.
Now (1) – (4) follow as before, but in addition
(5) if Uf is consistent, then it has exactly one model,
from which it follows that the functional Φ is injective.
It remains to verify that the Π01 classes DNR2 and CpEx(T ) are indeed of the
form Mod(U) for an effectively incompletable theory U .
Definition 8.5. (i) Disjoint sets A,B ⊆ ω are effectively inseparable iff
there exists a recursive function h such that for any r.e. sets Wc and Wd,
if
A ⊆Wc, B ⊆Wd and Wc ∩Wd = ∅
then h(c, d) /∈Wc ∪Wd;
(ii) Ki := { a : {a}(a) ≃ i }.
Lemma 8.6. The following pairs are effectively inseparable:
(i) K0 and K1;
(ii) T and Neg T := {¬ φ : φ ∈ T } for T Peano Arithmetic or any standard
first-order theory of arithmetic or sets.
Proof. (ii) is an effective version of the First Incompleteness Theorem. For (i),
by the Smn -Theorem there exists a recursive function h such that for all c and
d,
{h(c, d)}(x) ≃


1, if ∃s [x ∈Wc,s −Wd,s];
0, if ∃s [x ∈Wd,s −Wc,s];
↑, otherwise.
If K0 ⊆Wc, K1 ⊆Wd, and Wc ∩Wd = ∅, then
h(c, d) ∈ Wc =⇒ {h(c, d)}(h(c, d)) ≃ 1 =⇒ h(c, d) ∈ Wd,
and
h(c, d) ∈ Wd =⇒ {h(c, d)}(h(c, d)) ≃ 0 =⇒ h(c, d) ∈ Wc,
so h(c, d) /∈ Wc ∪Wd.
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Lemma 8.7. For any pair A,B of effectively inseparable sets,
UA,B := Th
(
{ pb : b ∈ A } ∪ {¬ pb : b ∈ B }
)
is effectively incompletable.
Proof. Fix recursive f and g such that for all a ∈ ω,
Wf(a) = { b : pb ∈ Ta } and Wg(a) = { b : ¬ pb ∈ Ta }.
Given effectively inseparable A and B, for any a such that UA,B ⊆ Ta we have
A ⊆Wf(a) and B ⊆Wg(a),
and if also Ta is consistent, then
Wf(a) ∩Wg(a) = ∅.
Hence θa := ph(f(a),g(a)) witnesses the incompleteness of Ta.
Finally, note that for any disjoint A,B,
Mod(UA,B) = Sep(A,B) := {X : A ⊆ X and X ∩B = ∅ }.
Then Theorem A follows from the preceding three lemmas, since
DNR2 = Mod
(
UK0,K1
)
and
CpEx(T ) is a Π01 subset of Mod
(
UT ,NegT ).
9 Proof of Theorem D
Recall that for a Turing degree a ∈ DT and A ∈ a,
aw := dgw({A}) and a
∗
w := 1w ∧ aw.
We will show here that, as asserted in detail by Theorem D, the mapping a 7→ a∗w
is an embedding of PT into Pw respecting all of the structure of PT as a bounded
upper semi-lattice. In fact, for use is later sections we will establish a bit more.
The first task is to verify that for any r.e. Turing degree a, a∗w is actually
a member of Pw, since {A} is generally Π
0
2 but not Π
0
1. The following tech-
nique actually yields considerably more than we need here and will have other
applications below.
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Lemma 9.1 ([36, Lemma 3.3]). For any Σ03 set S ⊆
ωω and Π01 set ∅ 6= R ⊆
ω2,
there exists a Π01 set
S∗ ⊆ ω2 such that
S∗ ≡w R ∧ S.
Proof. We define Π01 sets S1, S2 ⊆
ωω and S3 ⊆ ω2 such that
S3 ≡w S2 ≤w S1 ≡w S and R ∧ S1 ≤w S2
and set S∗ := R ∧ S3, so that
S∗ ≡w R ∧ S2 ≡w R ∧ S1 ≡w R ∧ S.
A Σ03 set S may be represented by a recursive map (x, y) 7→ Tx,y of pairs of
natural numbers to trees such that
f ∈ S ⇐⇒ ∃x∀y ∃z (f ↾ z /∈ Tx,y) .
Set
S1 := { 〈x, f, g 〉 : ∀y (f ↾ g(y) /∈ Tx,y) }.
Clearly S1 is Π
0
1, S ≤w S1 since 〈x, f, g 〉 ∈ S1 computes f ∈ S and S1 ≤w
S, since if
f ∈ S with witness x, then f computes
g(y) := least z (f ↾ z /∈ Tx,y)
and hence computes 〈x, f, g 〉 ∈ S1.
Now fix a recursive trees TS1 ⊆
<ωω and TR ⊆
<ω2 such that
S1 = [TS1 ] and R = [TR].
Set
TS2 :=
{
τ0
⌢(n0)
⌢ · · ·⌢ τk−1
⌢(nk−1)
⌢τk : (∀i < k)
[
2 ≤ ni ≤
∑
j≤i
|τj |
]
,
(n0 − 2, . . . , nk−1 − 2) ∈ TS1 and (∀i ≤ k) τi ∈ TR
}
and S2 := [TS2 ]. The idea is that we use τ ∈ TR to pad σ ∈ TS1 so that
(m0, . . . ,ml) ∈ TS2 =⇒ ml ≤ l + 1.
S2 ≤w S1 because any g ∈ S1 computes some 〈 τi ∈ TR : i ∈ ω 〉 such that
for all i, g(i) ≤
∑
j≤i |τj | and hence a member of S2. To see that R∧S1 ≤w S2,
for any h ∈ S2, there are two cases:
(1) if h has infinitely many values ≥ 2, these determine a path through TS1
hence a member of S1;
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(2) otherwise the tail of h beyond its last value ≥ 2 is a path through TR so
a member of R.
Finally we set
TS3 :=
{
0m010m11 · · · 0ml−110n : n ≤ l + 1 and (m0, . . . ,ml−1) ∈ TS2
}
and S3 := [TS3 ]. TS3 is a tree since ml ≤ l + 1 and easily S3 ≡w S2.
Now we can prove (a strengthening of) all but one piece (the implication
(⇐=) of (ii)) of Theorem D:
Proposition 9.2. For all a,b ∈ PT and more generally a,b ≤T 1T (∆02),
(i) a∗w ∈ Pw;
(ii) a ≤ b =⇒ a∗w ≤ b
∗
w;
(iii) (0T )
∗
w = 0w and (1T )
∗
w = 1w;
(iv) (a ∨ b)∗w = a
∗
w ∨ b
∗
w.
Proof. Part (i) follows from the preceding Lemma and the observation that for
A ∈ ∆02, {A} ∈ Π
0
2 ⊆ Σ
0
3. (ii) is immediate from the definitions. For (iii) we
have
(0T )
∗
w = dgw({∅}) ∧ 1w = 0w ∧ 1w = 0w;
(1T )
∗
w = dgw({∅
′}) ∧ dgw(DNR2) = dgw(DNR2) = 1w,
because ∅′ computes a function f ∈ DNR2:
f(a) :=
{
1− {a}(a), if {a}(a) ↓;
0, otherwise.
Finally, for (iv),
(a ∨ b)∗w = dgw({A⊕B}) ∧ 1w
=
(
dgw({A}) ∨ dgw({B})
)
∧ 1w = a
∗
w ∨ b
∗
w.
To complete the proof of Theorem D, we note that from the definitions and
the Proposition we have for a,b ∈ PT ,
a∗w ≤ b
∗
w ⇐⇒ a
∗
w ≤ bw
⇐⇒ aw ≤ bw or 1w ≤ bw
⇐⇒ a ≤ b or 1w ≤ bw
because bw is the weak degree of a singleton. Hence it suffices to prove
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Lemma 9.3. For all b ∈ PT , 1w ≤ bw =⇒ b = 1T , so in particular if
1w ≤ bw, then for all a ∈ PT , a ≤ b.
Proof. Assume that b = dgT (B) for an r.e. set B and 1w ≤ bw – that is, (by
Theorem A) there exists g ≤T B with g ∈ DNR2. Fix a recursive h such that
for all a,
Wa 6= ∅ =⇒ ∀x[{h(a)}(x) ∈ Wa]
and f ≤T g such that
Wf(a) = {g(h(a))}.
Then for all a,
Wa =Wf(a) =⇒ Wa 6= ∅ =⇒ {h(a)}(h(a)) = g(h(a))
contrary to g ∈ DNR2. Hence ∀a[Wa 6= Wf(a)]; we say that f is fixed-point
free. Note that one version of the Recursion Theorem asserts that no recursive
function is fixed-point free.
Fix an index a such that f = {a}B and a stage enumeration 〈Bs : s ∈ ω 〉
of B, and set
fs := {a}
Bs
s and m
f (x) := least s
[
aBss (x) ↓ correctly
]
,
so mf ≤T B and f(x) = lim fs(x) = fmf (x)(x). Fix a Turing complete set
K ∈ 0′T with stage enumeration 〈Ks : s ∈ ω 〉 and a partial recursive function
x 7→ sx such that
x ∈ K =⇒ sx ≃ least s[x ∈ Ks].
By the Recursion Theorem there exists a recursive function h such that
Wh(x) =
{
Wfsx (h(x)), if x ∈ K;
∅, otherwise.
Since f is fixed-point free, for all x, Wh(x) 6= Wf(h(x)), whence fsx(h(x)) 6=
f(h(x)) and thus sx < m
f (h(x)). Then K ≤T B, since x ∈ K ⇐⇒ x ∈
Kmf (h(x)), so B is Turing complete and b = 1T .
It should be noted that this lemma is a version of the Arslanov Completeness
Criterion; for extensions and complete references see [21].
10 Proof of Theorem E
To establish that Ds is not implicative we need to show that for some p,q ∈ Ds,
p → q does not exist — that is that there is no largest x ∈ Ds such that
p ∧ x ≤ q. This follows immediately from the following
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Proposition 10.1 ([39, Theorem 5.4]). For any non-recursive function f , there
exists Q ⊆ ωω such that for all X ⊆ ωω,
{f } ∧ X ≤s Q =⇒ ∃Y
(
X <s Y and {f } ∧ Y ≤s Q
)
.
Thus there is no greatest x ∈ Ds such that dgs({f }) ∧ x ≤ dgsQ, and
dgs({f })→ dgsQ does not exist.
Towards the proof, we establish two lemmas.
Lemma 10.2. For any functions f <T g0, . . . , gm−1 and any τ ∈ <ω2, there
exists a function g ⊃ τ such that f <T g and for all i < m, gi is Turing
incomparable with g.
Proof. This is a fairly standard so-called Kleene-Post construction; for complete-
ness we provide a sketch of the proof. We define a strictly increasing sequence
〈 τs : s ∈ ω 〉 of of finite sequences as follows. Given τs,
• if for some i < m and n, s = 2am+ i and {a}gi(lg(τs)) ≃ n, set τs+1 :=
τ⌢s (1 − n); otherwise, τs+1 := τ
⌢
s (0);
• if for some i < m, s = (2a+ 1)m+ i and there exist σ, σ′ ⊃ τs such that
{a}f⊕σ and {a}f⊕σ
′
are incomparable, choose τs+1 to be one of these
such that
{a}f⊕τs+1 6⊆ gi; otherwise set τs+1 := τ
⌢
s (0).
Set h :=
⋃
s∈ω τs and g := f⊕h. The action taken at stage = 2am+i guarantees
that {a}gi 6= h; hence h 6≤T gi and consequently g 6≤T gi. Suppose towards a
contradiction that {a}g = gi. Then at stage s = (2a + 1)m+ i the mentioned
σ and σ′ must exist as otherwise for all n,
gi(n) = {a}
f⊕σn(n) for σn := (least σ ⊇ τs) {a}
f⊕σ
(n) ↓,
and thus gi ≤T f , contrary to hypothesis. Hence the action taken at these
stages guarantees that gi 6= {a}
g.
Lemma 10.3. For any non-recursive function f there exists a sequence of func-
tions 〈 gm : m ∈ ω 〉 such that for all m and n,
(i) f <T gm;
(ii) m 6= n =⇒ gm and gn are Turing incomparable;
(iii) {m}(m)
⌢gm 6= f .
Proof. Given g0, . . . , gm−1, by the preceding lemma, for every τ ∈ <ω2, there
exists g ⊃ τ such that f <T g and g is Turing incomparable with each of
g0, . . . , gm−1. Suppose that for all such g, {m}
(m)⌢g = f . Then for all k,
f(k) = {m}(m)
⌢σk(k) for σk := least τ
[
{m}(m)
⌢τ
(k) ↓
]
,
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and thus f is recursive contrary to hypothesis. Hence we may choose gm to be
such a g such that {m}(m)
⌢gm 6= f .
Proof of Proposition 10.1. Given a non-recursive function f , set
Q :=
∧
m∈ω
{gm}
(see Remark 2.6) with the gm from the preceding lemma. Assume that {f } ∧
X ≤s Q and fix Φ : Q→ {f } ∧ X . For i = 0, 1, setQi := { h ∈ Q : Φ(h)(0) = i }
so Q0 and Q1 partition Q and
(1) {f } ≤s Q0 and X ≤s Q1.
By (iii) of the lemma, {f } 6≤s Q, so Q1 6= ∅; fix m¯ such that (m¯)⌢gm¯ ∈ Q1 and
set
Y := Q1 \ {(m¯)⌢gm¯}.
We need to establish
(2) X ≤s Y ;
(3) Y 6≤s X ;
(4) {f } ∧ Y ≤s Q.
(2) holds because X ≤s Q1 and Y ⊆ Q1 so Q1 ≤s Y . Towards (3), note that
{ gn : m¯ 6= n } ≤s Y (via the mapping (m)
⌢g 7→ g)
and X ≤s {gm¯} by (1) because Q1 ≤s {gm¯} (via the mapping gm¯ 7→ (m¯)⌢gm¯).
Hence Y ≤s X would contradict (ii) of the lemma.
For (4), by (i) of the lemma, choose a recursive functional Θ such that
Θ((m¯)⌢gm¯) = f . Then {f } ∧ Y ≤s Q via the functional Ψ defined by
Ψ(h) :=


Φ(h), if Φ(h)(0) = 0;
(1)⌢h, if Φ(h)(0) = 1 and h(0) 6= m¯;
(0)⌢Θ(h), otherwise.
The first clause handles h ∈ Q0 such that Φ(h) = (0)⌢f , the second handles
h ∈ Y , and the third the only remaining h ∈ Q, namely h = (m¯)⌢gm¯.
11 Proof of Theorem F
To establish that Ps is not implicative, we prove in this section the following
effective version of Proposition 10.1:
36
Proposition 11.1 ([45, Theorem 3.2]). There exist Π01 classes P and Q such
that for every Π01 class X
P ∧ X ≤s Q =⇒ (∃Y ∈ Π
0
1)
[
X <s Y and P ∧ Y ≤s Q
]
.
Thus there is no greatest x ∈ Ps such that dgs(P ) ∧ x ≤ dgsQ, and dgs(P )→
dgs(Q) does not exist.
Again there are two lemmas. The first is a weak version of [20, Theorem
4.1] and will not be proved here.
Lemma 11.2. There exist uniformly r.e. sequences of sets 〈Am : m ∈ ω 〉 and
〈Bm : m ∈ ω 〉 such that for all m, Am ∩ Bm = ∅ and for all m 6= n, C ∈
S(Am, Bm) and D ⊆ ω,
D ≤T C =⇒ D /∈ S(An, Bn).
In particular, for all m, ∧
m 6=n
S(An, Bn) 6≤w S(Am, Bm),
so also ∧
m 6=n
S(An, Bn) 6≤s S(Am, Bm).
Lemma 11.3 ([45, Lemma 3.1]). There exist non-empty Π01 classes P and
〈Rm : m ∈ ω 〉 such that for all m,
(i) P ≤s Rm;
(ii)
∧
m 6=n
Rn 6≤s Rm;
(iii) (∀g ∈ Rm){m}
(m)⌢g 6∈ P .
Proof. Fix 〈Am : m ∈ ω 〉 and 〈Bm : m ∈ ω 〉 as in the preceding lemma. Set
S0 = ∅ and Sm+1 := S(Am, Bm). We define a function α ∈ ωω and finite
sequences
〈σm : m ∈ ω 〉 such that
P :=
∧
n∈ω
Sα(n) and Rm := σm
⌢Sm+1
are Π01 classes and satisfy (i)–(iii). Indeed, property (ii) is immediate from the
corresponding property of the Sm and (i) follows immediately as long as we
ensure that Im(α) = ω, since then modulo a prefix Rm is a subset of P . To
guarantee property (iii) it will suffice to ensure that for eachm, if for some σ and
n, {m}(m)
⌢σ
(0) ≃ n, then σ ⊆ σm and α(n) 6= m + 1, since then for g ∈ Rm,
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{m}(m)
⌢g(0) ≃ n but either Sα(n) = ∅ or Sα(n) = Sm′+1 for m
′ 6= m. It follows
that {m}(m)
⌢g /∈ P because neither of these sets has an element recursive in g.
We define in stages approximating sequences
〈αs : s ∈ ω 〉 and 〈σm,s : m, s ∈ ω 〉,
and set
α := lim
s→∞
αs and σm := lim
s→∞
σm,s.
The αs will be partial functions with
domain(αs) = { i : i < ds } and image(αs) = { j : j < s }.
Set α0 := ∅ and σm,0 := ∅. At stage s + 1 set αs+1(ds) := s, and if for some
m,σ ≤ s,
σm,s = ∅ and (∃n < ds)
[
{m}(m)
⌢σ
(0) ≃ n and αs(n) = m+ 1
]
,
then choose the least such pair and set
αs+1(n) := 0, αs+1(ds + 1) := m+ 1 and σm,s+1 := σ.
For all other m′, σm′,s+1 := σm′,s. Note that each αs(n) and σm,s changes at
most once so the limits exist and have the required properties. The Rm are
clearly Π01. To see that P is Π
0
1, let β(n) := least s[n ≤ ds] and ρ(n, s) be the
condition
(∃ m,σ < s)
[
σm,s = ∅ and {m}
(m)⌢σ
(0) ≃ n and αs(n) = m+ 1
]
.
Then if 〈Un : n ∈ ω 〉 is a uniformly Π01 sequence of trees such that Sn = [Un],
Tn :=
{
σ : σ ∈ Uαβ(n)(n) and ∀s¬ ρ(n, s)
}
is a uniformly Π01 sequence of trees such that Sα(n) = [Tn].
Proof of Proposition 11.1. With P and Rm as in the preceding lemma, set Q :=∧
m∈ω
Rm, assume that for some X ∈ Π01, P ∧ X ≤s Q and fix a recursive
functional Φ : Q → P ∧ X . For i = 0, 1, set Qi := {h ∈ Q : Φ(h)(0) = i } so
Q0 and Q1 partition Q and
(1) P ≤s Q0 and X ≤s Q1.
By (iii) of the lemma, P 6≤s Q, so Q1 6= ∅ and indeed ∃m¯[(m¯)⌢Rm¯ ⊆ Q1], where
m¯ is an index for the functional Φ+(f)(n) := Φ(f)(n+ 1). Fix such m¯ and set
Y := Q1 \ (m¯)⌢Rm¯ = { h ∈ Q : Φ(h)(0) = 1 and h(0) 6= m¯ };
the second version makes it clear that Y ∈ Π01. We need to establish
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(2) X ≤s Y ;
(3) Y 6≤s X ;
(4) P ∧ Y ≤s Q.
(2) holds because X ≤s Q1 and Y ⊆ Q1 so Q1 ≤s Y . Towards (3), note that∧
m¯ 6=n
Rn ≤s Y (via the mapping (m)
⌢g 7→ g)
and X ≤s Rm¯ by (1) since Q1 ≤s Bm¯ (via the mapping g 7→ (m¯)⌢g). Hence
Y ≤s X would contradict (ii) of the lemma.
For (4), by (i) of the lemma, choose a recursive functional Θ such that
Θ : (m¯)⌢Rm¯ → P . Then P ∧ Y ≤s Q via the functional Ψ defined by
Ψ(h) :=


Φ(h), if Φ(h)(0) = 0;
(1)⌢h, if Φ(h)(0) = 1 and h(0) 6= m¯;
(0)⌢Θ(h), otherwise.
12 Proof of Theorem G
To establish that Pw is not implicative, we prove in this section the following
companion to Proposition 11.1:
Proposition 12.1 ([14, Theorem 2]). There exist Π01 classes P and Q such
that for every Π01 class X,
P ∧ X ≤w Q =⇒ (∃Y ∈ Π
0
1)
[
Y 6≤w X and P ∧ Y ≤w Q
]
.
Thus there is no greatest x ∈ Pw such that dgw(P ) ∧ x ≤ dgw(Q) and dgw(P )→
dgw(Q) does not exist.
Note that strengthening the conclusion to X <w Y is not required but easily
accomplished by replacing Y with X ∨ Y . The proof will require three lemmas.
Lemma 12.2 ([20, Theorem 2.5]). For any nonempty Π01 class Q ⊆
ω2 and any
nonempty set P ⊆ ω2, if P ≤w Q, then either P has a recursive element or P
is uncountable.
Lemma 12.3 ([20, Theorem 4.7]). There exists a nonempty Π01 class Q ⊆
ω2
such that any two distinct elements of Q are Turing incomparable.
Lemma 12.4. For any Π01 class Q ⊆
ω2 with no recursive element and any
g ∈ Q, Q \ {g} ≤w DNR2.
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Proof. By Corollary 7.9, any such Q is uncountable, so there exists g′ ∈ Q with
g′ 6= g and hence m such that g ↾ m 6= g′ ↾ m. Then
Q′ := {h ∈ Q : h ↾ m = g′ ↾ m }
is a nonempty Π01 subclass of Q \ {g} and by Theorem A, Q \ {g} ≤w Q
′ ≤w
DNR2.
Proof of Proposition 12.1. Fix Q to be any class as in Lemma 12.3. Restating
the defining property of Q, we have
(1) (∀g ∈ Q) Q \ {g} 6≤w {g}.
From Lemma 12.4 we have immediately
(2) (∀g ∈ Q) DNR2 6≤w {g}.
Fix an effective enumeration 〈Ra : a ∈ ω 〉 of all Π01 classes as in the discus-
sion preceding Proposition 7.7. Using the notation of the proof of Proposition
7.12(i), set
Q := { LMB(Q ∩Ra) : a ∈ ω }.
A calculation as in that proof shows that Q is Σ03, so by Lemma 9.1 there exists
a Π01 class P such that P ≡w DNR2 ∧ Q. Trivially from the definition we have
(3) (∀g ∈ Q) P ∧ (Q \ {g}) ≤w Q.
Now fix a Π01 class X such that P ∧ X ≤w Q; we shall construct a Π
0
1 class Y
such that Y 6≤w X and P ∧ Y ≤w Q.
If Q 6≤w X , then Y := Q will suffice, so for the rest of the proof we assume
that Q ≤w X . By Proposition 7.15, there exists a Π01 class R ⊆ Q such that
P ∧ X ≤s R. In fact, we then have
(4) X ≤s R.
To see this, fix Φ : R→ P ∧ X = (0)⌢P ∪ (1)⌢X ; we claim that for all g ∈ R,
Φ(g) ∈ (1)⌢X , from which (4) follows immediately. Otherwise, by Proposition
7.6, R ∩ Φ−1
(
(0)⌢P
)
is a nonempty Π01 class, and for any member g, either
DNR2 ≤w {g} or Q ≤w {g} so by (2), Q ≤w {g}. Hence Q ≤w R∩Φ−1
(
(0)⌢P
)
which, since Q is countable and has no recursive element, contradicts Lemma
12.2.
Now set g¯ := LMB(R); since g¯ ∈ ∆02 by Proposition 7.12, Q \ { g¯} is also
∆02 so by Lemma 9.1 there is a Π
0
1 class Y ≡w DNR2 ∧ Q \ { g¯} and hence by
Lemma 12.4, Y ≡w Q \ { g¯}.
Since Q ≤w X ≤w R, there exist f ∈ X and g ∈ Q such that g ≤T f ≤T g¯.
Then by the defining property of Q, g = g¯ so f ≡T g¯. But by (1), Y 6≤w { g¯},
so Y 6≤w {f } and hence Y 6≤w X as desired.
Finally, since g¯ ∈ Q, P ≤w { g¯} and for g ∈ Q with g 6= g¯, Y ≡w Q \ { g¯} ≤w
{g}, we have P ∧ Y ≤w Q.
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13 Proof of Theorem H
In the pattern of the three preceding sections, we establish that Pw is not dual-
implicative via the following
Proposition 13.1. For every Π01 class Q there exists a Π
0
1 class P such that
for every Π01 class X
Q ≤w P ∨ X =⇒ (∃Y ∈ Π
0
1)[Y <w X and Q ≤w P ∨ Y ].
Thus there is no smallest x ∈ Pw such that dgw(Q) ≤ dgw(P ) ∨ x so dgw(P )
◦→
dgw(Q) does not exist.
Again we need two lemmas for the proof.
Lemma 13.2. For any 0T < dgT (f) ≤ 0
′
T , there exists a function g such that
f ≡T g but g is not recursively bounded.
Proof. By the Limit Lemma [38, 3.3] fix a recursive sequence 〈 fs : s ∈ ω 〉 with
f = lims→∞ fs. Set
g(x) := least s ≥ x (∀y ≤ x) fs(y) = f(y);
clearly f ≡T g. Suppose g is bounded by a recursive function h. Set
tx := (least t ≥ x) ∀s
[
t ≤ s ≤ h(t) =⇒ ft(x) = fs(x)
]
.
tx is well-defined since fs(x) is eventually constant; x 7→ tx is recursive and
tx ≤ g(tx) ≤ h(tx), so
ftx(x) = fg(tx)(x) = f(x),
and thus f is recursive contrary to hypothesis.
Lemma 13.3. For every Π01 class P .
(i) if P has no recursive elements, then there exists g ∈ ωω such that
0T < dgT (g) < 0
′
T and P 6≤w {g};
(ii) for any f ∈ ωω, if 0T < dgT (f) < 0
′
T and P has no elements recursive in
f , then there exists g ∈ ωω such that
0T < dgT (g) < 0
′
T , P 6≤w {g} and dgT (f ⊕ g) = 0
′
T .
Proof. Fix P with no recursive elements and a recursive tree T such that P =
[T ]. Let Φa = {a} and set τ0 := ∅; given τa, set σa,0 := τa and given σa,i; set
σa,i+1 :≃ least σ
[
σa,i ⊂ σ and Φa(σa,i) ⊂ Φa(σ) ∈ T
]
.
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If i 7→ σa,i is total, then h :=
⋃
i∈ω σa,i is recursive and Φa(h) is a recursive
element of P contrary to hypothesis. Hence there is a least i such that σa,i+1 ↑;
set τa+1 := σa,i
⌢(0).
Thus g :=
⋃
a∈ω τa is a total function and g ≤T 0
′
T since its definition
involves only one-quantifier questions. For any a, if Φa(g) =
⋃
a∈ω Φa(τa) is
total, then by construction
¬ ∃σ
[
τa ⊂ σ and Φa(τa) ⊂ Φa(σ) ∈ T
]
,
so Φa(g) /∈ P . Thus P 6≤w {g}.
For (ii), fix P = [T ] and f as in the hypothesis; by Lemma 13.2 we may
assume that f is not recursively bounded. As before, set τ0 := ∅; given τa, set
σa,0 := τa, and given σa,i, set
θa,i(n) ≃ least σ
[
σ⌢a.i(n) ⊆ σ and Φa(σa,i) ⊆ Φa(σ) ∈ T
]
.
Since θa,i is partial recursive it not a total function bounding f so there exists
na,i := least n
[
θa,i(n) < f(n) or θa,i(n) ↑
]
.
If θa,i(na,i) ↓, set σa,i+1 := θa,i(na,i); otherwise, set τa+1 := σa,i⌢(na,i,K(a)).
The second alternative must occur for some (least) ia, since otherwise i 7→ σa,i
is total, h :=
⋃
i∈ω σa,i is recursive in f and Φa(h) is a member of P recursive
in f contrary to hypothesis. Set g :=
⋃
a∈ω τa; we conclude that g ≤T 0
′
T and
P 6≤w {g} as before.
Now 0′T ≤ dgT (〈 τa : a ∈ ω 〉) because K(a) = τa+1(|τa+1|−1), and from f⊕g
we can reconstruct this sequence as follows. Given τa and σa,i for some i < ia,
na,i = g(|σa,i|). If
∃σ < f(na,i)
[
σa,i
⌢(na,i) ⊆ σ and Φa(σ) ∈ T
]
,
then i + 1 < ia and σa,i+1 is the least such σ; otherwise, i + 1 = ia and
τa+1 = σa,i
⌢(na,i, g(|σa,i|+ 1)).
Proof of Proposition 13.1. Given Q, by part (i) of the lemma choose f such that
0T < dgT (f) < 0
′
T and Q 6≤w {f }.
Since {f } ∈ Π02, by Lemma 9.1 there exists a Π
0
1 class P such that P ≡w Q ∧
{f }. Suppose that X ∈ Π01 is such that Q ≤w P ∨ X . Since P ≤w {f } but
Q 6≤w {f }, also X 6≤w {f }, so by part (ii) of the lemma we may choose g such
that
0T < dgT (g) < 0
′
T , X 6≤w {g} and dgT (f ⊕ g) = 0
′
T .
Again by Lemma 9.1 there exists a Π01 class Y such that Y ≡w X ∧ {g}. Clearly
Y <w X . By Theorem D,
{f } ∨ {g} ≡w {0
′
T } ≥w DNR2.
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Hence, using distributivity,
P ∨ Y ≡w (Q ∧ {f }) ∨ (X ∧ {g})
= (Q ∨ X) ∧ (Q ∨ {g}) ∧ ({f } ∨ X) ∧ ({f } ∨ {g})
≥w Q ∧ Q ∧ (P ∨ X) ∧ DNR2
≡w Q.
14 IPC- and WEM-Completeness Theorems
The topics of this section are classical results on the relationships between lat-
tices and their theories and do not directly concern the Mucˇnik or Medvedev
degrees but play a large role in the proof of Theorems I and J. As such, they
might well be consigned to references to the literature. However, their proofs
are somewhat tedious to dig out of that literature, so it seemed worthwhile to
include versions here.
For convenience, we call a lattice 0-irreducible iff the least element 0 is
meet-irreducible and 1-irreducible iff the greatest element 1 is join-irreducible.
The two theorems to be proved in this section are
IPC-Completeness Theorem.
IPC =
⋂
{Th(L) : L is a finite 1-irreducible implicative lattice }.
WEM-Completeness Theorem ([17]).
WEM =
⋂
{Th(L) : L is a finite 0- and 1-irreducible implicative lattice }.
The inclusions ( ⊆ ) are provided by Propositions 5.5 and 5.7 respectively,
which establish these inclusions without the qualifiers finite or 1-irreducible.
Hence the proofs below also establish versions of the Completeness Theorems
without one or either of these. To complete the proofs we need, therefore, to
show that for each sentence φ /∈ IPC (φ /∈ WEM) there exists a finite 1-irreducible
(0- and 1-irreducible) lattice Lφ and an Lφ-valuation vφ such that vφ(φ) 6= 1.
We begin with the IPC-Completeness Theorem; in this case the lattices Lφ
will be finite sublattices of the Lindenbaum lattice LIPC, which we proceed to
describe. For clarity of exposition we shall sometimes write ⊢IPC φ (⊢WEM φ) instead
of φ ∈ IPC (φ ∈WEM), particularly when φ is a long expression.
Definition 14.1. For any propositional sentences φ and ψ,
φ ≃IPC ψ :⇐⇒ ⊢IPC φ ↔ ψ
[[φ ]]IPC := {ψ : φ ≃IPC ψ }
LIPC :=
(
{ [[φ ]]IPC : φ ∈ PS }, ∧ , ∨ , 0, 1
)
,
43
where
[[φ ]]IPC ∧ [[ψ ]]IPC := [[φ ∧ ψ ]]IPC
[[φ ]]IPC ∨ [[ψ ]]IPC := [[φ ∨ ψ ]]IPC
0 := {φ : ¬ φ ∈ IPC } = [[φ ]]IPC for any φ such that ¬ φ ∈ IPC
1 := IPC = [[φ ]]IPC for any φ ∈ IPC.
Of course, the usual verifications are needed here: that ≃IPC is an equiv-
alence relation and that ∧ and ∨ are well-defined on equivalence classes; we
leave these to the reader.
Proposition 14.2. LIPC is an implicative lattice.
Proof. We need to check that (omitting the subscript IPC) for all sentences φ
and ψ,
(i) [[φ ]] = [[φ ]] ∧ [[ψ ]] ⇐⇒ [[ψ ]] = [[φ ]] ∨ [[ψ ]];
(ii) the relation φ ≤ ψ defined by this condition is a partial ordering;
(iii) ∨ is the the join (least upper bound) operation and ∧ is the the meet
(greatest lower bound) operation for this ordering;
(iv) 0 (1) is the least (greatest) element for this ordering;
(v) there exists an implication operation.
These are all pretty straightforward; for example that ∨ is a least upper bound
requires that
⊢IPC φ → φ ∨ ψ and ⊢IPC ψ → ψ ∨ ψ;
⊢IPC φ → θ and ⊢IPC ψ → θ =⇒ ⊢IPC φ ∨ ψ → θ.
The implication operator is defined in the obvious way:
[[φ ]]→ [[ψ ]] := [[φ → ψ ]] .
That this is an implication operator depends on the fact that
⊢IPC φ ∧ θ → ψ ⇐⇒ ⊢IPC θ → (φ → ψ),
which is easy to check.
Proposition 14.3. The function vIPC(φ) := [[φ ]]IPC is an LIPC-valuation.
Proof. The required conditions for ∧, ∨ and → are immediate from the defini-
tions. For ¬ we need that
vIPC(¬ φ) := [[¬ φ ]]IPC = ¬ [[φ ]]IPC =: [[φ ]]IPC → 0 = [[φ → (p0 ∧ ¬ p0) ]]IPC ,
or equivalently,
⊢IPC ¬ φ ↔
(
φ → (p0 ∧ ¬ p0)
)
,
which follows easily from the IPC axioms.
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Corollary 14.4. IPC =
⋂
{Th(L) : L is a 1-irreducible implicative lattice }
Proof. Clearly for any φ /∈ IPC, vIPC(φ) 6= 1 so φ /∈ Th(LIPC). That LIPC is
1-irreducible is a standard, although not trivial, result about IPC (the disjunc-
tion property)
⊢IPC φ ∨ ψ ⇐⇒ ⊢IPC φ or ⊢IPC ψ,
(see [22, Theorem 57, §80] or [29, XI.6.1]).
To complete the proof of the IPC-Completeness Theorem we shall show that
for φ /∈ IPC there exists a finite sublattice Lφ of LIPC and an Lφ-valuation vφ
such that vφ(φ) 6= 1. The idea is to in some sense “generate” Lφ from
{ [[ψ ]]IPC : ψ is a subsentence of φ }.
Using a finite set to generate a finite substructure of a distributive lattice or a
Boolean algebra, which is also a distributive lattice or a Boolean algebra, is a
simple and familiar process. For example, if B = (B,∧ ,∨ ,¬ ,0,1) is a Boolean
algebra and A is a finite subset of B, then we can describe a finite Boolean
subalgebra of B as follows. For U ⊆ A ∪ {0,1}, set
U∨ :=
∨
{¬ a : a ∈ A \ U } ∨
∨
U
and for U ⊆ ℘(A ∪ {0,1}), U∧∨ :=
∧
{U∨ : U ∈ U }. Then it follows from
the distributive and DeMorgan laws that BA := {U∧∨ : U ⊆ ℘(A ∪ {0,1}) }
is closed under ∧ , ∨ and ¬ and with the restrictions of these operations is a
Boolean subalgebra BA of B. Clearly BA includes A and is finite with at most
22
|A|+2
elements. This is just the construction of the conjunctive normal
form in propositional logic. A similar construction using disjunctive normal
form works the same way.
For a finite subset A of a distributive lattice L, we may similarly construct
a finite sublattice LA by removing reference to the operation ¬ and relying
on the distributive laws. However, in the case at hand, L is also implicative
and the desired finite sublattice must also be implicative with an implication
closely enough related to that of L to achieve the result vφ(φ) 6= 1. In the cases
described above, we simply closed the set A under the operations ∧ , ∨ and in
the case of a Boolean algebra also ¬ and could achieve this in “one step”, thus
preserving finiteness. However, a parallel attempt to close a set A also under
→ does not succeed in one step because there are in general no distributive
laws relating ∧ and ∨ to → , so we would seemingly need to iterate the map
(a, b) 7→ a→ b infinitely often to reach a set that is closed. This would in general
fail to produce a finite sublattice. The solution to this problem we outline here is
essentially that presented in [29] collecting the precursors to the proof of IX.3.1
of that text.
Definition 14.5. For any Boolean algebra B = (B,∧ ,∨ ,¬ ,0,1), an interior
operator on B is a function I : B → B such that for all a, b ∈ B,
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(i) I(a ∧ b) = I(a) ∧ I(b);
(ii) I(a) ≤ a;
(iii) I(I(a)) = I(a);
(iv) I(1) = 1.
Remark 14.6. For a topological space (T,O), the (topological) interior oper-
ator defined by
I(X) :=
⋃
{A ∈ O : A ⊆ X }
is an interior operator (in the current sense) on the Boolean algebra
(℘(T ),∪,∩,−, ∅, T ).
Conversely, for any interior operator on this Boolean algebra, (T,OI), where
OI := ImI(℘(T )) := { I(X) : X ⊆ T },
is a topological space. The following lemma is the version of this that we need
here.
Lemma 14.7. For any Boolean algebra B = (B,∧ ,∨ ,¬ ,0,1) and any interior
operator I on B,
OI(B) := (ImI(B),∧ ,∨ ,0,1)
is an implicative lattice with implication operator
I(a)→ I I(b) := I
(
¬ I(a) ∨ I(b)
)
.
Proof. Fix B, I and OI(B) as in the hypothesis. Clearly ImI(B) contains 0 and
1 by (ii) and (iv) of the definition and is closed under ∧ by (i). For closure
under ∨ , note first that for any a, b ∈ B, using (i),
a ≤ b ⇐⇒ a = a ∧ b =⇒ I(a) = I(a ∧ b) = I(a) ∧ I(b)(v)
=⇒ I(a) ≤ I(b).
Hence by (iii), I(a) = I(I(a)) ≤ I(I(a) ∨ I(b)) and similarly for b so by (ii),
I(a) ∨ I(b) ≤ I(I(a) ∨ I(b)) ≤ I(a) ∨ I(b),
and I(a) ∨ I(b) = I(I(a) ∨ I(b)) ∈ ImI(B).
Finally we verify that → I is an implication — that is, for any a, b, x ∈ B,
I(a) ∧ I(x) ≤ I(b) ⇐⇒ I(x) ≤ I(¬ I(a) ∨ I(b)).
For (=⇒) we have by (v),
I(a) ∧ I(x) ≤ I(b) =⇒ I(x) ≤ ¬ I(a) ∨ I(b)
=⇒ I(x) = I(I(x)) ≤ I(¬ I(a) ∨ I(b)).
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For (⇐=) it suffices to show that
I(a) ∧ I(¬ I(a) ∨ I(b)) ≤ I(b).
By (iii) and (i) the left-hand side is
I(I(a)) ∧ I(¬ I(a) ∨ I(b)) = I((I(a) ∧ ¬ I(a)) ∨ (I(a) ∧ I(b)))
= I(0 ∨ (I(a) ∧ I(b)))
≤ I(I(b)) = I(b)
using distribution, (v) and again (iii).
Lemma 14.8. For any implicative lattice L = (L,∧ ,∨ ,0,1) with implication
→ , there exists a Boolean algebra B = (B,∧ ,∨ ,¬ ,0,1) and an interior oper-
ator I on B such that L = OI(B) and → coincides with → I .
Proof. Given L and → we shall construct B and I such that L ≃ OI(B) under
an isomorphism that maps → onto → I ; the statement as given follows by a
standard procedure. We define first a larger Boolean algebra C as follows. A
filter on L is any non-empty proper subset ∆ ⊂ L such that for a, b ∈ L,
a ∈ ∆ and a ≤ b =⇒ b ∈ ∆ and a, b ∈ ∆ =⇒ a ∧ b ∈ ∆.
A filter ∆ is prime iff additionally
a ∨ b ∈ ∆ ⇐⇒ a ∈ ∆ or b ∈ ∆.
Let PF denote the set of all prime filters on L and set
C := ℘(PF) and C := (C,∩,∪,−, ∅,PF).
Define an embedding η : L→ C by
η(a) := {∆ ∈ PF : a ∈ ∆ }.
Easily η(0) = ∅ (since 0 ∈ ∆ =⇒ ∆ = L) and η(1) = PF. It also follows easily
from the properties of prime filters that
η(a ∧ b) = η(a) ∩ η(b) and η(a ∨ b) = η(a) ∪ η(b).
To see that η is injective, suppose that a 6= b, say a 6≤ b, and consider
D := {∆ : ∆ is a filter on L, a ∈ ∆ and b /∈ ∆ }.
∆ 6= ∅ since ∆a := { b : a ≤ b } ∈ D. Easily the union of a chain of filters is a
filter, so by Zorn’s Lemma, D has a maximal element ∆. ∆ is prime, since if
c0 ∨ c1 ∈ ∆ but c0 6∈ ∆ and c1 6∈ ∆, then consider the filters (i=0,1)
∆i :=
{
e : (∃d ∈ ∆); ci ∧ d ≤ e
}
.
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Both ∆0 and ∆1 properly extend ∆ so do not belong to D and thus b belongs
to both, say ci ∧ di ≤ b. Then (c0 ∨ c1) ∧ (d0 ∧ d1) ≤ b, so b ∈ ∆ contrary to
the choice of ∆ ∈ D. Hence ∆ ∈ η(a) \ η(b) so η(a) 6= η(b).
Let M := Imη(L) and M := (M,∩,∪, ∅,PF); η is an isomorphism L ≃ M
and carries → onto a relation → M that makes M an implicative lattice, since
→ is definable from ∧ . Now we define B to be the Boolean subalgebra of
C generated by M . This could be described as in the discussion preceding
Definition 14.5 (replacing U and A \ U by pairs of finite subsets of M), but
using the additional information here that M is a lattice gives us the simpler
definition B := (B,∩,∪,−, ∅,PF) where
B :=
{⋂
i<k
(−ui ∪ vi) : k ∈ ω and (∀i < k) ui, vi ∈M
}
.
We define a function I : B →M by
I
(⋂
i<k
(−ui ∪ vi)
)
:=
⋂
i<k
(ui →M vi).
We need first to verify that this is well-defined. Note that for u, v ∈ M , u ∩
(u→ M v) ⊆ v (because → M is an implication) so
(*) u→ M v ⊆ −u ∪ v.
Next we have for u, ui, v and vi ∈M ,⋂
i<k
(−ui ∪ vi) ⊆ −u ∪ v =⇒
⋂
i<k
(−ui ∪ vi) ∩ u ⊆ v
=⇒
⋂
i<k
(ui →M vi) ∩ u ⊆ v
=⇒
⋂
i<k
(ui →M vi) ⊆ u→M v.
It follows immediately that for ui, vi, u
′
i, v
′
i ∈M ,⋂
i<k
(−ui ∪ vi) ⊆
⋂
i<k′
(−u′i ∪ v
′
i) =⇒
⋂
i<k
(ui →M vi) ⊆
⋂
i<k′
(u′i → M v
′
i),
so ⋂
i<k
(−ui ∪ vi) =
⋂
i<k′
(−u′i ∪ v
′
i) =⇒
⋂
i<k
(ui →M vi) =
⋂
i<k′
(u′i → M v
′
i),
which is exactly the statement that I is well-defined. Now ImI(B) ⊆ M (since
M is closed under → M ) and for v ∈M ,
I(v) = I(−PF ∪ v) = PF→ M v = v,
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so M = ImI(B) and I has property (iii) of Definition 14.5. Property (i) is
immediate and property (ii) follows from (*). I has property (iv) because
I(PF) = I(−PF ∪ PF) = PF→ M PF = PF.
Thus I is an interior operator and M = OI(B). That → M coincides with → I
is immediate from the definitions.
Proposition 14.9. For any implicative lattice L = (L,∧ ,∨ ,0,1) with impli-
cation → and any finite set A ⊆ L, there exists a finite set LA ⊆ L and an
operator → A on LA such that A ∪ {0,1} ⊆ LA and
(i) LA := (LA,∧ ,∨ ,0,1) is a sublattice of L;
(ii) LA is an implicative lattice with implication → A;
(iii) for all a, b ∈ A ∪ {0,1},
a→ b ∈ A =⇒ a→ A b = a→ b.
Proof. Fix L, → and A as in the hypothesis. By the preceding lemma there
exists a Boolean algebraB and an interior operator I inB such that L = OI(B)
and → coincides with → I . Let BA be the finite Boolean subalgebra of B
defined as in the discussion preceding Defnition 14.5. For u ∈ BA, set
J(u) :=
∨ {∧
W :W ⊆ A ∪ {0,1} and
∧
W ≤ u
}
.
It is easy to check that J is an interior operator on BA. Since J(u) ∈ L,
I(J(u)) = J(u), so from J(u) ≤ u we deduce that J(u) ≤ I(u). On the other
hand, if I(u) ∈ A ∪ {0,1}, since I(u) ≤ u, we have I(u) ≤ J(u). Thus
(**) (∀u ∈ BA) [ I(u) ∈ A ∪ {0,1} =⇒ I(u) = J(u)].
Set LA := ImJ (BA). Then easily LA = OJ (BA) and is a finite sublattice of L.
As in the proof of Lemma 14.7, LA is implicative with implication
J(u)→ A J(v) := J(−J(u) ∨ J(v)).
For any u, v ∈ A ∪ {0,1}, if
J(u)→ J(v) = I(−J(u) ∨ J(v)) ∈ A ∪ {0,1},
then by (**), J(u)→ A J(v) = J(u)→ J(v) as desired.
Proof of the IPC-Completeness Theorem. As in the proof of Corollary 14.4 and
the following discussion, choose φ /∈ IPC and set
Aφ := { [[ψ ]]IPC : ψ is a subsentence of φ }.
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Aφ is a finite subset of LIPC. Let Lφ and → φ be as in the proposition and vφ
the unique Lφ-valuation such that for atomic propositional sentences p.
vφ(p) =
{
[[ p ]]IPC , if [[ p ]]IPC ∈ Aφ;
1IPC, otherwise.
A straightforward induction, using (iii) of the proposition, shows that for all
subsentences ψ of φ, vφ(ψ) = vIPC(ψ). In particular, vφ(φ) 6= 1IPC and hence
φ /∈ Th(Lφ).
We begin now on the proof of the WEM-Completeness Theorem.
Definition 14.10. For any bounded lattice L = (L. ≤,∧ ,∨ ,0,1), L0, L1 and
L10 denote the lattices that extend L by adjoining a new least element 0
∗, a new
greatest element 1∗ or both.
Lemma 14.11. For any lattice L,
(i) L0, L
1 and L10 are lattices;
(ii) L0 and L
1
0 are 0-irreducible; L
1 and L10 are 1-irreducible;
(iii) if L is 1-irreducible, so is L0; if L is 0-irreducible, so is L
1;
(iv) if L is (dual-) implicative, so are L0, L
1 and L10.
Proof. Clearly for a, b ∈ L, a ∧ b and a ∨ b have the same values in each of the
extensions and we have in the relevant extensions
a ∨ 0∗ = a a ∧ 0∗ = 0∗
a ∨ 1∗ = 1∗ a ∧ 1∗ = a.
Since for a, b 6= 0∗,1∗ also a ∧ b, a ∨ b ∈ L, they are not equal to 0∗ or 1∗ and
thus 0∗ is meet-irreducible and 1∗ is join-irreducible. Suppose now that L is
implicative so for all a, b, x ∈ L,
a ∧ x ≤ b ⇐⇒ x ≤ a→ b.
For L∗ each of L0, L
1 and L10, we need to define→
∗ such that for all a, b, x ∈ L∗,
a ∧ x ≤ b ⇐⇒ x ≤ a→ ∗ b.
We leave it to the reader to verify that the following definition suffices: for
a, b ∈ L,
a→ ∗ b :=
{
1∗, if a ≤ b;
a→ b, otherwise;
0∗ → ∗ b = 1 or 1∗ a→ ∗ 0∗ = 0∗ 0∗ → ∗ 0∗ = 1 or 1∗
1∗ → ∗ b = b a→ ∗ 1∗ = 1∗ 1∗ → ∗ 1∗ = 1∗.
Of course, the calculations for dual-implication are dual!
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For any propositional sentence φ, At(φ) will denote the finite set of atomic
sentences that occur in φ. φ is called positive iff the negation symbol ¬ does
not occur in φ. We write χ ⊢IPC φ iff χ → φ ∈ IPC.
Lemma 14.12. For any implicative lattice L, and L∗ any of the extensions
above, for any positive sentence φ, any L-valuation v and any L∗-valuation w,
if v(p) = w(p) for all p ∈ At(φ), then v(φ) = w(φ).
Proof. This is immediate from the fact that for a, b ∈ L, all of the operations
have the same values in L∗ as in L. Of course, the restriction to positive sen-
tences is crucial, since generally ¬ ∗ a 6= ¬ a.
Lemma 14.13. For any sentence φ, any S ⊇ At(φ), any X ⊆ S and
χX :=
∧
p∈X
¬ p ∧
∧
p∈S\X
¬ ¬ p,
one of the following holds:
(i) χX ⊢IPC φ;
(ii) χX ⊢IPC ¬ φ;
(iii) χX ⊢IPC ¬ ¬ φ and there exists a positive sentence φ
X such that
At(φX) ⊆ S \X and χX ⊢IPC φ ↔ φ
X .
Proof. We proceed by sentence induction and write ⊢X ψ for χX ⊢IPC ψ. If φ is
the atomic sentence p, then
p ∈ X =⇒ ⊢X ¬ φ;
p /∈ X =⇒ ⊢X ¬ ¬ φ and φ
X := φ is positive.
Suppose next that φ is ψ ∧ θ and assume as induction hypothesis that one of
(i)–(iii) holds for each of ψ and θ. Of the nine resulting cases, six are immediate:
⊢X ψ and ⊢X θ =⇒ ⊢X φ;
⊢X ¬ ψ or ⊢X ¬ θ =⇒ ⊢X ¬ φ.
If ⊢X ψ while ⊢X ¬ ¬ θ and ⊢X θ ↔ θ
X , then ⊢X φ ↔ θ so ⊢X ¬ ¬ φ and
⊢X φ ↔ θ
X =: φX . The case with ψ and θ interchanged is parallel. Finally if
(iii) holds for both ψ and θ, then easily ⊢X ¬ ¬ φ and φ ↔ ψ
X ∧ θX =: φX , so
case (iii) holds also for φ.
The corresponding cases for φ = ψ ∨ θ are dual and are left to the reader.
If φ is ¬ ψ, then the three cases for ψ lead easily to ⊢X ¬ φ, ⊢X φ and ⊢X ¬ φ,
51
respectively. Finally, suppose that φ is ψ → θ. Again, six of the nine cases are
immediate:
⊢X ¬ ψ or ⊢X θ =⇒ ⊢X φ;
⊢X ψ and ⊢X ¬ θ =⇒ ⊢X ¬ φ.
If ⊢X ψ while ⊢X ¬ ¬ θ and ⊢X θ ↔ θ
X , then ⊢X φ ↔ θ so ⊢X ¬ ¬ φ and
⊢X φ ↔ θ
X =: φX . If ⊢X ¬ θ while ⊢X ¬ ¬ ψ and ⊢X ψ ↔ ψ
X , then ⊢X φ ↔ ¬ ψ
so ⊢X ¬ φ. Finally, if case (iii) holds for both ψ and θ, then case (iii) holds also
for φ with φX := (ψX → θX).
Proof of the WEM-Completeness Theorem. We shall show that for each propo-
sitional sentence φ, either φ ∈WEM or there exists a finite 0- and 1-irreducible
implicative lattice L and an L-valuation v such that v(φ) 6= 1. Fix φ and
suppose first that χX ⊢IPC φ for all X ⊆ At(φ). Then
⊢IPC
∨
X⊆At(φ)
χX → φ.
But ⊢WEM
∧
p∈At(φ)
(¬ p ∨ ¬ ¬ p), so by the distributive law
⊢WEM
∨
X⊆At(φ)
χX and thus ⊢WEM φ.
Otherwise, we may fix X ⊆ At(φ) such that χX 6⊢IPC φ, so one of cases (ii) or
(iii) of the lemma holds for X and φ. If Case (ii) holds, let L be the 2-element
lattice {0,1} and v the valuation such that v(p) = 0 for p ∈ X and v(p) = 1
for p /∈ X . Then v(χX) = 1, so since χX ⊢IPC ¬ φ, also v(¬ φ) = 1 and thus
v(φ) 6= 1.
Finally, suppose that case (iii) holds for X and φ so there exists a positive
sentence φX such that
At(φX) ⊆ At(φ) \X and χX ⊢IPC φ ↔ φ
X .
(The property χX ⊢IPC ¬ ¬ φ is not needed here and was present only to carry
through the induction.) Since χX 6⊢IPC φ, also χX 6⊢IPC φ
X so in particular 6⊢IPC φ
X .
Hence, by the IPC-Completeness Theorem, there exists a finite 1-irreducible
implicative lattice L and an L-valuation v such that v(φX) 6= 1. Let L∗ = L0
be as in Lemma 14.11 and w the L∗-valuation
w(p) :=
{
0∗, for p ∈ X ;
v(p), for p /∈ X .
Then
p ∈ X =⇒ w(¬ p) = 0∗ → ∗ 0∗ = 1, and
p /∈ X =⇒ w(¬ ¬ p) = (v(p)→ ∗ 0∗)→ ∗ 0∗ = 0∗ → ∗ 0∗ = 1,
52
so w(χX) = 1. Since φ
X is positive and w(p) = v(p) for all p ∈ At(φX),
w(φX) = v(φX) 6= 1. But since χX ⊢IPC φ → φ
X , w(φ) = w(χX ∧ φ) ≤ w(φX ),
also w(φ) 6= 1.
15 Proof of Theorem I
In this section we establish that Th(Ds
◦) = WEM. For the corresponding results
for Th(Dw) and Th(Dw
◦) we refer the reader to [44].
In the preceding section, we considered embeddings of one lattice L into
another K that respected the lattice structure but generally did not respect the
implication operator (when it exists) — if both L and K are implicative, then
so is the image of L, but its implication may not be simply the restriction of
the implication of K. Here we shall be considering embeddings that do respect
implication and we introduce the notation L →֒ K to denote the existence of
such an embedding.
Lemma 15.1. For any implicative lattices L and K, if L →֒ K, then Th(K) ⊆
Th(L).
Proof. If L ≃ L′ ⊆ K, the isomorphism respects implication and the implication
of L′ agrees with that of K, then every K-valuation is an L′-valuation, so if
v(φ) = 1 for every K-valuation, then also v(φ) = 1 for every L′-valuation and
hence for every L-valuation.
The main result of this section is the
Embedding Theorem ([40, Theorem 2.6]). For every finite 0- and
1-irreducible implicative lattice L, L →֒ Ds
◦.
Proof of Theorem I (for Ds
◦). From these two results we have that for each fi-
nite 0- and 1-implicative lattice L, Th(Ds
◦) ⊆ Th(L), so by the
WEM-Completeness Theorem, Th(Ds
◦) ⊆WEM.
It will be more convenient to deal directly with Ds rather than its dual.
For dual-implicative lattices L and K, we write L
◦
→֒ K iff there is an injective
function η : L → K which respects 0, 1, ≤, ∧ , ∨ and ◦→ . Then directly from
the definitions
L
◦
→֒ K ⇐⇒ L◦ →֒ K◦ and
L is 0- and 1-irreducible and dual-implicative
⇐⇒ L◦ is 0- and 1-irreducible and implicative,
so it is equivalent to prove the
Dual Embedding Theorem. For every finite 0- and 1-irreducible
dual-implicative lattice L, L
◦
→֒ Ds.
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The key tool in establishing this is the notion of a free lattice F(P) generated
by a partial ordering P . Given L as above we shall show that there exists a
finite partial ordering P such that
L
◦
→֒ F(P)10
◦
→֒ F(DT )
1
0
◦
→֒ Ds.
Here DT is considered just as a partial ordering ignoring its join operation.
Definition 15.2. For any partial ordering P = (P,≤P ), the free lattice F(P)
is defined as follows. For S, T ∈ ℘−ω℘
−
ω (P ) [finite non-empty sets of finite non-
empty subsets of P ], set
S ≤ T :⇐⇒ (∀A ∈ S)(∃B ∈ T ) {A} ≤ {B}
where {A} ≤ {B} :⇐⇒ (∀b ∈ B)(∃a ∈ A) a ≤P b;
S ≡ T :⇐⇒ S ≤ T and T ≤ S;
[[S ]] := { T : S ≡ T }.
The elements of F(P) are all [[S ]] with the inherited partial ordering
[[S ]] ≤ [[T ]] ⇐⇒ S ≤ T .
We define the lattice operations by:
S ∨ T := S ∪ T ;
S ∧ T := {A ∪B : A ∈ S and B ∈ T };
S ◦→ T := {B ∈ T : {B} 6≤ S }.
Then, with the justification below, for each of these operations
[[S ]] ∗ [[ T ]] := [[S ∗ T ]] .
Remark 15.3. Intuitively, {A} represents
∧
A and S represents
∨
A∈S
∧
A.
a 7→ [[ {{a}} ]] is an order-preserving embedding P → F(P). Many simple
properties of F(P) that we shall use without explicit mention stem naturally
from this intuition (or directly from the definition) — for example,
A ⊆ B =⇒ {B} ≤ {A};
S ⊆ T =⇒ S ≤ T ;
a, b ∈ A and a <P b =⇒ {A} ≡ {A \ {b}};
A,B ∈ S and A ⊆ B =⇒ S ≡ S \ {B}.
Lemma 15.4. For any finite partial order P, F(P) is a dual-implicative lattice.
Proof. This is just a (somewhat tedious) verification that things work as ex-
pected and we will write out only a few cases.
S ≤ S ′ and T ≤ T ′ =⇒ S ∧ T ≤ S ′ ∧ T ′
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because if for each A ∈ S there is A′ ∈ S ′ such that {A} ≤ {A′} and similarly
for B,B′ ∈ T , T ′, then for a typical A ∪B ∈ S ∧ S ′, {A ∪B} ≤ {A′ ∪B′}.
For any X ∈ ℘−ω℘
−
ω (P ),
T ≤ S ∨ X ⇐⇒ (∀B ∈ T )
[
(∃A ∈ S){B} ≤ {A} or (∃A ∈ X ){B} ≤ {A}
]
⇐⇒ (∀B ∈ T )
[
{B} 6≤ S =⇒ {B} ≤ X
]
⇐⇒ (∀B ∈ T )
[
B ∈ S ◦→ T =⇒ {B} ≤ X
]
⇐⇒ S ◦→ T ≤ X .
Since P is assumed finite, we have also least and greatest elements
0 =
{
{P }
}
and 1 =
{
{a} : a ∈ P
}
.
The following lemma is a somewhat messy technical tool needed in the proof
that every finite dual-implicative lattice can be embedded in some F(P)
Lemma 15.5. For any finite partial orderings Q = (Q,≤Q) and R = (R,≤R),
there exists a finite partial ordering P = (P,≤P ) such that
F(Q)× F(R)
◦
→֒ F(P).
Proof. Note first that as usual we endow the cartesian product with dual-
implicative lattice structure by defining everything component-wise. We set
P := ({0} ×Q) ∪ ({1} ×R);
(i, a) ≤P (j, c) :⇐⇒ (i = j = 0 and a ≤Q c) or (i = j = 1 and a ≤R c);
η(S,U) :=
{
A0 : A ∈ S
}
∪
{
C1 : C ∈ U
}
,
where
A0 := ({0} ×A) ∪ ({1} ×R) and C1 := ({0} ×Q) ∪ ({1} × C).
We aim to show that η is well-defined on equivalence classes and determines a
dual-implicative embedding of F(Q)× F(R) into F(P). The idea is that among
the many copies of Q in F(P) — for example, q 7→
{
{(0, q)} ∪ ({1} × C)
}
for
any C ⊆ R—we choose the one with C = R and analogously for R. This choice
ensures the following facts for all A,B ∈ ℘−ω (Q), C,D ∈ ℘
−
ω (R), T ∈ ℘
−
ω℘
−
ω (Q)
and V ∈ ℘−ω℘
−
ω (R). {
A0
}
≤
{
B0
}
⇐⇒ {A} ≤ {B}(1) {
C1
}
≤
{
D1
}
⇐⇒ {C } ≤ {D}{
A0
}
≤
{
C1
}
⇐⇒ {A} ≡ {Q}(2) {
C1
}
≤
{
A0
}
⇐⇒ {C } ≡ {R}{
A0
}
≤ η(T ,V) ⇐⇒ {A} ≤ T(3) {
C1
}
≤ η(T ,V) ⇐⇒ {C } ≤ V
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(1) and (2) are immediate from the definitions — note that always {Q} ≤ {A}
and {R} ≤ {C }. For (3),{
A0
}
≤ η(T ,V) ⇐⇒ (∃B ∈ T )
{
A0
}
≤
{
B0
}
or (∃D ∈ V)
{
A0
}
≤
{
D1
}
⇐⇒ (∃B ∈ T ){A} ≤ {B} or {A} ≡ {Q}
⇐⇒ {A} ≤ T ,
since for all B ∈ T , {Q} ≤ {B}. The second clause of (3) is similar.
Next we have
η(S,U) ≤ η(T ,V) ⇐⇒ (∀A ∈ S)
{
A0
}
≤ η(T ,V)
and (∀C ∈ U)
{
C1
}
≤ η(T ,V)
⇐⇒ (∀A ∈ S){A} ≤ T and (∀C ∈ U){C } ≤ V
⇐⇒ S ≤ T and U ≤ V .
It follows that η defines an injective and order-preserving map F(Q)×F(R) into
F(P):
η
(
[[S ]] , [[U ]]
)
:= [[ η(S,U) ]] .
That this is a dual-implicative embedding now follows by the following straight-
forward calculations.
η(S,U) ∨ η(T ,V) =
{
A0 : A ∈ S ∪ T
}
∪
{
C1 : C ∈ U ∪ V
}
= η(S ∨ T ,U ∨ V)
= η
(
(S,U) ∨ (T ,V)
)
.
η(S,U) ∧ η(T ,V) =
{
A0 ∪B0 : A ∈ S and B ∈ T
}
∪
{
A0 ∪D1 : A ∈ S and D ∈ V
}
∪
{
B0 ∪C1 : B ∈ T and C ∈ U
}
∪
{
C1 ∪D1 : C ∈ U and D ∈ V
}
.
Since A,B ⊆ Q and C,D ⊆ R,
A0 ∪D1 = B0 ∪ C1 = Q0 ∪R1
and
A0 ∪B0, C1 ∪D1 ⊆ Q0 ∪R1,
so
η(S,U) ∧ η(T ,V) =
{
E0 : E ∈ S ∧ U
}
∪
{
F 1 : F ∈ T ∧ V
}
= η(S ∧ U , T ∧ V)
= η
(
(S, T ) ∧ (U ,V)
)
,
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and
η(S,U) ◦→ η(T ,V) =
{
B0 : B ∈ T and
{
B0
}
6≤ η(S,U)
}
∪
{
D1 : D ∈ V and
{
D1
}
6≤ η(S,U)
}
=
{
B0 : B ∈ T and {B} 6≤ S
}
∪
{
D1 : D ∈ V and {D} 6≤ U
}
=
{
B0 : B ∈ S ◦→ T
}
∪
{
D1 : D ∈ U ◦→ V
}
= η(S ◦→ T ,U ◦→ V)
= η
(
(S,U) ◦→ (T ,V)
)
.
Finally we have
η
(
0F(Q)×F(R)
)
≡ η
(
{Q}, {R}
)
=
{
Q0, R1
}
= {P } ≡ 0F(P),
and
η
(
1F(Q)×F(R)
)
= η
(
{ {b} : b ∈ Q }, { {c} : c ∈ R }
)
= { {(0, b)} : b ∈ Q } ∪ ({1} ×R)
∪ ({0} ×Q) ∪ { {(1, c)} : c ∈ R }
≡ { {(0, b)} : b ∈ Q } ∪ { {(1, c)} : c ∈ R } ≡ 1F(P).
Proposition 15.6. For any finite dual-implicative lattice L there exists a finite
partial ordering P such that L
◦
→֒ F(P).
Proof. We proceed by induction on the size |L| of L. The smallest dual-
implicative lattice is the two-element lattice 2; easily 2
◦
→֒ F(2). For |L| > 2,
suppose first that L is 0-irreducible and set
0′ :=
∧
L \ {0}.
Then 0 < 0′ and 0′ is the immediate successor of 0, so L ≃ L[0′,1]0 (Definition
5.9). By the induction hypothesis, there exists a finite partial ordering Q such
that L[0′,1]
◦
→֒ F(Q) and it is straightforward to verify that L
◦
→֒ F(Q0), where
Q0 is Q enriched with a new least element.
Otherwise, L is not 0-irreducible so there exist d, e > 0 in L such that
d ∧ e = 0. We shall show that in this case
L
◦
→֒ L[d,1]× L[e,1]
◦
→֒ F(Q)× F(R)
◦
→֒ F(P)
for finite partial orderings Q and R from the induction hypothesis and P from
Lemma 15.5. Define η : L→ L[d,1]× L[e,1] by
η(a) := (a ∨ d, a ∨ e).
Obviously
a ≤ b =⇒ a ∨ d ≤ b ∨ d and a ∨ e ≤ b ∨ e =⇒ η(a) ≤ η(b),
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but also
η(a) ≤ η(b) =⇒ a ∨ d ≤ b ∨ d and a ∨ e ≤ b ∨ e
=⇒ (a ∨ d) ∧ (a ∨ e) ≤ (b ∨ d) ∧ (b ∨ e)
=⇒ a = a ∨ 0 = a ∨ (d ∧ e) ≤ b ∨ (d ∧ e) = b ∨ 0 = b,
so η is an order-preserving injection. To complete the proof we verify that η
respects 0, 1, ∨ , ∧ and ◦→ . Clearly
η(0) = (d, e) = 0L[d,1]×L[e,1];
η(1) = (1,1) = 1L[d,1]×L[e,1].
For a, b ∈ L,
η(a ∨ b) =
(
(a ∨ b) ∨ d, (a ∨ b) ∨ e
)
=
(
(a ∨ d) ∨ (b ∨ d), (a ∨ e) ∨ (b ∨ e)
)
= η(a) ∨ η(b);
η(a ∧ b) =
(
(a ∧ b) ∨ d, (a ∧ b) ∨ e
)
=
(
(a ∨ d) ∧ (b ∨ d), (a ∨ e) ∧ (b ∨ e)
)
= η(a) ∧ η(b).
Towards ◦→ , note first that for any x,
b ≤ a ∨ x =⇒ b ∨ d ≤ a ∨ d ∨ x =⇒ b ≤ a ∨ (x ∨ d)
or equivalently
x ≥ (a ◦→ b) =⇒ x ≥ (a ∨ d ◦→ b ∨ d) =⇒ (x ∨ d) ≥ (a ◦→ b).
From these we conclude
(a ∨ d ◦→ b ∨ d) ≤ (a ◦→ b) ≤ (a ∨ d ◦→ b ∨ d) ∨ d
so
(a ◦→ b) ∨ d = (a ∨ d ◦→ b ∨ d) ∨ d.
Then using also the corresponding equation for e,
η(a) ◦→ η(b) =
(
(a ∨ d) ◦→ d (b ∨ d), (a ∨ e)
◦→ e (b ∨ e)
)
=
(
(a ∨ d ◦→ b ∨ d) ∨ d, (a ∨ e ◦→ b ∨ e) ∨ e
)
=
(
(a ◦→ b) ∨ d, (a ◦→ b) ∨ e
)
= η(a ◦→ b).
Corollary 15.7. For every finite 0- and 1-irreducible dual-implicative lattice
L, there exists a finite partial ordering P such that L
◦
→֒ F(P)10.
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Proof. If L has two or three elements, the result is clear. If L has at least four
elements, let
0′ :=
∧
L \ {0} and 1′ :=
∨
L \ {1}.
Then L ≃ L[0′,1′]10. By the proposition there exists a finite partial ordering P
such that L[0′,1′]
◦
→֒ F(P) so easily L
◦
→֒ F(P)10.
The partial ordering DT plays a role here via the following well-known
Proposition 15.8. Every finite partial ordering is embeddable in DT .
For a proof of this and much more — that every countable partial ordering
is embeddable in the r.e. Turing degrees PT — see, for example, [16, Theorem
8.2.17] or [38, Exercise VII.2.2].
Corollary 15.9. For every finite 0- and 1-irreducible dual-implicative lattice
L, L
◦
→֒ F(DT )10.
To complete the proof of the Embedding Theorem and Theorem I, it remains
to establish
Proposition 15.10. F(DT )
1
0
◦
→֒ Ds.
Proof. For a ∈ DT set
[a] := {h ∈ ωω : dgT (h) 6≤T a } and [[ a ]] := dgs([a]).
Then for A ∈ ℘−ω (DT ) and S ∈ ℘
−
ω℘
−
ω (DT ) set
η({A}) :=
∧
a∈A
[[ a ]] and η(S) :=
∨
A∈S
η
(
{A}
)
,
where these meets and joins are, of course, in Ds. Once we verify below that
η(S) ≤s η(T ) ⇐⇒ S ≤ T ,
we can extend η to our final mapping F(DT )
1
0 → Ds by
η
(
[[S ]]
)
:= η(S), η(0∗) := dgs({∅}), and η(1
∗) := dgs(∅).
Before starting to establish that η is a dual-implicative embedding,we note some
properties of the sets [a] and the strong degrees [[ a ]]: for all a ∈ DT ,
(1) a ≤T b ⇐⇒ [[ a ]] ≤s [[b ]];
(2) [a] is homogeneous: (∀σ ∈ <ωω) ∀h
(
h ∈ [a] =⇒ σ⌢h ∈ [a]
)
;
(3) [[ a ]] is meet-irreducible;
(4) [[ a ]] is join-irreducible.
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For (1), a ≤T b ⇐⇒ [b] ⊆ [a] =⇒ [a] ≤s [b]. Conversely, for a recursive
functional Φ, Φ(h) ≤T h, so
Φ : [b]→ [a] =⇒ (∀h ∈ [b]) Φ(h) 6≤T a
=⇒ (∀h ∈ [b]) h 6≤T a
=⇒ [b] ⊆ [a] =⇒ a ≤T b,
so also [a] ≤s [b] =⇒ a ≤T b. (2) is immediate, since h ≡T σ⌢h. For (3),
suppose that for some P,Q ⊆ ωω, P ∧ Q ≤s [a], say
Φ : [a]→ ((0)⌢P ) ∪ ((1)⌢Q).
Then if P 6≤s [a], some element of [a] is mapped into (1)⌢Q so for some finite
sequence σ, Φ(σ)(0) = 1, and thus by homogeneity,
Q ≤s {h ∈ [a] : σ ⊆ h } ≡s [a].
For (4), for any a ∈ DT , let ga be a function with dgT (ga) = a. Then [a] 6≤s {ga},
since for any recursive functional Φ, Φ(ga) ≤T ga and thus Φ(ga) /∈ [a]. But
[a] 6≤s P =⇒ P 6⊆ [a] =⇒ (∃f ∈ P ) dgT (f) ≤T a =⇒ P ≤s {ga},
so
P,Q <s [a] =⇒ P ∨ Q ≤s [a] ∧ {ga} <s [a].
We establish next a rather special instance of join-irreducibility:
(5) For any A ∈ ℘−ω (DT ), T ∈ ℘
−
ω℘
−
ω (DT ) and X ⊆
ωω,
η
(
{A}
)
≤s η(T ) ∨ dgs(X) =⇒ η({A}) ≤s η(T ) or η({A}) ≤s dgs(X).
Since η(T ) =
∨
B∈T
∧
b∈B
[[b ]], by distributivity also
η(T ) =
∧
F∈
∏
T
∨
B∈T
[[F (B) ]] .
Assume the hypothesis of (5) and that η({A}) 6≤s η(T ). Then for some F ∈∏
T , η({A}) 6≤s
∨
B∈T
[[F (B) ]]. Set
Y :=
⊕
B∈T
[F (B)] so η({A}) 6≤s dgs(Y ),
and in particular, for each a ∈ A, [a] 6≤s Y . But by hypothesis,
η({A}) ≤s dgs(X) ∨ dgs(Y ),
so there exists a recursive functional
Φ : X ∨ Y →
⋃
a∈A
(ia)
⌢[a].
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For f ∈ X set (
i(f), σ(f)
)
:= least (i, σ) [Φ(f ⊕ σ) ≃ i],
and for a ∈ A,
Xa := { f ∈ X : i(f) = ia };
Φa(f ⊕ g)(x) := Φ
(
f ⊕ σ(f)⌢g
)
(x + 1).
Since by (2) Y is homogeneous,
Φa : Xa ∨ Y → [a] so [a] ≤s Xa ∨ Y.
But we showed above that [a] 6≤s Y and by (4) [a] is join-irreducible, so [a] ≤s Xa
and hence
η({A}) ≤s
∧
a∈A
dgs(Xa) ≤s dgs(X),
since Ψ(f) :=
(
i(f)
)⌢
f witnesses that
∧
a∈A
Xa ≤s X . This completes the
proof of (5).
Now we have
η
(
{A}
)
≤s η
(
{B}
)
⇐⇒
∧
a∈A
[[ a ]] ≤s
∧
b∈B
[[b ]]
⇐⇒ (∀b ∈ B)
(∧
a∈A
[[ a ]]
)
≤s [[b ]]
⇐⇒ (∀b ∈ B)(∃a ∈ A) [[a ]] ≤s [[b ]] by (3)
⇐⇒ (∀b ∈ B)(∃a ∈ A) a ≤T b by (1)
⇐⇒ {A} ≤ {B}
and
η(S) ≤s η(T ) ⇐⇒
∨
A∈S
η
(
{A}
)
≤s η(T )
⇐⇒ (∀A ∈ S) η
(
{A}
)
≤s η(T )
⇐⇒ (∀A ∈ S)(∃B ∈ T ) η
(
{A}
)
≤s η
(
{B}
)
by (5) iterated
⇐⇒ S ≤ T .
It follows as usual that η is well-defined, injective and order-preserving on F(DT ).
To verify that η respects ∨ and ∧ is straightforward and left to the reader, and
we turn to ◦→ . We need to show that for all S and T ,
η(S) ◦→ η(T ) = η(S ◦→ T ),
or equivalently, by the definition of ◦→ , for all X ,
η(T ) ≤s η(S) ∨ dgs(X) ⇐⇒ η(S
◦→ T ) ≤s dgs(X).
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Now by the definition of ◦→ in F(DT ),
η(S ◦→ T ) = η
(
{B ∈ T : {B} 6≤s S }
)
=
∨ {
η
(
{B}
)
: B ∈ T and {B} 6≤ S
}
=
∨ {
η
(
{B}
)
: B ∈ T and η
(
{B}
)
6≤s η(S)
}
by (1).
Hence it will suffice to show that for all X ,
η(T ) ≤s η(S) ∨ dgs(X)
⇐⇒ (∀B ∈ T )
[
η
(
{B}
)
≤s η(S) or η
(
{B}
)
≤s dgs(X)
]
.
The implication (⇐=) is immediate from the definition and (=⇒) follows directly
from (5).
16 Proof of Theorem K
The proof will require a substantial number of lemmas; the first is immediate
from the definitions.
Lemma 16.1. For any A ⊆ ω and any A-full set P , P ∈ Σ02[A] and µ(P ) = 1.
Lemma 16.2. Rn is 0
(n−1)
T -full; hence Rn ∈ Σ
0
n+1 and µ(Rn) = 1.
Proof. We give the proof for n = 1 — for the general case just relativize the
proof to 0
(n−1)
T . As in the discussion preceding Proposition 7.7, fix effective
enumerations 〈Ta : a ∈ ω 〉 of all Π01 trees and 〈Ta,s : a ∈ ω 〉 of their recursive
approximations. Set
Ua,s :=
{
σ ∈ <ω2 :
(
{a}(a) ↓ and µ([T{a}(a),s]) ≥ 1− 2
−a
)
=⇒ σ ∈ T{a}(a),s
}
and Q∗a :=
⋂
s∈ω[Ua,s], so Q
∗
a ∈ Π
0
1, µ(Q
∗
a) ≥ 1− 2
−a and(
{a}(a) ↓ and µ([T{a}(a)]) ≥ 1− 2
−a
)
=⇒ Q∗a = [T{a}(a)].
Finally, set
Qn :=
⋂
a>n
Q∗a and Q :=
⋃
n∈ω
Qn.
Easily Q is recursively full so R1 ⊆ Q. But also Q ⊆ R1: if f /∈ R1 there exists
a recursively full set P =
⋃
n∈ω Pn such that f /∈ P . For each n, choose an > n
so that for all k, Pk = [T{an}(k)]; in particular, since µ(Pan) ≥ 1− 2
−an ,
Pan = [T{an}(an)] = Q
∗
an
⊇ Qn.
Hence for each n, f /∈ Qn and thus f /∈ Q. The other clauses follow from the
preceding lemma.
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Definition 16.3. P ⊆ ωk is k-separating iff there exist r.e. sets
A0, . . . , Ak−1 ⊆ ω such that
P =
{
f ∈ ωk : (∀n ∈ ω)n /∈ Af(n)
}
.
Note that ordinary separating sets
Sep(A0, A1) = {C : A0 ⊆ C and C ∩ A1 = ∅ },
in particular DNR2, are 2-separating, and any k-separating set is Π
0
1.
Lemma 16.4 ([34, Theorem 7.5]). For any k-separating set P and any Π01 set
Q of positive measure,
P ≤w Q =⇒ P has a recursive element.
Hence for the corresponding weak degrees, if p ≤w q then p = 0w and in partic-
ular 1w 6≤ q.
Proof. Assume that P =
{
f ∈ ωk : (∀n ∈ ω)n /∈ Af(n)
}
≤w Q and Q is of
positive measure, and for each index a, set
Qa := { g ∈ Q : {a}
g ∈ P }.
Then Q =
⋃
a∈ω Qa, P ≤s Qa, and by countable additivity of measure, for some
a, µ(Qa) > 0. Hence we may from the beginning assume that P ≤s Q and fix a
recursive functional Φ : Q→ P ; by Proposition 7.3 we may also assume that Φ
is total.
By standard arguments of measure theory there exist an open set V ⊇ Q
and a clopen set U ⊆ V such that
µ(V \Q) <
µ(Q)
k + 1
and µ(V \ U) <
µ(Q)
k + 1
.
Then
µ(U \Q) ≤ µ(V \Q) <
µ(Q)
k + 1
and µ(Q \ U) ≤ µ(V \ U) <
µ(Q)
k + 1
,
whence
k · µ(Q)
k + 1
< µ(Q ∩ U) ≤ µ(U)
so
µ(U \Q) <
(k + 1)µ(U)
k · (k + 1)
=
µ(U)
k
.
Set Uni := { f ∈ U : Φ(f)(n) = i }. For each n there exists i < k such that
µ(Uni ) ≥
µ(U)
k
and for any such i, Uni 6⊆ U \Q so there exists f ∈ U
n
i ∩Q, and
since Φ(f) ∈ P , n /∈ Ai. Hence
g(n) := least i
[
µ(Uni ) ≥
µ(U)
k
]
is a recursive element of P .
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Lemma 16.5. d, r1 and r
∗
2 ∈ Pw and 0w < r1 ≤ r
∗
2 < 1w
Proof. By Lemma 9.1, d∗ := d ∧ 1w ∈ Pw, and by Lemma 16.2,
DNR2 ⊆ DNR =⇒ d ≤ 1w =⇒ d
∗ = d.
Similarly r∗1 ∈ Pw, but R1 is a union of non-empty Π
0
1 sets and for any one S of
these,
r1 ≤ dgw(S) ≤ 1w so r
∗
1 = r1.
R2 ∈ Σ03, so again by Lemma 9.1, r
∗
2 ∈ Pw. The ordering relationships are
immediate from Lemmas 16.2 and 16.4.
Lemma 16.6. For any P ∈ Π01, if µ(P ) = 0, then
ω2 \ P is recursively full so
P ∩ R1 = ∅.
Proof. If P = [T ], set Ps := [Ta,s] so P =
⋂
s∈ω Ps, an intersection of clopen
sets. If µ(P ) = 0, then lims→∞ µ(Ps) = 0 so if
h(n) := least s
[
µ(Ps) < 2
−n
]
,
ω2 \ P =
⋃
n∈ω(
ω2 \ Ph(n)) is recursively full and hence R1 ⊆
ω2 \ P .
Lemma 16.7 ([34, Theorem 4.19]). For every ∅ 6= P ⊆ ω2, if P ∈ Σ02, then P
has an almost recursive element.
Proof. Since Σ02 sets are unions of Π
0
1 sets this is immediate from Proposition
7.12 (ii).
Lemma 16.8 ([9, Remark 2.8]). For every almost recursive function g, g /∈ R2.
Proof. We construct an 0′T -full set P such that
g ∈ P =⇒ (∃f ≤T g) f is not recursively bounded.
For each n and a, set kan := 2
a+n+1 and partition ω2 into kan-many pairwise
disjoint clopen sets Qan,0, . . . , Q
a
n,kan−1
each of measure 1/kan. Fix n and suppress
it in subscripts. For i < ka − 1 set
sa0 := a and s
a
i+1 :≃ least s > s
a
i [{a}s(s
a
i ) ↓] .
The relation
sai ≃ m ⇐⇒ (∀j < i) s
a
j ≃ least s < m
[
{a}s(s
a
j ) ↓
]
is recursive, hence the functional Φ defined by
Φ(g)(m) :≃ max
{
{a}(m) + 1 : a ≤ m and (∃i < m)
[
g ∈ Qai and s
a
i ≃ m
] }
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with the usual convention that max ∅ ≃ 0 is partial recursive. Set
ja :≃ largest i [sai ↓] and m
a :≃ saja .
Then Φ(g)(m) ↓ unless for some a, m ≃ ma and g ∈ Qaja . Hence, setting
Pn := { g : Φ(g) is total },
we have Pn ∈ Π01[0
′
T ] because
Pn =
{
g : ∀a∀i
[
g ∈ Qai and
(
sai ↓=⇒ s
a
i+1 ↓
)] }
,
and Pn has measure at least 1− 2−n because
µ
(
ωω \ Pn
)
≤ µ
(⋃
a∈ω
Qaja
)
≤
∑
a∈ω
1
ka
=
1
2n
.
Furthermore, if g ∈ Pn and {a} is total, then for the unique i such that g ∈ Q
a
i ,
Φ(g)(sai ) > {a}(s
a
i ),
so Φ(g) is not recursively bounded. Hence P :=
⋃
n∈ω Pn is the desired 0
′
T -full
set.
Lemma 16.9. r1 < r
∗
2.
Proof. By Lemma 16.7, R1 has an almost recursive element g.
If r∗2 ≤ dgw({g}), then since {g} is a singleton, either
r2 ≤ dgw({g}) or 1w ≤ dgw({g}).
The first alternative is impossible by Lemma 16.8 (ii). If the second holds,
then by Lemma 16.8 (i) there exists a total Φ : {g} → DNR2, so DNR2 ≤w
Φ−1(DNR2), which is a Π
0
1 class containing g, hence of positive measure by
Lemma 16.6, contrary to Lemma 16.4.
Lemma 16.10. 0w < d < r1.
Proof. 0w < d since obviously DNR has no recursive elements. That r1 6≤ d
follows from [24]: there exists f ∈ DNR such that dgT (f) is minimal, together
with the easy observation that for f ∈ R1, dgT (f) is not minimal because
0T < dgT (f
odd), dgT (f
even) < dgT (f).
To show that d ≤ r1, we show as follows that
A ∈ R1 =⇒ (∃g ≤T A) g ∈ DNR.
Set Wx ⊆k A iff |Wx| > k and the first k numbers enumerated into Wx are in
A, and Px,k := {A :Wx 6⊆k A }. Easily µ(Px,k) ≥ 1 − 2−k. With notation as
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in the proof of Lemma 16.2, choose ax,n > n such that ∀k
(
Px,k = [T{ax,n}(k)]
)
.
Then
Px,ax,n = [T{ax,n}(ax,n)] = Q
∗
ax,n
⊇ Qn,
so
A ∈ Qn and Wx ⊆ A =⇒ |Wx| < ax,n.
For a (necessarily) infinite set A ∈ R1, choose n¯ and h such that
A ∈ Qn¯ and h(x) := ax,n¯.
There exists g ≤T A such that
Wg(b) =
{
the first h({b}(b)) elements of A, if {b}(b) ↓;
∅, otherwise.
Then g ∈ DNR, since if g(b) = {b}(b), W{b}(b) =Wg(b) ⊆ A so
|Wg(b)| = h(g(b)) by definition of g, but
|Wg(b)| < h(g(b)) by definition of h,
a contradiction.
Lemma 16.11. For any set P ∈ Π01, if µ(P ) > 0, then there exists a recursively
full set Q such that P ≡w Q.
Proof. Set f (k)(n) := f(k + n) and
P ∗ :=
{
f : (∃k ∈ ω) f (k) ∈ P
}
.
Clearly P ⊆ P ∗ and P ≡w P ∗ so it suffices to construct a recursively full set Q
with P ⊆ Q ⊆ P ∗. For trees T and U , set
U + T := U ∪ { τ⌢(i)⌢σ : τ ∈ U and τ⌢(i) /∈ U and σ ∈ T };
U + T has a copy of T attached to each leaf of U . Easily
1− µ([U + T ]) = (1− µ([U ]))(1 − µ([T ])).
Choose U0 such that P = [U0], and for each n set
Un+1 := Un + U0 and Qn := [Un],
so
Q0 ⊆ Q1 ⊆ · · · and 1− µ(Qn) = (1− µ(P ))
n.
Since µ(P ) > 0, there exists ℓ ∈ ω such that (1− µ(P ))ℓ ≤ 1/2, so for each n,
1− µ(Qℓn) ≤ 2
−n and Q :=
⋃
n∈ω
Qn =
⋃
n∈ω
Qℓn
is recursively full. Obviously P ⊆ Q, and Q ⊆ P ∗ since each f ∈ Q is of the
form σ⌢g for g ∈ P , so f (|σ|) ∈ P and hence f ∈ P ∗.
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Proposition 16.12. r1 is the largest element of Pw that contains a Π
0
1 set of
positive measure.
Proof. Since R1 is of measure 1 and the union of Π
0
1 sets, at least one of these
P is of positive measure. P ≤w R1 by the preceding lemma and R1 ≤w P , since
P ⊆ R1. For any other q ∈ Pw, q ≤ r1 also by the preceding lemma.
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