Análisis del impacto del lead time en los costos totales y el nivel de servicio para una cadena de suministro con diferentes estructuras de productos y horizonte rodante de planificación by Porto Merlano, Rafael & Coronado-Hernandez, Jairo R.
 16th LACCEI International Multi-Conference for Engineering, Education, and Technology: “Innovation in Education and 
Inclusion”, 19-21 July 2018, Lima, Peru. 1 
Analysis Of The Impact Of Lead Time On The Total 
Costs And The Level Of Service For A Supply Chain 
With Different Product Structures And Rolling 
Planning Horizon. 
 
Rafael Merlano Porto1, Jairo Coronado Hernández 2  
1 Corporación Universitaria Del Caribe Cecar, Colombia, rafael.merlano@cecar.edu.co  
2 Universidad de la Costa, Colombia, jcoronad18@cuc.edu.co 
 
Abstract– The main objective of the research is to evaluate the 
impact of lead time on the system of costs and performance of the 
service level, for multi-level CSM. The production system is 
planned and optimized on the rolling horizon, using the GMOP 
mathematical model, based on the concept of Stroke and Skus. 
With the results of the simulation, an analysis of variance is 
carried out, and interaction of the input factors on the response 
variables of the system. 
Keywords-  Master Production Programming., Stroke and 
Skus., Lead Time., Product Structure., Material's list., Rolling 
Horizon, Freezing Period. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Digital Object Identifier (DOI):http://dx.doi.org/10.18687/LACCEI2018.1.1.45 
ISBN: 978-0-9993443-1-6 
ISSN: 2414-6390 
 
16th LACCEI International Multi-Conference for Engineering, Education, and Technology: “Innovation in Education and 
Inclusion”, 19-21 July 2018, Lima, United States. 1 
ANÁLISIS DEL IMPACTO DEL LEAD TIME EN LOS COSTOS TOTALES 
Y EL NIVEL DE SERVICIO PARA UNA CADENA DE SUMINISTRO CON 
DIFERENTES ESTRUCTURAS DE PRODUCTOS Y HORIZONTE 
RODANTE DE PLANIFICACIÓN. 
Rafael Merlano Porto1, Jairo Coronado Hernández 2 
1 Corporación Universitaria Del Caribe Cecar, Colombia, rafael.merlano@cecar.edu.co  
2 Universidad de la Costa, Colombia, jcoronad18@cuc.edu.co 
Abstract– El principal objetivo de la investigación es 
analizar y evaluar el impacto o efectos que tienen el lead 
time por parte de los proveedores o eslabón primario sobre 
el sistema de costos y el desempeño del nivel de servicio, para 
una cadena de suministro de tipo multinivel. El sistema de 
producción, representado por el segundo eslabón de la 
cadena, se planifica y se programa mediante un horizonte 
rodante, el cual se optimiza para cada periodo, teniendo en 
cuenta los periodos de replanificación y los periodos de 
congelamiento. Se consideran también en esta etapa, los 
niveles de inventario, las recepciones programadas, y la 
limitación de los recursos.   A través del modelo matemático 
GMOP (Generic Materials & Operations Planning), se 
optimiza el plan de requerimientos de materiales, basándose 
en el concepto de Stroke y Skus, y otro factor, entre ellos; los 
tiempos de entrega y las variantes en las estructuras de 
ensamble de los productos. El tercer eslabón de la cadena 
está condicionada por la heterogeneidad de la demanda, 
basada en el índice de Gini y un coeficiente de variación que 
simula un entorno con incertidumbre. Con los resultados de 
la simulación, se efectúa un análisis de varianza, con el 
propósito de evaluar el comportamiento, e interacción de los 
factores de entrada sobre el comportamiento de los costos 
totales y el efecto bullwhip, medido a través del nivel de 
servicio del sistema. 
Keywords: Programación Maestra de Producción; Stroke y 
Skus; Lead Time, Estructura de Productos; Lista de 
Materiales; Horizonte Rodante, Periodo de Congelamiento. 
I.  INTRODUCCIÓN 
La cadena de suministro se compone de todas las etapas en el 
cumplimiento de una solicitud del cliente (Chopra y Meindl, 
2006). Uno de los intereses de los directivos, es la eliminación 
de los residuos en toda la cadena de abastecimiento.  
Para las empresas, no es suficiente la integración de los 
procesos internos, se hace necesario que el concepto de 
integración pase las fronteras empresariales (Whicker, 
Bernon, Templar, y Mena, 2006), con el propósito de 
fortalecer las relaciones con proveedores y clientes, y de esta 
forma aumentar la ventaja competitiva. Sin embargo, esta 
integración se ve afectada por factores y variables que inciden 
en el comportamiento de todo el sistema. 
Entre los factores más relevantes se encuentran, la gestión y 
mantenimiento de los niveles de inventario (Bjork & 
Carlsson, 2007), las cantidades óptimas de pedido de 
materiales (Glock, 2012), las relaciones de comunicación y 
cooperación entre los agentes, la incertidumbre de la demanda 
y la complejidad del sistema entre otros, con el fin de articular 
cada uno de esos eslabones. Y un factor que por su 
importancia ha sido objeto de estudio en los últimos años, está 
relacionado con los tiempos de entrega o LEAD TIME a nivel 
de proveedores y nivel operativo (De Treville, Shapiro & 
Hameri, 2002). El cual puede tener un impacto positivo o 
negativo por su inestabilidad o variabilidad. (Kamal & Hafar, 
2010). 
En el presente estudio, se hace énfasis principalmente en 
analizar y estudiar el impacto y la relación entre el Lead Time 
(LT)   y  los  costos totales generados por la cadena de 
abastecimiento,  y  de la cual se conoce poco de esta relación 
(Whicker, et al., 2006), se suma además la incidencia que 
pueden tener los tiempos de entrega en el  nivel de servicio o 
inestabilidad en el cumplimiento dela demanda, , debido al 
efecto bullwhip que se genera en la cadena de suministro (Li, 
Y., Xu, X., & Ye , F. 2011). 
Debido a la variabilidad de los tiempos de entrega por parte 
de los proveedores, es importante preguntarnos por el efecto 
o impacto que el Lead Time tiene en el sistema de costos
totales y en el nivel de servicio de la cadena, cuando se trabaja 
en un horizonte rodante y cada ciclo de planificación debe ser 
ajustado y optimizado acorde a la naturaleza variable de la 
demanda. (Weng, 1996). 
II. ESTADO DEL ARTE
Dado que cada producto debe pasar por varias etapas hasta 
estar disponible para el consumidor final, una de las tareas de 
los directivos es la eliminación del desperdicio a lo largo de 
la cadena; por lo tanto, se hace necesario el uso de 
herramientas que apoyen la toma de decisiones y contribuyan 
con ese objetivo. Es así que investigadores como (Kamal & 
Hafar, 2010) plantean que esta eliminación es cada vez más 
compleja. Además, sostiene que uno de los factores más 
relevantes en las cadenas de suministro (Supply Chain), es el 
Lead Time. Este factor es uno de los principales elementos 
que afectan el desempeño y la competitividad de la cadena de 
abastecimiento, y hace que el proceso de gestión y 
coordinación de la Supply Chain (SC), sea más complejo. De 
acuerdo a la investigación desarrollada por Kamal & Hafar 
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(2010), establece que el Tiempo de Entrega (LT) se convierte 
en un factor que no se puede separar al momento de gestionar 
la Supply Chain (SC). Li, C. y Liu, S. (2012) con el fin de 
mejorar la gestión de la cadena de suministro, propone un 
modelo de optimización robusta para   reducir el “efecto 
látigo”, en sectores que presentan incertidumbre. Kim, 
Harrison, & Hayya, 2006., aclaran que el tiempo de entrega 
ya sea de forma determinista o estocástica, es uno de los 
factores que exacerban el efecto bullwhip inflando la varianza 
de la demanda en los niveles aguas arriba de la cadena.  
Sin embargo, Lee, Klassen, Furlan, & Vinelli (2014), 
sostienen que el efecto látigo durante mucho tiempo ha sido 
reconocido como uno de los factores críticos que afecta la SC, 
más específicamente amplificando la variabilidad de la 
demanda a través de los diferentes eslabones de la cadena 
aguas arriba. De Treville, Shapiro & Hameri, 2002 establecen 
que “Para mejorar el rendimiento de la demanda en la cadena 
de suministro, es mejor para las partes, concentrarse primero 
en la reducción del tiempo de espera, en lugar de concentrarse 
en mejorar la transferencia de información de la demanda 
aguas arriba. De Treville, (2002) estudia la incidencia del 
Lead Time en el rendimiento de los sistemas de producción. 
Otros investigadores como Li, Y., Xu, X., & Ye, F. (2011), 
proponen un modelo para la coordinación óptima de la cadena 
de suministro (SC) con Lead Time (LT) controlables y 
restricciones en el nivel de servicio. Maheut & García-
Sabater, 2011 proponen un modelo matemático bajo el 
concepto de Stroke y Skus, con el propósito de minimizar 
también los inventarios y los costos por almacenamiento. 
 
III. BASE CONCEPTUAL. 
Para medir el impacto de los Lead Time (LT) por parte de 
proveedores, se ha considerado; tipos de estructura del 
producto, el plan de producción (MPS) en horizonte rodante, 
el plan de Requerimientos de Materiales MRP, con su 
respectiva lista de materiales (lista BOM o Bill of Materials) 
y los recursos empleados para fabricación. (Miranda, Rubio, 
Chamorro, & Bañegil, 2005). 
Para las estructuras del producto, se parte de la investigación 
de (Prasad & Krishnaiah, 2001). Para ello, emplea cinco 
estructuras con su respectivo índice de Gozinto. 
 
 Las cinco estructuras propuestas, están basadas en una 
estructura pura de proceso (estructura 1) y una estructura pura 
de ensamble, (estructura 5) y tres estructuras que combinan 
procesos y ensamble (2,3,4), propuestas por Prasad et al 
(2001). En la figura 1, se muestran las cinco estructuras, 
adaptadas al concepto de Stroke y Skus. 
 
Modelo Matemático Generic Materials & Operations 
Planning (GMOP) 
Se propone el modelo matemático, Generic Materials & 
Operations Planning, denominado GMOP, con el fin simular 
y los escenarios para medir el impacto del Lead Time. La 
ecuación 1(Función objetivo), evalúa el comportamiento de 
los Costos Totales del Sistema (Costos de Setup, los Costos 
de Planificación de los Stroke, los Costos de Almacenamiento 
y los Costos de Faltantes) y el Nivel de Servicio del Sistema. 
 La ecuación 2 y 3 en el modelo matemático, representan la 
cantidad de flujo de los materiales, en la ecuación 4 y 5 se 
define la producción de los Stroke por periodo, la ecuación 6 
y 7 hace referencia a los consumos de Skus por cada Stroke –
la ecuación 8 indica que, si se presenta un Stroke en el periodo 
t, entonces se presenta costo de preparación. La ecuación 9, 
representa la limitación en la capacidad de cada recurso para 
cada periodo. De acuerdo a lo anterior, se puede inferir que el 
modelo anterior es un modelo NP-Hard. (Maheut & García-
Sabater, 2011). Maheut et al. (2011). El modelo matemático 
es el siguiente: 
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El Modelo Matemático GMOP, y las estructuras de 
productos 
Maheut et al. (2011), establece que los productos que se 
trabajan en el modelo GMOP, pueden ser SKU (Stock 
Keeping Units). Explicados de manera simple, corresponde a 
productos en su embalaje y su ubicación, además tiene en 
cuenta los recursos que se requieren en el proceso y que se 
tienen que planificar. En la Figura 1, se puede apreciar las 
diferentes estructuras de productos bajo el concepto de Stroke. 
 
 
 
Fig. 1. Estructura tipo: 1, 2, 3, 4, 5, basadas en Stroke con centro de trabajo 
y recursos. 
A nivel de ejemplo se puede observar en la figura 2, que 
representa la estructura 1, el número de productos finales 
(i=1…10), los Stroke de operación (k=1...10), sub-productos 
(Skus i=11…50), y Stroke de compras (k=11…50). 
 
El Modelo Matemático GMOP, y las matrices de 
operaciones. 
El número de unidades en Skus, que resultan de la ejecución 
de una unidad de Stroke, se representa mediante la matriz de 
operaciones y materiales, también denominada matriz sparse, 
conformada por ceros y unos, también dependiendo del índice 
de Gozinto. Para esta investigación el índice es igual a 1. 
 
 
Fig. 2 Estructura tipo 1, basadas en Stroke y Skus. 
 
Para el Stroke-1 de la Figura 2, se requieren cuatro unidades 
de Skus, esto son parte 11, 12, 13,14 respectivamente.  En la 
tabla-1 se muestra la matriz correspondiente para representar 
la cantidad de, que como resultado se obtienen por la 
ejecución de una unidad de Stroke, para este caso el Stroke-
11, genera el producto-11 (Skus). 
 
IV. DISEÑO METODOLÓGICO DE LA 
SIMULACIÓN. 
En la Figura-3 y 4, se muestra un esquema general del proceso 
metodológico mediante el cual se efectuará la simulación que 
evalúa el impacto del Lead Time. 
Para hacer posible la planificación en horizonte rodante, se 
define a   periodos, además se debe tener en cuenta los 
periodos de congelamiento (Tc), para este caso, y para 
replanificación (h), donde periodos. En la figura 3 se aprecia 
el esquema general de la simulación. 
 
V. PARÁMETROS EMPLEADOS EN LA 
SIMULACIÓN 
Algunos parámetros de entrada en el modelo son tomados 
directamente de investigaciones previas y casos de estudios de 
la literatura, entre ellos podemos resaltar a Xie, Zhao, & Lee 
(2003), Zhao & Lee, (1996) y Prasad & Krishnaiah (2001). 
Los datos relacionados con los costes de almacenamiento, 
setup, Stroke (Producción, compra o transporte), y el factor 
Gozinto que se presentan en la Tabla 1 y 2, son una adaptación 
de los valores de los trabajos de Krishnaiah Chetty & Prasad, 
(2001). 
 
 
Fig. 3. Esquema general de la simulación. 
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Estas adaptaciones se hicieron también de la tesis doctoral de 
Coronado-Hernández, (2015).  
Los datos de demanda para cada producto se calcularon 
basados en los patrones utilizados por Omar & Bennell 
(2009). 
 
TABLA 1 
PARÁMETROS DEL SISTEMA  
 
 
TABLA 2 
PARÁMETROS DEL SISTEMA 
 
 
VI. DISEÑO EXPERIMENTAL. 
Para el diseño del modelo, se consideraron cuatro factores 
experimentales, tres replicas para cada tratamiento y para el 
análisis de varianza se trabajó con el programa estadístico 
StatGraphics. 
 
Factor Lead Time 
Dado el propósito de esta investigación, y como se ha 
expresado anteriormente,  ademas de la complejidad inherente 
del Lead Time(LT) en estos procesos, este factor presenta 
tambien incertidumbre  en el sumnistro de los pedidos por 
parte de proveedores. Como se expresa en la figura 3, un lead  
time igual, indica que el aprovisionamiento de los materiales 
se realiza de forma inmediata. Para el caso cuando el Lead 
Time  es igual a 1,  esperamos que los provedores tarde un 1 
perido en la entrega de los materiales, teniendo encuenta  que 
el proveedor puede estar ubicado en geograficamnete en sitios 
diferentes. 
                                                          
1 Vakharia , Parmenter, & Susan, ( 1995).  
  
Fig.  4. Factores de entrada y variables de salida. 
 
 
Factor Comunalidad. 
El factor de comunalidad ha sido ampliamente estudiado 
como se resalta en la literatura revisada, investigadores como 
Zhoua & Grubbstrom (2003), establecen que son 
características comunes, cuando se utiliza el mismo tipo de 
componentes en una estructura o lista de materiales y por lo 
general se encuentra en la industria manufacturera. (Vea la 
figura 5). 
 
 
 
Fig. 5 Estructura de producto tradicional con comunalidad.1 
 
Cada estructura está representada por 10 productos, con lista 
de materiales   comunes. La lista de materiales para la 
estructura-1 y los 10 productos correspondientes, según el 
concepto de Stroke y Skus (Vea la figura 2).  
 
Factor Heterogeneidad de la Demanda. 
La heterogeneidad de la demanda está basada como medida, 
en el coeficiente de Gini (HD). Se trabajó con dos niveles, 
Alto y Bajo, el primer nivel con una HD=0% y el segundo 
nivel HD=88,5%. En la tabla 3 se resumen los factores de 
entrada. 
 
Etapa Costo de 
Almacenamiento 
Costo de 
 Setup 
Costos de 
Stroke 
Factor  
Gozinto 
1 1 8000 2 - 
2 0,1 4000 1 1 
3 1 18000 5 1 
4 2 4000 1 1 
5 0,1 1800 0,5 1 
Nota: El coste de faltante/retraso para todos los componentes es 2300. 
Recurso R1 R2 R3 R4 
Tiempo de Stroke por unidad 1 1 1 1 
Tiempo de Preparación 5 5 5 5 
Capacidad en Tiempo 2000 2000 2000 2000 
Nota: solo hay como máximo 4 recursos porque el último nivel siempre es compra. 
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Variables de respuesta 
Se desea indagar y analizar el impacto del LT e interacciones 
presentes entre los costos totales de la cadena de suministro y 
el nivel de servicio. 
TABLA 3  
RESUMEN FACTORES Y NIVELES. 
 
 
Costos totales 
Los costos totales del sistema, están determinados en el 
modelo GMOP, de la siguiente forma. 
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Nivel de servicio. 
El nivel de servicio (fill rate) se define como la fracción de la 
demanda que se satisface directamente del estante2 La tasa de 
servicio se calcula como el complemento del cociente, entre 
la demanda insatisfecha esperada, y la demanda esperada por 
ciclo de reposición.  Considerando el horizonte de 
planificación para   periodos, el fill rate se expresa de la 
siguiente forma. 
 
.      (2) 
 
Hipótesis del modelo. 
La hipótesis del modelo se plantea de la siguiente forma.   
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Diseño del modelo estadístico. 
Se plantea un, 
3  (5 3 2 )Factorial general x x  con tres 
repeticiones por tratamiento. En resumen, se corren 120 
instancias por 3 réplicas, para un total de 360 problemas. 
 
                                                          
2 Guijarro, Cardós, & Babiloni, (2011).  
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Análisis de Varianza de los Costos Totales (TCR) y Nivel 
de Servicio (NSR). 
 
Supuestos del Modelo 
Basados en la prueba grafica de los residuos para la variable 
de respuesta TCR, se observa que la distribución normal 
ajusta bien los datos de los residuos. 
 
 
Fig.  6. Normalidad para residuos TCR. 
 
En la Figura 6 y 7 se observa el comportamiento de los 
residuos de la variable TCR y NSR, los cuales se distribuyen 
normalmente muy a pesar de algunos datos atípicos. 
 
 
Fig. 7 Normalidad para residuos NSR 
 
Para el supuesto de varianza constante, en la gráfica de 
predichos y residuos, (Vea la figura 8 y 9) se toma como señal 
que para las variables de respuesta TCR Y NSR, se cumple 
 
Factor 
No 
Nombre Label Numero 
Niveles 
Valores 
 
1 Estructura 𝐸𝑝 6 𝐸𝑝1,𝐸𝑝2,𝐸𝑝3,𝐸𝑝4,𝐸𝑠𝑝,𝐸𝑝6 
2 Lead Time 𝐿𝑡 3 0,1,2 
3 Comunalidad 𝐶𝑚 2 0; 0,5 
4 Heterogeneidad 𝐻𝑑 2 0%; 88,5% 
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con el supuesto de que los tratamientos presentan igual 
varianza. 
 
 
Fig.  8. Gráfica predichos Vs residuos para varianza constante, TCR 
 
Fig.  9. Gráfica predichos Vs residuos para varianza constante, TCR 
 
Paralelamente en la figura 10 y 11 no se observa para la 
prueba de independencia patrón o tendencia alguna para TCR 
y NSR. Por consiguiente, se puede inferir que los datos de las 
variables son independientes. 
 
 
Fig. 10. Orden de los datos contra residuos para, TCR. 
 
 
 
Fig.  11. Orden de los datos contra residuos para, NSR 
 
 
VII. RESULTADOS. 
 
Análisis de medias para el factor Lead Time (LT) y la 
variable de respuesta Costos Totales (TCR) y Nivel de 
Servicio (NSR). 
 
De los resultados del análisis de varianza para la variable de 
respuesta TCR y NSR y paralelamente a la gráfica de medias 
de la Figura 11 y 12, se rechaza la Hipótesis nula   para el 
factor LT, y se acepta la hipótesis alternativa para todo, 
exceptuando que para la variable de respuesta NSR en el 
contraste LT0 y LT1, no se presentan  diferencias 
significativas  (Vea la  figura 13). Por consiguiente, existe un 
impacto significativo por cambio de nivel del factor Lead 
Time, sobre los Costos Totales y el Nivel de servicio, para un 
nivel de confianza del 95%. Se puede observar también que el 
Costo Total (TCR) se incrementa cuando el Lead Time opera 
en un nivel alto (LT2), para este caso cuando el Stroke de 
transporte, tiene una demora igual a dos (2) periodos. De 
manera similar, el TCR disminuye en la medida que el tiempo 
de entrega cambia del nivel LT1 a LT0 periodos. 
 
Si la tendencia de una disminución o incremento en los costos 
totales por cambio operados en el LT, se mantiene, se infiere 
entonces, que en la medida en que el tiempo de entrega (LT) 
se hace mayor, los Costos Totales se incrementan. 
Por otro lado, el TCR disminuye para la estructura del 
producto-1(EP1), (ver figura 13), esto es una estructura pura 
de ensamble, presentando un mejor comportamiento en los 
Costos Totales, cuando el Tiempo de entrega pasa de LT2 al 
nivel LT0, para este caso, cuando los tiempos de entrega por 
parte del proveedor pasan de una demora de dos a cero 
periodos. 
 
 
Fig.  12. Análisis de Medias para TCR 
 
Por otro lado, el TCR disminuye para la estructura del 
producto-1(EP1), (vea la figura 12), esto es una estructura 
pura de ensamble, presentando un mejor comportamiento en 
los Costos Totales, cuando el Tiempo de entrega pasa de LT2 
al nivel LT0, para este caso cuando el tiempo de entrega por 
parte del proveedor pasan de una demora de dos a cero 
periodos. (Vea las figuras 13 y 14).  
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Fig.  13. Análisis de Medias para NSR 
 
 
Fig.  14. Análisis de Medias para NSR 
 
Interacciones para el factor Lead Time (LT) y Estructura 
del producto sobre los TCR. 
De acuerdo a la significancia de los factores Lead Time 
(LT), y la Estructura del Producto (EP) y el efecto de 
interacción (AB), resulta ser ampliamente significativo para 
la variable de respuesta TCR, el costo más bajo se presenta 
para la estructura EP1 (pura de ensamble) con incrementos del 
18,2 % en los TCR, cuando se pasa de una entrega justo a 
tiempo (LT0) a una entrega de dos periodos (LT2).  
 
El costo más alto se observa para la estructura del producto 
EP2, y la estructura EP5, con incrementos hasta del 10,4%, 
también cuanto el Lead Time pasa de entregas de LT0 a LT2. 
(Vea la Figura 15). 
 
Fig.  15. Interacciones entre LT y EP, para la variable “Costos Totales “ 
 
Interacciones dobles para los factores EP y LT y la 
variable de respuesta NSR. 
Estadísticamente resulta significativa la interacción del Lead 
Time (LT) y la Estructura del Producto (EP), con un
valor p de 0,0000, menor que el nivel de significancia 
prefijado (Vea la Figura 16).  
 
 
Fig.  16 .  Interacciones entre LT y EP, para la variable “Nivel de Servicio “ 
 
Por otro lado, el mejor nivel de servicio se observa en la 
Estructura del Producto-1(EP1), cuando el LT es bajo, pero 
en la medida en que el tiempo de entrega se incrementa o 
cambia del nivel LT0 a LT2, el Nivel de Servicio disminuye 
paulatinamente para EP1 y el resto de las estructuras (Vea 
las Figuras 16 y 17).  
 
 
Fig. 17. Interacciones entre EP y LT, para la variable “Nivel de 
Servicio “ 
 
CONCLUSIONES. 
 
1. Las fluctuaciones de los Lead Time, por parte de los 
proveedores, si tiene un impacto significativo en los 
Costos Totales de la cadena de suministros (TCR). 
Conformados por los costos de inventario, costos de 
faltantes, los costos de Stroke de producción y los 
costos de setup.  
2. Igualmente, las variaciones del Lead Time si tienen 
un impacto significativo sobre el Nivel de Servicio. 
Esto implica que cualquier cambio en los tiempos de 
entrega de cero a dos periodos afecta el Nivel de 
servicio de la Cadena de abastecimiento. 
3. Se puede concluir también que el sistema presenta un 
mejor nivel de servicio cuanto el Lead Time, o la 
respuesta por parte de los proveedores se realiza 
justo a tiempo.  
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4. Cuando las órdenes de pedidos de materiales se 
realizan justo a tiempo, esto es, el tiempo de entrega 
se reduce a cero periodos, los Costos Totales del 
sistema tienden a disminuir, pero en la medida en que 
el tiempo de entrega se incrementa los costos totales 
del sistema también tienden a elevarse. 
5. La estructura que presenta mejor comportamiento en 
cuanto a los costos totales es la estructura 
EP1(estructura pura de ensamble), paralelamente los 
costos más altos se reflejan en la estructura de 
productos EP2(estructura de ensamble y proceso) y 
EP5(estructura pura de proceso).  
 
6. Cuando los tiempos de entrega varían de LT2 a LT0, 
trae consigo un incremento en los Costos Totales 
(TCR), tienen un impacto positivo en el nivel de 
servicio, cabe señalar que trae consigo una mejora 
significativa en el indicador cuando el Lead Time se 
realiza justo a tiempo (LT0). 
 
7. Las estructuras puras de ensamble (EP1), reflejan 
mejor comportamiento en cuanto a los niveles de 
servicio, cuando el tiempo de entrega o lead time 
disminuye a cero periodos o la entrega de materiales 
se realizan justo a tiempo. 
 
8. El Nivel de servicio más bajo se ocasiona cuando se 
opera con la estructura EP5, o estructura pura de 
proceso, para cualquiera que se la forma de 
responder e independiente a los tiempos de entrega.  
Sin embargo, para las estructuras EP2, EP3, Y EP4, 
independiente al tiempo de entrega, presentan 
resultados muy similares. 
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