Lyapunov stability and asymptotic stability conditions for the solutions of the fractional integrodiffrential equations x (α) s, x(s) )ds, 0 < α ≤ 1, with the initial condition x (α−1) (t 0 ) = x 0 , have been investigated. Our methods are applications of Gronwall's lemma and Schwartz inequality.
Introduction. Consider the fractional integrodiffrential equations of the type x (α) (t) = f t, x(t) +
The existence and uniqueness of solution of fractional differential equations, when the integral part in (1.1) is identically zero, has been investigated by some authors, see [1, 3, 5, 6] .
In recent papers [7, 8] , we used Schauder's fixed-point theorem to obtain local existence, and Tychonov's fixed-point theorem to obtain global existence of solution of the fractional integrodifferential equations (1.1) and (1.2). The existence of extremal (maximal and minimal) solutions of the fractional integrodiffrential equations (1.1) and (1.2) using comparison principle and Ascoli lemma has been investigated in [9] .
In this paper, we are concerned with the stability and asymptotic stability, in the sense of Lyapunov, for the solution of the fractional integrodiffrential equations (1.1) and (1.2). We will assume that f (t,0) ≡ 0 and K(t, s(t), 0) ≡ 0 for all t ∈ J, so that x = 0 is a solution of (1.1).
The zero solution is said to be stable (in the sense of Lyapunov) if, given ε > 0, there exists δ > 0 such that any solution x(t) of (1.1) satisfying |x(t 0 )| < δ for t = t 0 also satisfies |x(t)| < ε for all t ≥ t 0 . The zero solution is said to be asymptotically stable if, in addition to being stable, |x(t)| → 0 as t → ∞.
Our result is a generalization of Hadid and Alshamani [4] , in which it was shown that under certain conditions on f the zero solution of the initial value problem (IVP):
with the initial condition x (α−1) (t 0 ) = x 0 is stable and hence it is asymptotically stable.
Next we set forth definitions and lemmas to be used in this paper. For proofs and details see [1, 2, 3] . Definition 1.1. Let f be a function which is defined a.e. on [a, b] . 4) provided that this integral (Lebesgue) exists, where Γ is the Gamma function. Proof. It can be proved easily by applying the integral operator (1.4) with a = t 0 and b = t to both sides of (1.1), as we did in [4] , and using some classical results from fractional calculus in [2] to get (1.5).
Lemma 1.2. The IVP (1.1) and (1.2) is equivalent to the nonlinear integral equation
x(t) = x 0 Γ (α) t − t 0 α−1 + 1 Γ (α) t t 0 (t − s) α−1 f s, x(s) ds + 1 Γ (α) t t 0 (t − s) α−1 t s K σ , s, x(s) dσ ds,(1.
Lemma 1.3 (Gronwall's lemma). Let u(t) and v(t) be nonnegative continuous functions on some interval t 0 ≤ t ≤ t 0 + a. Also, let the function f (t) be positive, continuous, and monotonically nondecreasing on t 0 ≤ t ≤ t 0 + a and satisfy the inequality u(t) ≤ f (t)+ t t 0 u(s)v(s)ds; (1.6)
then, there exists
Proof. For the proof of Lemma 1.3, see [10] .
2. Stability conditions. In this section, we will prove our main results, and discuss the stability and asymptotic stability of the solution of (1.1) satisfying (1.2).
Theorem 2.1. Let the function f satisfy the inequality f t, x(t) ≤ γ(t)|x|, (2.1)
and let K satisfy
where γ(t) and δ(t) are continuous nonnegative functions such that
Then every solution x(t) of (1.1) satisfies
By combining the integrals on the right-hand side, we get
By Gronwell's lemma, we obtain
Hence the theorem is proved. 
Next, we will prove another important stability result. The result is in connection with α; the method we will use is an application of Schwartz inequality.
(2.14)
Now, using (i) and (ii) in the statement of the theorem and integrating, we obtain 
