We explore a recently proposed question answering system. We developed a high speed modification based on dividing the question answering system into three consecutive stages. The first step is to find the candidate documents that most likely contain the answer to the question. The second step is to rank sentences by the probability of having a correct answer to the question. The third step is to find the exact phrase that answers the question. At the third step we used a recently proposed recurrent bidirectional neural network predicting the beginning and the end of a response. In this paper we showed that the proposed question answering system allows to speed up its work without significant losses in the quality. For each step we also explored the feature space construction techniques allowing to improve the final quality.
Introduction
This paper considers the problem of question answering systems. The question answering system is the information system capable of accepting questions and answers to the questions in a natural language. "When Elizabeth the second was born?" (running example) and expects an answer as in word/phrases or a sentence. An answer example: "in 1926".
In this paper we developed the question answering system on the collection of text documents from Russian Wikipedia. Wikipedia is an open multi-lingual universal Internet encyclopedia that is a unique source of knowledge. Wikipedia texts are supposed primarily for person reading. That allows to use them for language modeling.
In recently proposed question answering system [1] the authors explored two consecutive steps to build it. The first step was the document retrieval allowing to find k most relevant documents for a particular question. The second step was the document reading where the machine reading model was proposed. This model was able to find the correct answer to the question among k relevant documents received at the first step. The authors supposed the right answer to be a phrase in the relevant document. At the second step they developed a model predicting for each pair of the question and the document the beginning and end of the answer in the text of this document. This approach is general and can be used to build a question answering system on any collection of text documents.
We proposed a similar question answering system for Russian language collection of text documents adding the third step for ranking the sentences in the k most relevant documents. The third step allowed us to accelerate the model implementation phase without losing much quality.
We also explored the features space construction techniques based on lexical and semantic similarity between the question and the document at the second and the third step. These features improved the third step model by 10-15% performing on the second step closely to the 100% quality.
Related Work
In the early 1960 the question answering system was the search engine finding an answer to the question in the collection of unstructured data. Scientists have suggested that computers should help people answer the questions using natural language. At that time the question answering system was a set of simple rules [11] . Today the question answering system does not fit into the set of the simple rules due to the active growth of information technologies and knowledge bases.
There are large series of studies of question answering systems at the TREC conference. In paper [12] authors proposed to build a question answering system with information retrieval techniques. They decided to use a non linear ranking model LambdaMART to rank answer candidates.
Most well-known companies like Facebook, Microsoft, IBM and Google participate in the development of modern question answering systems [1, 2, 3, 4, 5] .
One of the most recent works was published by Facebook [1] . They proposed a method of question answering system construction based on two successive steps.
The first step was document retrieval finding k most relevant documents for a particular question. This step allows authors to focus on reading only those documents that were likely to be relevant to the question. Document retrieval step used inverted index lookup followed by term vector model scoring. The authors also proposed a method adding n-grams to the search model showed an improvement of the document retrieval step.
The second step was based on the exact phrase searching which is the answer to the question among the k most relevant documents found in the first step. For this purpose the question and the document were encoded using two bidirectional recurrent neural networks [7] . Basic features were Word2Vec the question and the document representations. The authors also considered a set of additional features to encode the document. They used part-of-speech, named entity recognition tags, term frequency features and the set of presence of words from the document in the question indicators.
All features were concatenated into a single vector as the encoding model input. Finally two independent classifiers were constructed to predict the beginning and the end of the answer.
The authors explored the multiple sets of English language datasets like SQuAD [6] and CNN/Daily Mail [2] .
The General approach as well as the high quality on the above data allow to use and develop such an approach to the construction of the question answering system in Russian language.
Proposed method
In the following we provide the proposed method step-by-step description: (1) Document Retrieval for finding relevant documents, (2) Sentences Ranking to rank sentences in the documents found at the first step and (3) Sentence Reader for extracting answers from a first sentence in the ordered list or from the small set of the first ordered sentences.
Document Retrieval
Construction the first step model consider a set of classical search algorithms. A set of k relevant documents built by the best model will be passed to the next step. We decided to pass k = 10 most relevant documents.
Similarly to [1] consider classical models used inverted index lookup followed by term vector model scoring function 1 . Type of scoring function is very important in building such a system. Thus we decided to compare models with different scoring functions. Our first model (TF) determines the relevance between the question and the document by the frequency of intersections between the words in the question and the document. A similar model (TF unique) uses intersections of unique words from the question and the document as a proximity. Model (TF-IDF) adds to (TF) model an information about the importance of words from the question. The model (BM25) is a modification of (TF-IDF) model with the priori relevance document information addition [8] .
Such models often use coincidence not only by words but also by n-grams. In our experiments adding n-grams did not significantly affect the result. The (BM25) model accuracy by questions was close to 100% and we decided not to complicate it more passing the result of it work to the next step.
Sentences Ranking
Our Sentences Ranking model is used to accelerate the third step model by ranking sentences by the score determined by the relevance between the question and the sentence.
We decided to extract lexical and semantic similarity features between the question and the sentence candidate. Our lexical features were based on the textual coincidence of the question and the sentence words. Semantic features were used to compare the question and the sentence semantics.
We considered the following lexical features: (BM25), (TF-IDF), percentage (TF %) and number (TF count) of common words between the sentence and the question.
Our first semantic feature was based on the Word2Vec model [9] pre-trained on the Russian Wikipedia text collection 2 . The feature was the cosine distance between the mean question vector and the mean sentence vector.
We proposed a method constructing a semantic feature based on the question type and the most common named entity recognition tag [10] in the answers to this type of question. We considered a set of different techniques to determine a question type. In the first technique the question type was the interrogative pronoun occurred in the question. Thus we found around 13 different question types (Who, When, Where, How much, Why etc.). The second technique proposes the question type to be a pair of interrogative pronoun and the next word in the question. After filtering by the occurrence of the question type we found a few thousands different question types.
The third and most successful method of determining the question type was based on the clustering model kmeans. TF-IDF question representation was compressed with PCA to 50 dimension. For each of the interrogative pronoun we added the indicators of their presence in the question. Then all features described above were used to construct a clustering model kmeans. As a result the question type was the cluster number. It was enough to use 100 clusters to receive an appropriate result. Each cluster consisted of the close in sense questions. For example one cluster consisted of questions about an event time, the other one -about an event place, etc.
The final feature is the presence in the sentence the named entity tag appropriate to the name entity tag frequently found in the answers to this type of question.
As for machine learning model (ML) we considered a binary classification model predicting the probability and the ranking models. Our best model was binary logistic regression predicting the probability which we used as a rank to sort the sentences. This approach allows us not to lose potentially good sentence candidates at the second step.
The most relevant k documents with the sentences ranked were passed to the next step.
Sentence Reader
The third step is to find the answer to the question in the sentences arranged in the second step.
Similarly to [1] we used the recurrent bidirectional neural network predicting the beginning and the end of the answer in the sentence. We use 3-layer bidirectional LSTMs with h = 128 hidden units for both sentence and question encoding, Adamax for optimization and dropout with p = 0.3 applied to word embeddings and all the hidden units of LSTMs. This architecture was proposed in article [1] . Our basic model was trained on the Word2Vec [9] representations of the question and the tokens in sentences.
In addition to the basic features we used lexical features and semantics features between the question and the token. Our lexical features were BM25 and TF-IDF score between the question and the token.
Similarly to the second step semantic features we added cosine distance between the average question vector an the token vector.
We also added the semantic feature based on question type the same way we did at the third step. The only difference is the final feature now is the set of all named entity tags combinations from the question and the tokens in sentences. We named this features as (Interaction) as it helps the model to understand the interaction between the named entity tag in the question and the token.
In addition followed by [1] for each token we added the named entity tag and a part-ofspeech.
We need to say the semantic features used in both the second and the third steps were more suitable for the third step demonstrating stronger improvement. At the third step we considered two algorithms to construct the question answering system. In the first algorithm the Document Reader model predicting the beginning and the end of the answer for all sentences among k documents. In the second algorithm the Sentences Ranking step were used to rank sentences to give the Document Reader the first relevant sentence or a small set of relevant sentences. The Document Reader model predicting the beginning and the end of the answer in the set of arranged sentences. If the probability of the found answer was higher than the threshold then the found answer was given as the final without viewing the remaining sentences. This approach allowed to reduce the time of the question answering system approximately 16 times without significant losses the quality. The best threshold was around 0.25 found on the validation.
Data
Our work relies on the data provided by the organizers of the Sberbank Data Science Journey competition 3 . The dataset contained 50K unique question and answer pairs highlighted by assessors in Russian Wikipedia paragraphs. For each question there was a single document containing the correct answer. In the dataset the question in average consisted of 9 words and the answer was about 4 words in average. Wikipedia paragraphs had in average 101 length in words and 7 length in sentences. The questions were presented in natural language and formed by the assessors themselves.
Experiments
In the following sections we present evaluations of our Document Retriever, Sentences Ranking and the Document Reader modules. For each module the quality metrics will be described and the final results will be provided. Table 1 compares models with different scoring functions on the sub-sample contains 1K unique questions. Our quality metric was Accuracy of the first 10 documents. Results indicate (BM25) model to be the most competitive through the all described models demonstrating the Accuracy close to 100%.
Document Retrieval

Sentences Ranking
The average by questions Area Under Curve (AUC) was used to demonstrate the ranking quality of Sentences Ranking module. For each particular question we had in average 70 sentences. Results in table 2 indicate that all lexical features can be used separately on the second step because of 94% AUC. That means the right sentence is in average on the 4th place in the arranged list. Finally the best lexical and semantic features were used to construct (ML) model which was a binary logistic classification predicting probability the answer occurs in the sentence. We used this probability as a score function to determine the relevance between the question and the sentence. The (ML) result was 97% AUC guaranteeing the right sentence in average to be on the 3rd place. 
Sentence Reader
The Sentence Reader module was the final step in our question answering system. We used accuracy of the beginning (start), the end (end) and complete coincidence of the answer determination (exact). Table 3 provides the results on the 10th epoch. We can see that each individual feature improves the quality of the basic model (Base). The greatest improvement shows the (Interaction) feature which was based on the question type and the most frequent named entity tag in the answers to this question type. The final model used all the features described above demonstrating the best accuracy of determining the beginning, the end and the exact match between predicting answers and the right answers. The Figure 1 shows arranged model with threshold around 0.25 is a competitive one accelerating not arranged model around 16 times on 100 questions from the validation set.
The Figure 2 shows the dependence between model quality, execution time and number of sentences viewed. We demonstrated that the quality between 3 and 5 sentences viewed differs by 1% but the execution time is already 5 times different.
We also considered the results on the 40th epoch for the best model. Accuracy of determination both answer ends was around 60%. Full match accuracy was around 50% on both training and validation sets.
Conclusion
In this paper we studied a task to create a question answering system for Russian language. We proposed a technique to accelerate the recently proposed methods by separating the question answering system into the three successive steps. This technique allowed us to reduce the time of the question answering system approximately 16 times without significant losses the quality. At the first step Document Reader step was used to find the set of the k most relevant documents. The best model was BM25 demonstrating the quality close to 100%. The second Sentences Ranking step arranged the sentences in the set of k most relevant documents. The best model was binary logistic regression predicting the probability which we interpreted as a score function. This model was trained on the set of best lexical and semantic features. The final Sentence Reader step found the answer in the arranged list of sentences. The best model was a recurrent bidirectional neural network trained on the set of basic features with addition to interaction, text matching and cosine distance features improving the quality by 15%. 
