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Abstract
For many radiation detection applications, energy resolution is one of the most
important detector characteristics. In well designed scintillation detectors, the
energy resolution is primarily driven by two main factors - the light output and
light yield non-proportionality. A great deal of research has already focused on
understanding and improving the light yield of scintillation detectors; however, light
yield non-proportionality is less well understood. Until recently, light yield non-
proportionality was thought to be an intrinsic scintillator property with very little
sample-to-sample variation. In this work, two materials have been investigated that
demonstrate a variable light yield non-proportionality. The first material investigated
was Gd3Ga3Al2O12:Ce. For this material, it was determined that co-doping led to
an observable change in light yield non-proportionality and light output, which in
turn led to an improvement from 9.0% to 7.8% as a result of boron co-doping and
a degradation to 10.1% as a result of calcium co-doping. The second scintillator
investigated was YAlO3:Ce (YAP:Ce). This material was investigated because it is
one of the few materials which exhibits a large sample-to-sample variation of light
yield non-proportionality without intentional co-doping. Some of the best samples
display a nearly ideal light yield non-proportionality and have an energy resolution as
good as 4.3%, while some of the less optimal samples have an energy resolution as poor
as 9 % as a result of reduced light output, worsened proportionality, and a detrimental
optical absorption band. Based on experimental evidence, it was determined that
growth in a reducing atmosphere can suppress the detrimental optical absorption band
iv
and improve the light output. In addition, it was found that the Ce 3+ concentration
was a key parameter in influencing the variable non-proportional behavior. Samples
with a higher Ce 3+ concentration exhibited favorable proportionality, and it seems
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Scintillators are a specific type of radiation detector that are widely used for
applications in many different fields. Scintillators are often referred to as indirect
radiation detectors because they do not detect the radiation directly. Instead,
scintillators should be thought of as a physical mechanism which can convert high-
energy radiation, which is difficult to detect, into many low energy photons that are
easy to detect with current photomultiplier technology. As a result, both a scintillator
and a secondary photosensor are necessary for radiation detection.
Since their discovery, the optical, mechanical, and functional properties of
scintillators have been studied in great depth, and many different types of scintillating
materials have been discovered. Since there are many types of scintillators, their study
is often subdivided into two broad categories and many more specific subdivisions
based on the physical mechanisms which lead to scintillation and their material
properties. The two main branches of scintillators are organic and inorganic
scintillators, and they can be further subdivided into solids, liquids, plastics, ceramics,
and many other categories. The focus of this current work is inorganic single
crystalline scintillators which have many key uses in the fields of medical imaging,
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Figure 1.1: Simple pulse processing chain implementing standard NIM electronics.
high-energy physics, oil well logging, and national security. Inorganic scintillators are
ideal for these applications because they produce a relatively large amount of light
per unit energy absorbed, the emission of light is very fast, the ability to precisely
quantify the incident energy is good, and their mechanical properties, such as a high
density and good ruggedness, are desirable.
1.2 Pulse Processing
A generalized electronic readout scheme for radiation detection with a scintillator is
shown in Fig. 1.1. In this scheme, a photomultiplier tube (PMT) is used to detect
the scintillation light which is emitted from a scintillator following interaction with
ionizing radiation. The scintillation photons will interact with the photocathode
by photoelectric absorption, often resulting in the ejection of an electron into the
dynode stages of the PMT. The dynode stages are biased in such a way that the
electrons will hop between each of the dynode stages causing impact ionization thus
multiplying in number by a factor of 5-12 with each successive stage. The specific
multiplication is dependent on the amount of applied voltage and the specific design of
the photomultiplier. During the dynode stages the number of primary photoelectrons
is often increased by a factor of between 106 and 109, but the exact amount can
vary with specific PMT designs and applied voltage (1). Neglecting non-proportional
effects the number of electrons produced will be proportional to the amount of light
2
Figure 1.2: Schematic of a head-on type PMT. It should be noted that there is a
wide variety of available PMT designs; this is a specific design that is commonly used
for scintillator applications. (2)
produced by the scintillator, which is in turn proportional to the incident energy.
After multiplication the electron cascade will reach the anode at which point the
resulting signal can be further processed, (see Fig. 1.2).
The signal from the photomultiplier is comprised of current pulses that are difficult
to analyze directly. Instead, the current pulse is generally sent to a preamplifier which
most commonly operates in a charge sensitive configuration. It is used to integrate
the current pulse from the photomultiplier in order to produce a voltage step that
is proportional to the total charge of the PMT current pulse (1). The preamplifier
signal is then fed into a shaping amplifier in order to shape and further amplify the
signal (1). Once again neglecting non-proportional effects, the height of the amplifier’s
voltage pulse will be proportional to the incident particle energy interacting with the
scintillator. A large collection of amplifier pulses can then be analyzed using a multi-
channel analyzer (MCA) in order to digitize the amplitudes of the shaped voltage
pulses from the amplifier (see Fig. 2.3).
1.3 Radiation Interaction
Inorganic scintillators have the capacity to interact with and detect all types of
ionizing radiation, but they are most often used to detect gamma rays, neutrons,
3
and charged particles (3). Ultimately, charged particles are responsible for exciting
scintillators during a radiation interaction. Charged particles will deposit their energy
gradually and semi-continuously through a series of Coulombic interactions which
causes ionization of electrons within the scintillator. For high energy charged particles
some of the energy can be dissipated as Bremsstrahlung radiation which results in the
emission of a photon when a charged particle loses momentum after being redirected
by another charged particle. Note this is different than direct coulombic scattering.
The cross section for Bremsstrahlung production increases with energy and atomic
number of the absorber, but it is normally a very small contribution for the energies
encountered in scintillation detectors (outside of high energy physics) (4). The range
of a charged particle is material dependent and dependent on the mass and energy of
the charged particle, but it is on the order of a mm for electrons in the 1 MeV range
and much less for heavier particles.
Unlike charged particles neutral particles such as gamma rays and neutrons do not
interact in a semi-continuous manner and can travel a much greater distance between
collisions since they are not affected by the coulombic field of the absorber. When
they do interact they often transfer a large portion or all of their energy to a charged
particle, and these secondary charged particles are what is ultimately responsible for
widespread ionization/excitation of the scintillation crystal (3). Gamma rays in the
energy range of a few keV to a few MeV will often interact with the electron cloud of
atoms within the absorber through either photo-absorption or Compton scattering,
but they can also interact within the field of a nucleus through pair production (4; 1).
Photoelectric absorption is the most probable interaction at energies less than a
few hundred keV, and it results in the transfer of energy to an orbital electron. These
interactions are most probable with K and L shell electrons, and the electron will
receive the total amount of energy of the incident photon minus the binding energy
coupling the electron to the atom (4; 1). In Compton scattering the photon is most
likely to interact with outer shell electrons which have a negligible binding energy,
and the scatter results in an energy transfer between the incident photon and the
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electron. The amount of energy transferred is a function of scattering angle, but the
total energy is always conserved so that the initial energy of the photon is equal to
the sum of the final photon energy and the scattered electron energy. This type of
interaction is most probable for photons with a few hundred keV to a few MeV of
energy. Pair production occurs in the nuclear field when an energetic photon loses
its entire energy in the creation of an electron-positron pair. This type of interaction
is only possible if the incident photon has an energy greater than the rest mass of
the created particles, 1022 keV in the case of an electron/positron pair. Often the
positron will quickly undergo an annihilation event with an electron which results in
the creation of two or more photons with energy equal to the rest mass of the of the
two particles. In more than 99% of events only two 511 keV annihilation photons
are produced which travel in opposite directions in order to conserve momentum (3).
The relative likelihood of each of these interactions is a function of incident particle
energy, but it is also strongly dependent on the atomic mass of the absorber since the
probability of each interaction scales differently in proportion to the atomic number.
Neutrons can interact with matter in a variety of ways, and the likelihood of
interaction is strongly material dependent. The cross-section, or likelihood, of a given
reaction is usually described in barns, and the probability of a given interaction can
vary by many orders of magnitude between individual isotopes. In general, neutrons
are much more penetrating than gamma rays because they interact almost exclusively
with the nucleus itself instead of the electron field. When detecting thermal neutrons,
materials are often used which have a large neutron absorption cross section; lithium-
6, gadolinium, helium-3, and boron-10 are some of the more commonly used elements,
but there are other useful elements. To be useful for detection the neutron absorption
must be quickly followed by a de-excitation process. Oftentimes in the case of helium-
3, boron-10, and lithium-6, the excited nucleus undergoes particle ejection, splitting
into multiple heavy charged particles; but in the case of some gadolinium isotopes,
a gamma cascade can be the byproduct. Detecting higher-energy neutrons can be
done using absorption reactions; however, it becomes less and less useful since the
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relative cross sections of most isotopes drop rapidly with increasing energy. Instead,
scattering interactions are often used. From kinematics it can be shown that the






where A is the atomic mass and En is the initial neutron energy (1). From 1.1
it can be seen that the entire neutron energy can be transferred in a single collision
with a hydrogen nucleus, but the fraction quickly drops to 0.221 for an oxygen nucleus
(1). As a result the most efficient fast neutron detectors that rely on scattering have
a substantial fraction of light elements. One final approach is to employ a neutron
moderator to thermalize the neutrons and subsequently detect them using a thermal
neutron detector; however, the energy information of the neutron field is effectively
lost unless multiple measurements are taken with various moderators.
1.4 De-excitation and Scintillation Processes in
Inorganic Scintillators
The de-excitation process in scintillators is described in detail in (5; 6; 7; 3; 8).
Drawing on the previous work, Lecoq and Rodnyi describe the relaxation process
of an inorganic crystal as a set of de-excitation stages which can be viewed as
occurring sequentially on different time scales (8; 5; 6; 7; 3). During the first stage
primary excitations are formed by the interaction of the incident radiation. The initial
excitations are mostly comprised of deep holes from inner-core bands and energetic
electrons, but due to the stochastic nature the primary charge carriers are produced
with a wide distribution of thermal energies. During the next 10−16 to 10−14 seconds
the initial charge carriers de-excite through electron-electron scattering and Auger
processes resulting in a cascade process and substantial multiplication of the initial
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charge carriers. In electron-electron scattering an electron will transfer some of its
energy to a valence band or defect band electron creating a second electron/hole pair.
Since there are very few energy states within the band gap, the threshold for electron
scattering is often assumed to be equal to a kinetic energy that is two times the band
gap (2Eg).
In the Auger relaxation process a deep hole from the core band is filled with
an electron from a lower energy band leading to the formation of a lower energy
hole and the ejection of either a low energy photon or an electron to account for
the difference in binding energy (3). Eventually, the electrons will thermalize to a
point that they no longer have enough energy for electron-electron scattering, and
the holes will reach the valence band, assuming there are no low lying core bands
impeding Auger processes (8). Core bands lying above the Auger threshold prevent
Auger processes from occurring. As a result, deep holes will remain localized to
the core band; however, it should be noted that a large number of holes will still
be created in the valence band as a result of electron-electron scattering. In these
materials two types of light production will occur (8). The first occurs from the
traditional scintillation mechanisms as will be further discussed, and the second type
arises because the deep lying core bands can only de-excite radiatively - often referred
to as cross luminescence or core-to valence luminescence (CVL). Since the two types
of light arise from fundamentally different physical mechanisms, the decay time and
emission wavelength (see Chpt 2) are independent and often distinguishable. CVL is
very sensitive to track effects (8; 9). Since different types of particles can affect the
initial distribution of electrons and the subsequent track formation, the division of
the total light output of the light between CVL and standard scintillation light will
be strongly dependent on the type of interacting particle. As a result, the presence of
CVL will often allow for particle discrimination, for example, discrimination between
gamma and neutron interactions in Cs2LiYCl6:Ce (CLYC) (10).
The next stage of de-excitation occurs on the order of 10−14 and 10−12 seconds
and involves the thermalization of the electrons and holes. The dominant energy loss
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mechanism during this stage involves interactions with optical and accoustic phonons,
and the time scale is strongly dependent on optical phonon frequency (11). During
this de-excitation phase and the following 5-10 picoseconds the charge carriers can
undergo quenching with the amount of quenching being strongly dependent on the
ionization density (11). By the end of this stage all of the ionized electrons have
de-excited to an energy near the bottom of the conduction band, and all of the holes
have de-excited to an energy near the top of the valence band (8).
Stage three occurs between 10−12 and 10−10 seconds. It begins with an outward
diffusion of both free charge carriers and electron-hole pairs which have become
coupled to form a free exciton. Eventually, the charge carriers will become localized as
self-trapped excitons, self trapped holes, or trapped carriers at stable defect sites and
impurities - including the activator (8). At this point the mobility of the carriers has
been severely reduced; however, the self-trapped holes and self-trapped excitons can
generally still migrate through a hopping motion or become unbound given enough
thermal energy. By 10−10 seconds a majority of the charge carriers have been localized.
The following two stages occur over a relatively large time range which is greatly
affected by the host material, the luminescence mechanism, and the defect structure.
The fourth stage involves interactions between the charge carriers and migration to
the luminescence sites. In some materials this can occur on the order of ns and in
other materials can take hundreds of nanoseconds, depending on the host lattice and
the specific defects that are present. Once the charge carriers reach the luminescence
site radiative or non-radiative recombination of the charge carriers will occur, and
the approximate time scale is related to the type of de-excitation. Many scintillators
are extrinsic scintillators which means that they are intentionally doped with an
activator having energy states lying within the band gap. These dopants act as
radiating centers and are used to facilitate the radiative recombination of the charge
carriers. There are a great many ions that have been used as activators; these include
rare-earth ions, uranium anionic complexes, ions having a s2 outer shell, and ions of
the iron group (8). Some of the most commonly used activators are rare-earth ions
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exhibiting a 4fn−15d→4fn transition, which is parity allowed, giving rise to a fast and
efficient radiative de-excitation. The most commonly used activators from this group













where Y is the amount of photons emitted by a scintillator per unit of energy deposited
(8). The quantity Ef is the average energy of scintillation photons produced by the
scintillator, and the product β · Eg is defined as the mean energy necessary for the
formation of one thermalized electron-hole pair in a material having a band gap Eg
(8). In general the value of β varies between 2-3 depending on the host material (12)
and arises because not all of the deposited energy can be used for the creation of
electron-hole pairs. Much of the primary energy is lost due to phonon production
and charge carrier trapping on defect sites, and only electrons with energy greater
than the threshold for electron-electron scattering (2·Eg) can give rise to ionization,
although sometimes smaller energies can create ionization from defect states within
the forbidden gap. The quantity S describes the efficiency of energy transfer to the
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luminescence center, and Q is the quantum yield of the intracenter luminescence (8).
From this equation it is apparent that the light output can be maximized in extrinsic
scintillators by choosing a host material with a band gap just large enough to contain
the energy levels of the activator (8). In cerium-doped crystals where the charge
carriers are electron-hole pairs the holes are captured before the electrons, and the
position of the cerium 4f level relative to the valence band can strongly affect the
charge carrier capture probability. For example, in cerium doped halides and oxides
there is only a small energy gap between the 4f level and the valence band leading
to a high capture probability and efficient scintillation. In fluorides there is a gap of
approximately 3-4 eV, and this leads to a low capture probability and low scintillation
efficiency (8). Many other mechanisms can act to reduce the light output from its
theoretical maximum. For instance, many material defects having energy levels which
lie in the forbidden region can effectively trap charge carriers as they migrate to the
luminescent centers. Depending on the lifetime of the trap relative to the scintillation
time, the charge can be effectively lost for measurement purposes.
2.2 Radioluminescence Emission Spectrum
The radioluminescence emission spectrum refers to the wavelength distribution of the
scintillation light arising from incident ionizing radiation. In general, the emission
spectrum is measured using x-rays or other high energy radiation. Depending on the
host matrix and the activator, the radioluminescence spectrum will be composed of
one or more emission bands. Most current scintillation materials are engineered so
that they emit light somewhere in the range of 350 to 600 nm; however, some low
bandgap scintillators emit photons at higher wavelengths. Ideally, the wavelength of
the emitted light will match well with current photomultiplier technology. Quantum
efficiency is a term that quantitatively describes the number of photoelectrons emitted
from the photocathode per incident photon at a given wavelength, and the term
integral quantum efficiency, calculated as the weighted average of the quantum
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efficiency over the entire emission spectrum, is used to give a quantitative value
to the match between scintillator and photomultiplier. Currently phtomultiplier
tubes (PMTs) and Silicon photomultipliers (SiPMs) are the most commonly used
photosensors; however, PMTs currently dominate the market. PMTs can be
engineered with a variety of photocathode materials in order to tune the quantum
efficiency. For use with scintillation detectors PMTs are often manufactured with
either a bialkali, super bialkali, or ultra bialkali photocathode. These PMTs are most
sensitive to light in the 300-500 nm range and have a maximum quantum efficiency
of approximately 26, 35, and 43 %, respectively; however, many other photocathode
materials are available which are sensitive at higher and lower wavelengths (2). The
newer SiPM technology has similar performance characteristics to modern PMTs, but
they offer many benefits arising from their solid state design - low operating voltage,
robustness, and compactness (13). One current disadvantage is that the required
operating voltage is a function of device temperature, and the supply voltage must
be kept to much higher tolerance in comparison to PMTs.
2.3 Scintillation Decay Time
The scintillation decay time is a measure of how quickly scintillation light is emitted
from a material following a radiation interaction. A typical scintillation event is
characterized by a very fast rise time on the ps/ns timescale followed by a slower decay
that can be described by one or more exponential terms, see Fig. 2.1. Quantitatively
the decay time is defined as the amount of time it takes for the initial light intensity to
decrease to 1
e
of its initial intensity. A fast decay time is necessary for applications that
require either precise timing or a high count rate. For instance, a faster decay time will
generally allow for a more precise measurement of when a radiation event occurred. In
medical applications such as positron emission tomography it is important to correlate
two separate events in time, and better precision offered by fast scintillators gives rise
to enhanced imaging capability. In other applications where the count rate is expected
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Figure 2.1: Example scintillation decay curve for cerium doped GGAG. In this case
the decay is well modeled by a two term exponential decay.
to be high, closely spaced radiation events can lead to overlap of the scintillation
pulses, which can be minimized by choosing a scintillator with a fast decay.
In applications that require a fast decay, trivalent cerium and praseodymium are
generally used as dopants because of the fast 5d-4f interconfigural transition that is
allowed on both spin and parity. In general, Ce3+ doped materials exhibit a fast
decay component of 17-60 ns, and Pr3+ materials display a fast component that is
approximately twice as fast (12). Other common dopants such as Tl+ or Eu2+ exhibit
a spin-forbidden transition, which results in a longer decay (approximately 200 and
1000 ns, respectively) (12). Materials that scintillate via a core-to-valence transition
can also display a very fast decay time on the order of 100 picoseconds, but they
generally possess slower components and a lower light yield (8).
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The decay time is generally measured by making use of a time correlated single
photon counting technique which was first described by Bollinger and Thomas (14).
This method works by employing two photomultiplier tubes and a test scintillator that
is excited by an ionizing radiation source, usually 137Cs. The first PMT is positioned
near the test scintillator, and its signal is fed into a leading edge discriminator (LED)
- a NIM module which produces an output logic signal once the input PMT signal
has crossed an adjustable threshold. In this case the threshold is set very low at a
few photoelectrons so that the ”start” logic pulse is produced within a few hundred
ps of the beginning of the pulse. The second PMT is set at a distance, and its face is
blocked in such a way that less than 0.05 start photons strike the photocathode for
every registered ”start” pulse. As before, the signal is fed into an LED, but in this
case the threshold must be carefully tuned to trigger on exactly one photoelectron in
order to produce a ”stop” logic pulse. The start and stop logic pulses can then be
fed into a time to amplitude converter in order to convert the time difference between
the two signals into a voltage pulse. In this scenario, the probability of a stop pulse
occurring at a given time after the start pulse is reflective of the actual distribution
of photons from a scintillation event. By histogramming the time difference between
a large number of events, the scintillation pulse shape can be reconstructed, see Fig.
2.1.
2.4 Photoluminescence Decay Time
The photoluminescence decay time is similar to the scintillation decay time, but the
excitation is from a much lower energy - generally photons with energy between 3 eV
to 6 eV. The photon energy can be tuned to excite the luminescent ions from their
ground state to their excited state allowing for direct measurement of the activator
lifetime. Often, fast pulsed light emitting diodes are used to excite the crystal. This
type of measurement is generally used in conjunction with the scintillation decay time
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in order to provide information related to the time required for energy to migrate to
the luminescence center.
2.5 Thermoluminescence
Thermoluminescence measurements are used for a wide range of applications which
include dosimetry, geological dating, and scintillator research (15; 16). In scintillator
research thermoluminescence measurements can act as a useful tool for understanding
the defect structure of a given material.
As discussed previously, during the charge migration phase of crystal relaxation
many of the electrons and holes can become imbedded in shallow traps which lie
slightly below the conduction band for electron traps and slightly above the valence
band for hole traps. In order to escape the trap and recombine at the luminescence
center the charge carriers need to acquire enough thermal energy. Depending on the
ambient temperature and several other trap-specific parameters, a given trap lifetime
could range from less than a nanosecond to thousands of years. Thermoluminescence
measurements make use of this property by cooling a test scintillator to temperatures
as low as 4 K and then intentionally filling the charge traps using some type of ionizing
radiation, generally an x-ray or beta. At this low temperature the trapped charge
carriers have a very small probability of escape and will remain trapped indefinitely.
During the measurement the sample is slowly heated in order to release the charge
traps, and the resulting light output from the scintillator is monitored. On a plot of
light intensity versus temperature various peaks will occur that correspond to various
traps/defects, as seen in Fig. 2.2. Several important trap related parameters can be
calculated by fitting the glow curve to











Figure 2.2: Thermoluminescence spectra for several co-doped samples of GGAG:Ce.
The peaks in the spectrum are correlated with specific trap centers. Figure originally
published in (18). ©2013 IEEE
where ∆T is the thermal lag between the sample and the heating element which is
typically a few degrees Kelvin, n0 is the initial concentration of filled traps, k is the
Boltzman constant, β is the constant heating rate, T is the temperature, and s is the
frequency factor (17).
2.6 Energy Resolution
Energy resolution is beneficial for all scintillator applications. The energy resolution
of a radiation detector is a measure of how precisely the energy of incoming particles
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where ERes is the energy resolution, ∆E is generally defined as the Full Width at
Half Maximum (FWHM) of a large collection of measured scintillation events which
generally take on a Gaussian shape when measured and histogrammed, and E0 is
the centroid value of the Gaussian. The most common way to measure the energy
resolution of a test scintillator is by using a readout scheme similar to Fig. 1.1 to
measure a large number of scintillation events in order to produce a pulse height
spectrum. An example pulse height spectrum for two separate scintillation materials
is shown in Fig. 2.3 along with the parameters necessary for calculation of the energy
resolution. The most common radiation source used to measure the energy resolution
is 137Cs, which emits a single gamma ray with an energy of 662 keV; it should be noted
that energy resolution is strongly affected by the energy of the incident radiation.
From 2.3, it is clear that a smaller energy resolution will provide a more precise
energy measurement.
Conceptually, Dorenbos defines the energy resolution as





where R is the energy resolution, Ri is the intrinsic resolution, Rp is the transfer







where Rnp is related to the non-proportional response of the scintillator, which will be
discussed in greater detail later, and Rinh is related to the inhomogeneity of the crystal
(19). The inhomogeneity is related to variations in crystal quality, variations in dopant
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Figure 2.3: Energy resolution of KSr2I5 doped with 4% europium. In this example,
a 137Cs source was used for excitation. The larger peak is at 662 keV. Since the
sample is very small, an x-ray escape peak is also apparent to the left of the 662 keV
full energy peak
concentration, and other factors which lead to local variations in the light production.
The transfer resolution is generally very small and can be treated as negligible
in most scenarios. It can be affected by variations in optical coupling, the angle
of incident photons on the photocathode, and non-uniformity of the photocathode
(19). The intrinsic resolution and the transfer resolution are often referred to as the
scintillator resolution, and they will take on a negligible value in an ideal scintillator.
In all current scintillators the non-proportional term is usually substantial. The
photomultiplier resolution arises from variations in the photomultiplier response and is
strongly dependent on variations in the photomultiplier gain, v(M), which has a value
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Figure 2.4: The energy resolution of several scintillators is compared to the
statistical limit. In all cases the actual resolution is worse than the limit as a result
of light yield non-proportionality (12). ©Elsevier 2002.
between 0.1 and 0.2 for most PMTs (19). Assuming that the scintillator resolution to
be essentially zero for an ideal scintillator, the photomultiplier resolution becomes the
only contributor to the total energy resolution. For this reason, the photomultiplier
resolution is often thought of as the statistical limit of energy resolution for a given






where Nphe is the number of detected photoelectrons (12). In reality all
scintillators have a measured energy resolution that is worse than the statistical
limit; this is shown in Fig. 2.4. This deviation from the statistical limit is generally





Light yield non-proportionality is an observed behavior in all known scintillation
materials that is manifested as a non-linear relationship between deposited particle
energy and light yield. The phenomena was first studied in the 1950’s, and the original
focus was on the light yield′s dependence on particle type (20). However, it was
soon discovered that the response was also dependent on the energy of the incident
radiation. In the 1960’s it was concluded that the non-proportional behavior was
strongly linked to ionization density, and in 1961 Zerby first reported light yield non-
proportionality as a source of energy resolution broadening in scintillation detectors
(21; 20). During the 1990’s the broadening effect received increased attention after
the discovery of cerium doped Lu2SiO5 (LSO). LSO was initially measured to have a
light output that was more than four times that of Bi4Ge3O12 (BGO); however, the
two types of crystals were measured to have a similar resolution. This measurement
implied that the energy resolution of LSO:Ce was not dominated by counting statistics
but by some other factor (20). In 1994 Dorenbos demonstrated that the poor energy
resolution of LSO was a result of a high degree of non-proportionality (22). In a perfect
scintillator the amount of light produced would have a perfectly linear relationship
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Figure 3.1: Electron response (relative scintillation efficiency versus electron energy)
of eight scintillators. An ideal response would follow the horizontal black dotted line
(23). ©2012 IEEE.
with the incident particle energy. An ideal response is shown in Fig. 3.1 in comparison
to a number of common scintillators. The data shown was obtained using SLYNCI
(Scintillator Light-Yield Non-proportionality Characterization Instrument) which is
the current gold standard for measuring the non-proportional response of scintillators.
It is well accepted that light yield non-proportionality is responsible for degrading
the achievable energy resolution of all known scintillation detectors. In general,
processes that alter the way energy is deposited by incident radiation on an event-by-
event basis can lead to variability in the ionization density and the amount of light
quenching for a given particle and energy, which in turn introduces additional variance
to the energy resolution. Most early research attributed this effect to variations in
the electron cascade following a gamma ray interaction(24; 25; 26; 27). The number
and energy of primary electrons can vary depending on how the gamma ray interacts
with a scintillator as a result of multiple Compton interactions and Auger processes
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Figure 3.2: Comparison of Landau theory with GEANT4 output for three electron
energies in NaI. The ordinate has units as required so the integral is normalized to
unity (28). ©2011 IEEE.
following photoelectric absorption (24; 25; 26; 27). In addition, delta rays, which
are secondary electrons that are given enough energy to substantially deviate from
the primary ionization track, are stochastic in nature; their formation can lead to
fluctuations in the average ionization density for a given particle and energy. More
recent research by Payne et al. demonstrated that Landau fluctuations alone could
lead to significant non-proportionality-related degradation (28). Landau fluctuations
were first reported in (29) and are essentially local variations in the stopping power
of charged particles as a result of energy straggling leading to variation in the average
ionization density on an event-by-event basis (30; 28). The Landau distribution of
instantaneous stopping power of an electron with three different energies is shown in
Fig. 3.2, where it is compared with a Geant model developed in (28).
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3.2 Measurement
Several techniques have been developed in order to measure the non-proportional
response of scintillators. These techniques are sub-categorized as either an electron
response or a photon response measurement. The photon response is generally easier
to measure, but it is not considered as pure of a response as the electron response
since it is convolved with shell effects that occur at the K and L shell absorption
edges of the heaviest material in the host scintillator (22), see Fig. 3.3. The gamma
ray response is generally measured by analyzing the light yield obtained from a set of
gamma rays and x-rays of various energies. Generally, a source library measurement
will be employed where the gamma rays are produced using radioactive sealed sources,
but it is not uncommon to use a synchrotron to generate low energy data (31; 32).
In both cases the data is generally normalized to the 137Cs 662 keV gamma ray light
yield. As a result of the high stopping power of low energy gamma radiation, the low
energy response is generally localized to the crystal volume near the surface, and as
a result the photon response is somewhat affected by the size and shape of the test
scintillator (24).
In principle, the electron response is more difficult to measure, but it allows
information to be obtained over an energy continuum instead of at discrete photon
energies. Most measurements of the electron response rely on the principles of
Compton scattering. During Compton scatter, a gamma ray will interact with a
material in order to produce a secondary electron and a secondary gamma ray. The
energy from the reaction is conserved, and the amount of energy given to the products
is a function of the scattering angle. Rooney and Valentine conducted the first electron
non-proportionality measurements in 1995. Their system measured coincident events
in a test scintillator and a secondary detector collimated to a precise angle. The
coincident events arose from Compton electron interactions in the test scintillator
and Compton gamma rays being detected by the secondary detector (34). Since the
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Figure 3.3: Photon non-proportional response of NaI:Tl as a function of x-ray or
gamma photon energy. The solid line is the x-ray and gamma-ray attenuation length
of NaI. Energies of Iodine L- and K-edges are shown with arrows (33). ©2012 IEEE.
angle was finely collimated, the true energy of the electron could be calculated using
Ee− = hv −
hv




where hv is the incident gamma ray energy, m0c
2 is the rest mass of an electron,
and θ is the known angle of interaction between the incident particle’s vector and
the vector of the scattered photon(1). The true energy of the Compton electron,
as determined by the angular measurement, was then compared to the measured
energy value obtained from the calibrated test scintillator, thus allowing the non-
proportionality to be determined. This first effort provided accurate results, but the
measurements required between twenty four and forty eight hours of data collection
for a single scattering angle (34).
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Most modern techniques no longer use the angular information to calculate the
Compton electron energy. Instead, detectors with excellent energy resolution and
proportionality are used as the secondary detector, and the Compton electron energy
is determined from energy information alone. Since angular precision is not required
in energy dependent systems, collimation is no longer necessary, and the count rate
can be improved dramatically. SLYNCI currently uses five high purity germanium
(HPGe) detectors positioned around a test scintillator, which yields a large solid
angle for the scattered Compton gamma rays from the test scintillator and allows
for a full set of data to be collected in eight hours (35; 36). This experimental
setup is the gold standard for proportionality measurements, but it is costly due to
the five HPGe detectors. Recent work has demonstrated that this technique can be
simplified to a less costly setup that employs only a single secondary HPGe detector
and a test scintillator (18; 37); however, the measurement times for these more cost-
effective Compton coincidence measurement systems is on the order of days to weeks,
depending on both the source strength and the density of the test sample.
Unlike photon response measurements, the Compton technique can be assumed to
assay the entire crystal volume. This is a result of the much smaller Compton cross
section of 662 keV gamma rays in comparison to the photoelectric cross section at
x-ray energies (approximately 0.3 cm−1 vs 27 cm−1 for a 662 keV gamma ray vs. a 30
keV x-ray in NaI:Tl) (38). As a result, the Compton interactions will occur deeper
within the crystal and will allow for a more uniform interrogation of the crystal volume
at low energies. One of the only shortfalls of the Compton measurement technique is
that it is difficult to obtain data below 10 keV. This can be attributed primarily to
a lower signal-to-noise ratio but also to a higher required precision. As discussed in
(36), a slight miscalibration of the HPGe detector at low electron energies can lead to
an inaccurate and biased non-proportionality result. It was demonstrated that even
a 0.03% error in calibration could lead to a 5% error in electron response at 5 keV,
and the sensitivity was found to increase as the electron energy decreased (36).
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One promising approach that has recently been used to infer electron response
information at energies as low as 30 eV is k-dip spectroscopy (32; 39). In essence, this
method uses a highly monochromatic synchrotron beamline in order to obtain photon
response data between 9 and 100 keV. X-rays of this energy will almost always interact
via photoelectric absorption with a K-shell or L-shell electron (32). As a result, the
electron will be ejected, its energy will be deposited within the test scintillator, and
the associated hole will relax with the emission of either a characteristic x-ray or
the emission of Auger electrons. Oftentimes the characteristic x-ray will escape the
sample leaving the ejected electron with an energy equal to the x-ray energy minus
the escaping x-ray. Since the energy of the characteristic x-ray is known, the energy
of the synchrotron x-ray source can be tuned to provide an electron response curve
between 30 eV and 30 keV (32). Example data is shown in Fig. 3.4
3.3 Theory
Early studies into the causes of light yield non-proportionality attributed the
behavior to a saturation of radiative recombination centers (40), but most recent
work attributes the effect to quenching of individual charge carriers at high
ionization/charge carrier densities. Currently, there are several popular models which
can accurately model non-proportional behavior; however, none of the current models
can be used to predict the exact response of an unknown scintillator. In a recent
review paper, Moses et al. grouped current proportionality models into three separate
categories - the minimalist approach, the kinetic model, and the diffusion model (23).
The minimalist approach attempts to use only the basic physics involved. In the
prominent model proposed by Payne et al. the non-proportional response can be fully
modeled by adjusting only two physical parameters (30; 28). The non-proportional
light yield is assumed to be the result of competition between quenching and light
production - both of which depend on the density of charge carriers. In the model it
is assumed that only excitons can contribute to light production and that they will be
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Figure 3.4: Relative photon yield as a function of photoelectron energy inferred
using k-dip spectroscopy (32) ©2010 IEEE.
formed only if an electron and hole are initially separated by a distance less than the
Onsager radius - which is the physical distance at which the Coulombic and thermal
energies of the charge carriers match (30; 28). The quenching mechanism is assumed
to be in the form of exciton-exciton annihilation and will occur only if two excitons
are within the Birks radius - a term used to describe the interaction radius of two free
excitons. If the charge carriers are too dense, quenching may occur; however, if they
are too dilute, exciton formation will be impeded. Only the fraction of excitation
carriers that are “born” as free electrons and holes -as opposed to excitons- and a
term related to the probability of exciton annihilation must be adjusted to reproduce
the response of most scintillators, see Fig. 3.5. Although the minimalist model is
effective at reproducing the proportional behavior of various scintillators, it may be
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Figure 3.5: Nonproportional response and fit for a variety of scintillators using the
minimalist approach (30). ©2009 IEEE.
oversimplified since it disregards many of the physical processes which are known to
occur (23). In addition, this model is time independent so it does not model the
density of charge carriers as they evolve with time.
The phenomenological kinetic model discussed in (41) is more complex than the
minimalist model as it employs a set of rate constants to model the time dependent
concentration of various charge carriers in discrete volumes along the entire radiation
ionization track and incorporates many of the physical processes known to occur
during scintillator relaxation. In this model, both free charge carriers and excitons
can contribute to the total modeled light yield. Linear rate terms include radiative
and non-radiative decay of an emitting center (41). Quadratic rates include emission
processes resulting from binary capture of an electron and hole at a luminescent
center as well as quenching mechanisms related to exciton-exciton annihilation (41).
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Cubic rates include a well understood Auger-like quenching term involving either two
electrons and a hole or two holes and an electron which ultimately results in a non-
radiative recombination of an electron and hole - transferring their combined energy
to the third ’spectator’ charge carrier (41; 42). Unlike the minimalist approach,
this model simulates an entire particle track. The track is subdivided into small
volumes, and the initial charge densities are calculated along the track using simulated
local stopping power, ionization density, and a branching ratio which describes the
probability of producing an exciton vs. an electron-hole pair (41). The total light
yield arising from a radiation interaction can be calculated by integrating the radiative
pathways over both time and over the entire ionization track. By obtaining an average
light yield for a range of particle energies, the non-proportional response can be
obtained. The non-proportional response obtained using this model is capable of
accurately reproducing the response of many scintillation materials; however, it has
many free fitting parameters that could potentially allow for overfitting.
A more recent model introduced by Williams et al. has expanded on the kinetic
model by incorporating terms that account for the diffusion of charge carriers. In
addition, a combination of experimental techniques were developed that allowed
various rate constants to be collected resulting in fewer free-fitting parameters and
also allowed for a better fundamental understanding of the underlying physics and
other factors which could influence the non-proportional response. In William’s model
the time-dependent concentration of electrons and holes in a small volume along the









2nh − Ahnh −Bnenh − k3ehenenhne − k3ehhnenhnh (3.3)
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where G is the source term, which is treated as an instantaneous generation of primary
excitations. As discussed in (11), the total time for stopping a 662 keV γ ray is about
5 ps, and the time it takes the created electron to pass through a discretized 100 nm
section of track is less than one fs - likely validating the instantaneous treatment of
the generation term. The terms De∆
2ne and Dh∆
2nh describe the diffusion of charge
carriers. The term Ahnh is related to the first order trapping of holes on various
defect sites, and the term Aene is an analogous term that describes electron trapping
(11). The term Bnenh is the second order bimolecular pairing term which describes
the probability of exciton formation, and the k3 terms are third order terms which
describe the previously discussed Auger Quenching mechanism. In order to fully
describe the time-dependent concentration of charge carriers, equations 3.2 and 3.3




2N − C1N −K2N2 (3.4)
where the term Bn2 acts as a source term which couples to the bimolecular pairing
term of the free carrier equations (11). The term C1N is the sum of all linear radiative
and nonradiative rates of exciton decay, and the term K2N
2 is the dipole-dipole
quenching term that accounts for second order losses that result from dipole-dipole
annihilation. As in the free carrier equations Dexc∆
2N describes the diffusion of
excitons (11).
During the model’s development, an interband z-scan technique was developed
to investigate the ionization dependent quenching of various scintillation materials
(44; 43; 11). A schematic of the measurement is shown in Fig. 3.6. In this technique
a laser capable of 500 fs pulses is directed through a lens which can be used to tune
the fluence on a given sample, which is encapsulated in an integrating sphere so that
all produced light can be easily detected by a PMT. The energy of the photons can be
tuned between 5.9 and 6.1 eV and is adjusted so that the energy is a few meV above
the fundamental absorption edge of the test scintillator thus allowing for exactly one
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Figure 3.6: Illustration of the experimental setup used in interband Z-scan
luminescence yield measurements of nonlinear quenching rates and kinetic order.
A translating lens focuses a Gaussian beam that is absorbed by the sample.
Luminescence photons are channeled into a photomultiplier (43). ©2013 by the
American Physical Society.
electron-hole pair to be produced per absorbed photon. The sample is oriented in
such a manner that all reflected light will pass through the entrance slit, and its
intensity can be measured. By knowing the spot size, fluence, and reflected intensity,
the ionization density produced by the fs laser can be calculated; and it can be tuned
by translating the focusing lens to adjust the spot size.
Z-scan data for both BGO and SrI2 is shown in Fig. 3.7. From the data it
is apparent that the quenching behavior in SrI2 can only be fit by a third order
quenching mechanism, and the quenching in BGO can only be fit by a second order
quenching mechanism. This implies that the dominant quenching in SrI2 is related to
the third order Auger quenching of free carriers, and the quenching in BGO is related
to second order exciton annihilation (11). In addition to the order of quenching, the
z-scan measurement also allows for calculation of the rate constant associated with
the quenching. Based on z-scan data of a number of samples it was determined that
second order quenching was almost exclusive to oxide and fluoride scintillators, and
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Figure 3.7: Illustrative Z-scan data for SrI2 and BGO. The plot shows that BGO
can only be fit by second order quenching, and SrI2 can only be fit by third order
quenching. Figure is to be published in (11) ©Elsevier.
third order quenching dominated the other halide scintillators - although NaI was
found to be of a mixed order (45).
One major distinction between oxide and fluoride scintillators compared with
other halide scintillators is that oxide and fluoride scintillators have a much higher
optical phonon frequency as a result of their lighter atomic constituents (oxygen
or fluorine). As a direct result of the higher optical phonon frequency, oxide and
fluoride materials should exhibit a faster thermalization of charge carriers relative to
other halide materials, which has been calculated as approximately 0.1 ps in YAP
vs. approximately 3-7 ps in CsI from simulated responses (46; 47; 11). Since CsI
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exhibits 3rd order quenching (related to free carriers) and the free charge carriers
should be the mostly converted to excitons after approximately 6-7 ps, the time scale
for non-linear quenching should be on the order of a few ps as well.
The order of magnitude difference in cooling times and the propensity for alkali-
halide materials to exhibit self trapping changes the picosecond scale scintillation
dynamics, and as a result the model proposed by Williams et al. treats oxides and
fluorides differently than other scintillators, effectively creating two different classes of
materials in regards to non-proportionality (11). Since the focus of the present work
is on oxide materials, specifically YAP:Ce and GGAG:Ce, this text will primarily
examine the oxide branch of scintillators. More information related to the halide
branch can be found in (48; 49; 45; 43) and (11). For fluoride and oxide materials, the
model predicts that simple diffusion of charge carriers is competing with non-linear
quenching. More efficient diffusion of charge carriers should lead to more dilution
and will, in turn, allow a given oxide or fluoride material to exhibit less quenching at
higher excitation densities.
In order to test this theory, Li et al. developed an effective diffusion term for
a mixture of excitons and ambipolar carriers (50). The diffusion for a given charge





where k is the Boltzmann’s constant, T is temperature, τsc is the scattering
momentum relaxation time, and m? is the effective mass (50). In the model it is
assumed that the scattering time for electrons and holes should be roughly the same;
however, excitons are quasi-neutral particles and should have a larger value for τsc
since they should exhibit a reduced cross section for Coulombic scattering by charged
defects or optical phonons, thus significantly reducing the scattering probability.
In the case of scintillators, the diffusion should be comprised of an admixture of
free carriers and excitons during the quenching phase. The electrons and holes should
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undergo ambipolar diffusion meaning that the diffusion of the two species cannot be
viewed independently since there is Coulombic attraction between the two species.
As a result, the diffusion becomes dominated by the “slower” species, and the m?
term can be reduced to the heavier effective mass of the two. In addition, the mass of
the exciton is simply the sum of the effective masses of the constituent electron and
hole; however, it is assumed in this model that the exciton mass can be modeled as
the heavier of the free carriers (50). Using these assumptions the value for m? can be
reduced to simply the mass of the heavier free carrier to describe the diffusion of both
free carriers and excitons. The only difference between the exciton diffusion term
and free carrier diffusion term is the scattering time. By further assuming that the
branching of excitons and free carriers is caused by a mismatch of the rate of diffusion
of the electrons and holes and that the fraction of excitons vs. free carriers can be
effectively modeled as the ratio of the electron/hole mass, an effective diffusion term















to use the minimum ratio of the two effective masses (50). The effective diffusion
equation can be further simplified by assuming that the contribution by free carriers








which gives the advantage of only one free variable, τexc. The values for the effective
electron and hole mass are listed in Table 3.1 and were calculated by Setyawan et al.
from the second derivative of energy with respect to the k-vector at the conduction
band minimum for electrons and at the valence band maximum for holes (51).
The calculated effective diffusion coefficient for a number of scintillators assuming
a constant value of 8.4 x 10−15 s for τexc was calculated in (50) and is shown in Table
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Table 3.1: Effective diffusion coefficient and proportionality figure of merit for
various materials. The values for the effective masses and non-proportionality figure
of merit come from (51), and the values for the effective diffusion coefficient come
from (50).
Material me[mo] mh[mo] 1-σnp Deff
ZnSe 0.146 .949 0.924 .065
YAP 2.335 1.941 0.975 0.142
LuAP 0.423 2.094 0.841 0.039
YAG 1.094 1.975 0.912 0.112
LuAG 0.979 2.432 0.864 0.066
YSO 0.699 3.795 0.796 0.019
LSO 0.545 3.603 0.784 0.017
BGO 0.599 3.022 0.776 0.026
CdTe 0.99 1.163
HPGe 1 238.8
3.1 along with a proportionality figure of merit taken from (51). A plot of the same
data is depicted in Fig. 3.8.
The data in Table 3.1 and Fig. 3.8 demonstrate that for an oxide or fluoride
scintillator to exhibit optimal proportionality it is crucial to have a similar electron
and hole diffusion velocity. Having a similar diffusion velocity allows for earlier
formation of excitons, which will diffuse faster due to their larger τsc and allow for
more dilution. A similar study by Setyawan et al. which influenced the current work
had already concluded that the ratio of electron and hole mobility was crucial in
determining the proportional behavior of oxide materials (51). It should be noted
that since this model is based on simulated band structure for each of the materials,
a perfect material is assumed. In this case, the model neglects any effects that defects
might have on the electron and hole diffusion.
3.4 Original Contributions
Light yield non-proportionality is an important scintillator characteristic, as it is
known to degrade the energy resolution of all known scintillation materials. Several
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Figure 3.8: Effective diffusion coefficient versus a proportionality figure of merit.
Figure originally published in (50). ©AIP Publishing LLC
prominent models have been developed to help understand the non-proportional
behavior of scintillators; however, these models can only reproduce past measured
data. The underlying mechanics of light yield non-proportionality are not yet
understood well enough to allow for predictive modeling. In this work, we aim to
study both the non-proportionality and the overall scintillation performance of select
oxide scintillators in order to allow for greater insight into the key physics which
lead to light yield non-proportionality in oxide scintillators. A diffusive model has
been used to study the effect of the host lattice on the observed light yield non-
proportionality; however, this current model does not take into account the effects
of defects or the activator concentration (11). In this work, we investigate two oxide
scintillators which can display a variable non-proportional response, indicating that
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there must be factors other than the host which can affect non-proportional behavior
in oxide scintillators.
In this work, it will be shown that the scintillation properties of Gd3Ga3Al2O12:Ce
(GGAG:Ce) can be significantly altered by making use of a codopant. Thermo-
luminescence measurements indicate that boron co-doping effectively reduced the
concentration of deep traps, improved the light output by approximately 10%,
and improved the measured light yield non-proportionality relative to a reference
crystal. The improved light output was likely a direct result of the reduced deep
charge trap concentration. In scintillation materials, deep charge traps can efficiently
capture migrating charge carriers, effectively removing the charge carriers from the
scintillation process. By decreasing the relative concentration of these traps, the total
light output is expected to improve, as observed in our results. As a result of both the
improved light output and the improved light yield non-proportionality, the energy
resolution was found to improve from 9.0% in the reference sample to 7.8% in the
boron codoped sample.
In chapters 6 and 7, sample-to-sample variation in YAlO3:Ce (YAP:Ce) non-
proportionality is studied. In this work, we collected seven samples of YAP:Ce
and grew an additional eight samples in order to determine what factors were
responsible for the variable non-proportional response. Based on optical absorption
and thermoluminescence data, it was determined that the non-proportionality was
correlated with the Ce3+ concentration. Furthermore, it was found that increased
Ce3+ concentration led to an improved light output, a faster decay time, a longer
Ce3+ lifetime, and an improved light yield proportionality.
Using the measured results, a quenching mechanism related to activator concen-
tration was proposed to explain the observed relationship between Ce3+ and light
yield non-proportionality (52). Based on calculations, it can be shown that even
at moderate ionization densities, the number of charge carriers begins to approach
and eventually surpasses the number of available activators in YAP:Ce (52). In this
scenario, as the ionization density increases, charge carriers will be forced to migrate
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further from the initial ionization track as a result since the closets activators will
already be occupied. As the charge carriers migrate further, they will be exposed to
more deep charge traps, and as the time of migration increases, they will be exposed to
more non-linear quenching as described by the diffusive model (52). As a result, more
quenching is expected at higher ionization densities than at lower ionization densities.
In this proposed quenching scheme, both the relative activator concentration and
the concentration of deep charge are expected traps are expected to affect the non-
proportional behavior. Shallow charge traps should not be expected to contribute to
the proportionality, as the trap lifetime should be on the order of scintillation and any
trapped charges would still contribute to the final scintillation pulse. Not only does
this model explain the relationship between activator concentration in YAP:Ce and
the measured proportionality, but it can also explain the improved proportionality
of GGAG:Ce,B relative to GGAG:Ce. As mentioned above, our thermoluminescence
results revealed that boron codoping was effective in suppressing the formation of deep
charge traps. With a lower concentration of deep charge traps, migrating carriers
will be less likely to become trapped as carriers migrate further from the initial
ionization track. It should be noted here that the host quenching as described by the
diffusion model and the quenching mechanism that arises from activator saturation
should be in competition (52). Therefore, materials which display a relatively good
host proportionality, such as YAP:Ce, should exhibit observable activator-related
quenching at a relatively higher activator concentration. As for materials like LSO:Ce,
which are known to have a poor proportionality related to the host, a much lower





Systems Designed for this Research
4.1 Introduction
In order to study, quantify, and understand the non-proportional behavior of scin-
tillation materials used in this study two different Compton electron proportionality
systems were designed and validated. Both systems relied on the physics of Compton
scattering as discussed in section 3.2. The first of the designs was based on a previous
system described in (37) and was the primary system used in this research. The
second design was created in an attempt to improve on the data acquisition rate and
was inspired by previous systems described in (53) and (34). Both of the designs
rely upon the physics of Compton scattering; however, the first system relies on the
conservation of energy, and the second system relies on the angular dependence of
the Compton energy transfer.
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4.2 Energy Based System
4.2.1 Overview
The energy based system relies on the energy conservation of Compton interactions
with the goal being to detect coincident events from two separate detectors: a
test scintillator coupled to a photosensor and a secondary detector with excellent
linearity and energy resolution. The desired coincident events occur when a Compton
interaction occurs in the test scintillator, the scattered gamma ray escapes the
test scintillator, and it is subsequently captured in the secondary detector. With
appropriate calibration of the system the true electron energy can be determined by
the energy deposition in the secondary detector as
Eelec = Egamma − E0 (4.1)
where Eelec is the ’true’ electron energy deposited in the test scintillator, Egamma
is the energy of the scattered gamma ray, which is measured by the secondary
detector, and E0 is the initial gamma ray energy, which is a known parameter.
Traditionally 137Cs sources are used because they have a fairly large Compton cross
section, are monoenergetic, and they allow for measurement of electron energies up
to approximately 477 keV, which is well above the energy range of interest.
4.2.2 Experimental Details
The energy based system was comprised of standard NIM electronics, a test
scintillator coupled to an R2059 PMT, an Ortec GEM Poptop HPGe detector, a
National Instruments BNC-2110 data acquisition card, and a 10 µCi 137Cs, as seen in
Fig. 4.1. The output of each detector was split so that one channel could be used for
timing and a second channel could be used for energy. An Ortec 935 constant fraction
discriminator was used for timing of both the scintillator and HPGe signals. Since
the voltage was held constant among all test scintillators and the pulse shape and
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light output varied significantly from material to material, the CFD settings for the
scintillator signal chain were varied between measurements. In order to measure the
lowest possible electron energies the threshold was set just above the noise, and the
delay cable length was varied according to the decay time. For the HPGe signal chain
the threshold was experimentally adjusted using a triggered Tukan 8k MCA to be at
approximately 250 keV. This corresponds to associated Compton electron depositions
in the test scintillator of up to 412 keV, and the higher threshold helps to reduce
unwanted coincident events which arise from partial energy depositions and multiple
Compton scatters. In all measurements, both of the CFD signals were delayed so
that the scintillator signal arrived approximately 25 ns ahead of the HPGe signal.
An Ortec model 567 time to amplitude converter (TAC) with a 50 ns range was used
to look for coincident events. The TAC was used in place of more traditional NIM
logic modules since the time difference between the two pulses could be digitized and
subsequently used as a data filter. The energy channel of the scintillator was amplified
using a Canberra model 2003 pre-amplifier and a Canberra model 2022 spectroscopy
amplifier. The shaping time constant and the gain were set according to the specific
test scintillator. The HPGe detector’s energy signal was first amplified with a built in
preamplifier that was pre-packaged into the detector and was subsequently amplified
using an Ortec 672 spectroscopy amplifier using a shaping time of 6 µs.
In order to ensure an accurate calibration of the system the linearity of the HPGe
detector was first determined using a set of radioisotopes with a known gamma ray
energy, and the resulting response was determined to be almost perfectly linear.
For our purposes it was assumed that the PMT exhibited a linear response since
none of the measured samples had a light output above 55,000 photons per MeV.
In addition, the zero offset of the ADC was measured by probing with square waves
from a waveform generator, and a slight offset was found and subsequently accounted
for in post processing. Since it was reported in (36) that any miscalibration of the
secondary HPGe detector can lead to biased results, the test scintillator and HPGe
detector were recalibrated after every 15 minutes of data collection to ensure that
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Figure 4.1: Block diagram of the Compton measurement system designed in this
work.
no drift occurred during measurement. This was accomplished by using the ADC to
trigger directly on the input HPGe and scintillator energy signals and using software
to adjust between collecting coincident and singles events.
In our design the 137Cs source was collimated in such a way that the secondary
detector could see scattered gamma rays at approximately 25◦ intervals, and as a
result it was necessary to collect data over a variety of primary scattering angles.
Based on empirical observations it was determined that two primary scattering angles
allowed for data collection between approximately 0 and 150 keV, and three primary
scattering angles were found to increase the range to approximately 250 keV; this
is smaller than the theoretical expected energies because of some small overlap in
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range of observable angles between geometries. In order to obtain information for
low energy electrons a primary scattering angle of approximately 0◦ was necessary.
In this geometry, the collimated radiation beam would produce a significant number
of direct counts in the HPGe detector, fundamentally limiting the useable source
strength to approximately 20 µCi. The acquisition rate varied between 5-50 counts
per second (cps) and had a slight angular dependence with more counts occurring
at low scattering angles. This was expected based on the Klein-Nishina formula (1);
however, the true Compton rate was convolved with backscatter events from the
HPGe and a large frequency of accidental coincident events. In general, it was found
that samples with a higher density or a larger size allowed for a higher achievable
count rate.
4.2.3 Validation
In order to validate the measurement system the non-proportional response of several
well known scintillators was measured and then compared to the expected response
reported in (54; 55; 33; 56). In each case, the measured response was consistent with
literature data down to 15 keV. The results for BGO, LSO:Ce, CLYC:Ce, and NaI:Tl
are shown in Fig. 4.2. It is thought that the deviation at energies less than 10 keV
was a result of slight miscalibrations of the system.
4.3 Angular Based System
4.3.1 Overview
The concept of this system is similar to the energy based design in that it relies
on the physics of Compton scatter; however, this new system relies purely on the
scattering angle dependence of the energy transfer. In this particular setup the
angular information is determined by careful geometric alignment of the system.
Some of the first Compton systems functioned similarly, but they were fundamentally
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Figure 4.2: Electron response data for several scintillators. In each case the response
matches well with literature results from (54; 55; 33).
limited to collecting data from a single scattering angle per measurement (34). By
incorporating a multi-pixel detector, up to 64 scattering angles can be measured in
parallel. The performance of the system was also enhanced by using a high speed
digitizer and a faster secondary detector to avoid pulse pileup, which ultimately
allowed for a stronger 2.3 mCi 137Cs to be used. As a result, the count rate improved
to 45 counts per second for a very small sample (3x3x10 mm), which would have had
a count rate of only a few cps in the previous design as a result of its small geometry.
Since the system also offered better timing performance, a 2 ns coincidence gate was
used which led to an improved signal to noise ratio in terms of Compton events versus
accidental coincidences.
4.3.2 Experimental Details
The overhead view of the angular based Compton measurement system is shown in
Fig. 4.3. In the setup, a finely collimated 2.3 mCi 137Cs source is used to excite
the test scintillator, and escaping Compton gamma rays are detected in a position
sensitive 64 pixel BGO block detector. In this design, a R2059 PMT biased at 1700 V
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Figure 4.3: Overhead view of the prototype angular Compton coincidence system.
The test scintillator and pivot point are located at position O. A fine collimator is
located at position A. The block detector is located at position B, and the laser used
to align the system is mounted at position C. The lead block at position D is used to
minimize the accidental count rate by blocking the primary radiation. ©2013 IEEE
with two anode outputs was used to read out the test scintillator, and 4 separate built-
in PMTs were used to read out the BGO block detector. Each of the block detector
signals were fed into a Phillips Scientific 744 Quad Linear Gate Fan-in/out where
one split signal from each PMT was further wired to an Agilent Acqiris U1065A-004
Quad Channel 2-8 GSa/s DC282 digitizer with 10 bit resolution to be digitized, and
a second split signal from each detector was fed into a second Phillips Scientific 744
to be summed. A Caen N840 leading edge discriminator was used to create a trigger
for the sum block detector signal and one of the PMT anode signals, and each trigger
signal was then fed into a Phillips Scientific 776 Quad Majority Logic unit which was
used to trigger the Acqiris digitizer.
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4.3.3 Block Detector Calibration
In order to properly calibrate the BGO block detector, 500,000 events captured with
a 137Cs source were digitized and subsequently processed using Anger logic in order
to develop a flood field image as seen in Fig. 4.4. Using Anger logic the ’X’ and ’Y’
coordinates of an interaction are simply the ratio of the integrated charge
X =
PMT1 + PMT2




PMT1 + PMT2 + PMT3 + PMT4
(4.3)
where the PMTi values represent the integrated charge for a given PMT. It should
be noted that the x and y coordinates do not represent the physical space of the
detector, but they instead represent an image space. In-house software was then
used to determine pixel boundaries and create a lookup table so that the ’X’ and
’Y’ coordinates from a given event could be used to quickly determine the pixel of
interaction. In order to validate that the response did not vary with energy, the
original data was separated into 100 keV bins between 200 keV and 700 keV in post-
processing, and a set of flood field images was produced for each energy. Only a small
variation was observed between the bins, and the position of the pixel boundaries was
found to remain constant.
4.3.4 Basic System Analysis
Using angular information instead of energy information removes the possibility of
biasing the low energy non-proportional response from a poor secondary detector
calibration (36); however, it instead introduces a strong sensitivity to spatial
positioning of the block detector at all energies, especially in the intermediate
scattering angles where the Compton energy transfer is most sensitive to angle of
interaction. As a result, great care was taken in the alignment of the system,
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Figure 4.4: An example flood field collected using a BGO block detector. Energies
collected ranged from 185 to 662 keV. The red lines represent inter-pixel boundaries
calculated using in-house software. ©2013 IEEE
and laser levels were used in coordination with an optical breadboard and a set
of linear translation devices to reduce position uncertainty. The calculation of the
scattering angle and subsequent non-proportional response relied on precise and
accurate positioning of the secondary detector with respect to the collimated radiation
beam and the test scintillator. To better understand the effects of misalignment, a
study was conducted that analyzed the error in both scattering angle and energy
which resulted from both angular and translational misalignments of the secondary
detector, and it was determined that a misalignment as small as 0.1 mm or 1.9◦ could
lead to as much as a 0.5 keV average error in the 64 block detector pixels with as
much as 5 keV error in some individual pixels, see (57) for more detail.
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Figure 4.5: Relative light yield curve calculated for LaBr3 using the prototype
angular Compton coincidence system. The results agree with a simple source library
measurement and previous literature reported in (58) at energies as low as 40 keV.
©2013 IEEE
4.3.5 Validation
To validate the system, the response of a a complete set of data between 0 and 250
keV was obtained using three four scattering angles. The entire measurement required
approximately 20 hours of data collection, and the results are shown in Fig. 4.5 and
were in agreement with literature data (58) and a simple source library measurement
at energies as low as 40 keV. It is estimated that the system had no more than a
0.25 cm positional offset and a 1.5◦ offset in angular orientation; however, this slight
offset is likely the reason the measured data deviated from literature data at energies
around 40 keV. Although this system was able to obtain results much faster, it was
ultimately determined that the positional uncertainty was too great to accurately





∗ This paper investigates the effects of boron and calcium co-doping on the measured
energy resolution of Gd3Ga3Al2O12:Ce (GGAG: Ce). For this study, three samples
of GAGG were grown using the Czochralski method. The first sample was doped
with Ce3+ and was used as a reference for comparison. The next two samples were
additionally doped with either B3+ or Ca2+. The boron co-doped sample was found
to have an overall improved performance when compared to the reference sample.
The light output of the GGAG:Ce,B sample was measured to be 10% greater than
the reference sample. In addition, the sample was found to have less charge trapping
and a more linear relative light yield response. These factors led to an observed
improvement in energy resolution from 9% in the reference sample to 7.8% in the
B3+ co-doped sample. Co-doping with Ca2+ led to an overall reduction in charge
trapping; however, the sample suffered a 30% reduction in light output, and it was
found to have a less linear relative light yield than the reference sample. Its energy
∗This chapter was originally published in a peer reviewed journal paper and is printed with
permission from all of the original authors: S. B. Donnald, M. Tyagi, H. Rothfuss, F. Meng, J.P.
Hayward, M. Koschan, and C.L. Melcher ©2013 IEEE (18).
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resolution was measured to be 10.1%. The relationship between the measured energy
resolution and the other measured properties in these samples is discussed.
5.2 Introduction
Oxide materials based on the garnet structure have proven to be promising candi-
dates for scintillator applications involving gamma ray detection and spectroscopy.
In general, these materials are known for their high density and fast decay
time.Gd3Ga3Al2O12:Ce (GGAG:Ce) is a recently discovered scintillator belonging to
this group, and it has been found to have many desirable scintillator properties. The
material has been measured to have a density of 6.67 g/cm3 and has been reported
to have a light output of 46,000 photons/MeV (59). In addition, the material is
non-hygroscopic and has been grown with a diameter as large as 2 inches using
the Czochralski method (59). In order to improve the energy resolution and other
scintillation characteristics, we have attempted to co-dope GGAG:Ce with both an
aliovalent and isovalent co-dopant.
Previous work described in (60; 61; 62) showed that the performance of LSO:Ce
and YSO:Ce can be improved by incorporating aliovalent Ca2+ ions into the crystal
lattice to act as a secondary dopant. It was found that calcium co-doping in LSO and
YSO reduced charge trapping, thereby enhancing the energy migration within the
scintillator as made evident by thermoluminescence (TL) and scintillation kinetics
measurements. The increased charge carrier mobility in the calcium co-doped LSO
and YSO resulted in a faster decay time (60; 61). Furthermore, the enhanced
energy migration of the LSO was correlated with an improved energy resolution when
compared to the standard samples containing only cerium (62). In addition, calcium
co-doping was found to impact the scintillation properties of Gd based silicates
such as GSO, in which absorption was found to increase around the band edge,
effectively burying shallow charge traps (63). Additionally, calcium doping has been
found to significantly reduce imperfections and facilitate the growth of single crystal
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gadolinium gallium garnet (GGG), which is a close relative of GGAG and has a
similar crystal structure (64). Because of our experience in co-doping materials with
calcium and its beneficial effect on GGG, we chose calcium to study as an aliovalent
co-dopant.
Trivalent boron has been reported previously to aid in the synthesis of GGAG:Ce
powder phosphor (65). It was found that samples with the additional boron dopant
exhibited increased photoluminescence intensity under excitation of 470 nm photons
when compared to samples doped with cerium only, although the mechanism for
the increase is not fully understood at this point (65). Nevertheless, because of the
beneficial effect of trivalent boron on the properties of the phosphor powder and
the resulting increased light output, we pursued B3+ co-doping of single crystalline
GGAG:Ce as an isovalent co-dopant. However, due to the very different synthesis
conditions for single crystals and the much lower achievable dopant concentrations,
we could not predict the outcome in advance.
In an effort to study the effects that boron and calcium co-doping would have on
GGAG:Ce, three single crystals were grown; one was doped with cerium only, and
two were additionally doped with either calcium or boron. A series of tests were
conducted on each material to gain a basic understanding of how the doping choices
affected charge carrier migration and the overall scintillator performance, especially
as the properties relate to energy resolution. TL measurements were made in order
to determine the effects of co-doping on charge trap depth and concentration, giving
insight into the energy migration within each sample. Absolute light output and
light yield non-proportionality were measured for each sample to observe changes
resulting from altered energy migration. Finally, the energy resolution was measured
to determine the overall effect that co-doping had on the scintillator performance.
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5.3 Crystal Growth and Experimental Setup
5.3.1 Crystal Growth
Three GGAG samples were grown at a rate of 1 mm per hour by the Czochralski
method using a Cyberstar Oxypuller 05-03. The melt was contained within a 60 mm
by 60 mm iridium crucible. A fresh crucible was used for each individual growth
run. The diameter for each crystal was 32 mm. All of the samples had a cerium
concentration of 0.2 atomic percent with respect to the gadolinium. Two of the
three samples were co-doped. One sample contained an additional 0.2 atomic percent
calcium, and another sample contained an additional 0.2 atomic percent boron with
respect to the gadolinium concentration. In each sample, an excess of 3
Ga2O3 
 Ga2O +O2 (5.1)
as discussed in (66). The gallium sub oxide formed by the decomposition has a
much higher vapor pressure than the garnet, causing it to vaporize from the liquid
garnet surface (66). The GGAG crystals are shown as grown in Fig. 1, the bright
structures present in each of the samples are small cracks. An x-ray diffraction
measurement was conducted for each of the samples, and it confirmed that we had
grown the correct phase. Samples used in this study were taken from the same position
of each boule in order to ensure a consistent cerium concentration. The samples were
taken from an area 75 mm below the seed; this area was found to be crack free in each
of the samples. Only one crystal of each composition was grown for this study, but
based on the crystal properties which will be presented, it can be stated that all of
the samples were of high quality and should provide insight into the practical effects
of co-doping.
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Figure 5.1: Under the excitation of 366 nm photons the intensity of the light output
from GGAG:Ce changes visibly depending on the choice of co-dopant. Pictured from
left to right: GGAG:Ce, GGAG:Ce,Ca, GGAG:Ce,B. The three samples are displayed
next to a cubic LSO sample (shown in blue).
5.3.2 Light Yield and Energy Resolution Measurements
Absolute light output and energy resolution measurements were made using a pulse
processing chain consisting of an R2059 photomultiplier tube (PMT), an Ortec 672
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amplifier, a Canberra 2005 pre-amplifier, and a Tukan 8k MCA. The PMT was
directly coupled to each sample using optical grease (Dow Corning Q2-3067), and
a hemispherical Spectralon reflector with a 50 mm radius was used to maximize the
collection of light. A shaping time of 3 µs was used in each of the measurements.
This value is an order of magnitude longer than any reported decay component in
GGAG:Ce, and therefore should be long enough to ensure that all light is fully
recorded. The decay time of GGAG:Ce has been reported previously to have a two
component decay with a fast component of 52.8 ns and a slow component of 282 ns
(67). As mentioned, samples of each composition were cut from similar positions of
each boule to ensure that the samples had a consistent cerium concentration. The
samples were 5 x 5 x 5 mm in size, and each sample was measured for 10 min during
its irradiation with a 10µCi 137Cs source at a distance of 4 cm, which led to negligible
dead times of less than 1%. Four samples of each material were measured in order to
provide statistical deviation. The absolute light output was determined based upon





where Gs.p. and Ggamma are the amplifier gain settings of the single photoelectron
and the 137Cs full energy peak measurements, respectively. The quantities Ps.p. and
Pgamma are the peak channel number for the single photoelectron peak and incident
gamma. The quantity QT is the integral quantum efficiency, which was determined
from the radio-luminescence emission wavelength of each GGAG sample and the
measured quantum efficiency of our R2059 PMT. The quantity Egamma was used in
order to normalize the light output on a per MeV basis. The centroid of the single
photoelectron peak was estimated from a measured pulse height spectrum of the PMT
dark current, as seen in Fig. 5.2. The dark spectrum was measured in a light tight
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Figure 5.2: Single photo-electron spectrum collected from thermionic emission of
electrons. Note the pedestal lies below the lower level discriminator.
box. In this manner, the pulse height spectrum is dominantly composed of single
photoelectrons (1).
5.3.3 Thermoluminescence Measurements
For each TL measurement, a single sample of each material was mounted within an
Advanced Research Systems cryostat (model DE202AE). The pressure was reduced
to 20 mTorr and the sample was then heated to 500 K to empty out traps in the
temperature range of interest. Next, the temperature was reduced to 20 K and
irradiated by an x-ray generator (Source 1 Xray Model CMX003) at 35 kV and
0.1mA for 15 min. Subsequently, the sample was brought back to 500 K at a rate of 9
K/min. A Hamamatsu H3177 PMT optically coupled to the cryostat’s light transport
interface was used to measure the sample’s light output. The PMT current signal was
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transformed into a voltage signal using in-house electronics. A National Instruments
6002-E data acquisition card was then used to digitize this voltage signal. In-house
software was used to correlate the sample temperature with the signal intensity.
Sample size, geometry, orientation, and irradiation time was held constant throughout
the experiments in order to have comparable TL glow curves.
5.3.4 Light Yield Non-Proportionality
The Compton coincidence setup used for the non-proportionality measurements was
modeled after the concept described in (37). A collimated 20µCi 137Cs source was
used to generate the primary 662 keV gamma rays. Our system used a Hamamatsu
H3177-50 photomultiplier tube (PMT) to read out the scintillator crystal under test
and it used an Ortec GEM Pop Top High Purity Germanium (HPGe) detector to
measure the energy of the gamma rays that Compton scatter from said scintillator.
The energy of the Compton electron is simply determined as the difference between
the primary gamma ray energy and the energy recorded in the HPGe detector. A
National Instruments 6110 data acquisition card was used to digitize the signals from
the two detectors after pulse processing by NIM electronics. The acquisition card
is capable of digitizing 4 channels simultaneously, and triggering from two separate
inputs. For our purposes, it was operated at 5 mega-Samples/s with 12 bit resolution.
Based upon measured energy resolution, we know that the incoming pulses were wide
enough to let us accurately pick off the signal pulse heights using software developed
in-house. The same software was also used for analyzing the data. As in (37), data
was collected from two separate primary scattering angles to generate light yield non-
proportionality data. Measurement times varied from 24 to 48 hours for each crystal
under test, depending on sample size. Based on a performance study of SLYNCI
described in (36), a recalibration of the HPGe detector was performed after every 15
min of data collection. The system was validated by measuring the non-proportional
response of a NaI:Tl scintillator sample and comparing the results to data reported in
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Figure 5.3: Comparison of data from (56) to our measured data for use in validation
of our Compton coincidence system developed for light yield non-proportionality
measurements. Agreement is within 1σ.
(56). The results of the comparison are displayed in Fig. 5.3, and agreement was found
to be within 1σ. Based on Fig. 5.3 it was determined that our results are consistent
with literature down to 15 keV. To be conservative, the data range chosen for the
three GGAG samples began at 20 keV and ended at 305 keV. In our setup, 305 keV is
the maximum energy that can be seen based on the geometry of our system without
adding an additional measurement. However, the non-proportional photon response
can also be investigated using source library measurements (68). These measurements
rely on making use of a number of individual of radio- isotopic sources which emit
gamma rays of well-known energies. Since the energy is known, the light yield can be
determined at each of the discrete gamma ray energies and the relative light yield can
be determined by normalizing to one of the measured energies, usually the 662 keV
peak of 137Cs. Unlike the Compton coincidence technique, this type of measurement
is limited to the discrete energies of the available radio-isotopes, and the low energy
results are convolved with shell effects of the orbital electrons, but the measurement
is appropriate for providing basic information about the non-proportional light yield
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response. Based on the source library measurement, it is known that all three samples
show a linear response between 302 and 1274 keV (within 2.4%).
5.3.5 Results and Discussion
The measured thermo-luminescence (TL) data from the 3 GGAG samples is shown in
Fig. 5.4. Based on the low TL intensity, it is evident that incorporating calcium into
the crystal lattice greatly reduced the shallow charge traps visible in the TL spectra.
This observed effect is consistent with results in LSO:Ce and YSO:Ce (60; 61). The
calcium co-dopant had the most significant impact on compensating for shallow traps
and room temperature traps. However, a new trap seems to have been introduced
near 390 K that does not appear to originate from the host material. Referring to Fig.
5.4, the boron co-doping was also found to produce a positive, albeit comparatively
less significant effect. Co-doping with boron did little to reduce the low temperature
traps, but it effectively suppressed or eliminated all other observable charge traps.
Fig. 5.5 displays the results of the light yield non-proportionality measurement.
All three samples displayed a similar trend, their light output decreasing dispropor-
tionately at lower energies. From the results, it is evident that the addition of boron
to GGAG:Ce had an overall positive effect on the non-proportionality of the light
yield. In contrast, the addition of calcium was found to have a negative impact on
the scintillators light yield non-proportionality.
The energy spectra obtained from the three samples are shown in Fig. 5.6. From
the spectra, it is clear that co-doping with boron led to an increased light output. This
can be explained by the reduced trapping seen in the TL response. Fewer observed
traps in the boron co-doped sample would allow for more efficient charge migration
to activator sites in the crystal, in turn allowing for a higher light yield. The spectra
in Fig. 5.6 also show a marked reduction in light output in the calcium co-doped
sample. One might expect enhanced energy migration and light output after viewing
the thermo-luminescence data; however, it is likely that incorporating calcium into
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Figure 5.4: A temperature dependent thermoluminescence (TL) intensity plot shows
the effect of co-doping on deep and shallow traps in GGAG:Ce.
the crystal lattice introduced new energy levels in the band gap, thus introducing new,
non-radiative de-excitation pathways leading to an overall reduction in light output
(63). From our absolute light output measurements, the light output of the reference
sample was found to be 47,000±1,400 photons per MeV; consistent with a prior
reported value of 46,000 photons per MeV (59). The boron and the calcium co-doped
samples were found to have absolute light outputs of 52,000±1,500 and 32,000±1,000
photons per MeV respectively. The uncertainty was determined based on the standard
deviation of measurements of 4 different samples from similar locations in each boule.
Energy resolution was determined from the pulse height spectra shown in 5.6. Out
of the three samples, the boron co-doped sample was found to have the best energy
resolution of 7.8%, which is significantly better than the 9% energy resolution observed
in the reference sample. The enhanced energy resolution can be attributed to both the
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Figure 5.5: Electron Response of the three GGAG samples. In this plot all samples
are normalized to 1.0 at 305 keV. The maximum uncertainty in any of the data points
is 1.5% (at the lowest electron energy). In order to make the plot more readable these
uncertainties are not shown.
increased light output and the enhanced non-proportionality (19). The contribution
of the energy resolution arising from photoelectron statistics, Rphe, can be calculated
from
Rphe = 2.35(N)
−.5(1 + e)0.5 (5.3)
where N is the number of photoelectrons corresponding to a photopeak centroid,
which was determined during the absolute light output measurements, and e is the
variance of the electron multiplier gain which was calculated using
FWHMP.E. = 2.35e
0.5 (5.4)
where FWHMP.E. is the full width at half maximum for a single photoelectron
measurement (19; 69). FWHMP.E. was determined experimentally to be 95%. This
gives a value of 0.16 for e which is close to values reported in previous literature of
0.1 for a R2059 PMT (19; 69). The statistical limits for energy resolution were found
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Figure 5.6: The figure shows the measured pulse height spectra of the three materials
when irradiated with a 662 keV 137Cs source. The spectra demonstrates the effect of
co-doping on the energy resolution and light output of GGAG:Ce. These spectra are
on a scale on which the BGO photopeak is at channel 100.
to be 3.68% and 3.86% for the boron co-doped and reference samples, respectively.
The improvement in the statistical limit is, therefore, less than a 5% improvement.
However, the contribution of the energy resolution from other factors was found to
be 6.87% and 8.13% in the co-doped and reference sample respectively. Thus, our
measurements suggest that the improved energy resolution of the boron co-doped
sample is primarily driven by the factors other than the light yield, such as the light
yield non-proportionality. The energy resolution of the calcium co-doped sample was
found to be 10.1%. In this crystal, the statistical limit was calculated to be 4.64%,
leading to an 8.97% contribution from other factors. It appears that the worsened
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energy resolution of this sample was driven by a combination of the energy resolution
and the light yield.
5.4 Conclusion
Samples of boron and calcium co-doped GGAG:Ce were successfully grown using
the Czochralski method. As in the case of powder phosphor (64), it was found
that co-doping GGAG:Ce with boron led to an increased light output as well as an
overall improvement in performance (Fig. 5.6). Most significantly, the overall energy
resolution of the crystal improved from 9% in the reference sample to 7.8% in the
boron co-doped sample. In addition, there was a marked reduction in visible charge
traps at temperatures above 150 K, implying better energy migration (Fig. 5.4). The
absolute light output was found to increase by 10.3% as a result of improved energy
migration. The more efficient energy migration allowed for a higher percentage of
charge carriers to reach the Ce3+ recombination centers. The improvement in energy
resolution was attributed mainly to the improvement in the linearity of the light
yield response, which may also be correlated with the observed reduction in low
temperature traps.
Similar to many other oxide materials, the calcium co-doped sample was found to
have a substantially lower concentration of charge traps (Fig. 5.4) (60; 61). However,
any benefit from this reduction appears to have been degraded by the addition of
energy levels in the forbidden region of the band structure that allowed for new non-
radiative de-excitation pathways as discussed in [5]. As a result, the light output was
found to decrease by 32.9% and the overall energy resolution was found to degrade
to 10.1%. The reduction in energy resolution was attributed to a combination of







∗ In this paper, nine different samples of YAIO3:Ce have been collected and analyzed.
The light yield non-proportionality of each sample was measured and used to classify
each sample as proportional or non-proportional. A variety of scintillation and
optical measurements were conducted on each sample, and the proportional samples
were generally found to have a higher light output and better energy resolution.
In addition, a strong linear correlation was found between scintillation decay time
and the degree of non-proportionality. Based on absorption measurements as well
as radioluminescence data, it was determined that the non-proportional samples all
shared a range of increased absorption near the cerium 5d absorption edge between
about 325 and 400 nm. The increased absorption has been reported in literature,
∗This chapter was originally published in a peer reviewed journal paper and is printed with
permission from all of the original authors: S.B. Donnald, M. Tyagi, H.E. Rothfuss, J.P. Hayward,
M. Koschan, M. Zhuravleva, F. Meng, and C.L. Melcher ©2013 IEEE (70).
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and it is believed to be the result of a material defect introduced during growth.
Thermoluminescence glow curves were measured for two representative YAIO3:Ce
samples, one from each proportionality grouping, and it was determined that there
was an observable change in defect structure, but there were no additional traps visible
in the glow curves of either the proportional or non-proportional samples. However,
the intensity of the 105 K thermoluminescence peak was found to be approximately a
factor of two greater in the non-proportional samples. Since the lifetime of this peak
is known to be between 25 and 81 ns, it was determined to be the likely cause of the
slower decay in the non-proportional samples.
6.2 Introduction
Over the past few decades, a great deal of time and effort has gone into growing and
characterizing YAlO3:Ce (YAP:Ce). Based on the resulting literature, it is evident
that YAP:Ce is an excellent scintillation material because of both its scintillation
performance and its mechanical properties. The material is non-hygroscopic and is
one of the hardest scintillation materials available (71). It has been measured to have
a light output 3.8 times BGO and has been measured to have an energy resolution as
good as 4.38% at 662 keV (72). The excellent energy resolution of this sample stems in
part from its high light yield, but can be primarily attributed to its nearly ideal light
yield non-proportionality (73). The excellent proportionality leads to an excellent
intrinsic resolution, which has been measured to be as good as 1.3% (72).However, not
all samples of YAP:Ce display an ideal light yield non-proportionality; many samples
have been found to be substantially non-proportional (23). Although a small sample-
to-sample variation in light yield non-proportionality is expected in all scintillation
materials, it is very rare to see a scintillation material where different samples can
exhibit either a proportional or non-proportional response without the addition of
impurities into the crystal lattice.
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6.3 Experimental Details
6.3.1 Overview of Samples
Figure 6.1: Picture of the nine samples used in the study. All of the samples are
optically transparent, are of various shapes and sizes, and differ in surface finishing.
For this study, we have collected 9 individual samples of YAP: Ce, shown in
Fig. 6.1. Of these samples, two were grown in-house, and the other seven were
either borrowed or purchased. All nine of the YAP: Ce samples were optically
transparent and of good quality. The samples were classified as either proportional
or non-proportional based on a simple figure of merit which will be discussed in
6.3.2. The samples that were found to be proportional were labeled as P01 through
P04. Likewise, the samples that were found to be non-proportional were labeled
as NP01-NP05. Table 6.1 gives an outline of all known growth conditions, the
cerium concentration (in the melt), and the sample origin. For the most part, growth
information is lacking; this is because of either the sample’s old age or the sample not
being obtained directly from the actual crystal grower.
Referring to Table 6.1, both a proportional and a non-proportional sample have
been grown with the same cerium concentration of 0.1%, and both samples are
thought to have been grown in an inert atmosphere. Additionally, two samples have
been grown in-house with a factor of five difference in cerium concentration in the
melt, and both samples were found to have a non-proportional response. Thus, based
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Table 6.1: Overview of YAP:Ce Samples.
Sample Ce Concentration Growth Atmosphere Origin
NP01 Unknown Unknown Purchased from Proteus in 2012
NP02 Unknown Unknown Purchased from Proteus in 2012
NP03 Unknown Unknown Purchased from Proteus
NP04 0.1 Nitrogen Grown in-house December of 2012
NP05 0.5 Nitrogen Grown in-house April of 2012
P01 Unknown Unknown Grown at Crytur before 1998
P02 Unknown Unknown Grown at Crytur before 1998
P03 Unknown Unknown Grown at Crytur before 1998
P04 0.1 Argon (Likely) On Loan from Scionix
on the known data, it seems unlikely that the change in non-proportionality is a result
of varying cerium concentration.
6.3.2 Non-Proportionality Measurements
Non-proportionality measurements were made using two different measurement
techniques. The first method was a Compton coincidence measurement. This method
is capable of measuring the relative light output of a scintillator over an energy
continuum, which can be used to generate non-proportionality values over the same
energy continuum. This method relies on the physics of Compton scattering and
assesses the non-proportional response of the bulk of the sample. Our particular
system was modeled after a design reported by Ugorowski et al. (37), and it has been
previously validated by comparing measured results of several scintillation materials,
including LSO, BGO and NaI(Tl), with literature data (23; 54). In each case, the
results were consistent with the literature data down to at least 15 keV.
In order to have a fast and efficient means of characterizing the various samples,
we employed a simple figure of merit to assign a single numerical value to describe
the non-proportionality of each sample. This figure of merit is simply the relative
light yield of the 32 keV 137Cs x-ray when normalized to the 137Cs 662 keV full
energy peak. Obtaining non-proportionality values in this manner requires measuring
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only one pulse height spectrum for each non-proportionality measurement. Because
some small non-uniformity in non-proportionality was expected in each sample, and
knowledge that the 32 keV x-ray will primarily interact near the surface, each sample
was measured four separate times with the source and sample in different geometries.
To be consistent, each sample was measured using the same Hamamatsu R2059 PMT,
and the signal was processed using a Canberra model 2003 pre-amplifier and an Ortec
672 shaping amplifier. The shaping time was set at 3 µs for each measurement, and the
gain was adjusted so that the full energy peak would be at the same MCA channel
for each measurement. A Tukan 8 K-USB was used to measure the height of the
output pulses, and the associated software was used to plot and analyze the pulse
height spectra. The measured results were found to remain consistent over the four
measurements with little deviation.
6.3.3 Light Output and Energy Resolution Measurements
The light output and energy resolution measurements were made using a 51 mm
Super Bialkali R6231100 PMT from Hamamatsu with an E119826 base. As in
the non-proportionality measurements, a Canberra model 2003 pre-amplifier and an
Ortec model 672 shaping amplifier were used to process the PMT signal, which was
then analyzed with the Tukan 8 K-USB multi-channel analyzer. The light output
relative to BGO was measured using a 10x10x2 mm reference sample of BGO. For
this measurement, the different quantum efficiencies of the YAP: Ce and BGO were
not taken into account. However, all of the test samples are of the same material and
have similar emission spectra and thus have a similar integral quantum efficiency.
Therefore, the variation in relative light output should be reflective of the variation
in the absolute light output, if sample size is ignored.
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6.3.4 Decay Measurements
Both the scintillation and photoluminescence (PL) decay were measured for each
sample. The scintillation decay time was measured using two techniques. The first
technique involved digitizing and capturing an average of 8192 scintillation pulses
directly from an R2059 PMT using an Agilent Technologies DS06104 A oscilloscope
which digitized the signal at 1 GHz. The scintillation decay time was also measured
using a Bollinger-Thomas time correlated single photon counting station which has
already been validated using known materials. In both cases, the decay curves were
then fit to a double exponential decay model. The PL decay time was measured using
a Horiba Jobin Yvon Flourolog and Flourohub, and the fitting was made using the
associated software. In this case, the decay fit well to a single exponential. Excitation
was induced in each sample using a 295 nm Flourolog nano LED.
6.3.5 Emission and Excitation Measurements
The radioluminescence emission spectra were measured for each sample in two
separate geometries using an x-ray generator (Source 1 X-Ray Model CMX003) to
excite each sample and an Acton Spectra Pro 2150i monochromator/spectagraph to
measure and analyze the data. The PL emission and excitation were both measured
using a Hitachi model F-4500 fluorescence spectrophotometer and its associated
software. The excitation wavelength used for the PL emission measurements was
295 nm, and the emission wavelength selected for the excitation measurements was
370 nm.
6.3.6 Absorbance Measurements
Only two of the samples that we collected were of suitable geometry for absorbance
measurements (P04 and NP04). Each of the samples was polished, and both samples
were approximately 1.97 mm in thickness. This thickness is on the high end for
absorbance measurements, but it was deemed necessary to leave the samples thick
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enough in order to measure the non-proportionality, which required a thick enough
sample to completely stop and absorb a 662 keV gamma ray. The absorbance
measurements were made using a Varian Carry 5000 UV-VIS-NIR spectrophotometer.
6.3.7 Thermoluminescence Measurements
For each TL measurement, a sample was mounted within an Advanced Research
Systems cryostat (model DE202AE). The pressure was reduced to 20 mTorr and
the sample was then heated to 480 K to empty out traps in the temperature range
of interest. Next, the temperature was reduced to 15 K and irradiated by an x-
ray generator (Source 1 X-Ray Model CMX003) at 35 kV and 0.1 mA for 15 min.
Subsequently, the sample was brought back to 480 K at a rate of 9 K/min. A
Hamamatsu H3177 PMT optically coupled to the cryostat’s light transport interface
was used to measure the sample’s light output. The PMT current signal was
transformed into a voltage signal using in-house electronics. A National Instruments
6002-E data acquisition card was then used to digitize this voltage signal. In-house
software was used to correlate the sample temperature with the signal intensity. Only
two of the samples could be measured due to geometrical constraints of our cryostat
(NP02 and P03).
In order to provide an accurate comparison of the concentration of charge traps
in each material, a concerted effort was made in order to ensure that experimental
conditions were the same for each sample. The sample size of NP02 was cut to be
identical to P03, and great care was taken to replicate the same internal geometry of
our cryostat and the same external positioning of the x-ray tube between runs.
6.4 Results and Discussion
The results of the Compton coincidence measurements are shown in Fig. 6.2. The
results from both the non-proportional and the proportional samples are consistent
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with literature reports, and it is believed that the proportional sample is the same
sample reported in the literature reports, and it is believed that the proportional
sample is the same sample reported in the literature survey by Mozynski et al. (73).
From the plot, it is evident that YAP: Ce can indeed display two very different
responses. In a relative light yield curve, an ideal response is perfectly horizontal
and centered at a value of 1.0. It is clear that the representative proportional sample
is nearly perfect, deviating by less than 1 percent from an ideal response over the
measured energy range. The non-proportional sample deviates from the ideal case
significantly over the same energy range.
Figure 6.2: Measured electron response light yield non-proportionality. The data
for the representative proportional sample has been translated vertically by 0.01 for
visibility. The maximum uncertainty (not shown) is approximately 3%.
70
The proportionality as determined by our figure of merit is shown in Table
6.2 alongside the measured energy resolution and the relative light output. The
proportionality value shown is the average value of four separate measurements, and
the uncertainty is reflective of the corresponding standard deviation. All of the results
have been normalized so that sample P03 has a non-proportionality figure of merit of
1.0. In order to be certain that this measurement was not affected by surface effects
or sample size, the measurement was repeated for the same material (NP04) as it
was cut into smaller and smaller sizes. No measureable change in proportionality was
observed between a sample 10x10x10 mm in size and a smaller cut of the same sample
10x10x1.97 mm in size.
Table 6.2: Measured Scintillation Properties
Sample Proportionality Light Output (BGO Relative) Energy Resolution %
NP01 0.86 ± 0.01 1.68 ± 0.06 8.9 ± 0.1
NP02 0.87 ± 0.01 2.23 ± 0.08 8.1 ± 0.1
NP03 0.88 ± 0.02 1.63 ± 0.08 9.4 ± 0.2
NP04 0.90 ± 0.01 2.10 ± 0.06 8.4 ± 0.2
NP05 0.86 ± 0.01 2.32 ± 0.09 8.9 ± 0.1
P01 0.95 ± 0.01 2.33 ± 0.05 8.4 ± 0.1
P02 1.00 ± 0.01 2.56 ± 0.08 5.7 ± 0.1
P03 1.00 ± 0.01 3.90 ± 0.13 4.3 ± 0.1
P04 0.99 ± 0.01 3.82 ± 0.11 6.9 ± 0.1
From Table 6.2, it is also evident that the proportional samples generally had
a higher light output than the non-proportional samples, but the light output is
expected to be dependent upon the sample size as a result of optical absorption,
especially in the case of the non-proportional samples. The relative light output of
samples P03 and P04 was found to be more than a factor of 2 better than some of the
non-proportional samples. Although only the relative light output was measured for
each sample, the absolute light output of sample P03 is known from literature to be
approximately 21,160 photons per MeV (72). Since all of the samples are the same
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material and have similar RL emission spectra, the absolute light output of the other
samples can be estimated, neglecting the effects of sample size.
Referring to Table 6.2, it was also found that the proportional samples generally
had a better energy resolution than their non-proportional counterparts. This is
expected due to the enhanced light output and, of course, proportionality. It is
thought that non-uniformity of the photocathode is the reason that the samples which
exhibit a higher light output and better proportionality do not always display an
improved energy resolution. The importance of the non-uniformity is best highlighted
when comparing samples P03 and P04. Both samples have a very similar light output
and proportionality figure-of-merit, but the overall energy resolution of sample P03
is approximately 2.6% better compared with P04.
6.5 Scintillation and Photoluminescence Decay Time
The measured primary scintillation decay time values for the 9 samples are displayed
in Table 6.3. The decay time was found to consist of two components in seven of
the samples. The secondary component was found to have an associated decay time
of approximately 120 ns that was consistent in all samples, and varied in intensity
from about 28 percent of the total decay. From quick inspection, it is clear that the
proportional samples display a much faster primary scintillation decay time than the
non-proportional samples. In some instances, the scintillation decay time was found
to be nearly a factor of two faster in the proportional samples relative to the non-
proportional samples. In Fig. 6.3, the measured scintillation decay time was plotted
against the non-proportionality, as determined by our figure of merit. Based on the
data collected from our samples, there seems to be a linear correlation between the
primary scintillation decay time and the proportionality.
Although the sample size may play a small role in the measured decay time, it was
determined that the large change in decay time between the proportional and non-
proportional samples was not dependent upon the sample size. In fact, a proportional
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Figure 6.3: Measured primary scintillation decay time vs. non-proportionality, as
determined by our figure of merit.
and a non-proportional sample of the same size were measured to have significantly
different decay times. Additionally, a one cm cubic non-proportional sample was
measured and then cut into smaller pieces. Samples as small as a three mm cube
showed no statistically significant change in the decay time. The reported error is
a combination of the fitting error and the reproducibility obtained from multiple
measurements.
The measured values for the PL decay time are also shown in Table 6.3. An
intriguing but small correlation was found between the PL decay time and the non-
proportionality. In this case, the proportional samples seem to decay slower than the
non-proportional samples. Although these results are consistent and reproducible,
the small change may not be statistically significant based on our setup. The time
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Table 6.3: Decay Time Measurements
Sample PL Decay (ns) Primary Scint. Decay (ns) Difference (ns)
NP01 16.5 ± 0.3 44.5 ± 1.2 28.0
NP02 16.5 ± 0.4 42.5 ± 1.3 26.0
NP03 16.6 ± 0.3 40.6 ± 1.5 24.0
NP04 N.M. 32.8 ± 1.2 N.A.
NP05 N.M. 44.9 ± 1.5 N.A.
P01 17.2 ± 0.3 28.2 ± 1.6 11.0
P02 17.9 ± 0.4 25.8 ± 1.7 7.9
P03 18.3 ± 0.3 24.0 ± 1.3 5.7
P04 18.1 ± 0.4 24.6 ± 1.3 6.5
difference between the measured scintillation and PL decay time is shown in Table 6.3
as well. The large time difference between the PL and scintillation decay time shows
that the scintillation of the non-proportional YAP:Ce is being affected by a slower
migration of charge carriers to the luminescence centers. The difference between
the scintillation and photoluminescence decay time is more than a factor of three
greater in the non-proportional samples, indicating that some mechanism, such as
charge trapping, is slowing the energy migration in the non-proportional samples to
a greater extent than the proportional samples.
The absorbance measurements of samples P04 and NP04 are shown in Fig. 6.4.
As mentioned previously, only these two samples were measured because of sample
size considerations. From the results, it is apparent that the non-proportional sample
has an area of increased absorption between approximately 325 and 400 nm. By
use of annealing and differential absorption measurements, it was shown that the
absorbance region was part of a defect related absorption band centered at 333 nm
which partially overlaps the cerium absorption band (74). This absorbance band has
been attributed by Baryshevsky et al to substitutional defects which compensate for
the extra charge of Ce4+ ions (74). It is thought that this defect is a cation vacancy,
most likely Y3+, with two trapped holes that stabilize the Ce4+ ion (74).
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Figure 6.4: Absorbance and radioluminescence of samples P04 and NP04. The
increased absorption between approximately 325 and 400 nm leads to a shift in the
radioluminescence emission peak.
Although the absorbance of each individual sample could not be measured directly,
it was determined that the RL emission could be used to test for the 333 nm absorption
band. Fig. 6.4 demonstrates that the extra absorption band can lead to a shift of
more than 15 nm in the RL peak emission wavelength. The RL of each sample
was measured in two different geometries shown in Fig. 6.5. The first experimental
geometry was a standard reflection geometry as seen in Fig. 6.5a. Based on the
attenuation length of the incident x-rays, it was expected that nearly all interactions
would occur near the surface of the crystal under test. Without a reflector, the
majority of the measured photons would have little interaction with the bulk of the
crystal. The second test geometry was a transmission orientation, depicted in Fig.
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6.5b. In this geometry, the photons will mostly be produced near the crystal face
furthest from the aperture of the monochromator. For this scenario, it is expected
that virtually all of the measured photons will pass directly through the bulk of the
sample. The results in Fig. 6.6 and Fig. 6.7 show a slight shift in the RL emission
peak for the non-proportional samples in the reflectance geometry and a larger shift
in the transmission geometry. This is consistent with our assertion that the crystal is
preferentially absorbing light at the lower range of the cerium emission due to the 333
nm absorption. The shift is present in all five of the non-proportional samples, and a
much smaller shift of about 2 nm is present in sample P01, which is not unexpected
since it is less proportional than samples P02-P04.
Figure 6.5: Measurement geometries for the radioluminescence measurement in a)
reflectance and b) transmission mode.
In order to further confirm the presence of the absorption band, both the PL
emission and PL excitation were measured. Based on literature reports, the 333 nm
absorption band should lead the PL peak emission to shift to higher wavelengths and
should lead the excitation band edge to shift to lower wavelengths (74; 75). The results
of both measurements are shown in Figs. 6.8 and {refPLExcitation, and they confirm
the presence of the 333 nm absorption band in all of the non-proportional samples.
The PL emission wavelength of all of the non-proportional samples was found to be
red-shifted by about 1520 nm. In addition, the excitation band edge in the non-
proportional samples was shifted from about 340 to 330 nm, and it was determined
based on known data and repeated measurements in various geometries that this shift
was not the result of optical anisotropy or varying cerium concentration. Based on
the results of the PL excitation spectra, it is likely that the 333 nm absorption band
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Figure 6.6: Measured radioluminescence in the reflectance geometry. The non-
proportional samples show a 3-8 nm shift in emission wavelength.
does not have a mechanism to transfer its energy to the cerium ions. Furthermore,
it is likely that this absorption band is the reason for the lower light yield in each of
the non-proportional samples.
In order to better understand the defect structure of these samples, TL measure-
ments were conducted on two of the nine samples, and the resulting glow curves are
shown in Fig. 6.10. As mentioned previously, only two samples were analyzed because
of size restrictions. From the results, it appears that there is a noticeable change in
the defect structure. Although there are no traps unique to either of the two TL
glow curves, there is a different ratio of traps in each material. The proportional
sample has a much greater TL intensity at both 190 and 285 K compared with the
non-proportional sample. The glow curves shown in Fig. 6.10 have been normalized
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Figure 6.7: Measured radioluminescence in the transmission geometry. The emission
wavelength was found to shift by nearly 15-25 nm in the non-proportional samples.
to improve readability. Before normalization, the non-proportional samples peak
intensity, at 105 K, was approximately twice that of the proportional sample. Based
on literature values for the frequency factor and the trap depth obtained from two
sources (76; 77), the lifetime of the 105 K trap center, for example, can be calculated





where s is the frequency factor, E is the trap depth, k is the Boltzmann constant, and
T is temperature of interest (78). Since the trap lifetime is on the same time scale
as the scintillation in these crystals, it is expected to directly impact the scintillation
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Figure 6.8: Measured photoluminescence emission wavelength. The non-
proportional samples displayed a shifted emission.
kinetics, and may be responsible for the increased scintillation decay time in the non-
proportional samples, assuming these two glow curves are representative of the entire
proportional and non-proportional data set (77; 79). The trap centered at 158 K can
be analyzed in a similar manner, and it is expected to have a trap lifetime of between
437 and 8800 ns based on reported literature values of the trap depth and frequency
factor. This trap lifetime is too long to significantly impact the primary decay time,
and it should result in either secondary decay components or light loss, based on the
choice of amplifier shaping time
The location of the 105 K peak was found to be inconsistent between the two
measured samples, with the non-proportional sample peaking at approximately 111 K
instead. This shifted TL emission could affect the calculated trap depth and frequency
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Figure 6.9: Measured photoluminescence excitation. The spectra do not overlap
well as a result of optical anisotropy, but the band edge can be seen to be consistently
812 nm higher in the proportional samples.
factor, which would most likely lead to a longer trap lifetime at room temperature for
the non-proportional sample. This shift is similar to what is observed in the TL glow
curve of samples which have been co-doped with Zr4+ (79), but many experimental
parameters can result in a shift in the TL glow curve, such as varying the heating
rate or thermal lag resulting from poor thermal coupling between the sample and
the cryostats cold-finger. However, both samples used in this test were measured in
identical geometries with the same thermal epoxy and the same heating rate. None
of the samples used in this study were intentionally co-doped with Zr4+, but it is
a common material used in insulation during Czochralski growth which could have
unintentionally been added into the melt. Furthermore, co-doping with Zr4+has been
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Figure 6.10: Measured thermoluminescence of samples P03 (labeled as
Proportional) and NP02 (labeled as Non-Proportional). The spectra have each been
normalized, but the absolute intensity of NP02’s spectrum was approximately a factor
of two greater than P03.
shown to lead to a faster scintillation decay time (79). It is possible that the same
defect can be compensated by either varying growth parameters or by co-doping with
Zr4+.
Based on all measured results, it seems likely that the decreased light output in
the non-proportional samples can be mostly attributed to the 333 nm absorption
band. From the shifted peak emission wavelength of both the PL and RL emission
spectra, it is obvious that a substantial amount of light is lost due to this absorption,
and it is not thought to transfer energy to the cerium.
81
6.6 Conclusions
Nine samples of YAP:Ce were collected and studied. A simple figure of merit was
devised and used to classify each of the samples as proportional or non-proportional.
Five of the samples were classified as non-proportional, while the remaining four
were classified as proportional. A variety of optical and scintillation measurements
were performed on each sample, and it was found that the proportional samples
demonstrated an increased light yield, an enhanced energy resolution, and a much
faster scintillation decay time than their non-proportional counterparts.
Several conclusions have been drawn from characterization of these samples. It
was found that all of the non-proportional samples had an absorption band centered
at 333 nm, which was determined to be caused by a cation vacancy (74). It is this
absorption band that led to a shift in the radioluminescence emission wavelength. It
was concluded that the lower light output of the non-proportional samples could be
attributed to the presence of the extra absorption band centered at 333 nm.
In addition, a linear correlation was found to exist between the measured
scintillation decay time and the non-proportionality as determined by our figure of
merit. By comparing the scintillation and PL decay times, it was found that the non-
proportional samples had a slower energy migration than the proportional samples.
In order to better understand the defect structure and energy migration, the TL glow
curve was measured for one sample from each group. Although no traps were unique
to either representative sample, the relative ratio of the traps was found to differ
between samples. Based on previously reported literature (77; 76), it was determined
that the 105 K TL peak should have a lifetime between 25 ns and 81 ns, allowing
it to directly impact the measured decay time. Since the absolute intensity of this
peak was 100% greater in the non-proportional sample, NP02, it was determined that
this is likely the cause of the slower scintillation decay time in the non-proportional
samples. Based on the increased absorption and longer primary decay time of the
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non-proportional samples, it seems likely that the light yield non-proportionality is
associated with slight variations in the trap structure of these crystals.
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Chapter 7




∗ Cerium doped YAlO3:Ce (YAP:Ce) is an interesting oxide scintillator that is unique
in that it exhibits a variable light yield non-proportionality on a sample-to-sample
basis. In general, most oxide materials, such as BGO and LSO:Ce, are thought to
have an intrinsic proportional response that is nearly constant between samples and
independent of growth conditions. Since light yield non-proportionality is responsible
for degrading the achievable energy resolution of all known scintillators, it is important
to understand what contributes to the behavior. In an attempt to understand if the
phenomenon can be affected by growth parameters or by other means, samples of
YAP:Ce were acquired and analyzed extensively. Seven samples were collected, and
eight were grown in-house using the Czochraski method. Based on the measured
scintillation, optical, and defect properties of the samples, it was determined that the
∗This chapter is intended for publication in a peer-reviewed journal.
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proportional behavior of the crystals was strongly linked with the Ce3+ concentration.
Although, the origins of light yield non-proportionality are not yet well established,
it has been demonstrated that the best proportionality in oxides is achieved when the
electrons and holes diffuse at the same velocity, allowing for earlier exciton formation
and faster dilution of the charge carriers (50; 11). This is beneficial since excitons
are quasi neutral particles, and should have a smaller probability of interaction with
charged defects and possibly optical phonons relative to individual electrons or holes.
Based on calculated values of the electron and hole effective mass, it is expected
that holes should be intrinsically faster in the YAP lattice. Ce3+ is known to be
an effective hole trap in oxide materials, and it is possible that introducing a large
number of effective hole traps in the form of Ce3+ could serve to effectively slow
the diffusion of holes and bring the electron/hole diffusion more into alignment thus
enhancing the observed light yield proportionality (8).
7.2 Introduction
Light yield non-proportionality is an observed behavior in all known scintillation
materials that is manifested as a non-linear relationship between incident particle
energy and light yield. The phenomena was first studied in the 1950’s, and the
original focus was on the light yield′s dependence on particle type (20). However, it
was soon discovered that the response was also dependent on the energy of the incident
radiation. In the 1960’s it was concluded that the non-proportional behavior was
strongly linked to ionization density, and in 1961 Zerby first reported light yield non-
proportionality as a source of energy resolution broadening in scintillation detectors
(21; 20). In the last two decades, the phenomena has received renewed attention
after the discovery of cerium doped Lu2SiO5:Ce (LSO:Ce). LSO:Ce was initially
measured to have a light output that was more than four times that of Bi4Ge3O12
(BGO); however, the two types of crystals were measured to have a similar energy
resolution. This measurement implied that the energy resolution of LSO:Ce was not
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dominated by counting statistics but by some other factor (20). In 1994, Dorenbos
demonstrated that the poor energy resolution of LSO was a result of a high degree
of non-proportionality (22).
Until recently, light yield non-proportionality has been thought of more as an
intrinsic scintillator property rather than something that can be engineered; however,
recent work has shown that at least in halide materials, the non-proportional response
can be improved via co-doping (80). In addition, it was recently reported that
YAlO3:Ce (YAP:Ce) can exhibit a sample-to-sample variation in light yield non-
proportionality (70). In an effort to better understand what factors contribute to
the variable non-proportional behavior in YAP:Ce, a total of fifteen samples with a
range of non-proportional responses have been collected. Seven of the samples were
purchased or loaned from several sources, and eight of the samples were grown in
house by the Czochraski method. A variety of optical, scintillation, structural, and
defect related measurements were made for each of the samples in order to determine
the source of the non-proportional behavior in hopes that it may lead to knowledge
that can be used to enhance the response of other scintillation materials.
7.3 Background
7.3.1 Defects in YAlO3:Ce
The defect structure of YAlO3:Ce (YAP:Ce) has been heavily researched. Both
density simulations and experimental results have provided information about the
types of defects that are expected to be present in YAP:Ce. Atomistic simulations
have indicated that the most likely point defects in a pure YAP lattice are cation
antisites followed by paired cation and anion vacancies (Schottky defects) as a result
of their low formation energy (81; 82). In principle, it is expected that both anion
and cation vacancies should lead to charge trapping, whereas cation antisite defects
should not in YAP:Ce since the cations are isovalent (83; 84; 10; 85; 81). In the case of
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YAP:Ce, however, recent work has shown that Al ions at Y sites can result in several
electron traps located between 0.4 and 0.8 eV below the conduction band edge (83).
Based on nuclear magnetic resonance measurements of YAP, it has been exper-
imentally demonstrated that as many as 2.5% of the yttrium ions are in antisite
positions (84). Similar measurements were attempted in order to investigate the
number of antisite aluminum ions; however, due to the high nuclear spin of the
27Al isotope, a reliable concentration was not obtained (84). Electron-spin-resonance
(ESR) studies have provided evidence of a variety of defect complexes in as-grown
YAP single crystals (.005 at. %). Based on these studies, there are at least 6 distinct
O− centers in YAP that act as hole traps. The shallowest of these traps is only
stable up until 14 K and is likely a result of self-trapping (84). The other O− centers
are likely formed in the vicinity a defect(84). Three of the centers were found to be
related to intrinsic defects such as aluminum antisite ions and yttrium vacancies, and
the final two were assumed to be related to sample impurities. The same study also
found evidence of at least four electron traps in YAP:Ce (84). Two of the traps were
formed as a Y2+Al -V0 complexes. The other two observed electron traps were assumed
to be related to yttrium antisite defects (84). Using the above mentioned ESR data
in correlation with thermoluminescence (TL) data, it was demonstrated that the TL
emission peaks located at approximately 155 K, 195 K, and 240 K are hole traps
corresponding to the O− center, and the dominant peak at approximately 105 K is
an electron trap of unknown origin (possibly related to cation antisites or oxygen
vacancies) (86).
YAP:Ce crystals also exhibit an optical absorption band centered at approximately
320 nm that partially overlaps both the cerium 5d absorption band edge and the
cerium emission band (75; 74; 87; 70). This optical absorption band is likely related
to the charge transfer state of Ce4+ and results in a non-radiative de-excitation. As a
result, this band serves to degrade the observable light output and shift the emission
spectrum to higher wavelengths. This absorbance band has been attributed to a
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cation vacancy, most likely Y3+, with two trapped holes that stabilize the Ce4+ ion
(74).
7.3.2 Sample Information and Growth
Currently, seven samples of YAP:Ce have been collected, and 8 samples of YAP:Ce
have been grown in order to better understand the variable non-proportional behavior
exhibited by YAP:Ce. Most of the samples that we were able to collect are more than
10 years old. As a result, little or no information is available regarding the growth
conditions of the seven samples collected for this study; however, these samples were
characterized in (70) where it was determined that several exhibited good light yield
proportionality. Table 7.1 gives the sample identifier, size, and proportionality of the
seven samples collected for this study. The sample proportionality was measured as
discussed in section 7.4.1. It should be noted that we are fairly confident that all of
the collected samples which displayed a nearly ideal proportionality (C02, C03, and
C04) were grown at Crytur. Samples C02 and C03 were grown before the year 1999,
and the growth date of sample C04 is unknown.









All of the samples grown in-house were grown using the Czochralski method, and
were grown using a Cyberstar Oxypuller as seen in 7.1. S160 was the first sample
grown for this study, and was used as a reference crystal. In each subsequent growth,
one growth parameter was changed in order to deduce which parameter could be
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Figure 7.1: Cyberstar Oxypuller used to grow in-house YAP:Ce samples used for
this study.
adjusted to optimize performance. Sample S160 contained 0.5 molar percent Ce, and
was backfilled in order to increase the thermal gradient. In our furnace backfilling
refers to using extra insulation in the form of ZrO2 grog fully packed around the
crucible, shown in Fig. 7.2.The initial cerium concentration was chosen based on a
set of literature data which demonstrates that practical YAlO3:Ce can be grown with
a Ce concentration as high as 0.5 atomic percent (84). All crystals grown in this study
were grown using an iridium crucible. In all but one growth, the crucible size was
approximately 60 mm in diameter with a height of approximately 60 mm, and in each
case enough raw material was added so that the crucible would be filled to 0.7 mm
from the top with melt after loading the raw material. The growth atmosphere was
composed of bulk nitrogen with a small amount of oxygen. A small residual oxygen
concentration is generally beneficial for oxide materials since it helps to prevent the
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Figure 7.2: This image shows an overhead view of the growth chamber following
growth. The crucible and residual melt are shown in the middle of the image.
The next concentric region is the ’backfilled’ region. When the growth chamber is
’backfilled’, as shown here, this region is filled with a pellet-like insulation referred to
as Grog in order to increase the thermal gradient. When not ’backfilled’ this region is
left empty down to the base of the crucible. The material shown in the bottom-right
area of the ’backfilled’ region is material that was lost during the crucible loading.
formation of oxygen vacancies. This first crystal was used as a reference, and all
subsequent growths contained at least one intentional growth variation. Table 7.2
gives a list of all attempted perturbations.
For two of the crystals, two percent excess Y was added; this is a common
approach in literature to attempt to suppress formation of an alternative garnet
phase, Y3Al5O12:Ce (YAG:Ce) that can be produced from a yttrium deficient YAP:Ce
mixture. In this case, the YAG:Ce is formed as the yttrium volatizes from the melt;
this leaves the residual melt in a Yttrium deficient state. Two other crystals were
grown with a comparably higher or lower cerium concentration of 0.8 or 0.1 molar
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Table 7.2: Overview of the samples grown in this study
Sample Perturbation
S160 Reference
S162 No Back Fill
S163 0.1% Ce and smaller crucible
S165 2 % excess Yttrium
S171 2 % excess Yttrium, overheated melt
S175 Reducing Atmopshere
S179 80 ppm Zr4+ codoping
S184 0.8% Ce
percent; however, the sample grown with 0.1 molar percent cerium was grown in a
smaller crucible because of availability. This smaller crucible could have also led to a
higher thermal gradient which may have affected the scintillation performance. One
crystal was grown without backfilling the crucible, leading to a lower thermal gradient.
This crystal was unable to be characterized, because it was completely cracked and
lacked transparency. Based on this result, it seems that YAP:Ce needs a substantial
thermal gradient in order to produce a quality single crystal. Since literature reports
that codoping with Zr4+ leads to improved optical and scintillation performance (79),
we also grew a sample co-doped with 80 ppm of Zr for comparison. Although we do not
believe the samples that we have collected that exhibit excellent proportionality were
intentionally co-doped, it is a possibility that zirconium could have unintentionally
contaminated the melt since ZrO2 is a common insulation material used in Czochraski
growth. Sample S175 was grown in a reducing atmosphere that contained 2.045
percent hydrogen in bulk argon in an attempt to improve the light yield. Various
literature reports indicate that growth in a reducing atmosphere can suppress a
parasitic defect-related absorption band centered at 320 nm that partially overlaps
the cerium emission and leads to a reduced light output and shift in the emission
spectrum (74; 75; 88; 70).
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7.4 Experimental Procedure
7.4.1 Proportionality Figure of Merit
Proportionality data was obtained for each of the samples using a source library
technique similar to Dorenbos’s method as described in (12). In this case several
radioisotopes were used to calculate the light yield at a variety of discrete gamma ray
and X-ray energies. These isotopes includes Cs137 for the 32 and 662 keV energies,
Na22 for the 511 keV energy, Ba133 for the 356 keV peak, Cd109 for the 88 keV
peak, and Co57 for the 122 keV peak. The final figure of merit was determined by
quadrature summation the relative deviation from a perfect response at each of these
energies. Unlike Dorenbos’s method, the final non-proportionality figure of merit was
not normalized by the number of data points since each sample was tested using the
number of discrete gamma ray energies.
7.4.2 Thermoluminescence Measurements
Thermoluminescence (TL) measurements were made for several of the samples in
order to better understand if the defect structure was affecting the light yield non-
proportionality of the collection of YAP:Ce samples. Unlike previous measurements
reported in (70), the sample size varied between measurement, which could lead to
fluctuations in TL intensity of more than an order of magnitude among the samples.
The intent of this measurement was not to determine quantitative trap concentrations;
instead it the focus was to determine the relative concentration of traps for a given
sample. For each measurement, a silver thermal paste was used to mount a sample
to the cold finger of an Advanced Research Systems cryostat (model DE2020AE).
Before measuring, the entire cryostat was placed into a light tight box. The pressure
was reduced to 20 mTorr in order to prevent convective heating and cooling, and the
temperature was raised to 550 K in order to empty out electron and hole traps in
the temperature range of interest. The samples were then cooled in the dark to 9 K.
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Each sample was irradiated by an x-ray generator (Source 1 X-Ray Model CMX003)
operated at 35 kV and 0.1 mA for fifteen minutes in order to fill the electron/hole
traps within the crystal. The sample was then heated to 550 K at a rate of 9 K per
minute. The sample’s light output was monitored with a Hamamatsu H3177 PMT
that was optically coupled to the cryostat. In house NIM electronics were used to
convert the PMT’s current signal into a voltage signal. The voltage was saved at
0.15 K increments along with the associated temperature. The temperature value
was read from a Lakeshore 302 controller, and a National Instruments 6002-E data
acquisition card was used to digitize the voltage signal.
7.4.3 Optical Absorption
Optical absorbance measurements were made using a Varian Carry 5000 UV-VIS-
NIR spectrophotometer. The entire measurement chamber was purged with nitrogen
gas so that absorption data below 200 nm could be obtained without interference
from atmospheric O2. Six of the samples were cut into cross sectional slabs with
a target thickness of 0.8 mm and polished using fine grit sandpaper and diamond
polishing compound; however, the actual sample size varied between 0.6 and 0.87
mm after cutting and polishing. The as-cut sliced varied by about 5 mm of the target
thickness, and each of the samples lost an appreciable thickness to polishing since our
saw was unable to cut cleanly through the scintillator. The sample size was recorded
so that the measured absorption spectra could be normalized accordingly.
7.4.4 Photoluminescence Decay Time
Photoluminescence (PL) measurements were conducted in order to determine the Ce
lifetime of each of the samples. The measurements were conducted using a Horiba
Jobin Yvon Flourolog and Flourohub, and the fitting was made using the associated
DAS6 software. The excitation was produced using a 333 nm nano-LED and the
emission was monochromated to 380 nm. For each measurement, data was collected
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until the peak had 10,000 counts. The measurement was then repeated several times
to ensure that the results were accurate.
7.4.5 Scintillation Decay Time
The scintillation decay time was measured for each of the samples using a Bollinger-
Thomas time correlated single photon counting system. All of the samples were
measured consecutively, and the integrity of the system was verified using a calibrated
standard before and after the measurements. All of the samples grown in house were
cut into 5x5x5 mm cubes for this measurement; however, the size of the collected
samples varied since limited quantities were available. The sizes of the collected
samples are listed in Table 7.1. Previously experiments were conducted to determine
the effect of sample size on decay time in YAP:Ce, and it was determined that
sample size has only a minor impact on the measured decay time (70). Although
these samples are marked by self-absorption of the emitted light, the absorption is
parasitic, and it does not lead to re-emission and substantially longer decay time in
large samples.
7.4.6 Light Output
Relative light output and energy resolution measurements were made using a simple
pulse processing chain. A R2059 photomultiplier was used to collect the light, and it
was operated with a bias of -1.5 kV supplied from an Ortec 556 high voltage power
supply. The anode signal from the PMT was connected to a Canberra model 2005
pre-amplifier using a 3 foot 50 Ω BNC cable. The preamplifier output was in turn
fed into an Ortec model 672 spectroscopy amplifier that was operated with a shaping
time of 2 µs and a gain of 10. Each sample was excited using a 20 µCi 137Cs source
at a distance of approximately 2 inches, and the relative light output was determined
as the centroid channel of the 662 keV photopeak after 2 minutes of acquisition.
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For each measurement, no optical couplant was used as it was found to smear
the measured energy resolution of samples with optical absorption; however, a
hemispherical Spectralon reflector with a diameter of approximately 1.5 inches was
used to ensure good light collection. All samples grown in house were approximately
5 x5 x5 mm in size, but the size of the collected samples varied appreciably. Since all
of the samples were measured to have at least some parasitic absorption, which will
be discussed, the light output should be affected by the different sample sizes.
7.4.7 X-ray Diffraction Measurements
After several of the in-house Czochraski growths, a residual green/yellow coloration
was observed in the residual melt within the crucible. Since the garnet phase has
a yellow coloration, and yttrium is known to volatize from the melt, it seems likely
that some garnet phase was formed in the residual melt. In order to test whether the
as-grown and collected samples contained trace amounts of the garnet phase, x-ray
diffraction (XRD) measurements were performed locally using a Bruker D2 phaser
to collect the diffraction patterns and PDF4+ software to analyze the data. No
detectable garnet phase was observed; however, the system resolution was limited to
garnet phase concentration of approximately 5% or more. It is possible that even a
small concentration of the garnet phase could have a significant effect on the measured
energy resolution and light yield non-proportionality.
7.5 Results and Discussion
7.5.1 Experimental Results
The measured non-proportionality figure of merit for the 15 samples used in this
study is given in Table 7.3, and a complete source library response for select samples
is shown in Fig. 7.3. A wide variation in the non-proportional response was observed,
with several samples displaying a nearly ideal response and other samples displaying
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Table 7.3: Measured non-proportionality figure of merit for all samples used in this
study.
Sample Non-proportionality
S160 0.270 ± .02
S163 0.511 ± .04
S165 0.242 ± .02
S171 0.260 ± .02
S175 0.302 ± .03
S179 0.312 ± .03
S184 0.195 ± .02
C01 0.189 ± .02
C02 0.095 ± .02
C03 0.117 ± .02
C04 0.116 ± .02
C05 0.388 ± .03
C06 0.371 ± .03
C07 0.317 ± .02
a relatively poor response. It should be noted that a larger proportionality figure of
merit is indicative of a poorer proportional response. Included in Fig. 7.3 are the
best and worst responses that were measured in this study. It should be noted that
in a previous study, the varying non-proportional behavior was validated using an
electron response measurement (70).
The measured absorption spectra of six samples are shown in Fig. 7.4. Although
the sample thickness varied, the spectra have been normalized by dividing the
measured absorbance by the sample thickness. The spectra are similar in all of
the samples; however, the data from sample C01 provides evidence of an additional
absorption band at approximately 220 nm that is unique to this sample. In five
of the samples, the Ce3+ 4f-5d1 absorption band was saturated as a result of
sample thickness; however, the absorption band related to the Ce3+ 4f-5d2 transition
located at approximately 240 nm did not saturate, allowing us to estimate the Ce3+
concentration using the relative intensity of the optical absorption. For each of the
samples that were grown in house with a known cerium concentration, the relative
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Figure 7.3: The measured source library response for a set of representative samples.
height of the 4f-5d2 absorption band was found to provide an accurate estimation
of the Ce3+ concentration. For all but one sample, C01, the relative height of the
absorption band was correlated with the measured proportionality figure of merit,
indicating that sample proportionality is likely correlated with the Ce3+ concentration
of the samples. The only sample that does not match this trend is sample C01,
but this is likely because the unique absorption band at 220 nm is increasing the
apparent magnitude of the cerium 4f-5d2 optical absorption band. Although these
results provide evidence that the sample proportionality and Ce3+ concentration are
linked in these samples, it is difficult to obtain quantitative information using this
methodology.
The same absorption measurements are shown in Fig. 7.5, normalized by
absorbance instead of by thickness. On this scale, the reported optical absorption
band centered at approximately 320 nm was observed (75; 74; 87; 70). The absorption
is evident in the form of a ’tail’ extending from the Ce3+ absorption band edge until
approximately 400 nm. This absorption band was found in all of the samples grown
in-house other than the sample grown in a reducing atmosphere. This is consistent
with literature, which reports that this optical absorption band is related to Ce4+,
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Figure 7.4: Optical absorption spectra of six samples of YAP:Ce. Each spectrum
has been normalized by dividing by sample thickness.
which is stabilized by a cation vacancy and can be suppressed in YAP:Ce by growth
or annealing in a reducing atmosphere (75; 74; 87). Based on this evidence, it is
likely that samples C01-C04, which do not display this optical absorption band, were
also grown in a reducing atmosphere. It should be noted that annealing experiments
were conducted in an attempt to suppress this absorption band, but no substantial
improvements were observed.
The measured relative light output of each sample is given in Table 7.4, several
factors were found to be important in determining the light output of YAP:Ce. The
biggest factor seems to be the optical absorption band related to the Ce4+ charge
transfer state. In (70), it was shown that the optical absorption band is so effective at
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Figure 7.5: Normalized absorption spectra of six YAP:Ce samples used in this study.
absorbing emitted light that it can effectively shift the Ce3+ emission peak by as much
as 20 nm. As a result of the parasitic optical absorption, sample size is also a key factor
in determining the relative light output; larger samples will lose a higher fraction of
the scintillation light on average. The third factor, which is more subtle, is the Ce3+
concentration. The more proportional samples seem to have a higher light output,
and the sample grown in house with the lowest cerium concentration also shows the
lowest light output. Sample C01 breaks this trend, as it has a comparatively low light
output and should possess a relatively high Ce3+ concentration and a relatively low
Ce4+ concentration based on optical absorption measurements, but this sample was
found to possess a unique 220 nm optical absorption band that could be evidence
of new energy levels in the forbidden gap which could allow for new non-radiative
de-excitation pathways, resulting in a lower light output. It should also be noted that
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Table 7.4: Overview of the measured light output for all samples used in this study.
The uncertainty in the light output is less than 5 %, calculated as the standard
deviation over the square root of the total counts in the full energy peak; however,
the sample size is expected to impact the measured values significantly. The sample
size for the S-samples was approximately 5x5x5 mm, but the size of the collected
samples varied (shown in Table 7.1).















this particular sample is also one of the largest samples used in this study, which is
expected to worsen the measured relative light output.
The measured TL response for several samples is shown in Fig. 7.6. All of
the samples displayed three prominent peaks at approximately 105, 150, and 440 K
in addition to a variety of low intensity peaks between 175 and 400 K that were
not consistent from sample to sample. It was found that the position of the peak
at approximately 105 K varied among the samples, and the relative height of the
150 K peak relative to the 105 K peak was found to vary from sample to sample.
Based on literature reports that have analyzed the effect of Ce3+ concentration on
the TL spectrum of YAP:Ce it seems that both of these effects can be explained by
varying Ce3+ concentration. Fig. 7.7 depicts a representative proportional and non-
proportional sample in frame B and a figure from (89) in frame A which demonstrates
the effect of Ce3+ concentration on TL in YAP:Ce. Both the relative position of the
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Figure 7.6: Thermoluminescence data for select samples of YAP:Ce. The shift of
the 105 K peak is consistent with the Ce3+ concentration and the measured non-
proportionality figure of merit. The shift in the 140 K peak is likely due to changes
in sample size, which was held constant in Fig. 7.7. The numbers in parentheses
reflect the proportionality of the sample.
105 K peak and the relative intensity of the 150 K peak provide an accurate estimation
of the Ce3+ concentration for the samples grown in-house; however, this estimation
is once again more qualitative than quantitative as it can only provide the relative
magnitude of the Ce3+ concentration in comparison to other samples. In all of the
measured samples, the temperature shift in the 105 K peak and the relative height
of the 150 K peak is correlated with proportionality, which provides further evidence
that the Ce3+ concentration is linked with the variable proportionality in YAP:Ce. As
in the case of the absorption data, the TL data indicates that the more proportional
samples should have a higher Ce3+ concentration.
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Figure 7.7: The lefthand plot shows TL data that we have collected for a
representative proportional and non-proportional sample of the same size (C03
and C06). The right-hand plot was originally published in (89), and shows the
representative TL for two samples grown with a cerium concentration of 0.5 and
0.1 molar%.
The Ce3+ lifetime of the fourteen usable YAP:Ce samples is shown in Table.
7.5. In each case the cerium lifetime was comprised of a single exponential decay.
A small but consistent correlation was found between the cerium lifetime and the
proportionality figure of merit, with the more proportional samples having a slightly
longer Ce3+ lifetime in comparison to the less proportional samples. Although
this is a very small change, multiple measurements of each sample gave consistent
results, indicating that this change is likely a real phenomena. Based on repeated
measurements, it was determined that the system uncertainty was approximately 0.4
ns. Although the uncertainty and the measured difference are close in value, in each
measurement the three most proportional samples were measured to have a longer
Ce3+ lifetime, indicating that this small difference is likely a real phenomenon. It
has been reported that a change in Ce3+ concentration can result in similar 1 to 2 ns
changes in cerium lifetime in Lu0.2Sc0.2BO3:Ce, with a longer lifetime corresponding
to higher concentrations (90). Based on the results of our earlier measurements, it
seems likely that the longer cerium lifetime in the more proportional samples can
be explained by an increased Ce3+ concentration. It is likely that in YAP:Ce the
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cerium lifetime is affected by two competing effects. A higher Ce3+ concentration
will lead to a higher fraction of re-absorption of emitted light at a different Ce3+ site,
leading to a longer lifetime; however, the parasitic Ce4+ charge transfer absorption
band overlaps the Ce3+ excitation resulting in competition between Ce3+ and Ce4+
absorption. Therefore, in samples with a higher Ce4+ concentration, a shorter Ce3+
lifetime is expected.
Table 7.5: Measured Ce3+ lifetime of and decay time of 14 of the samples used in
this study. Based on repeated measurements, the uncertainty in the Ce3+ lifetime is
approximately 0.4 ns and the maximum uncertainty in the decay time is 2.1 ns, which
was calculated based on the standard deviation of a set of 4 measurements. Sample
S-162 was not measured due to poor quality.
Sample Ce3+ Lifetime Decay Time Proportionality
S160 16.2 35.9 ± 2.1 0.270 ± .02
S163 16.4 49.5 ± 1.8 0.511 ± .04
S165 16.4 33.2 ± 1.9 0.242 ± .02
S171 16.5 36.2 ± 2.1 0.260 ± .02
S175 16.8 36.9 ± 1.9 0.302 ± .03
S179 16.7 33.9 ± 2.0 0.312 ± .03
S184 16.9 30.9 ± 1.9 0.195 ± .02
C01 16.8 34.2 ± 2.1 0.189 ± .02
C02 17.7 26.5 ± 2.0 0.095 ± .02
C03 17.8 23.4 ± 1.9 0.117 ± .02
C04 17.6 27.3 ± 1.8 0.116 ± .02
C05 16.7 45.9 ± 1.7 0.388 ± .03
C06 16.6 45.6 ± 1.8 0.371 ± .03
C07 16.6 41.0 ± 1.9 0.317 ± .02
The observed decay time for each of the samples was found to be comprised of
two components. The time constant for the longer decay component varied between
100 and 300 ns and the integral intensity was found to vary between 3 % and 24%
with most samples falling between 3 % and 10%. The secondary component was
found to have little correlation with the sample proportionality; however, the primary
component was found to be related to the non-proportional behavior, as depicted in
Fig. 7.8. This is likely a function of the variable Ce3+ concentration in the samples.
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By comparing the scintillation decay time with the Ce3+ lifetime, it is evident that
in all samples, several nanoseconds are required for the charge carriers to the reach
the luminescent Ce3+ ions, indicating that defects are likely impeding the charge
migration.
Figure 7.8: Proportionality vs. primary scintillation decay time for the fourteen
usable YAP:Ce samples in this study.
Based on literature reports, there are several low temperature traps which might
be shallow enough to slow the charge carrier migration, but the most likely trap
center is located at approximately 105 K. Using literature values for the trap depth
and the frequency factor found in (76; 77), the lifetime of the 105 K peak, (τ), can






where s is the frequency factor, E is the trap depth, k is the Boltzmann’s constant,
and T is the temperature of interest (78). Since the decay constant of this trap is
on the order of the scintillation time, this peak is likely to produce a slower decay
or secondary components. Shallower traps that decay on the picosecond time scale
would be too fast to impact the measured scintillation decay, and deeper traps with
a decay time on the µs or ms time scale or longer would be expected to lead to
extra components, afterglow, and light loss. Since the 105 K peak is present in all
measured samples in a comparable concentration, it is likely that by increasing the
concentration of Ce3+ ions, there is a higher probability of charge capture at a Ce3+
site rather than at a particular charge trap. With fewer Ce3+ sites, the charge carriers
will have to diffuse further on average leading to a higher probability of capture in a
shallow defect site, leading to slower energy migration.
7.5.2 Relationship between Activator Concentration and
Light Yield Non-proportionality
YAP:Ce provides a unique opportunity to better understand the proportional
behavior of oxide scintillators, and to understand what physical processes may
influence the behavior. It has been demonstrated that the defect structure of alkali
halide materials can influence their proportionality (80), while the defect structure
seems to have no observable effect on some oxide materials. Calcium co-doping can
effectively remove nearly all observable TL in LSO:Ce, however it has virtually no
effect on the proportional behavior (31). Outside of YAP:Ce and GGAG:Ce, very
few oxide materials have been observed to exhibit any significant sample-to-sample
variation in proportionality.
Based on the diffusion model of non-proportionality proposed by Williams et al.,
oxide materials are expected to behave very differently in terms of picosecond charge
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carrier dynamics and non-proportionality than halide scintillators (51; 50). In oxide
materials, it was shown that the non-proportional behavior of the host lattice is
dominated by simple diffusion (50). With enhanced diffusion, charge carriers are
able to dilute more rapidly, thus resulting in less non-linear quenching. This model
provides a very good and concise explanation of how the host lattice effects the non-
proportional response; however, it doesn’t take into account the effects of defects or
the activator concentration.
Based on the results obtained in this study, it seems likely that there could be
other mechanisms responsible for the non-proportional behavior of oxide materials
(52). In this present work, we have shown that activator concentration seems to
play an important role in determining the non-proportional response of YAP:Ce. In
addition, one study has shown that the activator concentration can have some impact
on the non-proportional behavior of LSO:Ce (31). The effect in LSO:Ce was found to
be comparatively less than in YAP:Ce, and the concentration had to be reduced to
0.02 % to have an observable effect (31). Based on the results in this study, it seems
likely that in YAP:Ce, the dominant mechanism in determining the non-proportional
behavior is activator saturation (52). This idea was originally proposed in the 1960’s
by Murray and Meyer to explain observed quenching in NaI:Tl and CsI:Tl, but it
was later determined that activator saturation was not solely responsible for non-
proportional behavior (40). A simple comparison of the activator concentration and
the expected charge carrier density shows that the number of charge carriers and
activator sites is comparable in YAP:Ce at moderately high ionization densities. As
the activator concentration is reduced or the ionization density is increased, the charge
carriers will begin to saturate the Ce3+ sites in the immediate vicinity of the ionization
track and will be forced to diffuse further, being exposed to both deep charge carrier
traps as a result of the increased migration distance and more non-linear quenching as
a result of the increased migration time. This is partially evidenced in the decay time
measurements of the collected YAP:Ce samples. As the estimated Ce3+ concentration
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increased, the charge carriers were more likely to become localized on a Ce3+ site
rather than a shallow charge trap, thus improving the energy migration.
Following this reasoning, several factors would become important in determining
the how the activator concentration affects the non-proportional behavior. In
this model, only the deep defect sites will lead to light loss and non-proportional
behavior. As a result, a higher concentration of deep defects should degrade the non-
proportional response. In addition, a higher activator concentration should improve
the response. Finally, the non-proportionality of the host should affect the observed
activator quenching since the two quenching mechanisms are in competition (52).
YAP:Ce has the best host non-proportionality of any oxide scintillator; and as a result,
the activator saturation becomes the dominant observable quenching mechanism.
In other materials such as LSO:Ce, where the host is responsible for a very poor
proportional behavior, significant activator saturation would need to take place to
become observable (52).
7.6 Conclusions
In this study, seven samples of cerium doped YAP:Ce were collected and eight samples
were grown in order to better understand the underlying mechanisms that lead to an
observed sample-to-sample variation in their light yield non-proportionality. Several
optical, scintillation, and structural characterizing techniques were employed, and
it was determined that the proportionality in these samples was primarily affected
by the concentration of Ce3+. Samples which were estimated to have a higher Ce3+
concentration had a faster decay time, a slower cerium lifetime, a shifted TL spectrum,
a more intense Ce3+ 5D2 absorption band, and an improved proportionality. In order
to explain this behavior, we offered an explanation that would expand on the current
diffusion model proposed by Williams, in order to include the effects of deep charge





In this work, the light yield non-proportionality and overall scintillation performance
of two oxide scintillators were investigated. The first material investigated was
Gd3Ga3Al2O12:Ce (GGAG: Ce). This scintillator was discovered recently and is
interesting because of its potential applications in medical imaging. It has a relatively
high density of 6.67 g/cm3 and has been reported to have a light output of 46,000
photons/MeV (59). The second scintillator investigated was YAlO3:Ce. This material
is a relatively older material that has already been researched in great detail; however,
it has been shown to demonstrate significant sample-to-sample non-proportionality
and has been shown to be capable of the most optimal light yield non-proportionality
of any known oxide scintillator.
In order to better measure the non-proportional response of these scintillators, two
Compton coincidence setups were developed. Both of these systems used the physics
of Compton scattering in order to measure a range of electron energy depositions and
the associated light output in a test scintillator. The systems work by measuring
coincident events that occur when a Compton interaction occurs in a test scintillator,
in the case where the secondary electron energy is deposited in the scintillator and
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associated gamma ray is captured in a secondary detector. The relative coincidence
rate depends on several factors including the source strength and the geometry of
the secondary detector. In a Compton interaction, the total energy of the interacting
particle is conserved and the energy given to each particle is a function of the angle
of interaction. The first system relied on the principles of energy conservation, and
the energy of the Compton electron was calculated using the energy response of the
secondary detector. In this particular case, a high purity germanium detector was
used because of its excellent energy resolution and its proportional response. This
system was then validated using a number of well known test samples, and it was
determined that it could accurately measure sample proportionality down to 25 keV.
Although this system was accurate, measurement times were significant when exciting
with a 10 µCi 137Cs source. For large, dense samples on the order of 1 cubic centimeter
in size and approximately six to eight g/cc, data could be obtained is as little as two
days; however, the measurement time could increase to several weeks for small, low
density scintillators on the order of 0.1 cubic centimeters with a density of less than
5 g/cc . A second system was later developed that relied on the angular dependence
of Compton scattering. In this system, a secondary BGO block detector was used
to determine the Compton angle of interaction, allowing for the Compton electron
energy to be calculated directly. This system employed a much stronger radiation
source than the previous system, which resulted in a much higher count rate and
the ability to obtain a full data set in a day. The electron response of LaBr3:Ce
was accurately measured using this system; however, it was ultimately determined
that the uncertainty in the system alignment allowed for too great of measurement
uncertainty.
In order to understand what factors influenced the variable non-proportionality
in YAP:Ce, seven samples were collected from various sources and eight samples
were grown in house. A basic source library measurement was performed with each
sample in order to derive a quantitative proportionality figure of merit, and a large
variation in light yield non-proportionality was observed among the samples. A
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variety of scintillation and optical measurements were performed on each sample,
and each set of results gave evidence that the non-proportional behavior of YAP:Ce
was directly correlated with the activator concentration. Both optical absorption
measurements of the Ce3+ 4f to 5d2 optical absorption band and variation in the
thermoluminescence response provided evidence that the samples which display the
best proportionality have a higher concentration of Ce3+. In addition, the samples
with a higher Ce3+ concentration also exhibited a faster decay time, an improved light
output, and a slower measured Ce3+ lifetime, all of which can also be explained by
the variation in Ce3+ concentration. In addition, it was determined that growth
in a reducing atmosphere could suppress the formation of Ce4+ sites, which led
to an observed reduction in an associated parasitic absorption band, resulting in
significantly improved light yield. As a result of less optical absorption, better light
yield, and better proportionality, the best samples that we obtained demonstrated
an energy resolution as good as 4.3% while some of the less optimal samples had an
energy resolution of approximately 9%.
Based on the correlation between activator concentration and observed non-
proportionality, a model of activator saturation was proposed to expand upon the
well known diffusive model proposed by Williams in (52; 50; 11). In the diffusive
model, oxide and halide scintillators are treated differently because of fundamental
differences associated with the picosecond charge carrier dynamics. In the oxide
model, the proportionality is primarily driven by the diffusion of charge carriers, with
faster diffusion resulting in less charge carrier quenching and high ionization densities.
This model relies on the effective hole and electron masses in order to derive an
effective ambipolar diffusion coefficient; therefore, this model is primarily concerned
with effects of the host lattice instead of activator concentration and defects. It is
likely that other effects such as activator saturation take place and compete with non-
linear quenching based on simple diffusion and dilution of charge carriers (52). The
activator saturation was first proposed by Murray and Meyer in the 1960’s and was
one of the first models proposed to explain light yield non-proportionality (40). Even
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at moderate ionization densities, the number of charge carriers begins to approach
the number of activator sites in YAP:Ce doped with 0.1% cerium. As a result, at
higher ionization densities, the charge carriers produced along the primary ionization
track will have to migrate further in order to find an unoccupied Ce3+ site, and they
will be exposed to more deep charge carrier traps as a result of migration distance
and to more non-linear quenching as a result of longer migration time (52). As a
result, higher ionization densities will lead to greater fractional losses of the primary
charge carriers (52). The relation between activator concentration and light yield
non-proportionality has already been observed in LSO:Ce; however, in this material
no saturation effects are observed until the activator concentration is reduced to
0.02% (31). Since activator saturation and the non-linear quenching outlined by
the diffusive model are in competition, it is likely that the sensitivity of YAP:Ce to
activator concentration is a result of its excellent host non-proportionality (52). In
the case of LSO:Ce, the host non-proportionality as outlined by the diffusive model is
very poor, and as a result the effects of activator saturation will be less apparent.
According to the proposed model several factors should influence the severity of
activator saturation, with the first being the activator concentration itself. The second
factor is likely the concentration of deep defects which will increase the likelihood of
light loss as the charge carriers migrate further throughout the lattice.
A variety of codopants were used in an attempt to improve the scintillation
properties of GGAG:Ce. Using a combination of literature results and prior
knowledge, we selected boron and calcium as two promising codopants. To determine
the relative effect of each codopant, three crystals were grown using the same
growth properties. One of the crystal was doped with only cerium and used as a
reference, while the two remaining crystals were doped with either calcium or boron.
Samples were cut from the same area of each boule to ensure a consistent activator
concentration, and their scintillation and optical properties were measured. It was
determined that boron codoping was responsible for removing a large concentration of
deep charge traps in comparison to the reference crystal; however, the concentration
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of shallow traps remained consistent between the samples. As a result of less charge
trapping, the boron codoped sample was found to have approximately 10% more light
output. In addition, the non-proportional behavior was found to improve somewhat
over the reference crystal. Following the activator saturation model that we proposed
to explain non-proportionality, the reduction in deep defects could be responsible
for the slight improvement in non-proportionality. As a result of the improved non-
proportionality and the improved light yield, the measured energy resolution was
found to improve from 9.0% in the reference sample to 7.8% in the boron codoped
sample. The calcium codoped sample was found to have a significantly reduced
concentration of shallow charge traps; however, a large concentration of deep charge
traps were introduced that do not seem to exist in the host lattice. In this sample
the light output was measured to be approximately 30% lower than in the reference
sample. It was hypothesized that this strong reduction in light output was a result of
new non-radiative de-excitation pathways introduced by the Ca2+ and the increased
concentration of deep charge trapping. The proportionality of this sample was found
to be worse than the reference sample. This could be explained by the increased
concentration of deep charge traps. As a result of the degraded light yield and non-
proportionality the energy resolution increased to 10.1%. In both cases, the energy
resolution was found to be affected more by the varying non-proportionality than the
varying light output.
Based on the non-proportionality and scintillation data obtained in this study, it
seems evident that in certain oxide scintillators the non-proportional response does
not only vary but can also be engineered. In the case of YAP:Ce, it was determined
that the non-proportional response can effectively be improved by increasing the
Ce3+ concentration, and in the case of GGAG:Ce, the non-proportional response was
altered through the addition of select codopants in proper concentrations. Both of
these results indicate that both defect concentration and activator concentration can
affect the non-proportional response of select oxide scintillators. Although a theory
of activator saturation has existed since the 1960’s, this study marks one of the first
112





[1] G. F. Knoll, Radiation Detection and Measurement. Wiley, 4 ed., 08 2010. 2, 3,
4, 6, 24, 43, 55
[2] Hamamatsu, “Photocathode technology,” tech. rep.,
www.hamamatsu.com/us/en/technology/innovation/photocathode/index.html,
2014. xii, 3, 12
[3] P. A. Rodnyi, Physical Processes in Inorganic Scintillators. CRC Press, 1997. 4,
5, 6, 7
[4] J. E. Turner, Atoms, Radiation, and Radiation Protection. Wilery, 2008. 4
[5] P. A. Rodnyi, P. Dorenbos, and C. W. E. van Eijk, “Energy loss in inorganic
scintillators,” physica status solidi (b), vol. 187, no. 1, pp. 15–29, 1995. 6
[6] R. Bartram and A. Lempicki, “Efficiency of electron-hole pair production in
scintillators,” Journal of Luminescence, vol. 68, no. 5, pp. 225 – 240, 1996. 6
[7] A. Vasil’ev, “Polarization approximation for electron cascade in insulators after
high-energy excitation,” Nuclear Instruments and Methods in Physics Research
Section B: Beam Interactions with Materials and Atoms, vol. 107, no. 14, pp. 165
– 171, 1996. 6
[8] P. Lecoq, A. Annenkov, A. Gektin, M. Korzhik, and C. Pedrini, Inorganic
Scintillators for Detector Systems. Springer, 2006. Edited by Alexander Chao,
Christian W. Fabjan, Professor Rolf-Dieter Heuer, Takahiko Kondo, Franceso
Ruggiero. 6, 7, 8, 10, 11, 13, 85
115
[9] R. Glukhov, C. Pedrini, and A. Vasil’ev, “Track effects in crossluminescence.,”
in Proceedings of the Fifth International Conference on Inorganic Scintillators
and Their Applications, pp. 448–452, 2000. 7
[10] C. W. E. Van Eijk, “Inorganic scintillators for thermal neutron detection,”
Nuclear Science, IEEE Transactions on, vol. 59, pp. 2242–2247, Oct 2012. 7, 86
[11] J. Singh and R. Williams, Excitonic and Photonic Processes in Materials.
Springer Science, Not Yet Published. xiii, 8, 30, 31, 32, 33, 36, 85, 110
[12] P. Dorenbos, “Light output and energy resolution of ce3+-doped scintillators,”
Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, vol. 486, no. 12, pp. 208 –
213, 2002. xii, 9, 10, 13, 19, 92
[13] sensL, “Silicon photomultipliers,” tech. rep., http://sensl.com/products/silicon-
photomultipliers/, 2014. 12
[14] L. Bollinger and G. Thomas, “Measurement of the time dependence of
scintillation intensity by a delayed coincidence method,” Review of Scientific
Instruments, vol. 32, pp. 1044–1050, 1961. 14
[15] P. T. S.W.S. McKeever, M. Moscovitch, Thermoluminescence dosimetry
materials: Properties and Uses. Nuclear Technology Publishing, 1995. 15
[16] M. Aitken, Thermoluminescence dating. Academic Press, 1985. 15
[17] G. F. J. Garlick and A. F. Gibson, “The electron trap mechanism of luminescence
in sulphide and silicate phosphors,” Proceedings of the Physical Society, vol. 60,
no. 6, p. 574, 1948. 16
[18] S. Donnald, M. Tyagi, H. Rothfuss, F. Meng, J. Hayward, M. Koschan, and
C. Melcher, “The effect of B3+ and Ca2+ co-doping on factors which affect the
116
energy resolution of Gd3Ga3Al2O12:ce,” Nuclear Science, IEEE Transactions
on, vol. 60, no. 5, pp. 4002–4006, 2013. xii, 16, 25, 49
[19] P. Dorenbos, J. T. M. de Haas, and C. W. E. Van Eijk, “Non-proportionality in
the scintillation response and the energy resolution obtainable with scintillation
crystals,” Nuclear Science, IEEE Transactions on, vol. 42, no. 6, pp. 2190–2202,
1995. 17, 18, 19, 60
[20] W. Moses, S. Payne, W. S. Choong, G. Hull, and B. Reutter, “Scintillator non-
proportionality: Present understanding and future challenges,” Nuclear Science,
IEEE Transactions on, vol. 55, no. 3, pp. 1049–1053, 2008. 20, 85, 86
[21] C. Zerby, A. Meyer, and R. Murray, “Intrinsic line broadening in NaI(Tl) gamma-
ray spectrometers,” Nuclear Instruments and Methods, vol. 12, no. 0, pp. 115 –
123, 1961. 20, 85
[22] P. Dorenbos, J. T. M. de Haas, C. W. E. Van Eijk, C. Melcher, and J. S.
Schweitzer, “Nonlinear response in the scintillation yield of Lu2SiO5:Ce3+,”
Nuclear Science, IEEE Transactions on, vol. 41, no. 4, pp. 735–737, 1994. 20,
23, 86
[23] W. Moses, G. Bizarri, R. Williams, S. Payne, A. Vasil’ev, J. Singh, Q. Li, J. Q.
Grim, and W. Choong, “The origins of scintillator non-proportionality,” Nuclear
Science, IEEE Transactions on, vol. 59, no. 5, pp. 2038–2044, 2012. xii, 21, 26,
28, 64, 66
[24] J. Valentine, B. Rooney, and J. Li, “The light yield nonproportionality compo-
nent of scintillator energy resolution,” Nuclear Science, IEEE Transactions on,
vol. 45, pp. 512–517, Jun 1998. 21, 22, 23
[25] M. Moszynski, J. Zalipska, M. Balcerzyk, M. Kapusta, W. Mengesha, and
J. Valentine, “Intrinsic energy resolution of NaI(Tl),” Nuclear Instruments and
117
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment, vol. 484, no. 1, pp. 259 – 269, 2002. 21, 22
[26] P. Iredale, “The effect of the non-proportional response of NaI(Tl) crystals to
electrons upon the resolution for y-rays,” Nuclear Instruments and Methods,
vol. 11, no. 0, pp. 340 – 346, 1961. 21, 22
[27] J. Prescott and G. Narayan, “Electron responses and intrinsic line-widths in
NaI(Tl),” Nuclear Instruments and Methods, vol. 75, no. 1, pp. 51 – 55, 1969.
21, 22
[28] S. Payne, W. W. Moses, S. Sheets, L. Ahle, N. Cherepy, B. Sturm, S. Dazeley,
G. Bizarri, and W.-S. Choong, “Nonproportionality of scintillator detectors:
Theory and experiment. ii,” Nuclear Science, IEEE Transactions on, vol. 58,
pp. 3392–3402, Dec 2011. xiii, 22, 26, 27
[29] L. D. Landau, “On the energy loss of fast particles by ionization,” J. Phys.,
vol. 8, pp. 201–205, 1944. 22
[30] S. Payne, N. Cherepy, G. Hull, J. Valentine, W. W. Moses, and W.-S. Choong,
“Nonproportionality of scintillator detectors: Theory and experiment,” Nuclear
Science, IEEE Transactions on, vol. 56, pp. 2506–2512, Aug 2009. xiii, 22, 26,
27, 28
[31] P. A. Cutler, C. Melcher, M. Spurrier, P. Szupryczynski, and L. Eriksson,
“Scintillation non-proportionality of lutetium- and yttrium-based silicates and
aluminates,” Nuclear Science, IEEE Transactions on, vol. 56, no. 3, pp. 915–
919, 2009. 23, 105, 106, 111
[32] I. Khodyuk, J. T. M. de Haas, and P. Dorenbos, “Nonproportional response
between 0.1-100 kev energy by means of highly monochromatic synchrotron x-
rays,” Nuclear Science, IEEE Transactions on, vol. 57, no. 3, pp. 1175–1181,
2010. xiii, 23, 26, 27
118
[33] I. Khodyuk and P. Dorenbos, “Trends and patterns of scintillator nonpropor-
tionality,” Nuclear Science, IEEE Transactions on, vol. 59, pp. 3320–3331, Dec
2012. xiii, 24, 43, 44
[34] B. Rooney and J. Valentine, “Benchmarking the compton coincidence technique
for measuring electron response nonproportionality in inorganic scintillators,”
Nuclear Science, IEEE Transactions on, vol. 43, no. 3, pp. 1271–1276, 1996. 23,
24, 39, 44
[35] W. S. Choong, K. M. Vetter, W. Moses, G. Hull, S. Payne, N. Cherepy, and
J. Valentine, “Design of a facility for measuring scintillator non-proportionality,”
Nuclear Science, IEEE Transactions on, vol. 55, no. 3, pp. 1753–1758, 2008. 25
[36] W.-S. Choong, G. Hull, W. W. Moses, K. Vetter, S. Payne, N. Cherepy,
and J. Valentine, “Performance of a facility for measuring scintillator non-
proportionality,” Nuclear Science, IEEE Transactions on, vol. 55, no. 3,
pp. 1073–1078, 2008. 25, 41, 46, 56
[37] P. Ugorowski, M. Harrison, and D. McGregor, “Design and performance
of a compton-coincidence system for measuring non-proportionality of new
scintillators,” Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment, vol. 615, no. 2,
pp. 182 – 187, 2010. 25, 39, 56, 66
[38] M. Berger, J. Hubbel, S. Seltzer, J. Chang, J. Coursey, R. Sukumar, D. Zucker,
and K. Olsen, “Xcom: Photon cross section database,” tech. rep., National
Institute of Standards and Technology, 2014. 25
[39] I. Khodyuk and P. Dorenbos, “Nonproportional response of LaBr3:Ce and
LaCl3:Ce scintillators to synchrotron x-ray irradiation,” Jornal of Physics:
Condensed Matter, vol. 22, p. 7, 2010. 26
119
[40] R. B. Murray and A. Meyer, “Scintillation response of activated inorganic
crystals to various charged particles,” Phys. Rev., vol. 122, pp. 815–826, May
1961. 26, 106, 110, 113
[41] G. Bizarri, N. Cherepy, W. S. Choong, G. Hull, W. Moses, S. Payne, J. Singh,
J. Valentine, A. N. Vasilev, and R. Williams, “Progress in studying scintillator
proportionality: Phenomenological model,” Nuclear Science, IEEE Transactions
on, vol. 56, pp. 2313–2320, Aug 2009. 28, 29
[42] A. Haug, “Auger recombination in direct-gap semiconductors: band structure
effects,” Journal of Physics C: Solid State Physics, vol. 16, pp. 4159–4172, 1983.
29
[43] J. Q. Grim, K. B. Ucer, A. Burger, P. Bhattacharya, E. Tupitsyn, E. Rowe, V. M.
Buliga, L. Trefilova, A. Gektin, G. A. Bizarri, W. W. Moses, and R. T. Williams,
“Nonlinear quenching of densely excited states in wide-gap solids,” Phys. Rev.
B, vol. 87, p. 125117, Mar 2013. xiii, 30, 31, 33
[44] R. T. Williams, J. Q. Grim, Q. Li, K. B. Ucer, G. A. Bizarri, S. Kerisit,
F. Gao, P. Bhattacharya, E. Tupitsyn, E. Rowe, V. M. Buliga, and
A. Burger, “Experimental and computational results on exciton/free-carrier
ratio, hot/thermalized carrier diffusion, and linear/nonlinear rate constants
affecting scintillator proportionality,” Proc. SPIE, vol. 8852, pp. 88520J–88520J–
22, 2013. 30
[45] J. Q. Grim, Q. Li, K. Ucer, R. Williams, G. Bizarri, and W. Moses, “Electron
energy response of NaI:Tl and SrI2:Eu calculated from carrier mobilities and
measured first- and third-order quenching,” MRS Communications, vol. 2,
pp. 139–143, 12 2012. 32, 33
120
[46] Z. Wang, Y. Xie, L. W. Campbell, F. Gao, and S. Kerisit, “Monte carlo
simulations of electron thermalization in alkali iodide and alkaline-earth fluoride
scintillators,” Journal of Applied Physics, vol. 112, no. 1, pp. –, 2012. 32
[47] Q. Li, J. Grim, N. Holzwarth, and R. Williams, “Hot electron velocity,
relaxation time, and range in utraviolet- and electron-excited scintillators and
semiconductors,” in SCINT2013, 2013. 32
[48] Q. Li, J. Q. Grim, R. Williams, G. Bizarri, and W. Moses, “The role of
hole mobility in scintillator proportionality,” Nuclear Instruments and Methods
in Physics Research Section A: Accelerators, Spectrometers, Detectors and
Associated Equipment, vol. 652, no. 1, pp. 288 – 291, 2011. Symposium on
Radiation Measurements and Applications (SORMA) {XII} 2010. 33
[49] Q. Li, J. Grim, K. Ucer, A. Burger, G. Bizarri, W. Moses, and R. Williams, “Host
structure dependence of light yield and proportionality in scintillators in terms
of hot and thermal carrier transport,” Physica status solidi, vol. 6, pp. 346–348,
2012. 33
[50] Q. Li, J. Q. Grim, R. T. Williams, G. A. Bizarri, and W. W. Moses, “A transport-
based model of material trends in nonproportionality of scintillators,” Journal
of Applied Physics, vol. 109, no. 12, pp. –, 2011. x, xiii, 33, 34, 35, 36, 85, 106,
107, 110
[51] W. Setyawan, R. M. Gaume, R. Feigelson, and S. Curtarolo, “Comparative
study of nonproportionality and electronic band structures features in scintillator
materials,” Nuclear Science, IEEE Transactions on, vol. 56, pp. 2989–2996, Oct
2009. x, 34, 35, 106, 107
[52] R. Williams, “Verbal communication.” Personal Conversation with Dr. Richard
Williams. 37, 38, 106, 107, 110, 111
121
[53] H. Rothfuss, An Investigation of Energy Migration in Rare Earth Oxyorthosili-
cate Scintillation Materials. PhD thesis, University of Tennessee, 2013. 39
[54] T. D. Taulbee, B. Rooney, W. Mengesha, and J. Valentine, “The measured
electron response nonproportionalities of CaF2 , BGO, and LSO,” Nuclear
Science, IEEE Transactions on, vol. 44, no. 3, pp. 489–493, 1997. xiii, 43, 44, 66
[55] W. Mengesha, T. D. Taulbee, B. Rooney, and J. Valentine, “Light yield
nonproportionality of CsI(Tl), CsI(Na), and YAP,” Nuclear Science, IEEE
Transactions on, vol. 45, pp. 456–461, Jun 1998. xiii, 43, 44
[56] G. Hull, W.-S. Choong, W. W. Moses, G. Bizarri, J. Valentine, S. Payne,
N. Cherepy, and B. W. Reutter, “Measurements of NaI(Tl) electron response:
Comparison of different samples,” Nuclear Science, IEEE Transactions on,
vol. 56, pp. 331–336, Feb 2009. xiv, 43, 57
[57] S. Donnald, H. Rothfuss, M. Laubach, J. Cates, J. Hayward, M. Koschan, and
C. Melcher, “Design of a prototype system to measure the nonproportional
response of scintillators using angular information,” in Nuclear Science
Symposium and Medical Imaging Conference (NSS/MIC), 2013 IEEE, pp. 1–
4, Oct 2013. 47
[58] P. Dorenbos, J. T. M. de Haas, and C. W. E. Van Eijk, “Gamma ray
spectroscopy with a o19x19 mm3 LaBr 30.5 ce3 scintillator,” Nuclear Science,
IEEE Transactions on, vol. 51, pp. 1289–1296, June 2004. xiv, 48
[59] K. Kamada, T. Yanagida, T. Endo, K. Tsutumi, Y. Usuki, M. Nikl, Y. Fujimoto,
and A. Yoshikawa, “2-inch size single crystal growth and scintillation properties
of new scintillator; Ce:Gd3Al2Ga3O12,” in Nuclear Science Symposium and
Medical Imaging Conference (NSS/MIC), 2011 IEEE, pp. 1927–1929, Oct 2011.
50, 59, 108
122
[60] K. Yang, C. Melcher, P. Rack, and L. Eriksson, “Effects of calcium codoping
on charge traps in LSO:Ce crystals,” Nuclear Science, IEEE Transactions on,
vol. 56, pp. 2960–2965, Oct 2009. 50, 58, 62
[61] H. Rothfuss, C. Melcher, L. Eriksson, and M. Koschan, “The effect of Ca2+
codoping on shallow traps in YSO:Ce scintillators,” Nuclear Science, IEEE
Transactions on, vol. 56, pp. 958–961, June 2009. 50, 58, 62
[62] A. Syntfeld-Kazuch, M. Moszynski, L. Swiderski, T. Szczesniak, A. Nassalski,
C. Melcher, and M. Spurrier, “Energy resolution of calcium co-doped LSO:Ce
scintillators,” in Nuclear Science Symposium Conference Record, 2008. NSS 08.
IEEE, pp. 2744–2750, Oct 2008. 50
[63] M. Tyagi, M. Koschan, H. Rothfuss, J. Hayward, and C. Melcher,
“Effect of Ca2+ co-doping on the temperature dependence of Gd2SiO5:Ce
photoluminescence,” IEEE Transactions on Nuclear Science, vol. 60, pp. 973–
978, Accepted. 50, 59
[64] C. Brandle, “Method for producing single crystal gadolinium gallium garnet,”
1980. 51, 62
[65] J.-G. Kang, M.-K. Kim, and K.-B. Kim, “Preparation and luminescence
characterization of GGAG:Ce3+,B3+ for a white light-emitting diode,”
Materials Research Bulletin, vol. 43, no. 89, pp. 1982 – 1988, 2008. 51
[66] C. Brandle, D. Miller, and J. Nielsen, “The elimination of defects in czochralski
grown rare-earth gallium garnets,” Journal of Crystal Growth, vol. 12, no. 3,
pp. 195 – 200, 1972. 52
[67] K. Kamada, T. Endo, K. Tsutumi, T. Yanagida, Y. Fujimoto, A. Fukabori,
A. Yoshikawa, J. Pejchal, and M. Nikl, “Composition engineering in cerium-
doped (Lu,Gd)3(Ga,Al)5O12 single-crystal scintillators,” Crystal Growth &
Design, vol. 11, no. 10, pp. 4484–4490, 2011. 54
123
[68] P. Dorenbos, J. D. Haas, and C. V. Eijk, “Non-proportional response of
scintillation crystals to x-rays and gamma-rays,” Radiation Measurements,
vol. 24, no. 4, pp. 355 – 358, 1995. Proceedings of the International Symposium
on Luminescent Detectors and Transformers of Ionizing Radiation. 57
[69] M. Moszynski, M. Kapusta, D. Wolski, W. Klamra, and B. Cederwall,
“Properties of the YAP:Ce scintillator,” Nuclear Instruments and Methods
in Physics Research Section A: Acceleratos, Spectrometers, Detectors and
Associated Equipment, vol. 404, no. 1, pp. 157 – 165, 1998. 60
[70] S. Donnald, M. Tyagi, H. Rothfuss, J. Hayward, M. Koschan, M. Zhuravleva,
F. Meng, and C. Melcher, “Sample-to-sample variation in single crystal YAP:Ce
non-proportionality,” Nuclear Science, IEEE Transactions on, vol. 61, pp. 332–
338, Feb 2014. 63, 86, 87, 88, 91, 92, 94, 96, 97, 98
[71] F. De Notaristefani, R. Pani, F. Scopinaro, L. M. Barone, K. Blazek,
G. De Vincentis, T. Malatesta, P. Maly, R. Pellegrini, A. Pergola, A. Soluri,
and F. Vittori, “First results from a yap:ce gamma camera for small animal
studies,” Nuclear Science, IEEE Transactions on, vol. 43, no. 6, pp. 3264–3271,
1996. 64
[72] M. Kapusta, M. Balcerzyk, M. Moszyski, and J. Pawelke, “A high-energy
resolution observed from a YAP:Ce scintillator,” Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment, vol. 421, no. 3, pp. 610 – 613, 1999. 64, 71
[73] M. Moszynski, “Energy resolution and non-proportionality of scintillation
detectors - new observations,” Radiation Measurements, vol. 45, no. 36, pp. 372
– 376, 2010. Proceedings of the 7th European Conference on Luminescent
Detectors and Transformers of Ionizing Radiation (LUMDETR 2009 ). 64, 70
124
[74] V. G. Baryshevsky, M. V. Korzhik, B. I. Minkov, S. A. Smirnova, A. A. Fyodorov,
P. Dorenbos, and C. W. E. van Eijk, “Spectroscopy and scintillation properties
of cerium doped YAlO3 single crystals,” Journal of Physics: Condensed Matter,
vol. 5, no. 42, p. 7893, 1993. 74, 76, 82, 87, 88, 91, 97, 98
[75] D. Cao, G. Zhao, J. Chen, Q. Dong, Y. Ding, and Y. Cheng, “Effects of
growth atmosphere and annealing on luminescence efficiency of YAP:Ce crystal,”
Journal of Alloys and Compounds, vol. 489, no. 2, pp. 515 – 518, 2010. 76, 87,
91, 97, 98
[76] J. Glodo and A. Wojtowicz, “Thermoluminescence and scintillation properties
of LuAP and YAP,” Journal of Alloys and Compounds, vol. 301, no. 0, pp. 289
– 294, 2000. 78, 82, 104
[77] A. J. Wojtowicz, J. Glodo, A. Lempicki, and C. Brecher, “Recombination and
scintillation processes in YAlO3:ce,” Journal of Physics: Condensed Matter,
vol. 10, no. 37, p. 8401, 1998. 78, 79, 82, 104
[78] S. McKeever, Thermoluminescence of Solids. Cambridge University Press, 1988.
78, 105
[79] M. Nikl, J. Mares, J. Chval, E. Mihokova, N. Solovieva, M. Martini, A. Vedda,
K. Blazek, P. Maly, K. Nejezchleb, P. Fabeni, G. Pazzi, V. Babin, K. Kalder,
A. Krasnikov, S. Zazubovich, and C. Ambrosio, “An effect of Zr4+ co-doping
of yap:ce scintillator,” Nuclear Instruments and Methods in Physics Research
Section A: Accelerators, Spectrometers, Detectors and Associated Equipment,
vol. 486, no. 12, pp. 250 – 253, 2002. Proceedings of the 6th International
Conference on Inorganic Scintillators and their Use in Scientific and Industrial
Applications. 79, 80, 81, 91
[80] M. S. Alekhin, J. T. M. de Haas, I. V. Khodyuk, K. W. Kramer, P. R. Menge,
V. Ouspenski, and P. Dorenbos, “Improvement of y-ray energy resolution of
125
LaBr3:Ce3+ scintillation detectors by Sr2 and Ca2+ co-doping,” Applied Physics
Letters, vol. 102, no. 16, pp. –, 2013. 86, 105
[81] C. Stanek, K. McClellan, M. Levy, and R. Grimes, “Defect behavior in rare earth
REAlO3 scintillators,” Journal of Applied Physics, vol. 99, pp. 113518–113518–7,
Jun 2006. 86
[82] M. M. Kuklja, “Defects in yttrium aluminium perovskite and garnet crystals:
atomistic study,” Journal of Physics: Condensed Matter, vol. 12, p. 2953, 2000.
86
[83] A. Vedda, M. Fasoli, M. Nikl, V. V. Laguta, E. Mihokova, J. Pejchal,
A. Yoshikawa, and M. Zhuravleva, “Trap-center recombination processes by rare
earth activators in YAlO3 single crystal host,” Phys. Rev. B, vol. 80, p. 045113,
Jul 2009. 86, 87
[84] V. V. Laguta, M. Nikl, A. Vedda, E. Mihokova, J. Rosa, and K. Blazek, “Hole
and electron traps in the yalo3 single crystal scintillator,” Phys. Rev. B, vol. 80,
p. 045114, Jul 2009. 86, 87, 89
[85] A. Vedda, M. Martini, F. Meinardi, J. Chval, M. Dusek, J. A. Mares,
E. Mihokova, and M. Nikl, “Tunneling process in thermally stimulated
luminescence of mixed LuxY1-xAlO3:ce crystals,” Phys. Rev. B, vol. 61,
pp. 8081–8086, Mar 2000. 86
[86] M. Nikl, V. V. Laguta, and A. Vedda, “Complex oxide scintillators: Material
defects and scintillation performance,” physica status solidi (b), vol. 245, no. 9,
pp. 1701–1722, 2008. 87
[87] J. Caslavsky and D. Viechnicki, “Melting behaviour and metastability of yttrium
aluminium garnet (YAG) and YAlO3 determined by optical differential thermal
analysis,” Journal of Materials Science, vol. 15, no. 7, pp. 1709–1718, 1980. 87,
97, 98
126
[88] P. Dorenbos, M. Korzhik, A. Kudryavtseva, S. Lyubetskii, B. Minkov,
V. Pavlenko, and A. Fyodorov, “Influence of growth defects on the scintillation
characteristics of yalo3:ce single crystals,” Journal of Applied Spectroscopy,
vol. 59, no. 3-4, pp. 633–638, 1993. 91
[89] M. Nikl, A. Vedda, G. P. Pazzi, E. Mihokova, M. Fasoli, J. Pejchal, P. Bohacek,
A. Yoshikawa, G. Ren, and K. Nejezchleb, “Tunneling processes-driven radiative
recombination in complex oxide scintillators,” Journal of Physics: Conference
Series, vol. 249, p. 9, 2010. xvii, 100, 102
[90] Y. Wu, G. Ren, D. Ding, F. Yang, and S. Pan, “Study on the cerium oxidation
state in a Lu0.8Sc0.2BO3 host,” Journal of Materials Chemistry, vol. 21,
pp. 17805–17809, 2011. 102
127
Vita
Samuel Donnald was born on January 21, 1988 in Memphis, Tenneessee. He attended
the University of Tennessee Knoxville and graduated Cum Laude with a degree in
nuclear engineering in May of 2010. He continued his postgraduate research at the
University of Tennessee and joined the Scintillation Materials Research Center in
January of 2012. He received his Masters of Science degree in August of 2012. In May
of 2014, he received the PHD graduate research excellence award, presented to one
PhD student in the nuclear engineering department of the University of Tennessee
each year, and on November 4, 2014, he successfully defended his PhD, with an
expected to graduation date of December, 2014.
128
