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Abstract
In this paper we present a general framework in which one can rigorously study the effect of
spatio-temporal noise on traveling waves, stationary patterns and oscillations that are invariant
under the action of a finite-dimensional set of continuous isometries (such as translation or
rotation). This formalism can accommodate patterns, waves and oscillations in reaction-
diffusion systems and neural field equations. To do this, we define the phase by precisely
projecting the infinite-dimensional system onto the manifold of isometries. Two differing
types of stochastic phase dynamics are defined: (i) a variational phase, obtained by insisting
that the difference between the projection and the original solution is orthogonal to the non-
decaying eigenmodes, and (ii) an isochronal phase, defined as the limiting point on manifold
obtained by taking t → ∞ in the absence of noise. We outline precise stochastic differential
equations for both types of phase. The variational phase SDE is then used to show that the
probability of the system leaving the attracting basin of the manifold after an exponentially
long period of time (in ǫ−2, the magnitude of the noise) is exponentially unlikely. In the case
that the manifold is periodic (such as for spiral waves, spatially-distributed oscillations, or
neural-field phenomena on a compact domain), the isochronal phase SDE is used to determine
asymptotic limits for the average occupation times of the phase as it wanders in the basin
of attraction of the manifold over very long times. In particular, we find that frequently the
correlation structure of the noise biases the wandering in a particular direction, such that the
noise induces a slow oscillation that would not be present in the absence of noise.
1 Introduction
Spatially-extended patterns and waves are ubiquitous in the biological and physical sciences and are
a key lens through which emergent phenomena are understood. Furthermore biology is typically
very noisy, and thus it is of great importance to understand the effect of stochasticity on these
patterns and waves [75, 66, 79]. The literature on stochastic patterns and waves includes general
Turing patterns [10], the Allen-Cahn / Cahn-Hilliard equation [43], waves and patterns in the
stochastic Brusselator [8, 9], patterns in neural fields [49, 38, 56, 41, 85, 2, 62, 16, 70], interfaces
in the Ginzburg-Landau equation [13, 48], the stochastic burger’s equation [12] and the effect of
spatially-distributed noise on traveling waves [72, 1, 23], such as the FKPP traveling waves [29, 20],
invasion waves in ecology [64], the stochastic Nagumo equation [59, 47, 39], geometric waves [90]
and numerical methods for stochastic traveling waves [68]. Good reviews of the literature on the
effect of noise on traveling waves can be found in [75, 79, 60].
Consider the deterministic unforced system with solution ut ∈ Cb(Rd,RN ) (the Banach space
of continuous bounded RN -valued functions over Rd, for N, d ≥ 1)
dut(x)
dt
= Aut(x) + f(ut)(x) (1.1)
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Here A is a linear operator, such as the Laplacian, and f is a continuous function that is locally
bounded. Frequently the fixed points of such systems possess several symmetries (typically invari-
ance under translation and / or rotation), and there exists a smooth attracting manifold of fixed
points (parameterized by (ϕα)α∈Rm ⊂ Cb(Rd,RN)) such that
Aϕα + f(ϕα) = 0, ∀α ∈ Rm. (1.2)
The thrust of this article is to drive (1.1) by space-time white noise and understand how the noise
shapes the dynamics in the basin of attraction of the manifold (ϕα)α∈Rm . As such, we consider the
following stochastic evolution equation driven by space-time noise Wt
∗. The stochastic evolution
equation takes values in the Banach space E0 := ϕ0 +H , where H is a Hilbert Space, and has the
form
dut = [Aut + f(ut)]dt+ εB(t, ut)dWt, (1.3)
for some ε > 0. In [50] we developed a method of precisely projecting the stochastic dynamics onto
the manifold parameterized by {ϕα}α∈Rm , generalizing deterministic work on the orbital stability
of a manifold of fixed points (see [88, Chapter 5] and [51, Chapter 4]) to a stochastic setting. This
paper builds on the work of [50] and has three main aims: (i) to obtain an SDE yielding a precise
projected phase dynamics, (ii) obtain accurate probabilistic exit-time estimates over long periods
of time and (iii) to obtain long-time ‘occupation-time’ estimates for the wandering of the stochastic
phase on the manifold Rm. In more detail:
• In [50] the manifold was taken to be one-dimensional; in this paper the manifold is multidi-
mensional.
• In [50] the stability estimates in Section 6 require the linearization of (2.2) to be self-adjoint
and immediately contractive. This assumption is relaxed, and now the main requirement is
that it possesses a spectral gap (except for the neutral eigenmodes tangential to the manifold
in (2.2)).
• In [50] a ‘variational phase’ SDE was obtained. In this work an SDE for the variational phase
is also obtained, and an additional ‘isochronal phase’ SDE is also obtained.
• In [50] the noise was additive and a ‘Q-Wiener process’ [27], meaning in effect that there is
sufficient spatial correlation that the space-time noise is spatially-continuous. In this paper we
consider multiplicative noise, and when the operatorA is sufficiently smoothing (such as when
A is the sum of a Laplacian and possibly first order derivatives), the noise can be ‘cylindrical’,
meaning that the driving noise is spatially-decorrelated and spatially-discontinuous.
• The bound on the growth of the error in [50, Corollary 6.3] is suboptimal. This bound was
greatly improved in [70] for ‘bumps’ of activity in stochastic neural fields. In this work we
use a similar method to [70] to show that the probability of the system leaving the manifold
of translated bump solutions over an exponentially long period of time (i.e. T ≃ exp(Cǫ−2))
is exponentially unlikely. In other words, we are in the Large Deviations regime [80].
After one has shown that, with very high probability, the system spends a very long period
of time in the neighborhood of the manifold, it is natural to investigate the ‘occupation time’:
that is, the typical proportion of time that it spends in particular neighborhoods of the manifold
over long time intervals (see [30] for a classical result on the occupation time of Markov chains).
Doing this yields an understanding of how the correlation structure of the noise interacts with
the geometry of manifold {ϕα}α∈Rm to shape the wandering of the stochastic phase over long
periods of time. Under the assumption that the manifold is periodic, we find that the natural
timescale for the induced phase dynamics on the manifold is ǫ−2t (ǫ being the magnitude of the
white noise), and we are then able to demonstrate that the occupation time converges to that of
∗A cylindrical H-valued Wiener process.
2
the invariant measure of the rescaled process (modulo the periodicity). In many cases this result
implies that the noise correlation structure can induce a slow oscillation in the phase over long
periods of time. To demonstrate the convergence of the occupation time, we must employ a slightly
different phase that is analogous to the isochronal phase definition for stochastic oscillators [34]. It
is worth comparing the results of this paper to those of Blomker [11]. He uses a rescaling of time
to understand the projection of fluctuations in SPDEs onto a manifold that is weakly unstable (by
contrast, this paper concerns a projection onto a stable manifold of fixed points).
To the best of this author’s knowledge, the first rigorous work on the behavior of stochastic
systems near an attracting manifold is that of Katzenberger [53]. He determined limiting equations
for a finite-dimensional jump Markov process pulled onto a manifold by a large drift. This theory
has been applied in finite-dimensional stochastic models of population dynamics, including in
[25, 76, 43, 78]. In the deterministic literature, there is a well developed literature on the orbital
stability of finite-dimensional submanifolds in infinite-dimensional spaces, including work on the
Ginzburg-Landau equation [7], traveling waves [51, 88], and spiral waves [82]: see [88, 51] for many
more examples.
It is well-established [1, 75, 42, 20, 79, 14] that for traveling waves perturbed by space-time
noise, one can identify the leading order diffusive flux of the wave position βt over timescales of
O(ǫ−2) by matching the leading order terms in the equation
〈ut − ϕβt , ψβt〉 ≃ 0. (1.4)
Here ψβt is the neutral eigenvector of the adjoint of the linearization about the traveling wave
positioned at βt. This is directly motivated by deterministic theory (see Chapter 4 of [51] and
Chapter 5 of [88]). In stochastic systems, this technique has been employed in reaction-diffusion
traveling fronts by [1, 75, 20, 79, 50, 23, 47, 45, 46], in stochastic neural fields by Bressloff and
co-workers [14, 50, 70] and Kilpatrick and Ermentrout [56]. Hamster and Hupkes [45] demonstrate
that the probability of leaving a neighborhood of the manifold over an exponentially long period
of time goes to zero as the noise strength goes to zero. The work of Cartwright and Gottwald [23]
is interesting because the manifold they project onto also includes a non-neutral eigenmode, and
there is therefore potential for their ansatz to be accurate over longer periods of time.
Despite these strengths, none of the works in the previous paragraph (with the exception of
[70]) determine precise expressions for the quadratic variation (i.e. dβtdβt) and cross-variation
(i.e. dβtdut) terms that would be necessary for (1.4) to be satisfied exactly, and this creates
problems once one wishes to precisely understand the phase dynamics over longer timescales (that
diverge on timescales greater than O(ǫ−2)). Indeed in the deterministic setting, one knows from the
implicit function theorem that (1.4) can be solved for βt in some neighborhood only if ∂/∂βt{〈ut−
ϕβt , ψβt〉} 6= 0, and if ∂/∂βt{〈ut − ϕβt , ψβt〉} asymptotes to zero as t approaches some limit, then
the coefficients in the ODE for βt will blow up. It was demonstrated in [50] that this blowup
can also occur in the stochastic setting: in the SDE for the phase dβt, both the drift and the
diffusion coefficient blowup if ∂/∂βt{〈ut − ϕβt , ψβt〉} approaches zero. One cannot a priori rule
out ∂/∂βt{〈ut − ϕβt , ψβt〉} asymptoting to zero in the stochastic setting (by definition, noisy
systems exhibit a diversity of behavior, with various degrees of probability); instead one must
try to derive accurate bounds on the probability of this not occurring. Indeed recent work by
this author and Bressloff [70] has solved (1.4) exactly for a neural field equation, and used this
to prove that the probability of the system leaving a neighborhood of the manifold of bump
solutions after an exponentially long period of time (i.e. T ≃ exp(Cǫ−2)) is exponentially small
(i.e. Prob ≃ exp(−Cǫ−2)). In other words, instead of just determining the statistics for the leading
order diffusion of the wavefront, MacLaurin and Bressloff determine an exact nonlinear SDE,
coupled in the same space as the driving noise, and which is accurate over very long timescales. In
summary, for a rigorous and accurate long-time expression for the phase SDE, one desires (i) an
exact solution to (1.4) (we also determine an ‘isochronal phase’ in Section , that agrees with (1.4)
to leading order), and (ii) control over ∂/∂βt{〈ut−ϕβt , ψβt〉} going to zero (this is encapsulated in
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the stopping time τ) and (iii) strong bounds on the fluctuations of the component of the solution
orthogonal to the manifold.
Prior to the work of this author in [50], Stannat and co-workers in [84, 59] (for reaction-diffusion
systems) and [58] (for neural field systems) approximated the dynamics of the phase βt by an
ordinary differential equation with dβtdt proportional to
∂
∂βt
‖ut − ϕβt‖2. They then decomposed
ut − ϕβt into an Ornstein-Uhlenbeck Process plus a remainder term of lower order in ǫ. They
rigorously proved that this ansatz is accurate in the small ǫ limit.
There exists a literature on the first-exit-time from attracting wells in infinite-dimensional
stochastic systems [6, 5], generalizing the classical Kramer’s Law (see [28]) to an infinite dimensional
setting. Usually one obtains these estimates through proving a Large Deviations principle for the
system [37, 83, 24, 61, 80, 90]. A helpful explanation of how a Large Deviations Principles usually
implies that a system spends an exponentially long period of time in the neighbourhood of the
attracting fixed point can be found in [28, Section 5.6]: these estimates were originally derived
by Freidlin and Wentzell [37]. A recent preprint of Salins and Spiliopoulos [81] has determined
the exponential asymptotics of the first exit time from the attracting basin of a fixed point in an
SPDE. By contrast, the asymptotics in this paper study the first exit time from the attracting
basin of a smooth manifold of fixed points.
The organization of the paper is as follows. In Section 2 we describe the general setting we
consider, and outline the necessary assumptions. Section 3 then goes on to list some examples that
fit into the general setting, including reaction-diffusion traveling waves, spiral waves, spatially-
distributed oscillations and patterns in neural fields. In Section 4 we define two different phase
equations: the variational phase, obtained by defining the position of the pattern / wave to be
such that the orthogonal amplitude is precisely perpendicular to the neutral eigenvectors of the
adjoint operator, and the isochronal phase, obtained by removing noise from the system and taking
t → ∞. In Section 5 we demonstrate that the probability of the system leaving a neighborhood
of the manifold before an exponentially long period of time is exponentially unlikely. Finally in
Section 6, assuming the manifold to be periodic, we determine the limiting probability distribution
for the phase (modulo the periodicity), and the average shift induced in the phase by the noise
over long periods of time.
Notation: As usual, C(Rd) and C∞(Rd) will denote the spaces of real-valued functions on Rd that
are continuous and smooth respectively. Moreover Lp(Rd) (p ≥ 1), will be the space of p-integrable
functions with respect to the Lebesgue measure on Rd. Finally, for general Banach spaces E1, E2,
we will denote by L(E1, E2) the space of bounded linear operators : E1 → E2. L(E1, E2) is
equipped with the operator norm.
Let H := [L2(Rd)]N , equipped with the standard inner product denoted by 〈·, ·〉 and norm ‖ ·‖.
Let LHS be the space of all linear Hilbert-Schmidt operators H → H , with the norm of B ∈ LHS
written as
‖B‖HS =
∞∑
j=1
〈ej , Bej〉, (1.5)
where {ej}j∈Z+ is any orthonormal basis for H . The operator norm of any U ∈ L(H,H) is written
as
‖U‖L = sup
{ ‖Uz‖ : ‖z‖ = 1}. (1.6)
Let E := ϕ0+H0 (i.e. u ∈ E if and only if u = ϕ0+v for some v in H0), endowed with the topology
inherited from H0. For y, z ∈ E, with y = ϕ0+y0 and z = ϕ0+z0, we write ‖y − z‖0 := ‖y0 − z0‖0.
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2 Problem Setup
We consider the system in (1.1), forced by multiplicative spatially-extended white noise. This
yields an E-valued stochastic differential equation (E = ϕ0 +H), where
dut = [Aut + f(ut)]dt+ εB(t, ut)dWt, (2.1)
for some ε > 0. For each t ≥ 0 and ut ∈ E, B(t, ut) is a linear operator on H : it specifies the
multiplicative effect of the noise. We take the initial condition to be u0 := ϕβ¯ for some constant
β¯ ∈ Rm (one could easily obtain analogous results by taking u0 to be in a small neighborhood
about ϕβ¯). A is a linear operator (such as the Laplacian, for reaction-diffusion systems) and f
is a Lipschitz nonlinear function on E. As noted in the introduction, we assume that {ϕα}α∈Rm
constitute a manifold of fixed points, such that
Aϕα + f(ϕα) = 0, ∀α ∈ Rm. (2.2)
Wt is ‘space-time white noise’, such that formally, for any v, y ∈ H ,
E
[〈v,Wt〉] = 0 , E[〈v,Wt〉〈y,Wt〉] = t〈v, y〉. (2.3)
Some care is required to make precise sense of (i) the definition of the white noise in (2.3) and
(ii) what one means by a solution to (2.1). If the white noise were to be completely spatially
decorrelated, then one cannot take a spatial derivative, and one therefore cannot use standard
partial differential equation theory to make sense of a solution to (2.1). Indeed one cannot even
properly define an H-valued Gaussian random variable satisfying the properties in (2.3). However
if A is the Laplacian, then one knows that it works to smooth functions. Indeed since d
2
dx2 cos(ax) =
−a2 cos(ax) and d2dx2 sin(ax) = −a2 sin(ax), one knows that the highly fluctuating components of a
solution get strongly damped by the Laplacian. Thus the solution that we are going to define can
be thought of as taking the limit of (2.1) for increasingly decorrelated noise, but such that a sensible
limit is obtained because high wavenumber fluctuations get damped down by the smoothing action
of A. The theory of stochastic partial differential equations has been developed to make precise
sense of this limit [27, 67].
Formally, we define Wt to be a cylindrical H-valued Wiener process on the filtered probability
space (Ω,F , {Ft}t≥0,P) . The solution described in the previous paragraph can be precisely defined
by employing a stochastic analog of the variation-of-constants solution in PDEs, as stated in the
following proposition.
Proposition 2.1. Assume the assumptions of Section 2.1. Then stochastic evolution equation
(2.1) has a unique mild solution, which can be decomposed (in a non-unique way) as ut = ϕβ¯ + v
β¯
t
where (vβ¯t )t≥0 is the unique weak (and mild) H-valued solution to
dvβ¯t = [Av
β¯
t + f(ϕβ¯ + v
β¯
t )− f(ϕβ¯)]dt+ εB(t, ut)dWt, t ≥ 0,
with initial condition vβ¯ = 0 i.e.
vβ¯t =
∫ t
0
PAt−s
[
f(ϕβ¯ + v
β¯
s )− f(ϕβ¯)
]
ds+ ε
∫ t
0
PAt−sB(s, us)dWs, t ≥ 0.
and (PAt )t≥0 is the semigroup generated by A.
Proof. The proof of this result is a straightforward application of [27, Theorem 7.4] using the
globally Lipschitz assumption on f (Assumption 3 (ii)), the fact that A generates a C0-semigroup
on H (Assumption 2 (i)) and the assumptions on B above.
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Remark 1. We remark that for traveling waves, (2.1) is in the the moving coordinate frame. To
illustrate what we mean by this, suppose again we are in the concrete situation of the standard
neural field equation described in Section 3.2, so that there is a solution uˆ(x − ct) to (3.5) for
some speed c. The stochastic version of this equation with purely additive noise would then be
dut = [−ut + w ∗ F (ut)]dt + B(ut)dWt. In the moving frame (i.e. under the change of variable
x 7→ x− ct), the equation becomes
dut = [Aut + w ∗ F (ut)]dt+ B˜(t, ut)dWQt ,
where as above Au = cu′, u ∈ D(A) and now B˜(t, ut)w := B(w˜), w˜(x) = w(x + ct) for w ∈ E.
2.1 General Assumptions
Our assumptions on the drift dynamics are intended to resemble the assumptions in the determin-
istic theory outlined in [51, Chapter 4] as much as possible. We thus assume that the manifold of
fixed points of (2.2) can be obtained by applying a smooth isometry Tα : E → E, in the following
manner,
ϕα = Tαϕ0. (2.4)
We employ the following assumptions on the family of isometries {Tα}.
Assumption 1. For α,β ∈ Rm,
Tα ◦ Tβ = Tα+β (2.5)
A · Tα = Tα ·A and f
(Tα · u) = Tα · f(u). (2.6)
The following assumption on the generator is satisfied in the vast majority of interesting ap-
plications, including for A being an elliptic operator (for waves and patterns in reaction diffusion
systems), or hyperbolic (for traveling / rotating waves in neural field equations, in the co-moving
reference frame).
Assumption 2. The domain of A, i.e. D(A), is dense in H, and the restriction of A to H (also
denoted by A) is the generator of a C0-semigroup PAt on H.
Assumption 3. Assume that the nonlinear function f acting in E is such that:
(i) f is defined on all of E, and for all u ∈ E there exists the Frechet Derivative for perturbations
in H, written Df(u) ∈ L(H,H), i.e. such that for all v ∈ H,
lim
h→0
∥∥∥∥f(u+ hv)− f(u)h −Df(u) · v
∥∥∥∥ = 0,
and u→ DF (u) is continuous.
(ii) For all u ∈ E there exists the second Frechet Derivative D(2)f(u) ∈ L(H ×H,H) such that
for all v, w ∈ H,
lim
h→0
∥∥∥∥Df(u+ hw) · v −Df(u) · vh −D(2)f(u) · v · w
∥∥∥∥ = 0,
and u→ D(2)f(u) is continuous.
(iii) The third Frechet Derivative D(3)f(u) ∈ L(H ×H ×H,H) exists, is such that u→ D(3)f(u)
is continuous.
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(iv) supu∈E ‖Df(u)‖L(H,H) <∞ (so that H ∋ v 7→ f(ϕα + v) is globally Lipschitz ∀α ∈ Rm);
(v)
sup
u∈E,v,w∈H,‖v‖,‖w‖≤1
‖D(2)f(u) · v · w‖ <∞ (2.7)
sup
u∈E,v,w,z∈H,‖v‖,‖w‖,‖z‖≤1
∥∥∥D(3)f(u) · v · w · z∥∥∥ <∞. (2.8)
In order that we can project the stochastic dynamics onto the manifold parameterized by
{ϕα}α∈Rm , we require more smoothness assumptions than in the deterministic case [51]. The
reason for this is that realizations of the stochastic process are not differentiable in time (this is
why the stochastic analog of the Chain Rule - Ito’s Lemma - requires second derivatives).
Assumption 4. Assume that the family (ϕα)α∈Rm satisfies the following conditions.
(i) For 1 ≤ i ≤ m, the derivatives ϕα,i := [∂/∂αi]ϕα and ϕα,ij := [∂2/∂αi∂αj ]ϕα exist (the
derivatives being taken in the norm of the space H) and are all in the space H.
(ii) ϕα − ϕβ ∈ H for any α,β ∈ Rm. (Note that ϕα is not necessarily in H)
(iii) α 7→ ϕα,i and α 7→ ϕα,ij are globally Lipschitz for all 1 ≤ i, j ≤ m.
Let Lα = A +Df(ϕα) be the linearization of the drift in (2.1), about ϕα, and let L∗α be its
adjoint. It follows from Assumption 2 that Lα generates a continuous semigroup Uα(t). That is,
for any z in the domain of A, Uα(t) · z := vt, where vt satisfies the linear equation
dvt
dt
= Lαvt, (2.9)
and v0 := z. Now it follows from taking any directional derivative of (2.2) with respect to α
that the linearized dynamics must always have a neutral eigenmode in directions tangential to the
manifold {ϕα}α∈Rm .
The next assumption essentially means that the linearized dynamics is stable in all other di-
rections. Without this stability, in most circumstances the noise would quickly force the system
away from the manifold {ϕα}α∈Rm . Because ϕα = Tα · ϕ0, the following spectral gap property
only needs to be verified for α = 0.
Assumption 5. The spectrum σ(Lα) of Lα := A+Df(ϕα) is such that
σ(Lα) ⊂ {λ ∈ C : Re(λ) ≤ −b} ∪ {0},
for some positive constant b, independent of α. The eigenvalue 0 is assumed to have multiplicity
m, and the corresponding eigenvectors are spanned by {ϕα,i}1≤i≤m.
The above assumption implies that the essential spectrum of Lα lies in the subset {λ ∈ C :
Re(λ) ≤ −b}. This means that Lα is Fredholm of zero index, and therefore the kernel of the
adjoint operator L∗α is m-dimensional. One can show [51] that a basis {ψiα}1≤i≤m for the kernel
of L∗α can be chosen such that
〈ψiα, ϕα,j〉 = 0 if i 6= j (2.10)
〈ψiα, ϕα,i〉 = 1. (2.11)
The assumed invariance of A and f under the isometry Tα implies that we can take
ψiα = Tαψi0. (2.12)
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Let Pα : H 7→ H be the following spectral projection operator that projects the kernel of L∗α
onto the kernel of Lα, i.e.
Pα · u =
m∑
i=1
〈ψiα, u〉ϕα,i and define (2.13)
Πα = I − Pα, (2.14)
where I : H → H is the identity operator. Define the Resolvent Operator corresponding to Πα to
be, for λ ∈ C,
Rα(λ) = (λI −Πα)−1. (2.15)
Assumption 6. Suppose that there exists M > 0 such that for all λ ∈ C with Re(λ) ≥ −b (here b
is the constant in Assumption 5), and all α ∈ Rm,
‖Rα(λ)‖ ≤M. (2.16)
Note that once the above property is satisfied for α = 0, it is satisfied for all α ∈ Rm, thanks to
the fact that the latter is obtained from the former through the application of a smooth isometry.
Define
Vα(t) = Uα(t)− Pα, (2.17)
and note that Vα(t) · v = 0 for any v ∈ H such that
〈v, ψiα〉 = 0 for all 1 ≤ i ≤ m.
It follows from the Gearhart-Pruss theorem (see [51, Theorem 4.1.5]) that there exists a constant
c ≥ 1 such that
‖Vα(t)‖ ≤ c exp
(− bt). (2.18)
This constant c is independent of α thanks to the fact that any ϕα can be obtained from ϕ0
through applying an isometry.
Assumption 7. (i) For 1 ≤ i, j, k ≤ m, the derivatives [∂/∂αj]ψiα, [∂2/∂αj∂αk]ψiα exist (the
derivatives being taken in the norm of the space H) and are all in the space H. They are
written as (respectively) {ψiα,j, ψiα,jk}.
(ii) α 7→ ψiα, α 7→ ψiα,j and α 7→ ψiα,jk are all globally Lipschitz.
(iii) Integration by parts holds i.e. 〈ψiα,j , ϕα〉+ 〈ψiα, ϕα,j〉 = 0 and 〈ψiα,jk, ϕα〉+ 〈ψiα,j, ϕα,k〉 = 0.
(iv) α 7→ A∗ψiα, α 7→ A∗ψiα,j and α 7→ A∗ψiα,jk are globally Lipschitz for each 1 ≤ i, j, k ≤ m.
Assumption 8. The multiplicative noise operator is assumed to have the properties, for a constant
CB > 0,
B : [0,∞)× E → L(H,H)
‖B(t, x)−B(t, y)‖L ≤ CB ‖x− y‖ for all t ≥ 0 and x, y ∈ E
‖B(t, x)‖L ≤ CB
The following assumption is needed to obtain the exponential moment necessary for the exit-
time bound in Section 5.
Assumption 9. For any t > s and any x ∈ E, Uα(t − s)B(s, x) is a Hilbert-Schmidt operator,
with Hilbert-Schmidt norm (as defined in (1.5)) upperbounded by
sup
α∈Rm
∫ T0
0
(t− s)−2z sup
x∈E
‖Uα(t− s)B(s, x)‖2HS ds < CHS , (2.19)
for some z ∈ (0, 1/2) and constant CHS <∞, where
T0 =
log 4c
b
.
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3 Examples
This framework applies to a huge range of stochastically-forced traveling waves, stationary patterns,
spiral waves, and complex spatially-distributed patterns in neural fields. We outline some examples:
further examples can be found in [51, Section 4.6].
3.1 Stationary Bump in Neural Fields on S1
We consider a one-dimensional neural field on S1. This model was originally developed to model
orientation selectivity in the primate visual cortex [71]. To the best of this author’s knowledge,
Kilpatrick and Ermentrout were the first to prove that the bump is linearly stable [56]. They also
studied its wandering under the effect of space-time noise over long timescales. This analysis was
continued in [55, 18, 70]. In fact the variational phase SDE and long-time bound on the escape
probability have already been determined in [70]. In some circumstances this system can be written
as a gradient flow, and exact analytical formulae are available [16].
The evolution is described by the neural field equation on the ring S1:
τ
∂u(θ, t)
∂t
= −u(θ, t) +
∫ π
−π
J(θ − θ′)f(u(θ′, t))dθ′ (3.1)
where u(θ, t) denotes the activity at time t of a local population of cells with direction preference
θ ∈ [−π, π), J(θ − θ′) is the strength of synaptic weights between cells with direction preference
θ′ and θ. (Most applications of the ring model take θ ∈ [0, π] and interpret θ as the orientation
preference of a population of neurons in primary visual cortex, see for example [71, 17].) The
weight distribution is a 2π-periodic and even function of θ and thus has the cosine series expansion
J(θ) =
N∑
n=0
Jn cos(nθ). (3.2)
For analytical simplicity, we assume that there are a finite number of terms in the series expansion.
Finally, the firing rate function is taken to be a sigmoid F (u) =
(
1+ e−γ(u−κ)
)−1
with gain γ and
threshold κ. To fit the dynamics into the formalism of the previous section, we take A · u = −u,
and f(u)(θ) =
∫ π
−π J(θ − θ′)f(u(θ′, t))dθ′. Indeed the operators A and f are both bounded and
Lipschitz over the Hilbert space L2(S1).
The dynamics in (3.1) is invariant under the translation by θ operator:
(Tθ ·u)(θ′) := u(θ′−θ),
with θ′ − θ taken modulo S1. Ermentrout and Kilpatrick [57] proved the existence and stability
of a family of stationary bump solutions {Uθ}θ∈S1, and we therefore define ϕα = Uα mod S1 , and
take m = 1. Since the operator A is bounded, the constant c is 1 [70].
A key difference between the above neural field equation and reaction-diffusion systems it that
the neural field equation does not have a Laplacian, which works to smooth spatial irregularities.
This means that in order that the stochastic equation is well defined, we require that the stochastic
integral
∫ t
0
B(us)dWs belongs to the Hilbert space H . For this to be the case, we require that for
any orthonormal basis {ej}j≥1 of H ,
sup
u∈E
∞∑
j=1
〈
ej , B(u)ej
〉
<∞.
In the terminology of [27], B(u) is a trace class operator. Some neural field equations include a
Laplacian, see for instance [65, 26, 73].
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3.2 Traveling fronts in neural field equations
Neural field equations taking values in R are known as the Wilson-Cowan equations [89]. They
take the form
∂tut(x) = −ut(x) +
∫
R
w(x − y)F (ut(y))dy, t ≥ 0, x ∈ R, (3.3)
where w ∈ C(R) ∩ L1(R) is the connectivity function, and F : R → R is a smooth and bounded
sigmoid function (known as the nonlinear gain function). It is known (see [33] for example) that
under some conditions on the functions w and F (in particular that there exist precisely three
solutions to the equation x = F (x) at 0, a and 1 with 0 < a < 1), then there exists a unique (up
to translation) function uˆ ∈ C∞(R) and speed c ∈ R such that ut(x) = uˆ(x − ct) is a solution to
(3.5), where uˆ is such that
lim
x→−∞
uˆ(x) = 0, lim
x→∞
uˆ(x) = 1,
so that uˆ is indeed a wave front. Note that in this case uˆ itself is not in L2(R), but it can be shown
that all derivatives of uˆ are bounded and in L2(R).
Substituting uˆ(x−ct) into (3.5), we see that uˆ is such that 0 = Auˆ+f(uˆ), where Au := cu′ and
f(u) = −u+w∗F (u), and ∗ denotes convolution as usual. Moreover, due to translation invariance,
we have that uˆα := uˆ(·+ α) is also such that
0 = Auˆα + f(uˆα), α ∈ R. (3.4)
We must thus interpret (3.5) in the moving co-ordinate frame, i.e. writing ζ = x− ct,
∂tuˆt(ζ) = c∂ζut(ζ) − ut(ζ) +
∫
R
w(ζ − y)F (uˆt(y))dy, t ≥ 0, x ∈ R, (3.5)
The traveling front solutions are fixed points of the above equation, and the family of isometries
is translation. We are thus in a specific situation of the general setup described in the previous
section, with H = L2(R) and ϕα := uˆα. The spectral gap property has been proved in [63].
3.3 Traveling Waves in Reaction-Diffusion Systems
Consider the one-dimensional reaction-diffusion system
dut = {A˜ut +W ′(ut)}dt+B(ut)dWt, (3.6)
with A˜ the Laplacian ∂
2
∂x2 , and W a potential function. In many circumstances such systems
support traveling fronts. See the discussion in [51, Section 4.2.2]. One must take care to work in
the co-moving frame to apply the formalism of this paper (as discussed in Section 3.2, see also
Remark 1): then the traveling wave solutions constitute a manifold of fixed points (invariant under
spatial translation). We thus write A := A˜+ c ∂∂ζ , and in the moving frame the dynamics is of the
form
dut = {Aut +W ′(u)}dt+ B˜(t, ut)dWt, (3.7)
and B˜(t, ut)w := B(w˜), w˜(x) = w(x+ ct) for w ∈ E. See [23, 47] for a discussion of the stochastic
Nagumo equation.
3.4 Traveling pulses in neural fields
One can modify the classical neural field equation (3.5) to produce traveling pulse solutions in the
following way. Indeed consider the system{
∂tut = −ut +
∫
R
w(· − y)F (ut(y))dy − vt, t ≥ 0
∂tvt = θut − βvt,
(3.8)
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where as above F : R → R is a smooth and bounded sigmoid function, w ∈ C(R) ∩ L1(R) and
θ > 0, β ≥ 0 are some constants with θ << β . This is called the neural field equation with
adaptation (see for example [14, Section 3.3] for a review). This time we look for a solution to
(3.8) of the form (ut, vt) = (uˆ(· − ct), vˆ(· − ct)) for some c ∈ R, such that uˆ(x) and vˆ(x) decay to
zero as x→ ±∞. Substituting this into (3.8), we are thus looking for a solution to the equation
cU ′(x) =
( −1 −1
θ −β
)
U(x) + f(U)(x), x ∈ R, (3.9)
where U(x) = (uˆ(x), vˆ(x)), and f(U)(x) := (w ∗ F (uˆ)(x), 0)T , for all x ∈ R.
It can be shown (see [77, Section 3.1] or [35]) that there exists (again under some conditions
on the parameters) a smooth function U := (uˆ, vˆ) ∈ [L2(R)]2 and speed c ∈ R such that U is a
solution to (3.9). Moreover uˆ and vˆ are both smooth functions whose derivatives are all bounded
and in L2(R). Thus, again by translation invariance we have that Uα := U(· + α) ∈ [L2(R)]2 is a
solution to
AUα + f(Uα) = 0
for all α ∈ R, where
AU := cU ′ −
( −1 −1
θ −β
)
U, ∀U ∈ [L2(R)]2.
Once again we are thus in a specific situation of the general setup described in Section 2, this time
with H = [L2(R)]2 and ϕα := Uα. Since uˆ(x) → 0 as x → ±∞, we say that the solution is a
traveling pulse. The stability of the traveling pulse has been proved in [32]. Other types of neural
field models also support traveling pulses, such as [54]. See [31] for the development of a phase
decomposition broadly similar to the methods outlined in this paper.
3.5 Neural Field Patterns on Higher Dimensional Domains
In the one-dimensional neural field model of the previous section, neurons are grouped according
to their orientation selectivity, which takes on values between −π/2 and π/2. More sophisticated
neural field models can involve patterns with more degrees of freedom [14, 26, 22]. One example is
the celebrated explanation of hallucinations using a neural field model that is invariant under three
types of group action: rotation, reflection in the plane, and a shift-twist action [17]. If one were
to impose space-time noise on this model (doing this has excellent biophysical motivation, because
brain signals are typically very noisy), then one could easily observe a rich range of metastable
phenomena over long time periods (applying the results of Section 6). Another recent example is
the analysis of the wandering of bumps of neural activity over the sphere in [87, 15]: this has two
degrees of freedom. The ergodic results of Section 6 can be applied to the wandering of a bump
of activity over the sphere. One must use spherical polar co-ordinates (θ, φ), and make sure to
identify the points (−θ, φ) and (θ, φ), and one must identify (θ + 2kπ, φ+ 2lπ) with (θ, φ).
3.6 The Scalar Viscous Conservation Law
This is the system
dut = {Aut + ∂xf(ut)}dt+B(u)dWt, (3.10)
with A the Laplacian. See the discussion in [51, Section 4.4].
3.7 The Parametrically-Forced Nonlinear Schrodinger Equation
See [51, Section 4.5].
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3.8 Spiral Waves in Reaction Diffusion Systems
Spiral waves are pervasive in non-equilibrium reaction-diffusion systems [3, 4, 82, 86]. Spatially-
extended oscillations are also present in neural field equations [36]. [74] have identified an equation
for the leading order diffusive flux of the phase of oscillations in reaction-diffusion systems, a result
that is consistent with this paper. Consider for examples the two-species model in [3]
∂u
∂t
= ∇2u+ ǫ−1u(1− u){u− (v + b)/a}
∂v
∂t
= δ∇2v + u− v.
The domain is a circle of radius R. [3] demonstrate that there exist stable spiral wave solutions
to the above system. In a co-rotating reference frame, these solutions are fixed points. In this
co-rotating frame, there is a manifold of solutions {ϕθ}θ∈S1. One solution can be obtained from
another by applying a rotation isometry. If one imposes space-time white noise on the above
system, then the resulting system will fit the requirements of Section 2.
Furthermore, the formalism of Section 6 could be used to determine the long-time average
phase shift induced by noise correlations. These results parallel existing results for the long-time
average phase shift of finite-dimensional stochastic oscillators [40].
4 Definition of the Stochastic Phase
In this section we outline two different phase definitions: the variational phase, and the isochronal
phase. As explained in the introduction, one of the main goals of this paper is to determine
elegant and useful stochastic differential equations for the phase; indeed the variational phase and
isochronal phase each have particular merits. The variational phase is obtained by insisting that the
amplitude is orthogonal to the neutral eigenmodes of the adjoint operator. The isochronal phase is
the limiting point on the manifold {ϕα}α∈Rm that the system would converge to in the absence of
noise. The chief advantages of the variational phase are (i) its stochastic dynamics admits a more
tractable analytic expression, (ii) it can be easily employed to obtain powerful exponential bounds
on the probability of the system leaving a close neighborhood of the manifold (as performed in
Section 5) and (iii) less regularity assumptions on f , A and B are required for the variational
phase SDE than the isochronal phase SDE (note the additional assumptions at the start of Section
4.2). The chief advantages of the isochronal phase are (i) for finite-dimensional oscillators, the
isochronal phase is the phase definition most preferred by experts, and so it is natural to search for
its analog in our infinite-dimensional case, and (ii) it can be used to accurately predict the average
occupation times of the system as it wanders close to the manifold over very long periods of time
(as performed in Section 6).
4.1 Variational Phase SDE
The variational phase βt is defined to be such that (i) it is continuous for all t < τ (τ is a stopping
time defined in (4.4)) and (ii) for all t < τ , it exactly solves the identities, for 1 ≤ i ≤ m,
Gi(ut,βt) = 0 where Gi : E × Rm 7→ R is such that (4.1)
Gi(z,α) := 〈z − ϕα, ψiα〉. (4.2)
This phase definition agrees with our definition in [70] for ‘stochastic neural bumps’ in terms of
a weighted Hilbert space: in this paper we determined an equation of the form (4.1) by defining
the phase to minimize a potential weighted by the ratio of the eigenvectors (see also [58]). The
definition is different from our definition in [50] in two respects: (i) it is multi-dimensional, and (ii),
in [50], instead of the eigenvectors {ψiα} of the adjoint operator L∗α, we have ϕα,i (the eigenvector
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of Lα). To leading order in
∥∥ut − ϕβt∥∥2, the phase definitions in [50] and (4.1) are equivalent, and
either could be used to obtain accurate long-time stability estimates. Upto linear order in ǫ, this
definition agrees with the definitions in [23, 47, 46].
Standard theory [51, Lemma 4.3.3] dictates that (4.1) has a unique solution βt as long as ut
is close enough to the manifold {ϕα}α∈Rm . In Lemma 4.1, we will prove that βt is uniquely well-
defined for all times upto τ , and we will outline a precise stochastic differential equation for βt.
However before we do this, we start with some informal calculations to motivate the definition of
the stochastic phase.
Notice first that our initial condition is such that (4.1) is satisfied exactly (for t = 0). Now
define M(z,α) to be the m×m square matrix with elements
Mij(z,α) = − ∂
∂αj
Gi(z,α). (4.3)
It follows from the implicit function theorem that (4.1) is solvable for the phase in some neighbor-
hood of (ut,βt) as long as the matrix M(ut,βt) is invertible. We therefore define the stopping
time
τ = inf
{
t ≥ 0 : det (M(ut,βt)) = 0}, (4.4)
and we assume that t < τ , so that a local solution for βt in terms of ut is possible.
Since we are assuming that 〈ϕβ, ψiβ〉 is invariant under β, we find that
Mij(z,α) = −〈z, ψiα,j〉 (4.5)
= −〈z − ϕα, ψiα,j〉 − 〈ϕα, ψiα,j〉. (4.6)
Our integration by parts assumption implies that 〈ϕα, ψiα,j〉 = −〈ϕα,j, ψiα〉 = −δ(i, j), by assump-
tion. We can thus write
Mij(z,α) = δ(i, j)− 〈z − ϕα, ψiα,j〉. (4.7)
In this above form, it is clear that as long as ‖ut − ϕβt‖ is sufficiently small, M(ut,βt) is always
invertible.
One can guess the dynamics of βt by first assuming that βt satisfies an SDE of the form
dβt = V(ut,βt)dt+ ǫY(t, ut,βt)dWt, (4.8)
for functions V : R+×E ×Rm → Rm and Y : R+×E ×Rm → L(H,Rm) to be determined below.
As explained in [50, 70], one can then formally expand out the identity dGi(ut,βt) = 0 and (i)
insist that the stochastic terms are zero to determine Y, and then (ii) insist that the drift terms
(i.e. the terms of finite variation) are zero, and thus determine V . To this end, using Ito’s Lemma,
dGi,t = 〈dut, ψiβt〉+
m∑
j=1
∂Gi
∂βjt
dβjt +
1
2
m∑
j,k=1
∂2Gi
∂βjt ∂β
k
t
dβjt dβ
k
t +
m∑
j=1
〈dut, ψiβt,j〉dβ
j
t , (4.9)
where the respective covariations of the processes are written as dβjt dβ
k
t and dutdβ
j
t . Now if ut
were in the domain of A and Aut ∈ H , then using the fact that Aϕβt + f(ϕβt) = 0, it would hold
that
〈dut, ψiβt〉 = 〈{Aut + f(ut)}dt+ ǫB(t, ut)dWt, ψiβt〉 (4.10)
= 〈{Aut −Aϕβt + f(ut)− f(ϕβt)}dt+ ǫB(t, ut)dWt, ψiβt〉 (4.11)
= 〈ut − ϕβt , A∗ψiβt〉dt+ 〈f(ut)− f(ϕβt), ψiβt〉dt+ ǫ〈B(t, ut)dWt, ψiβt〉. (4.12)
In deriving the last expression, we assumed that ut is in the domain of A. If ut is not in the
domain of A, then (4.12) is still well-defined (our assumptions dictate that f(ut) − f(ϕβt) ∈ H
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and A∗ψiβt ∈ H), and we will see in the next section that (4.12) is in fact the correct expression
to use.
Matching the stochastic terms (the coefficients of dWt) in (4.9), we find that
ǫ〈B(t, ut)dWt, ψiβt〉 − ǫ
m∑
j=1
Mij(ut,βt)Yj(t, ut,βt)dWt = 0. (4.13)
Inverting this equation, we find that the linear operator Yj(t, ut,βt) must be such that for each
z ∈ H ,
Yi(t, ut,βt) · z =
m∑
j=1
Nij(ut,βt)〈B(t, ut)z, ψjβt〉 where (4.14)
N (ut,βt) =M(ut,βt)−1 and N (ut,βt) =
(Nij(ut,βt))1≤i,j≤m, (4.15)
noting that M(ut,βt)−1 is the matrix inverse of M(ut,βt). It is immediate from the definition
of the stopping time that M(ut,βt) is invertible for t < τ . We thus find that the covariation
terms must have the form (using standard theory for stochastic integrals with respect to infinite-
dimensional Wiener Processes [27, Chapter 4.3]),
dβjt dβ
k
t = ǫ
2
m∑
p,q=1
Njp(ut,βt)Nkq(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
q
βt
〉dt (4.16)
〈dut, ψiβt,j〉dβ
j
t = ǫ
2
m∑
p=1
Njp(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
i
βt,j
〉dt. (4.17)
The above terms do not directly depend on V(ut,βt), which means that we can easily solve
(4.9) for V(ut,βt) by matching all of the coefficients of dt terms. Observe that
∂2Gi
∂αj∂αk
= 〈z, ψiα,jk〉 = 〈z − ϕα, ψiα,jk〉+ 〈ϕα, ψiα,jk〉 = 〈z − ϕα, ψiα,jk〉 − 〈ϕα,j , ψiα,k〉, (4.18)
using the integration by parts formula. We find that
−
m∑
j=1
Mij(ut,βt)Vj(ut,βt) + ǫ2
m∑
j,p=1
Njp(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
i
βt,j
〉
+
ǫ2
2
m∑
j,k,p,q=1
〈ut, ψiβt,jk〉Njp(ut,βt)Nkq(ut,βt)〈B∗(t, ut)ψ
p
βt
, B∗(t, ut)ψ
q
βt
〉
+ 〈ut − ϕβt , A∗ψiβt〉+ 〈f(ut)− f(ϕβt), ψiβt〉 = 0. (4.19)
Inverting the matrix M(ut,βt), we thus find that for 1 ≤ r ≤ m,
Vr(t, ut,βt) =
m∑
i=1
Nri(ut,βt)
{
ǫ2
m∑
j,p=1
Njp(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
i
βt,j
〉
+
ǫ2
2
m∑
j,k,p,q=1
〈ut, ψiβt,jk〉Njp(ut,βt)Nkq(ut,βt)〈B∗(t, ut)ψ
p
βt
, B∗(t, ut)ψ
q
βt
〉
〈ut − ϕβt , A∗ψiβt〉+ 〈f(ut)− f(ϕβt), ψiβt〉
}
. (4.20)
Now 〈
ut − ϕβt , A∗ψiβt
〉
+
〈
Df(ϕβt) · (ut − ϕβt), ψiβt
〉
=
〈
ut − ϕβt ,L∗βtψiβt
〉
= 0,
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since by definition ψiβt is an eigenvector of L∗βt . We thus find that
Vr(t, ut,βt) =
m∑
i=1
Nri(ut,βt)
{
ǫ2
m∑
j,p=1
Njp(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
i
βt,j
〉
+
ǫ2
2
m∑
j,k,p,q=1
〈ut, ψiβt,jk〉Njp(ut,βt)Nkq(ut,βt)〈B∗(t, ut)ψ
p
βt
, B∗(t, ut)ψ
q
βt
〉
+ 〈f(ut)− f(ϕβt)−Df(ϕβt) · (ut − ϕβt), ψiβt〉
}
. (4.21)
Rigorous Definition of the Variational Phase SDE
In the previous section, we guessed the form that the phase SDE should take by matching coeffi-
cients in the expression (4.1). We now rigorously prove that this informal derivation (i) defines a
unique stochastic process βt, and (ii) (4.1) is satisfied. We recall the definitions of the functions
V : R+ × E × Rm → Rm, V = (Vi)1≤i≤m and Y : R+ × E × Rm → L(H,Rm) in (4.14) and (4.21).
Now define βt to satisfy the R
m-valued SDE
dβt = V(t, ut,βt)dt+ ǫY(t, ut,βt)dWt, (4.22)
with initial condition β0 = β¯, for all times t upto the stopping time τ . We are going to see that
this definition is consistent with our previous definition of βt in (4.1). Notice that the SDE for
βt depends on the noise Wt and solution ut of the original system. It is therefore essential to our
argument that there exists a strong solution to the SDE (see [52, Chapter 5] for a definition of a
strong solution). In other words we need more than just an identification of the probability law of
βt; we also require that it is coupled in the same space as ut and Wt.
Lemma 4.1. There exists a unique strong solution βt to the SDE in (4.22) for all times t < τ .
Furthermore this solution is such that, for all t < τ ,
Gi(ut,βt) = 0 where (4.23)
Gi(z,α) = 〈z − ϕα, ψiα〉. (4.24)
Proof. The existence and uniqueness of the strong solution βt follows straightforwardly from the
fact that the coefficient functions V and Y are locally Lipschitz in βt (see the proof in the one-
dimensional case in [50]). Also, the operator Y is evidently Hilbert-Schmidt.
To prove (4.23), one might wish to try to find an infinite-dimensional Ito’s Lemma [27] (this
is the change-of-variable formula for stochastic differential equations, analogous to the chain rule
of differential calculus). However the possible unboundedness of the operator A complicates any
easy generalization of Ito’s Lemma to infinite dimensions. We thus instead take care to rigorously
prove this; adapting the standard proof of Ito’s Lemma (see [27] and [52, Theorem 4.17]) to our
setting. The trick to handling the unbounded operator A is to instead work with its adjoint acting
on ψiβt : the smoothness of the manifold (ψ
i
α)α∈Rm ensures that this is well-behaved.
Write vt = ut−ϕβt . It follows from Ito’s Lemma that, substituting the identity Aϕβt+f(ϕβt) =
15
0,
dvt =
(
Aut + f(ut)
)
dt+ ǫB(t, ut)dWt −
m∑
i=1
ϕβt,idβ
i
t −
1
2
m∑
j,k=1
ϕβt,jkdβ
j
t dβ
k
t (4.25)
=
(Lβtvt + f(ut)− f(ϕβt)−Df(ϕβt) · vt)dt+ ǫB(t, ut)dWt − m∑
i=1
ϕβt,idβ
i
t
− 1
2
m∑
j,k=1
ϕβt,jkdβ
j
t dβ
k
t (4.26)
=(Lβtvt +Kt)dt+ ǫB˜(t, ut,βt)dWt (4.27)
where
B˜(s, z,α) : R+ ×H × Rm → L(H,H) (4.28)
B˜(s, z,α) =B(s, z)−
m∑
j=1
ϕα,jYj(s, z,α) (4.29)
Kt :=f(ut)− f(ϕβt)−Df(ϕβt) · vt −
m∑
i=1
ϕβt,iVi(t, ut,βt)
− ǫ
2
2
m∑
j,k,p,q=1
ϕβt,jkNjp(ut,βt)Nkq(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
q
βt
〉, (4.30)
and we have substituted the expression for dβjt dβ
k
t in (4.16) . The solution for vt, written in mild
form, satisfies for t ∈ [tk, tk+1],
vt = U˜(tk, t)vtk +
∫ t
tk
U˜(s, t)Ksds+ ǫ
∫ t
tk
U˜(s, t)B˜(s, us,βs)dWs, (4.31)
where U˜(s, t) is the inhomogeneous semigroup generated by Lβt . That is, for any z ∈ D(A),
U˜(s, t) · z := xt, where
dxr
dr
= Lβr · xr,
and xs = z. This definition can be continuously extended to all z ∈ H . Define
ξn := inf
{
t ∈ [0, τ ] : det(M(ut,βt)) = n−1 or
∥∥∥∥∫ t
0
B(s, us)dWs
∥∥∥∥ ≥ n
or sup
1≤i≤m
∥∥∥∥∫ t
0
Yi(s, us,βs)dWs
∥∥∥∥ ≥ n or sup
1≤i≤m
|βit | ≥ n
}
. (4.32)
It may be seen that (ξn)n≥1 is nondecreasing, and that limn→∞ ξn = τ a.s. Define for any t ≥ 0
βnt = βt∧ξn and v
n
t = vt∧ξn where as above (vt)t≥0 is ut − ϕβt , and ut is the solution to the
SDE in Proposition 2.1. Let Π = (ti)
M
i=1 be a partition of [0, t] for some t ≥ 0. For some family
{θk}M−1k=1 ⊂ [0, 1] to be specified below, set wk = θkvntk+(1−θk)vntk+1 and ζk = θkβntk+(1−θk)βntk+1 .
Let Xk = (v
n
tk+1 − vntk ,βntk+1 − βntk).
We now write G˜i(vt,βt) := Gi(vt + ϕβt ,βt): in this way G˜i is a function on a Hilbert space,
rather than the Banach space E, and this simplifies the calculations. From the expressions in (4.7)
and (4.18), it is clear that
∂G˜i
∂αj
(z,α) =δ(i, j)−Mij(z,α)
∂2G˜i
∂αj∂αk
(z,α) =〈z, ψiα,jk〉.
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Thus by Taylor’s theorem,
G˜i(vnt ,βnt )− G˜i(vβ0 ,β0) =
M−1∑
k=1
{ m∑
j=1
(
δ(i, j)−Mij(untk ,βtk)
)
(βn,jtk+1 − βn,jtk ) + 〈vntk+1 − vntk , ψiβntk 〉
+
m∑
p=1
(
1
2
m∑
q=1
∂2G˜i
∂βpt ∂β
q
t
∣∣∣∣
ζk,wk
(βn,ptk+1 − βn,ptk )(βn,qtk+1 − βn,qtk ) + 〈vntk+1 − vntk , ψiζk,p〉(βn,ptk+1 − βn,ptk )
)}
,
(4.33)
for some {θk}M−1k=1 ⊂ [0, 1]. Now for any r ≥ 0, it must be that that
lim
s→0
sup
r≤z≤t≤r+s
(t− z)−1〈U˜(z, t)vz, ψiβnz 〉 = lims→0 supr≤z≤t≤r+s(t− z)
−1〈vz, U˜(z, t)∗ψiβnz 〉
→〈L∗βrψiβr , vr〉,
by the dominated convergence theorem, and using our assumption that ψiα is in the domain of L∗α
for any α ∈ Rm. We thus find that, using (4.27), and recalling that by definition, L∗βsψiβs = 0,
M−1∑
k=1
〈vntk+1 − vntk , ψiβntk 〉
→
∫ ξn∧t
0
[〈L∗βsψiβs , vs〉+ 〈Ks, ψiβs〉]ds+ ǫ
∫ ξn∧t
0
〈ψiβs , B˜(s)dWs〉
=
∫ ξn∧t
0
〈Ks, ψiβs〉ds+ ǫ
∫ ξn∧t
0
〈ψiβs , B(s, us)dWs〉 − ǫ
(
βn,it∧ξn − βn,i0
)
since 〈ψiβs , φβs,j〉 = δ(i, j). Clearly
M−1∑
k=1
m∑
j=1
δ(i, j)(βn,jtk+1 − βn,jtk )→ βn,it∧ξn − βn,i0 .
Similarly, making use of (4.22), as Π→ 0,
M−1∑
k=1
m∑
j=1
Mij(untk ,βtk)(βn,jtk+1 − βn,jtk )→ ǫ
∫ t∧ξn
0
〈ψiβs , B(s, us)dWs〉+
∫ t∧ξn
0
Zisds,
where
Zit = ǫ2
m∑
j,p=1
Njp(ut,βt)〈B∗(t, ut)ψpβt , B
∗(t, ut)ψ
i
βt,j
〉
+
ǫ2
2
m∑
j,k,p,q=1
〈ut, ψiβt,jk〉Njp(ut,βt)Nkq(ut,βt)〈B∗(t, ut)ψ
p
βt
, B∗(t, ut)ψ
q
βt
〉
+ 〈f(ut)− f(ϕβt)−Df(ϕβt) · (ut − ϕβt), ψiβt〉. (4.34)
It remains for us to deal with the second order terms in the Taylor expansion (4.33). As Π → 0,
we find that
1
2
M−1∑
k=1
m∑
p,q=1
∂2G˜i
∂βpt ∂β
q
t
∣∣∣∣
ζk,wk
(βn,ptk+1 − βn,ptk )(βn,qtk+1 − βn,qtk )
7→ ǫ
2
2
m∑
j,k,p,q=1
∫ t∧ξn
0
〈vs, ψiβs,jk〉Njp(us,βs)Nkq(us,βs)〈B∗(s, us)ψ
p
βs
, B∗(s, us)ψ
q
βs
〉ds, (4.35)
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using the expression for the covariation in (4.16) . Note that in the above,
〈vs, ψiβs,jk〉 = 〈us, ψiβs,jk〉+ 〈ϕα,j , ψiα,k〉, (4.36)
since by the integration by parts formula, 〈ϕα,j, ψiα,k〉 = −〈ϕα, ψiα,jk〉.
Finally
lim
M→∞
M−1∑
k=1
m∑
p=1
〈vntk+1 − vntk , ψiζk,p〉(βn,ptk+1 − βn,ptk )
= lim
M→∞
M−1∑
k=1
m∑
p=1
{〈untk+1 − untk , ψiζk,p〉(βn,ptk+1 − βn,ptk )
−
m∑
j=1
〈ϕβntk ,j(β
n,j
tk+1
− βn,jtk ), ψiζk,p〉(βn,ptk+1 − βn,ptk )
}
7→ ǫ2
∫ t∧ξn
0
{ m∑
j,p=1
Njp(us,βs)〈B∗(s, us)ψpβs , B
∗(s, us)ψ
i
βs,j
〉
−
m∑
j,p,q,r=1
〈ϕβs,j , ψiβs,r〉Njp(us,βs)Nrq(us,βs)〈B∗(s, us)ψ
p
βs
, B∗(s, us)ψ
q
βs
〉}ds.
Adding up the above identities, we find that
G˜i(vt,βt) = 0,
for all t ≤ ξn. Since this holds for any n and ξn ↑ τ we have the result.
4.2 Isochronal Phase
In Section 4.1, we defined the variational phase to satisfy the orthogonality relationship in (4.1).
We now outline a slightly different phase γt - the isochronal phase - which will be necessary to
obtain the ergodicity result of section 6. The reason why a different phase definition is needed is
that the drift of dβt is O(‖vt‖2 + ǫ2), and since for all t ≤ τ , ‖vt‖ is typically O(ǫ), the O(‖vt‖2)
terms make a non-trivial contribution to the drift dynamics. The benefit of using γt is that the
leading order of the drift of dγt does not depend on the amplitude vt. γt is an analog of the
isochronal phase used in the phase reduction of finite-dimensional oscillators [34, 19].
We require the following additional assumptions throughout this section.
Assumption 10. For all T ≥ 0,
lim
h→0
sup
t∈[0,T ]
h−1/2
∥∥PA(h)ut − ut∥∥ = 0,
P-almost-surely.
In future work, in the case that A is elliptic, the following assumption could likely be consid-
erably relaxed.
Assumption 11. We assume that for some choice of orthonormal basis {ej}j≥1 for H,
lim
M→∞
sup
u∈E
∞∑
j=M
‖B(u)ej‖2 = 0. (4.37)
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Write Φ : E → Rm to be the phase map of Section 4.1, satisfying the implicit relationship
Gi
(
u,Φ(u)
)
= 0 for all 1 ≤ i ≤ m. (4.38)
Let R ⊂ E be a subset of the attracting basin of the manifold {ϕα}α∈Rm , with
R = {u ∈ E : ∥∥u− ϕΦ(u)∥∥ ≤ δ}, (4.39)
for some δ to be determined more precisely below. We assume that R is sufficiently close to the
manifold {ϕα}α∈Rm that Φ is uniquely well-defined on R. δ will be chosen to be small enough
that if z ∈ R then there exists a unique ηz ∈ Rm such that
lim
t→∞
ut =ϕηz where (4.40)
ut =P
A(t) · z +
∫ t
0
PA(t− s) · f(us)ds and u0 = z. (4.41)
Define the corresponding map to be
Θ : R→ Rm : Θ(z) := ηz. (4.42)
We require an SDE expression for Θ(ut). To do this, we must obtain a deeper understanding of the
map Θ: establishing that (i) it is always well-defined for u ∈ R (as long as δ is sufficiently small),
and (ii) that it is twice continuously Frechet-differentiable, which will allow us to (iii) apply Ito’s
Lemma to obtain an SDE expression for dγt. We also wish to show that Θ is very close to the
variational phase of the previous section, which will help us obtain a more tractable expression for
the occupation time estimates in Section 6.
Lemma 4.2. There exists δ > 0 such that for all u ∈ E such that ∥∥u− ϕΦ(u)∥∥ ≤ δ, Θ(u) is
uniquely well-defined.
Proof. The proof employs a contraction mapping and is an adaptation of [88, Chapter 5]. Define
X ⊂ C([0,∞), H)×Rm to be the Banach Space of all (v,α) such that the following norm is finite,
‖(v,α)‖b = ‖α‖+ sup
t≥0
{
exp(bt) ‖vt‖
}
. (4.43)
For some (v,α) ∈ X , define Γu(v,α) ∈ C([0,∞), H) to be
Γu(v,α)t =Vα(t) · (u− ϕα) +
∫ t
0
Vα(t− s) · {f(vs + ϕα)− f(ϕα)−Df(ϕα) · vs
}
ds
−
m∑
i=1
ϕα,i
〈
ψiα,
∫ ∞
t
{f(vs + ϕα)− f(ϕα)−Df(ϕα) · vs
}
ds
〉
, (4.44)
recalling the definition of Vα(t) in (2.18). For u ∈ E, define Λu : Rm → Rm to be, for 1 ≤ i ≤ m,
Λu(α, v)
i = Φ(u)i +
〈
ψiα − ψiΦ(u), u− ϕΦ(u)
〉− 〈ψiα, ϕα − ϕΦ(u) − (αi − Φ(u)i)ϕα,i〉
+
〈
ψiα,
∫ ∞
0
{f(ϕα + vs)− f(ϕα)−Df(ϕα) · vs
}
ds
〉
(4.45)
It suffices for us to show that, for δ small enough, there exists a unique (η, v) such that η = Λu(η, v)
and v = Γu(η, v). This is because, using the fact that
〈
ψiΦ(u), u− ϕΦ(u)
〉
= 0, and 〈ψiα, φα,i〉 = 1,
the existence of a fixed point (η, vˆ(u)) implies that
ϕiη
〈
ψiη, u− ϕη +
∫ ∞
0
{f(ϕη + vˆs(u))− f(ϕη)−Df(ϕη) · vˆs(u)
}
ds
〉
= 0. (4.46)
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Adding this to (4.44), and recalling that Pη =
∑m
i=1 ϕη〈ψiη , ·〉, we obtain that
vˆt(u) =
{
Vη(t) + Pη
} · (u− ϕη) + ∫ t
0
Vη(t− s) · {f(vˆs(u) + ϕη)− f(ϕη)−Df(ϕη) · vˆs(u)
}
ds
+ Pη ·
∫ t
0
{f(vˆs(u) + ϕη)− f(ϕη)−Df(ϕη) · vˆs(u)
}
ds. (4.47)
Since Uη(t) = Pη + Vη(t), we obtain that
vˆt(u) = Uη(t) · (u − ϕη) +
∫ t
0
Uη(t − s) · {f(vˆs(u) + ϕη) − f(ϕη) −Df(ϕη) · vˆs(u)
}
ds (4.48)
Writing uˆt(u) = ϕη + vˆt(u), this means that uˆt satisfies the dynamics
uˆt(u) = P
A(t) · u+
∫ t
0
PA(t− s) · f(uˆs(u))ds. (4.49)
Since ‖vˆt(u)‖ → 0 as t→∞, this means that η = Θ(u).
It remains for us to show that there exists a unique (η, vˆ) such that η = Λu(η, vˆ) and vˆ =
Γu(η, vˆ). The existence and uniqueness follows from the contraction mapping theorem. The
following lemma contains the identities necessary for us to be able to apply the theorem.
Lemma 4.3. For constant δ2 > 0, let Zu(δ2) be all (α, v) ∈ X such that
‖v‖b := sup
t≥0
{
exp(bt) ‖vt‖
} ≤ δ2 (4.50)
‖α− Φ(u)‖ ≤ δ3/22 . (4.51)
For all sufficiently small δ2, and taking δ to be sufficiently small (recall that R = {u ∈ E :
‖u− Φ(u)‖ ≤ δ}), for all u ∈ R,(
Λu(α, v),Γu(α, v)
) ∈ Zu(δ2) whenever (α, v) ∈ Zu(δ2). (4.52)
One can also choose δ and δ2 to be such that there exists ρ ∈ (0, 1) such that for all (α, v), (β, z) ∈
Zu(δ2),
‖Λu(α, v)− Λu(β, z)‖+ sup
t≥0
{
exp(bt) ‖Γu(α, v)t − Γu(β, z)t‖
}
≤ ρ ‖α− β‖+ ρ sup
t≥0
{
exp(bt) ‖vt − zt‖
}
. (4.53)
Proof. We start by proving (4.52). Let (α, v) ∈ Zu(δ2). Define F : Rm ×H → H to be
F (α, v) = f(ϕα + v)− f(ϕα)−Df(ϕα) · v
The Frechet differentiability of f implies that there is a constant CF such that ‖F (α, v)‖ ≤ CF ‖v‖2.
Using the bound on ‖Vα(t)‖ in (2.18),
‖Γu(v,α)‖ ≤ c ‖u− ϕα‖ exp(−bt)+cCF
∫ t
0
exp{2sb−2tb} ‖vs‖2 ds+CF
m∑
i=1
‖ϕα,i‖
∫ ∞
t
‖vs‖2 ds.
(4.54)
Using the triangle inequality,
‖u− ϕα‖ ≤
∥∥u− ϕΦ(u)∥∥+ ∥∥ϕΦ(u) − ϕα∥∥ ≤ δ + ‖α− Φ(u)‖ ‖Dφ(w)‖ ,
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where w is in the convex hull of ϕΦ(u) and ϕα, using Taylor’s Theorem. Since, by assumption,
supα∈Rm,1≤i≤m
∣∣ϕα,i∣∣ <∞, we can choose δ and δ2 to be such that
c
{
δ + δ
3/2
2 sup
α∈Rm,1≤i≤m
∣∣ϕα,i∣∣} ≤ δ2/3,
and this ensures that
c ‖u− ϕα‖ exp(−bt) ≤ δ2/3.
Similarly, since (α, v) ∈ Z(δ2),
cCF
∫ t
0
exp{2sb− 2tb} ‖vs‖2 ds ≤ cCF δ22 × t exp(−2tb) ≤ exp(−bt)δ2/3,
for all sufficiently small δ2. Finally,
CF
m∑
i=1
‖ϕα,i‖
∫ ∞
t
‖vs‖2 ds ≤ CF
m∑
i=1
‖ϕα,i‖ δ22
∫ ∞
t
exp(−2bs)ds ≤ exp(−bt)δ2/3,
for small enough δ2. Taken together, the above equations imply that
‖Γu(v,α)t‖ ≤ exp(−bt)δ2, (4.55)
once δ2 is small enough. Bounding
∣∣Λ(α, v)i − Φ(u)i∣∣ analogously,∣∣〈ψiα − ψiΦ(u), u− ϕΦ(u)〉∣∣ = O( ‖Φ(u)−α‖∥∥u− ϕΦ(u)∥∥ ) = O(δδ3/22 )∣∣〈ψiα, ϕα − ϕΦ(u) − (αi − Φ(u)i)ϕα,i〉∣∣ = O( ‖Φ(u)−α‖2 )∣∣∣∣〈ψiα, ∫ ∞
0
{f(ϕα + vs)− f(ϕα)−Df(ϕα) · vs
}
ds
〉∣∣∣∣ = O(δ22).
Thus for small enough δ2, it must be that
(
Λu(α, v),Γu(α, v)
) ∈ Zu(δt), as required.
It remains for us to prove (4.53). It can be shown [88, Lemma 1.1, Chapter 5] that there exist
constants C,C2 > 0 such that for all v, w ∈ H , ‖v‖ , ‖w‖ ≤ C2,
‖F (α, v)− F (β, v)‖ ≤ C ‖α− β‖ ‖v‖
‖F (α, v)− F (α, w)‖ ≤ C(‖v‖+ ‖w‖) ‖v − w‖ .
These identities allow one to straightforwardly prove (4.53).
Lemma 4.2 now follows immediately from the application of a fixed point theorem to the results
in Lemma 4.3.
Now that we have defined the isochronal phase Θ(u), our next step is to establish that it is
twice continuously Frechet differentiable. For any u ∈ R, define the following auxiliary variables
{uˆt(u)}t≥0, such that
uˆt(u) =P
A(t) · u+
∫ t
0
PA(t− s)f(uˆs(u))ds. (4.56)
uˆt(u) is the solution of the deterministic dynamics, started at u, in the absence of noise. We know
that limt→∞ uˆt(u) = ϕΘ(u). Define vˆt(u) = uˆt(u) − ϕΘ(u). As we demonstrated in the proof of
Lemma 4.3, vˆt(u) satisfies the identity
vˆt(u) = −
m∑
i=1
ϕΘ(u),i
〈
ψiΘ(u),
∫ ∞
t
F
(
Θ(u), vˆs(u)
)
ds
〉
+
VΘ(u)(t) · (u − ϕΘ(u)) +
∫ t
0
VΘ(u)(t− s) · F
(
Θ(u), vˆs(u)
)
ds. (4.57)
The following lemma contains useful identities on the regularity of the isochronal phase map.
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Lemma 4.4. One can choose δ to be sufficiently small that there exists a constant C˜ such that for
all u ∈ R,
‖Φ(u)−Θ(u)‖ ≤ C˜ ∥∥u− ϕΘ(u)∥∥2 (4.58)∥∥vˆ(u)− VΘ(u) · (u − ϕΘ(u))∥∥b ≤ C˜ ∥∥u− ϕΘ(u)∥∥2 . (4.59)
‖vˆ(u)‖b ≤ c ‖vˆ0(u)‖ (4.60)
‖vˆ(u)− vˆ(z)‖b ≤ C˜ ‖u− z‖ for all u, z ∈ R. (4.61)
Proof. We start by establishing (4.60). Using the triangle inequality, we find that
‖vˆt(u)‖ ≤ CF
m∑
i=1
∥∥ϕΘ(u),i∥∥ ∥∥∥ψiΘ(u)∥∥∥ ∫ ∞
t
‖vˆs(u)‖2 ds+c exp(−bt) ‖vˆ0(u)‖+CF c
∫ t
0
exp(bs−bt) ‖vˆs(u)‖2 ds.
(4.62)
Multiplying both sides by exp(bt) and substituting the definition of ‖vˆ(u)‖b, we obtain that
exp(bt) ‖vˆt(u)‖ ≤CF ‖vˆ(u)‖2b
m∑
i=1
∥∥ϕΘ(u),i∥∥ ∥∥∥ψiΘ(u)∥∥∥ exp(bt)∫ ∞
t
exp(−2bs)ds+ c ‖vˆ0(u)‖
+ cCF ‖vˆ(u)‖2b
∫ t
0
exp(−bs)ds. (4.63)
We thus find that there exists a constant Cˆ such that
0 ≤ Cˆ ‖vˆ(u)‖2b − ‖vˆ(u)‖b + c ‖vˆ0(u)‖ (4.64)
Finding the roots of the quadratic on the right hand side, and assuming that
δ2 <
(
1 +
√
1− 4cCˆ ‖vˆ0(u)‖
)
/(2Cˆ) (recall that by definition ‖vˆ(u)‖b ≤ δ2), the above equation
then implies that
‖vˆ(u)‖b ≤
(
1−
√
1− 4cCˆ ‖vˆ0(u)‖
)
/(2Cˆ) ≤ c ‖vˆ0(u)‖ , (4.65)
since the curve x → √x is concave at 1, it must lie beneath its tangent line. We have thus
established (4.60).
We saw in the previous lemma that ‖F (Θ(u), v)‖ ≤ CF ‖v‖2. It then follows easily from (4.57)
that ∥∥vˆt(u)− VΘ(u)(t) · (u− ϕΘ(u))∥∥ ≤ Const× exp(−bt) ‖vˆ(u)‖2b
≤ Const× c exp(−bt)∥∥u− ϕΘ(u)∥∥2 ,
thanks to (4.60). This establishes (4.59).
We next establish (4.58). Recall that (Θ(u), vˆ(u)) is a fixed point of (4.46), which means that
Θ(u) = Λu
(
Θ(u), vˆ(u)
)
. (4.46) implies that∥∥∥∥Θ(u)− Φ(u)− 〈ψiα, ∫ ∞
0
{f(ϕα + vˆs)− f(ϕα)−Df(ϕα) · vˆs
}
ds
〉∥∥∥∥
= O
( ‖Θ(u)− Φ(u)‖∥∥u− ϕΦ(u)∥∥+ ‖Θ(u)− Φ(u)‖2 ) (4.66)
Furthermore, using (4.59),
f(ϕα + vˆs)− f(ϕα)−Df(ϕα) · vˆs = D(2)f(ϕα) · vˆs · vˆs +O
( ‖vˆs(u)‖3 )
= D(2)f(ϕα) · (Vα(s) · vˆ0(u)) · (Vα(s) · vˆ0(u)) +O
( ∥∥u− ϕΘ(u)∥∥3 )
The proof of (4.61) is omitted.
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Lemma 4.5. (i) Θ : R → Rm is twice continuously Frechet differentiable for all u in the interior
of R. The first and second Frechet derivatives at u ∈ R are written as DΘ(u) : H → H and
D(2)Θ(u) : H ×H → H (it must be emphasized that we are defining DΘ(u) and D(2)Θ(u) to act
on H, not E).
(ii) The function
u→
∞∑
j=1
{
D(2)Θ(u) · B(u)ej · B(u)ej
}
,
where {ej}j≥1 is the orthonormal basis for H of Assumption 11, is continuous over R.
(iii) Furthermore there exists a constant C such that for all u ∈ R, and all w ∈ H, writing
α = Θ(u), for 1 ≤ i ≤ m,∣∣DΘi(u) · w − 〈ψiα, w〉∣∣ ≤ C ‖u− ϕα‖ ‖w‖ (4.67)
‖D(2)Θi(u) · w · w − 2
m∑
j=1
〈ψjα, w〉〈ψiα,j, w〉 +
m∑
j,k=1
〈
ϕα,j , ψ
i
α,k
〉〈ψjα, w〉〈ψkα, w〉
−
∫ ∞
0
〈
ψiα, D
(2)f(ϕα) · Vα(s)w · Vα(s)w
〉
ds‖ ≤ C ‖u− ϕα‖ ‖w‖2 . (4.68)
Proof. The Frechet Differentiability of Θ is established by ‘implicitly differentiating’ the fixed point
identities (4.56) and Θ(u) = Λu
(
Θ(u), vˆ(u)
)
that define (Θ(u), vˆu). That is, fix z ∈ H and define
wn = u+n
−1z ∈ R, for large enough n > 0. We then find that there exists (DΘ(u)·z, δvˆ(u)·z) ∈ X
such that
lim
n→∞
‖nδvˆ(wn)− nvˆ(u)− δvˆ(u) · z‖b =0 where (4.69)
δvˆt(u) =δuˆt(u)−
m∑
j=1
ϕΘ(u),j
(
DΘ(u) · z)j (4.70)
For all t ≥ 0 , δuˆt(u) · z =PA(t) · z +
∫ t
0
PA(t− s) ·Df(uˆs(u)) ·
(
δuˆs(u) · z
)
ds
DΘ(u) · z =DΛu
(
Θ(u), vˆ(u)
) · (DΘ(u) · z, δvˆ(u) · z), (4.71)
and in this last expression, DΛu : X → Rm denotes the Frechet Derivative. The second Frechet
Derivative, in directions w, z ∈ H , is established analogously, as follows. We find that there exists
δ(2)vˆ(u) ·w · z ∈ C([0,∞), H) such that ∥∥δ(2)vˆ(u) · w · z∥∥
b
<∞ and D(2)Θ(u) ·w · z ∈ Rm such that∥∥δ(2)vˆ(u) · w · z∥∥
b
<∞ and for all t ≥ 0,
δ(2)vˆt(u) · w · z =
∫ t
0
PA(t− s) · {Df(uˆs(u)) · (δ(2)vˆs(u) · w · z) (4.72)
+D(2)f(uˆs(u)) ·
(
δvˆs(u) · w
) · (δvˆs(u) · z)}ds (4.73)
D(2)Θ(u) · w · z =D(2)Λu
(
Θ(u), vˆ(u)
) · (DΘ(u) · z, δvˆ(u) · z) · (DΘ(u) · w, δvˆ(u) · w)
+DΛu
(
Θ(u), vˆ(u)
) · (D(2)Θ(u) · w · z, δ(2)vˆ(u) · w · z) (4.74)
(ii) follows from Assumption 11.
The proof of (4.67) and (4.68) proceeds from the approximation of Θ in (4.66). This result
means that DΦ(u) · w = DΘ(u) · w, to leading order. Applying the implicit function theorem to
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the identities Gj(u,Φ(u)) = 0 (for 1 ≤ j ≤ m) implies that for each 1 ≤ i ≤ m and w ∈ H ,
(
DΦ(u) · w)i = m∑
j=1
Nij(u,α)〈w,ψjα〉 (4.75)
(
D(2)Φ(u) · w · w)i = m∑
r=1
Nir(u,α)
{
2
m∑
j,p=1
Njp(u,α)〈ψpα, w〉〈ψrα,j, w〉
+
m∑
j,k,p,q=1
〈u, ψrα,jk〉Njp(u,α)Nkq(u,α)〈ψpα, w〉〈ψqα, w〉
}
. (4.76)
However Nij(u,Φ(u)) = δ(i, j) +O(‖u− ϕΘ(u)‖), and
〈u, ψrα,jk〉 = 〈ϕα, ψrα,jk〉+O(‖u− ϕΘ(u)‖) = −〈ϕα,j, ψrα,k〉+O(‖u− ϕΘ(u)‖),
using integration by parts, and we thus find that
(DΦ(ϕα) · w)i =
〈
ψiα, w
〉
+O
( ‖u− ϕα‖ ‖w‖ ) (4.77)(
D(2)Φ(ϕα) · w · w
)i
=2
m∑
j=1
〈ψjα, w〉〈ψiα,j , w〉 −
m∑
j,k=1
〈
ϕα,j , ψ
i
α,k
〉〈ψjα, w〉〈ψkα, w〉
+O
( ‖u− ϕα‖ ‖w‖2 ) (4.78)
Finally, we apply the approximation in (4.66), and use the approximation∥∥vˆ(u)− VΘ(u) · (u− ϕΘ(u))∥∥b ≤ C˜ ∥∥u− ϕΘ(u)∥∥2 from Lemma 4.4.
We are now ready to define a stochastic process for the isochronal phase. For t < τi := inf{s ≥
0 : us /∈ R}, define the Rm-valued stochastic process γt to be
γt = ǫ
2
∫ t
0
∞∑
j=1
{
D(2)Θ(us) ·B(us)ej · B(us)ej
}
ds+ ǫ
∫ t
0
DΘ(us) · B(us)dWs, (4.79)
where {ej}∞j=1 is the orthonormal basis of H of Assumption 11. Since the coefficient functions in
the above integral are continuous, γt is well-defined.
Lemma 4.6. For all t < τi, γt = Θ(ut).
Proof. The proof is essentially a generalization of Ito’s Lemma to our infinite dimensional problem:
it is similar to the proof of Lemma 4.1. For some ǫˆ > 0, define
ξn = inf
{
t ≤ τi − ǫˆ :
∥∥ut − ϕγt∥∥ = n or sup
1≤i≤m
|γit | = n
}
For any T > 0, we discretize [0, T ∧ ξn] into a partition {ti}Mi=1. Using a second-order Taylor
expansion (which is possible because Θ is twice-Frechet-differentiable, as noted in (4.5)),
Θ(ut)−Θ(u0) =
M∑
i=1
{
DΘ(uti) · (uti+1 − uti) +D(2)Θ(u˜i) · (uti+1 − uti) · (uti+1 − uti)
}
(4.80)
where u˜i = λiuti + (1− λi)uti+1 for some λi ∈ [0, 1]. Now
uti+1 −uti = {PA(ti+1− ti)− I} ·uti +
∫ ti+1
ti
PA(ti+1− s)f(us)ds+ ǫ
∫ ti+1
ti
PA(ti+1− s)B(us)dWs
(4.81)
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As the partition ∆→ 0,
M∑
i=1
DΘ(uti)
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs →
∫ T∧ξn
0
DΘ(us) · B(us)dWs. (4.82)
We now show that as ∆→ 0,
M∑
i=1
DΘ
(
uˆti
) · {{PA(ti+1 − ti)− I} · uti + ∫ ti+1
ti
PA(ti+1 − s)f(us)ds
}
→ 0. (4.83)
For t ∈ [ti, ti+1], define uˆt to satisfy the deterministic flow with initial condition uti , i.e. uˆti = uti
and
uˆt = P
A(t− ti)uti +
∫ t
ti
PA(t− s)f(uˆs)ds. (4.84)
Now for all t ∈ [ti, ti+1], Θ(uˆt) = Θ(uti), because the isochronal phase is (by definition) invariant
under the deterministic flow. Since Θ is Frechet differentiable, by Taylor’s Theorem there must
exist λˆi ∈ [0, 1] such that, writing ˆˆui = λˆiuˆti + (1− λˆi)uˆti+1 ,
DΘ
(
ˆˆui
) · (uˆti+1 − uˆti) = 0. (4.85)
Applying a second Taylor expansion to the above identity, one obtains that
DΘ
(
uˆti
) · (uˆti+1 − uˆti) +D(2)Θ(˜ˆui) · (uˆti+1 − uˆti) · (ˆˆui − uˆti) = 0, (4.86)
and ˜ˆui is in the convex hull of uˆi and ˆˆui. Now it follows straightforwardly from the uniformly
Lipschitz property of f that∥∥∥∥uˆti+1 − uˆti − {PA(ti+1 − ti)− I} · uti + ∫ ti+1
ti
PA(ti+1 − s)f(us)ds
∥∥∥∥
≤ Const× (ti+1 − ti)× sup
s∈[ti,ti+1]
|us − uˆs(uti)|. (4.87)
One easily checks using Gronwall’s Inequality (and the Lipschitz nature of f) that
|us − uˆs(uti)| = O
(
(ti+1 − ti)
)
.
We thus find that
DΘ
(
uˆti
) · (PA(ti+1 − ti)− I} · uti + ∫ ti+1
ti
PA(ti+1 − s)f(us)ds
)
=
−D(2)Θ(˜ˆui) · (uˆti+1 − uˆti) · (ˆˆui − uˆti) +O((ti+1 − ti)2). (4.88)
Now, making use of the expression in (4.84), since supt∈[0,T ] ‖PA(t)‖ < ∞, and ‖f(us)‖ is
uniformly bounded,
‖uˆt − uˆti‖ ≤
∥∥PA(t− ti)uti − uti∥∥+O(t− ti)
=o
(
(ti+1 − ti)1/2
)
,
using Assumption 10. Similarly (ˆˆui − uˆti) = o
(
(ti+1 − ti)1/2
)
. We thus find that
(ti+1 − ti)−1D(2)Θ
(˜ˆui) · (uˆti+1 − uˆti) · (ˆˆui − uˆti)→ 0,
as the partition goes to zero. This means that (4.83) must hold, as required.
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It remains to show that as ∆→ 0, for any 1 ≤ p ≤ m,∣∣∣∣ M∑
i=1
D(2)Θp(u˜i) ·(uti+1−uti) ·(uti+1−uti)−ǫ2
∫ T∧ξn
0
∞∑
j=1
{
D(2)Θp(us) ·B(us)ej ·B(us)ej
}
ds
∣∣∣∣→ 0.
(4.89)
Now, substituting the decomposition of ut in (4.90), and writing
Zi = {PA(ti+1 − ti)− I} · uti +
∫ ti+1
ti
PA(ti+1 − s)f(us)ds, (4.90)
we obtain that
M∑
i=1
D(2)Θp(u˜i) · (uti+1 − uti) · (uti+1 − uti) =
M∑
i=1
{
D(2)Θp(u˜i) · Zi · Zi
+ 2ǫD(2)Θp(u˜i) · Zi ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs
+ ǫ2D(2)Θp(u˜i) ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs
}
. (4.91)
One easily shows that, as ∆→ 0, and making use of Assumption 10,
M∑
i=1
{
D(2)Θp(u˜i) · Zi · Zi + 2ǫD(2)Θp(u˜i) · Zi ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs
}
→ 0.
Let {wjt}j≥1 be independent Brownian motions. We can representWt as
∑∞
j=1 w
j
t ej , where {ej}j≥1
is the orthonormal basis for H of Assumption 11, noting that the summation does not converge in
H (but only in an appropriate ambient Hilbert space [27]). We fix an integer K > 0 and find that
∫ ti+1∧ξn
ti∧ξn
PA(ti+1 − s)B(us) · dWs =
∞∑
j=K+1
∫ ti+1∧ξn
ti∧ξn
PA(ti+1 − s)B(us)ejdwjs + Xi where
Xi =
∑K
j=1
∫ ti+1∧ξn
ti∧ξn
PA(ti+1 − s)B(us)ejdwjs. It thus follows from Assumption 11 that for each
n ∈ Z+ there must exist Kn such that for all K ≥ Kn,
E
[∣∣∣∣D(2)Θp(u˜i) · ∫ ti+1
ti
PA(ti+1 − s)B(us)dWs ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs
−D(2)Θp(u˜i) ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs ·
∫ ti+1
ti
PA(ti+1 − s)B(us)dWs
∣∣∣∣2] ≤ n−1(ti+1 − ti).
(4.92)
However the continuity of D(2)Θp implies that
∣∣∣∣ M∑
i=1
D(2)Θp(u˜i) · Zi · Zi − ǫ2
∫ T∧ξn
0
Kn∑
j=1
(
D(2)Θp(ut) · B(ut)ej · B(ut)ej
)
dt
∣∣∣∣ → 0,
as ∆→ 0.
26
5 Long-Time Stability
The main aim of this section is to show that the probability of the stochastic system leaving a
close neighborhood of the manifold parameterized by {ϕα}α∈Rm after an exponentially long period
of time, is exponentially unlikely. This result is necessary for the metastable results of the next
section, and is also of independent interest. The main result of this section is Theorem 5.1.
Define the ‘amplitude’ of the solution (relative to the nearest shifted pattern / wave) to be
vt = ut − ϕβt , (5.1)
recalling the definition of the variational phase βt in (4.1). Let κ¯ be a positive constant such that
κ¯ ≤ 12m sup1≤i,j≤m ‖ψi0,j‖−1. We require an additional condition on κ¯ further on, in (5.20). Define
the stopping time, for some κ ≤ κ¯ := 12m sup1≤i,j≤m ‖ψi0,j‖−1,
η = inf
{
t ≥ 0 : ‖vt‖ = κ
}
. (5.2)
This constant has been chosen such that, if ‖vt‖ ≤ κ¯, then necessarily
m∑
i,j=1
aiajMij(ut,βt)−
1
2
m∑
i=1
a2i ≥ 0, (5.3)
for all a ∈ Rm. The above identity can be inferred from the definition in (4.7). This implies that
(i) the matrix M(ut,βt) can be inverted if t ≤ η, and (ii) the map (ut,βt)→ N (ut,βt) is locally
Lipschitz.
The main result of this section is the following.
Theorem 5.1. Let p ∈ [0, 2). There exists a constant C > 0 (independent of the choice of p) and
ǫ(p) > 0 such that for all ǫ ∈ (0, ǫ(p)), and all κ ∈ [ǫp(p), κ¯] and all T > 0,
P
(
sup
t∈[0,T ]
‖vt‖ > κ
) ≤ T exp (− Cǫ−2κ2) (5.4)
If one desires an optimal value for the constant C, one would need to perform a more detailed
Large Deviations analysis (see for instance [80]), and this would likely require extensive compu-
tation†. Even so, to the best of this author’s knowledge, the bound in Theorem 5.1 is the most
optimal one in the literature for this sort of problem.
We discretize time into intervals of length ∆t := b−1 log(4c−1), and we write ta := a∆t. Write
ua := uta and βa := βta . Define the event
Aa =
{ ‖va‖ ≤ κ/(2c)} ∩ { ‖va+1‖ > κ/(2c) or sup
t∈[ta,ta+1]
‖vt‖ > κ
}
. (5.5)
Write R = ⌊T/∆t⌋. Noting that ‖v0‖ = 0, a union-of-events bound implies that
P
(
sup
t∈[0,R∆t]
‖vt‖ > κ
) ≤ R∑
a=0
P
(Aa). (5.6)
It follows from Ito’s Lemma that
dvt =
(
Aut + f(ut)
)
dt+ ǫB(t, ut)dWt −
m∑
i=1
ϕβt,idβ
i
t −
1
2
m∑
j,k=1
ϕβt,jkdβ
j
t dβ
k
t (5.7)
=
(Lβavt + f(ut)− f(ϕβa)−Df(ϕβa) · vt)dt+ ǫB(t, ut)dWt − m∑
i=1
ϕβt,idβ
i
t
− 1
2
m∑
j,k=1
ϕβt,jkdβ
j
t dβ
k
t , (5.8)
†In general, research on the existence of Large Deviation principles is vastly more developed than research on
the efficient numerical computation of Large Deviations rate functions / first exit times.
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and we have substituted the identity Aϕβa + f(ϕβa) = 0. Write Ua(t) := Uβa(t) to be the
semigroup generated by Lβa . Taking the mild solution, and substituting the expression for dβjt dβkt
in (4.16) , we have that
vt = Ua(t− ta)va +
∫ t
ta
Ua(t− s)Hsds+ ǫ
∫ t
ta
Ua(t− s)B˜(s, us,βs)dWs, (5.9)
where
B˜(s, z,α) : R+ ×H × Rm → L(H,H) (5.10)
B˜(s, z,α) =B(s, z)−
m∑
j=1
ϕα,jYj(s, z,α) (5.11)
Hs :=f(us)− f(ϕβa)−Df(ϕβa) · vs −
m∑
i=1
ϕβs,iVi(s, us,βs) (5.12)
− ǫ
2
2
m∑
j,k,p,q=1
ϕβs,jkNjp(us,βs)Nkq(us,βs)〈B∗(s, us)ψpβs , B
∗(s, us)ψ
q
βs
〉.
Lemma 5.2. There exist constants C1, C2, C3 such that for all t ∈ [ta, ta+1∧η], where ta = sup{tb :
tb ≤ t},∫ t
ta
Ua(t− s)Hsds ≤ ǫ2C1 + C3 sup
s∈[ta,t]
‖vs‖2
+ ǫC2 sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s
ta
Yi(r, ur,βr)dWr
∣∣∣∣ (5.13)
Proof. Using the definition of the semigroup in (2.17),
‖Ua(t− s)‖L ≤
∥∥Vβa(t− s)∥∥L + ∥∥Pβa∥∥L
≤ c+
m∑
i=1
∥∥ϕβa,i∥∥ ‖ψiβa‖ = c+ m∑
i=1
‖ϕ0,i‖ ‖ψi0‖
using (2.18), and the fact that Pβa is an m-dimensional projection. Let C¯ be a constant such that
sup
t≥0,x∈E,α∈Rm :‖x−ϕα‖≤κ¯,G(x,α)=0
sup
1≤i≤m
∣∣Vi(t, x,α)∣∣ ≤ C¯
sup
t≥0,x∈E,α∈Rm :‖x−ϕα‖≤κ¯,G(x,α)=0
sup
1≤i≤m
‖Yi(t, x,α)‖HS ≤ C¯.
The constant C¯ exists, because as noted in (5.3), the choice of κ¯ ensures that the lowest eigenvalue
of M(x,α) is greater than or equal to a half.
Employing the triangle inequality,∥∥f(us)− f(ϕβa)−Df(ϕβa) · vs∥∥ ≤ ∥∥f(us)− f(ϕβs)−Df(ϕβs) · vs∥∥
+
∥∥Df(ϕβa) · vs −Df(ϕβs) · vs + f(ϕβs)− f(ϕβa)∥∥
Now using the second order Taylor expansion, there exists λa ∈ [0, 1] such that, writing u¯a =
λaϕβa + (1− λa)ua,
f(ua)− f(ϕβa)−Df(ϕβa) · va = D(2)f(u¯a) · va · va. (5.14)
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The assumed boundedness of the second derivative thus implies that for some constant C > 0,∥∥f(ua)− f(ϕβa)−Df(ϕβa)va∥∥ ≤ C ‖va‖2 . (5.15)
The boundedness of the first and second Frechet derivatives of f implies that there exists a constant
C such that∥∥Df(ϕβa) · vs −Df(ϕβs) · vs + f(ϕβs)− f(ϕβa)∥∥ ≤C{1 + sup
s∈[ta,η∧ta+1]
‖vs‖
}
× sup
s∈[ta,η∧ta+1]
‖βs − βa‖ (5.16)
≤C(1 + κ¯) sup
s∈[ta,η∧ta+1]
‖βs − βa‖ , (5.17)
since by definition of η, sups∈[ta,η∧ta+1] ‖vs‖ ≤ κ¯. Using our SDE for βt in (4.22), we find that as
long as sups∈[ta,ta+1] ‖vs‖ ≤ κ¯, there exists a constant C¯ such that
sup
s∈[ta,ta+1],1≤i≤m
∣∣βis − βia∣∣ ≤ ∆tC¯ǫ2 + ǫ sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s
ta
Yi(r, ur,βr)dWr
∣∣∣∣
+∆tC
∥∥ψi0∥∥ ‖vt‖2 (5.18)
and we have used the Cauchy-Schwarz Inequality to find that∣∣〈f(ut)− f(ϕβt)−Df(ϕβt) · (ut − ϕβt), ψiβt〉∣∣ ≤ ∥∥f(ut)− f(ϕβt)−Df(ϕβt)(ut − ϕβt)∥∥ ‖ψiβt‖
≤ C ∥∥ψi0∥∥ ‖vt‖2 ,
thanks to (5.15), and since ‖ψiβt‖ = ‖ψi0‖.
Now we insist that ǫ(p) (defined in the statement of the theorem) is such that
0 < ǫ2(p)C1 ≤ ǫp(p)/(16c), (5.19)
which is always possible since by assumption p < 2. We also insist that κ¯ is such that
C3κ¯
2 ≤ κ¯/(16c), (5.20)
and since κ ≤ κ¯, is must be that C3κ2 ≤ κ16c .
Lemma 5.3.
Aa ⊆
{ ‖va‖ ≤ κ/(2c)} ∩ {Ba ∪ Ca} where (5.21)
Ba =
{
ǫC2 sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s∧η
ta
Yi(r, ur,βr)dWr
∣∣∣∣ ≥ κ16c
}
(5.22)
Ca =
{
ǫ sup
t∈ta+1∧η
∥∥∥∥∫ t∧η
ta
Ua(t− s)B˜(s, us,βs)dWs
∥∥∥∥ ≥ κ16c
}
. (5.23)
Proof. Using the expression for vt in (5.9) and the triangle inequality, for all t ∈ [ta, η ∧ ta+1],
‖vt‖ ≤ ‖Ua(t− ta)va‖+
∥∥∥∥∫ t
ta
Ua(t− s)Hsds
∥∥∥∥+ ǫ ∥∥∥∥∫ t
ta
Ua(t− s)B˜(s, us,βs)dWs
∥∥∥∥
≤c exp(−b(t− ta)) ‖va‖+ ǫ2C1 + ǫC2 sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s
ta
Yi(r, ur,βr)dWr
∣∣∣∣
+ C3κ
2 + ǫ
∥∥∥∥∫ t
ta
Ua(t− s)B˜(s, us,βs)dWs
∥∥∥∥ (5.24)
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after substituting the semigroup bound in (2.18) and the bound in (5.2). Since t− ta ≤ b−1 log(4c)
and ‖va‖ ≤ κ/(2c), c exp(−b(t− ta)) ‖va‖ ≤ κ/(8c). Also, C3κ2 ≤ κ/(16c). Furthermore, since by
definition κ > ǫp(p), the inequality in (5.19) implies that ǫ
2C1 ≤ κ/(16c). We thus find that
‖va+1‖ ≤ κ
4c
+ ǫC2 sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s
ta
Yi(r, ur,βr)dWr
∣∣∣∣
+ǫ
∥∥∥∥∫ ta+1
ta
Ua(∆t)B˜(s, us,βs)dWs
∥∥∥∥ .
Thus if ‖va+1‖ > κ2c , then it must be that either Ba or Ca must hold.
The remaining event in the definition of Aa is supt∈[ta,ta+1] ‖vt‖ > κ. Notice that, since‖Ua(t− ta)va‖ ≤ c ‖va‖ ≤ c× κ/(2c),
sup
t∈[ta,ta+1∧η]
‖vt‖ ≤ κ/2 + ǫ2C1 + ǫC2 sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s
ta
Yi(r, ur,βr)dWr
∣∣∣∣
+C3κ
2 + ǫ sup
t∈[ta,ta+1]
∥∥∥∥∫ t∧η
ta
Ua(t− s)B˜(s, us,βs)dWs
∥∥∥∥
≤ κ/2 + κ/8 + ǫC2 sup
s∈[ta,η∧ta+1]
sup
1≤i≤m
∣∣∣∣ ∫ s
ta
Yi(r, ur,βr)dWr
∣∣∣∣
+ǫ sup
t∈[ta,ta+1]
∥∥∥∥∫ t∧η
ta
Ua(t− s)B˜(s, us,βs)dWs
∥∥∥∥ ,
since ǫ2C1 ≤ κ/(16c), C3κ2 ≤ κ/(16c) and c ≥ 1. We again see that if supt∈[ta,ta+1∧η] ‖vt‖ ≥ κ,
then Ba or Ca must hold.
It thus follows from (5.6) that
P
(
sup
t∈[0,T ]
‖vt‖ ≥ κ
) ≤ R∑
a=0
{
P(Ba) + P(Ca)
}
. (5.25)
Recalling that R = ⌊T/∆t⌋, it then follows from Lemma 5.4 that for a constant C4 > 0,
P
(
sup
t∈[0,T ]
‖vt‖ ≥ κ
) ≤ TC4 exp (− Cǫ−2κ2).
For small enough ǫ, this implies Theorem 5.1.
Lemma 5.4. There exists a constant C > 0 such that
sup
a≥0
P
(Ba) ≤ exp (− Cǫ−2κ2) (5.26)
sup
a≥0
P
(Ca) ≤ exp (− Cǫ−2κ2). (5.27)
Proof. We prove the first result only. The bound of (5.27) can be obtained by taking an exponential
moment of the stochastic integral: see [70, Section 5]. Using the definition of B˜ in (5.11),
P
(
sup
t∈[ta,ta+1]
∥∥∥∥∫ t∧η
ta
Ua(t− s)B˜(s, us,βs)dWs
∥∥∥∥ ≥ κ16ǫc) ≤
P
(
sup
t∈[ta,ta+1]
∥∥∥∥∫ t∧η
ta
Ua(t− s)B(s, us)dWs
∥∥∥∥ ≥ κ32ǫc)
+ P
(
sup
t∈[ta,ta+1]
∥∥∥∥∥
m∑
i=1
∫ t∧η
ta
Ua(t− s)ϕβs,iYi(s, us,βs)dWs
∥∥∥∥∥ ≥ κ32ǫc). (5.28)
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The bound of the second term can be obtained by taking an exponential moment: see [70, Section
5]. It follows from [21, Theorem 1.3] that there exists a constant C˜ such that
P
(
sup
t∈[ta,ta+1]
∥∥∥∥∫ t∧η
ta
Ua(t− s)B(s, us)dWs
∥∥∥∥ ≥ κ32ǫc) ≤ exp
(
− C˜
{
κ
32ǫc
}2)
. (5.29)
We must also make use of Assumption 9.
6 Long-Time Ergodicity of the Induced Phase Dynamics
In this section we search for an approximate expression for the average occupation times of the
phase as it wanders across the manifold {ϕα}α∈Rm over very long periods of time. It is assumed
throughout this section that the manifold is periodic; more precisely, that ϕα, ψ
i
α and the first
and second derivatives are 2π-periodic. Write S = (S1)m - where S1 is the ring [−π, π], with the
points −π and π identified. This means that {ϕα}α∈S and {ψα}α∈S constitute manifolds that are
everywhere twice-continuously differentiable. Since S is compact, over long periods of time one
expects the phase (taken modulo S) to continually return to any particular region (as long as the
noise coefficients are not degenerate). We can thus use our phase SDE to determine an approximate
expression for the expected proportion of time that the phase spends in the neighborhood of any
particular subset of the manifold over long periods of time. We can also determine the average shift
in the phase over very long periods of time: in effect, we reach an understanding of the average
rotation induced in the phase through the interaction of the manifold geometry and correlation
structure of the noise.
In earlier work we demonstrated that the wandering of a ‘neural bump’ induced by noise and
a weak non-noisy external stimulus approaches a Von Mises distribution [70]. In that work, the
weak stimulus dominated the O(ǫ2) covariation terms. By contrast, in this work there is no weak
stimulus, and the long-time distribution of the phase is determined by the balance between the
O(ǫ2) covariation terms in the drift, and the O(ǫ) stochastic noise.
We assume throughout this section that B is independent of t, so that we write B(ut)
‡. We also
require Assumptions 10 and 11 in order that the isochronal phase SDE in (4.79) is well-defined.
Recall that {ej}j≥1 is the orthonormal basis for H of Assumption 11. Define, for α ∈ S, functions
V˜ : Rm → Rm and Y˜ : Rm → L(H,Rm) that are (respectively) leading order approximations of
D(2)Θ(ϕα) and D
(1)Θ(ϕα). Writing V˜ = (V˜i)1≤i≤m and Y˜ = (Y˜i)1≤i≤m, with Y˜i : Rm → L(H,R),
V˜i(α) =
m∑
j=1
〈B∗(ϕα)ψjα, B∗(ϕα)ψiα,j〉 −
1
2
m∑
j,k=1
〈ϕα,j, ψiα,k〉〈B∗(ϕα)ψjα, B∗(ϕα)ψkα〉
+ ΓQV (α) where (6.1)
ΓQV (α) =
1
2
m∑
i=1
∞∑
j=1
∫ ∞
0
〈
ψiα, D
(2)f(ϕα) ·
(
Vα(s)B(ϕα)ej
) · (Vα(s)B(ϕα)ej)〉ds (6.2)
Y˜i(α) · z =〈B(ϕα)z, ψiα〉 and define (6.3)
Hjk(α) =〈B∗(ϕα)ψjα, B∗(ϕα)ψkα〉. (6.4)
It follows from Assumption 11, and the fact that ‖Vα(t)‖ ≤ c exp(−bt) that ΓQV (α) is well-defined
for all α ∈ Rm. For any ξ ∈ S, define pt(α|ξ) to satisfy the Fokker-Planck PDE, for α ∈ S,
∂
∂t
pt(α|ξ) = −
m∑
j=1
∂
∂αj
{
pt(α|ξ)V˜j(α)
}
+
1
2
m∑
j,k=1
∂2
∂αj∂αk
{Hjk(α)pt(α|ξ)}, (6.5)
‡In the case of spiral waves in compact domains, even if one is working in a rotating reference frame, if the
driving white noise Wt is cylindrical, then one does not need to co-rotate B.
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such that limt→0 pt(α|ξ) = δξ(α), and with periodic boundary conditions. The solution of this
PDE defines a transition probability density for an S-valued stochastic process started at ξ. We
assume that
inf
α∈S
det
(H(α)) > 0, (6.6)
and since V˜ and H are continuously differentiable, this means that the stochastic process with
Fokker-Plank equation given by (6.5) has a unique invariant density p∗(α). That is, p∗(α) is the
unique solution of
−
m∑
j=1
∂
∂αj
{
p∗(α)V˜j(α)
}
+
1
2
m∑
j,k=1
∂2
∂αj∂αk
{Hjk(α)p∗(α)} = 0, (6.7)
and such that
∫
S
p∗(α)dα = 1. Let P∗ be the probability measure on S with density p∗. Standard
theory [44] dictates that
lim
t→∞
sup
ξ,α∈S
∣∣pt(α|ξ)− p∗(α)∣∣ = 0. (6.8)
The main result of this section is the following. Its implication is that the wandering across the
manifold S of the phase SDE, over long periods of time, is indicated by the density p∗, with very
high probability. For any α ∈ Rm, write α mod S to be the unique member η ∈ S such that
ηi = αi+2πpi, η ∈ (−π, π] for integers pi. Let C2b,S(Rm) be the set of all periodic twice continuously
differentiable functions g on Rm, such that
g(α) = g(α mod S) (6.9)
|g| ≤ 1 , ∣∣ ∂g
∂αj
∣∣ ≤ 1 , ∣∣ ∂g
∂αj∂αk
∣∣ ≤ 1 (6.10)
for all 1 ≤ j, k ≤ m, and α 7→ ∂g
∂αj∂αk
(α) and α 7→ ∂g∂αj (α) are continuous on S. This assumption
means that, thanks to Taylor’s Theorem, for any α,β ∈ S,∣∣g(α)− g(β)∣∣ ≤ m ‖α− β‖ . (6.11)
The significance of the first result in the following theorem is that the distribution of the
stochastic phase modulo S over very long periods of time converges to P∗ as ǫ → 0. The second
result determines the average asymptotic shift in the phase over very long periods of time. It
parallels analogous results for the long-time average phase-shift of stochastic oscillators [40, 69].
Theorem 6.1. For any δ > 0 there exist constants Cδ > 0 and ǫδ > 0 such that for all ǫ < ǫδ and
all g ∈ C2b,S(Rm), writing Tδ = exp
(
Cδǫ
−2
)
,
P
(∣∣∣∣T−1δ ∫ Tδ
0
g(γs)ds− EP∗ [g]
∣∣∣∣ > δ) ≤ exp (− Cδǫ−2). (6.12)
Also,
P
(
sup
1≤i≤m
∣∣ǫ−2T−1δ γiTδ − EP∗ [V˜i]∣∣ > δ) ≤ exp (− Cδǫ−2) (6.13)
Remark 2. Effectively, (6.13) implies that over long time scales the isochronal phase γit changes
at average rate ǫ2EP∗ [V˜i]: that is, if EP∗ [V˜i] is not equal to zero, there is a small average oscillation
in the phase (taken modulo S) induced by the noise correlation. In general, this oscillation may
only be discernible over timescales of O(ǫ−2). Often, if the noise correlation structure satisfies
certain symmetries with respect to the manifold, EP∗ [V˜i] is identically zero.
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6.1 Proof of Theorem 6.1
To demonstrate the lemma, we discretize time into blocks of ∆t (to be specified more precisely
further below, this definition of ∆t is different from the previous section). Write ta := a∆t. To
facilitate the proofs, we wish to define a stochastic process υαt that does not depend on ǫ: υ
α
t
will have the useful property that under the rescaling of time t → ǫ−2t, its dynamics closely
approximates γt. In more detail, for any α ∈ S, define υαt to be the solution to the stochastic
process
dυαt = V˜(υαt )dt+ Y˜(υαt )dW˜t, (6.14)
with initial condition υα0 = α. Here W˜t is any cylindrical Wiener process with identical probability
law to Wt.
Define
τˆ = inf
{
t ≥ 0 : ∥∥ut − ϕβt∥∥ = ζ}, (6.15)
for some ζ so be specified more precisely below. We assume that ζ ∈ (0, κ¯], where κ¯ is the constant
in Theorem 5.1. As long as ζ is sufficiently small, and since (as proved in (4.58)),∥∥ut − ϕγt∥∥ = ∥∥ut − ϕβt∥∥+O( ∥∥ut − ϕβt∥∥2 ) (6.16)
it must hold that
τˆ ≤ τi, (6.17)
and the SDE for γt is well-defined for all t ≤ τ .
Lemma 6.2. For any ǫ˜, δ > 0, there exists T > 0 such that for all t ≥ T ,
sup
α∈S
P
(∣∣t−1 ∫ t
0
g
(
υαs
)
ds− EP∗ [g]∣∣ ≥ δ/2) ≤ ǫ˜ (6.18)
Proof. Write g¯(θ) = g(θ)− EP∗ [g]. By Chebyshev’s Inequality,
P
(∣∣t−1 ∫ t
0
g¯
(
υαs
)
ds
∣∣ ≥ δ/2) ≤4E[∣∣ ∫ t
0
g¯
(
υαs
)
ds
∣∣2]/(tδ)2
=
4
t2δ2
∫ t
0
∫ t
0
E
[
g¯
(
υαr
)
g¯
(
υαs
)]
dsdr
≤ 4
t2δ2
∫ t
0
∫ t
0
χ{|r − s| ≤ T0}E
[
g¯
(
υαr
)
g¯
(
υαs
)]
dsdr
+
4
t2δ2
∫ t
0
∫ t
0
χ{|r − s| > T0}E
[
g¯
(
υαr
)
g¯
(
υαs
)]
dsdr,
for any T0 > 0. Thanks to the assumption in (6.8), we can choose T0 to be such that
4δ−2 sup
0≤s<t :|t−s|≥T0
{
E
[
g¯
(
υαt
)
g¯
(
υαs
)]} ≤ ǫ˜/2. (6.19)
Also
4
t2δ2
∫ t
0
∫ t
0
χ{|r − s| ≤ T0}E
[
g¯
(
υαr
)
g¯
(
υαs
)]
dsdr = O
(
t−1
)
, (6.20)
since |g¯| is uniformly bounded. The previous three equations imply the lemma.
For any a ∈ Z+, and assuming that τ > ta, define γ˜t to satisfy the Rm-valued SDE for all
t ∈ [ta, ta+1),
dγ˜t = ǫ
2V˜(γ˜t)dt+ ǫY˜(γ˜t)dWt, (6.21)
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and with initial condition such that γ˜ta = γta . Notice that γ˜t is driven by the same Brownian
motionWt as γt. One can easily check that a unique solution to the above SDE exists. Furthermore
υ
γa
t has the same probability law as γ˜ta+ǫ−2(t−ta) for t ∈ [ta, ta + T ]. This follows from the fact
that they are both Markovian Processes, with identical infinitesimal generators.
We now fix some arbitrary ǫ˜ < 0, and let T be the constant of Lemma 6.2. Write ∆t = ǫ−2T .
First observe that
P
(∣∣T−1δ ∫ Tδ
0
g(γs)ds− EP∗ [g]
∣∣ ≥ δ) ≤ P(τˆ < exp(Cδǫ−2))
+ P
(∣∣T−1δ ∫ Tδ
0
g(γs)ds− EP∗ [g]
∣∣ ≥ δ and τˆ ≥ Tδ). (6.22)
Using Lemma 5.1, as long as Cδ is small enough,
P
(
τˆ < exp(Cδǫ
−2)
) ≤ 1
2
exp(−Cδǫ−2). (6.23)
It remains to show that
P
(∣∣T−1δ ∫ Tδ
0
g(γs)ds− EP∗ [g]
∣∣ ≥ δ and τˆ ≥ Tδ) ≤ 1
2
exp(Cδǫ
−2)
)
. (6.24)
By Chebyshev’s Inequality, for some κ > 0,
P
(∣∣T−1δ ∫ Tδ
0
g(γs)ds− EP∗ [g]
∣∣ ≥ δ and τˆ ≥ Tδ)
≤ E
[
χ{τˆ ≥ Tδ}
{
exp
(
κ
∫ Tδ
0
g(γs)ds− κτˆEP∗ [g]− κτˆδ
)
+ exp
(
− κ
∫ Tδ
0
g(γs)ds+ κTδE
P∗ [g]− κTδδ
)}]
. (6.25)
We next show that, for a particular choice of κ,
E
[
χ{τˆ ≥ Tδ} exp
(
κ
∫ Tδ
0
g(γs)ds− κTδEP∗ [g]− κTδδ
)]
≤ exp (− Const× ǫ−2) (6.26)
and omit the analogous proof that
E
[
exp
(
− κ
∫ Tδ
0
g(γs)ds+ κTδE
P∗ [g]− κTδδ
)]
≤ exp (− Const× ǫ−2). (6.27)
Now define the random variable
Ha = exp
{
κ
{
τˆ ≥ ta+1
}(∫ ta+1
ta
g(γs)ds−∆tEP∗ [g]
)}
,
and define a to be the random index such that τˆ ∈ [ta, ta+1). We thus find that
E
[
χ{τˆ ≥ Tδ} exp
(
κ
∫ Tδ
0
g(γs)ds− κτˆEP∗ [g]
)]
= E
[
χ{τˆ ≥ Tδ}
a∏
a=0
Ha × exp
(
κ
∫ τˆ
ta
g(γs)ds− κ(τˆ − ta)EP∗ [g]
)]
≤ E[χ{τˆ ≥ Tδ} a∏
a=0
Ha
]
exp
(
2κ∆t
)
,
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since |g| ≤ 1 uniformly. Furthermore
P
(∣∣(∆t)−1 ∫ ta+1
ta
g(γs)ds− EP∗ [g]
∣∣ ≥ δ and τˆ ≥ ta+1)
≤ P(∣∣(∆t)−1 ∫ ta+1
ta
g(γ˜s)ds− EP∗ [g]
∣∣ ≥ δ/2)
+ P
(
(∆t)−1
∫ ta+1
ta
∣∣g(γs)− g(γ˜s)∣∣ds ≥ δ/2 and τˆ ≥ ta+1).
Since υǫ2(t−ta) has the same probability law as γ˜t−ta , it follows that for any ǫ˜ > 0,
P
(∣∣(∆t)−1 ∫ ta+1
ta
g(γ˜s)ds − EP∗ [g]
∣∣ ≥ δ/2) = P(∣∣T−1 ∫ T
0
g(υγas )ds − EP∗ [g]
∣∣ ≥ δ/2) ≤ ǫ˜,
thanks to Lemma 6.2, as long as ǫ is small enough.
Furthermore since g has Lipschitz constant upperbounded by m (noted in (6.11)),
P
(
(∆t)−1
∫ ta+1
ta
∣∣g(γs)− g(γ˜s)∣∣ds ≥ δ/2 and τˆ ≥ ta+1)
≤ P( sup
t∈[ta,ta+1]
‖γt − γ˜t‖ ≥ δ/(2m) and τˆ ≥ ta+1
) ≤ ǫ˜,
using the result of Lemma 6.3. Let aˆ = ⌊(∆t)−1Tδ⌋ − 1. The previous two results imply that
E
[
χ{τˆ ≥ Tδ} exp
(− κτˆδ) a∏
a=0
Ha
] ≤ [2ǫ˜ exp(κ∆t) + (1 − 2ǫ˜) exp(κδ)]aˆ exp (− κδTδ)
= exp(aˆκδ − κδTδ)
{
1 + 2ǫ˜
(
exp(κ∆t− κδ)− 1)}aˆ
≤ exp{aˆκδ + 2ǫ˜aˆ( exp(κ∆t− κδ)− 1)− κδTδ}. (6.28)
We substitute κ = ǫ2. We take T to be large enough that
aˆ ≤ Tδ/3, (6.29)
and we take ǫ˜ to be small enough that
2ǫ˜
(
exp(T − ǫ2δ)− 1) ≤ δǫ−2Tδ/3, (6.30)
which is always possible, since Tδ = exp(Cδǫ
−2). In this way we find that
exp
{
aˆκδ + 2ǫ˜aˆ
(
exp(κ∆t− κδ)− 1)− κδTδ} ≤ exp{− ǫ−2δ exp(−Cδǫ−2)/3} ≤ 1
2
exp
(− Cδǫ−2),
for small enough ǫ. Substituting this bound into (6.25), we have proved (6.24), i.e.
P
(∣∣T−1δ ∫ Tδ
0
g(γs)ds− EP∗ [g]
∣∣ ≥ δ and τˆ ≥ Tδ) ≤ exp(−Cδǫ−2) (6.31)
We have thus established (6.12).
We now prove (6.13).
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Proof. Notice that, substituting the SDE for γt in Lemma 4.6 and applying a union of events
bound,
P
(
sup
1≤i≤m
∣∣ǫ−2T−1δ γiTδ − EP∗ [V˜i]∣∣ > δ) ≤ P(τˆ ≤ Tδ)
+ P
(
τˆ > Tδ and sup
1≤i≤m
∣∣1/(2Tδ) ∞∑
j=1
∫ Tδ
0
D(2)Θi(ut) · B(ut)ej · B(ut)ejdt− EP∗ [V˜i]
∣∣ > δ/2)
+ P
(
τˆ > Tδ and sup
1≤i≤m
∣∣ǫ−1T−1δ ∫ Tδ
0
DΘi(ut)dWt
∣∣ > δ/2). (6.32)
We have already seen that P
(
τˆ ≤ Tδ
) ≤ exp(−Cδǫ−2). For the second term, employing a union-
of-events bound, and Chernoff’s Inequality, for a constant κ > 0,
P
(
τˆ > Tδ and sup
1≤i≤m
∣∣ǫ−1T−1δ ∫ Tδ
0
DΘi(ut)dWt
∣∣ > δ/2) ≤
∑
1≤i≤m
P
(
τˆ ≥ Tδ and ǫ−1T−1δ
∫ Tδ
0
DΘi(ut)dWt > δ/2
)
+
∑
1≤i≤m
P
(
τˆ > Tδ and ǫ
−1T−1δ
∫ Tδ
0
DΘi(ut)dWt < −δ/2
)
≤
∑
1≤i≤m
E
[
χ{τˆ > Tδ} exp
{
κ
∫ Tδ
0
DΘi(ut)dWt − κδǫTδ/2
}
+
χ{τˆ > Tδ} exp
{− κ ∫ Tδ
0
DΘi(ut)dWt − κδǫTδ/2
}]
. (6.33)
Using the bound in Lemma 4.5, as long as ζ is sufficiently small, |DΘi(ut)| is uniformly bounded
as long as t ≤ τˆ , and we thus find that
1
2
∫ Tδ
0
{
DΘi(ut)
}2
dt ≤ C¯Tδ,
for a constant C¯ > 0. We thus find that
E
[
χ
{
τˆ > Tδ
}
exp
{
κ
∫ Tδ
0
DΘi(ut)dWt − κδǫTδ/2
}] ≤ E[χ{τˆ > Tδ} exp{κ ∫ Tδ
0
DΘi(ut)dWt
− κ
2
2
∫ Tδ
0
{DΘi(ut)}2dt+ κ2C¯Tδ − κδǫTδ/2
}]
= exp
{
Tδκ
2C¯ − κδǫTδ/2
}
,
by Girsanov’s Theorem. We choose κ = δǫ/(4C¯), and we obtain that
E
[
χ
{
τˆ > Tδ
}
exp
{
κ
∫ Tδ
0
DΘi(ut)dWt − κδǫTδ/2
}] ≤ exp{− δ2ǫ2Tδ/(8C¯)}. (6.34)
Since each of the terms in (6.33) can be bounded in the same manner as the above, we obtain that
P
(
sup
1≤i≤m
∣∣ǫ−1T−1δ ∫ Tδ
0
DΘi(ut)dWt
∣∣ > δ/2) ≤ 2m exp{− δ2ǫ2Tδ/(8C¯)}. (6.35)
Since Tδ = exp(Cδǫ
−2), in the limit as ǫ→ 0, ǫ2Tδ ≫ ǫ−2. For the remaining term in (6.32), using
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a union of events bound,
P
(
τˆ > Tδ and sup
1≤i≤m
∣∣1/(2Tδ) ∞∑
j=1
∫ Tδ
0
D(2)Θi(ut) ·B(ut)ej ·B(ut)ejdt− EP∗ [V˜i]
∣∣ > δ/2) ≤
P
(
τˆ > Tδ and sup
1≤i≤m
{
T−1δ
∫ Tδ
0
∣∣1
2
∞∑
j=1
D(2)Θi(ut) · B(ut)ej · B(ut)ej − V˜i(γt)
∣∣dt} > δ/4)
+ P
(
τˆ > Tδ and sup
1≤i≤m
∣∣T−1δ ∫ Tδ
0
V˜i(γt)dt− EP∗ [V˜i]
∣∣ > δ/4) (6.36)
Now for small enough ζ, thanks to Lemma 4.5, whenever t ≤ τˆ
∣∣1
2
∞∑
j=1
D(2)Θi(ut) · B(ut)ej · B(ut)ej − V˜i(γt)
∣∣ ≤ δ/4,
and the first term on the right hand side of (6.36) has probability zero.
Using the first result of the lemma, i.e. (6.12), since V˜i is smooth and bounded,
P
(
τˆ > Tδ and sup
1≤i≤m
∣∣T−1δ ∫ Tδ
0
V˜i(γt)dt− EP∗ [V˜i]
∣∣ > δ/4) ≤ exp (− CδX−2ǫ−2),
where
X = sup
1≤i,j,k≤m,α∈Rm
{∣∣V˜i(α)∣∣, ∣∣∂/∂αjV˜i(α)∣∣, ∣∣∂2/∂αj∂αkV˜i(α)∣∣}.
In summary, collecting all of the above terms, we have proved that for small enough ǫ > 0, there
is a constant such that
P
(
sup
1≤i≤m
∣∣ǫ−2T−1δ βiTδ − EP∗ [V˜i]∣∣ > δ) ≤ exp (− Const× ǫ−2). (6.37)
Lemma 6.3. For any ǫ¯, ǫ˜ > 0, there exists ζ > 0 and ǫ0, Cδ > 0 such that for all ǫ < ǫ0,
P
(
sup
t∈[ta,ta+1]
‖γt − γ˜t‖ ≥ ǫ¯ and sup
t∈[ta,ta+1]
‖vt‖ ≤ ζ
)
< ǫ˜ (6.38)
P
(
τˆ < Tδ
) ≤ 1
2
exp
(− Cδǫ−2). (6.39)
Proof. It follows from Lemma 4.5 that
‖1
2
∞∑
j=1
D(2)Θi(ut) ·B(ut)ej ·B(ut)ej − V˜i(γt)‖ = O
( ∥∥u− ϕγt∥∥ ) = O( ∥∥u− ϕβt∥∥ ). (6.40)
The rest of the proof then follows using similar techniques to the rest of the paper, and is omitted.
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