We present a kernel-independent, adaptive fast multipole method (FMM) of arbitrary order accuracy for solving elliptic PDEs in three dimensions with radiation boundary conditions. The algorithm requires only a Green's function evaluation routine for the governing equation and a representation of the source distribution (the right-hand side) that can be evaluated at arbitrary points. The performance of the FMM is accelerated in two ways. First, we construct a piecewise polynomial approximation of the right-hand side and compute far-field expansions in the FMM from the coefficients of this approximation. Second, we precompute tables of quadratures to handle the near-field interactions on adaptive octree data structures, keeping the total storage requirements in check through the exploitation of symmetries.
Introduction
Many problems in scientific computing call for the efficient solution to linear partial differential equations with constant coefficients. On regular grids with separable Dirichlet, Neumann or periodic boundary conditions, such equations can be solved using fast direct methods. For free-space boundary conditions and highly nonuniform source distributions defined on adaptive and/or unstructured grids, alternative approaches are necessary. In this paper, we describe a direct high-order adaptive solver for inhomogeneous linear constant-coefficient PDEs in three dimensions with decay conditions at infinity. A typical case is the Poisson equation:
where Ω is a bounded domain in R 3 , and u(x) decays as 1/|x| at infinity. Our solver uses a kernel-independent fast multipole method (FMM) [52, 53] which can be applied to any elliptic PDE for which a Green's function evaluation routine is provided. It can handle highly nonuniform sources in an efficient manner, using an adaptive approximation of the right-hand side (g (1) ). The structure of the solver allows for natural integration with FMM-based boundary integral equation techniques, leading to the construction of an adaptive kernel-independent solver for inhomogeneous PDEs in complex geometries, which will be described in a companion paper.
Related work. For regular grids in separable coordinate systems (rectangles, disks, spheres, etc) fast methods for constant-coefficient second order PDEs are well-established [12, 13] . These methods generally rely on cyclic reduction and/or fast Fourier transforms (FFTs) to achieve nearly linear scaling. For many problems, however, adaptive meshes are essential [2, 7, 41] , and existing solvers typically rely on domain decomposition strategies [19] or multigrid acceleration [15, 32, 33, 36] . For complex geometries, unstructured grid generation techniques are often used (e.g., [37] ). In such cases, both the grid generation process and the solution of the resulting linear systems can be computationally expensive. The lack of regularity in the data structures adds complexities in parallelization as well [1, 15] .
A more recent class of methods combines ideas from potential theory with finite difference methods. In [23] , fast direct solvers were used on a sequence of refined grids with boundary conditions inherited from the coarser levels. This results in discontinuities at coarse-fine interfaces which are corrected using a second pass through the grid hierarchy. In [4] , the method of local corrections (MLC) [3] was combined with multigrid methods to solve the Poisson equation on a hierarchy of nested grids. The authors also showed how to impose free-space boundary conditions on the computational domain. The fastest free-space Poisson solver for three-dimensional problems of which we are aware is described in [39] . It solves local Poisson problems on fine grids using FFT-based techniques and couples together the solutions on coarser grids using the MLC. This approach was shown to be very effective in parallel, with good scaling up to 1024 processors. (A similar two-dimensional scheme is described in [25] ). For unstructured meshes, the preceding methods don't apply without significant modification and most fast solvers are based on iterative methods using multigrid or domain decomposition acceleration [10, 11, 14] .
In this paper, we concentrate on the integral equation (or more precisely the integral transform) viewpoint. Rather than (1) , for example, we will compute
Among the advantages of this approach is the fact that there is no loss of precision in computing derivatives. In PDE-based methods, if first or second derivatives of the solution are needed, accuracy tends to degrade because of the need for numerical differentiation. We will, instead, differentiate the kernel in (2) and compute derivatives from their integral representation as well. Other advantages of (2) are that free-space radiation conditions are automatically satisfied, that we can obtain simple a priori error estimates, and that high order accuracy is straightforward to achieve. However, the computational complexity of a naïve implementation is high. Fast algorithms such as the Barnes-Hut method [5] and the Fast Multipole Method (FMM) [17, 29, 30, 42] , designed for gravitational/Coulomb interactions are essential for efficiency and scalability. These methods fall into the class of what are sometimes called "tree codes" because they separate near-and far-field interactions on a hierarchy of spatial scales using quadtree or octree data structures (in 2D and 3D, respectively). We concentrate on the FMM in the present setting because it can achieve arbitrary precision at modest cost with provable error estimates. The classical FMM, however, is based on detailed properties of the kernel and requires different analytic tools for each case. The Helmholtz equation was first treated, for example, in [43] . A three-dimensional version effective for all frequencies (and additional references) can be found in [16] . The modified Helmholtz equation was discussed in [9, 24] , and the biharmonic equation in [26, 31, 48] The Stokes equations are somewhat exceptional, since they can be handled by a sequence of calls to the original (Coulomb) FMM [46, 50] . The literature is now quite substantial and we will not seek to review it here. An attractive alternative that avoids much of the detailed analytic work of these methods is the kernel-independent approach of [52, 53] . In this approach, expansions in special functions are replaced with equivalent source densities. The result is that the same numerical apparatus can be used for a variety of PDEs. The user need only supply a subroutine for the evaluation of the relevant Green's function. While the bulk of the work on FMMs over the last two decades has concentrated on particle interactions or the acceleration of boundary integral equation methods, there has been some work on solving inhomogeneous PDEs. One option is to couple the FMM with finite difference methods to allow for fast solvers in complex geometry [38, 40, 51] . While this is a significant improvement in terms of range of applicability over classical fast solvers, these methods require a regular volume mesh on which is superimposed an irregular boundary. Adaptive FMMs for volume source distributions in two dimensions were described in [18, 21, 25] . The present paper extends these two-dimensional schemes to three dimensions, incorporates them into kernel-independent FMMs, and introduces several new performance optimizations. The result is an efficient, adaptive method that is capable of computing volume integrals in three dimensions for a broad variety of PDE kernels.
Before turning to the method itself, we should also note that there has been a significant body of work in the quantum chemistry community on accelerating volume integral calculations using the FMM, where collections of Gaussians are typically used to describe the charge distribution [44, 49] . These are Poisson problems in free-space but with a different approach to defining the right-hand side.
Equations and Kernels
Given a linear, constant-coefficient PDE L(u)(x) = g(x),
classical mathematical methods provide the corresponding Green's function K(x, y) in free space. This allows for the direct computation of the solution to (3):
where Ω is the support of g. K(x, y), it should be noted, is in general weakly singular. Thus, for (4) to yield a useful numerical technique, we need a suitable quadrature approach. We also need a fast algorithm, since the non-local character of the integral representation would lead to an O(N 2 ) solution procedure, assuming g(x) is given at N locations and the solution is desired at N points.
If these problems can be overcome, a number of advantages follow. First, no linear system needs to be solved; adaptivity simply means that we use an adaptive quadrature rule. Second, as indicated in the introduction, derivatives can be computed without loss of precision. The gradient of u(x), for example, is simply
Third, we have simple a priori error estimates. Lettingĝ(x) denote our approximation to g(x), andK(x, y) our approximation to K(x, y), we have the computed solution
and the error estimate
where
and is the tolerance of the kernel approximation -an easily tunable parameter in the FMM. The estimate above is much sharper than one typically obtains when discretizing the PDE itself, where the order of accuracy is determined by high derivatives of the solution. Here, it depends only on the quality of the approximation of the right-hand side.
In particular, a k th -order polynomial approximation leads to a k th -order accurate scheme with a very small constant. (C 1 is a bounded quantity determined by the volume of Ω with no dependence on the data.)
The principal drawback is that, when implemented naïvely, the complexity of the approach is quadratic in the number of sample points. FMM algorithms overcome this computational barrier by making systematic use of the smoothness of distant interactions on a hierarchy of spatial scales [6, 21, 27] . The kernel-independent versions of the FMM [52, 53] are particularly useful in their generality; they make it possible to compute solutions of the form (4) for any (non-oscillatory) elliptic PDE, provided only a module which evaluates the kernel.
After describing the details of the approach, we demonstrate its performance for the Poisson equation (8) , the modified Helmholtz equation (9) , and the Stokes equations (10):
The corresponding kernels in three dimensions are given by
and
respectively. The classical FMM is reviewed briefly in section 3, the kernel-independent method is described in detail in section 4, and numerical experiments are presented in section 6.
Analytic Fast Multipole Method
To establish terminology and notation, we summarize the structure of the original two-dimensional FMM for the Poisson equation [27] , followed by a description of our extension to three dimensions for a kernel-independent volume solver in section 4.
Given a force distribution g at N src source locations, we wish to compute the induced potentials u j at N trg target locations, x j :
where K(x, y) = − log | {x − y} |/2π and w i is a quadrature weight associated with source location y i . For N src ≈ N trg ≈ N , the FMM decreases the computational cost from O(N 2 ) to O(N ) for a fixed user-prescribed level of accuracy. It does so by introducing a hierarchical quadtree partition of a bounding square D, enclosing all target and source points, and two series expansions for each box at each level of the hierarchy. More precisely, the root of the tree is associated with the square D and referred to as level 0. The boxes (squares) at level l + 1 are obtained recursively, subdividing each box at level l into four squares, referred to as its children. For a box B of diameter H, its near field N B is defined to be the set of all boxes in D contained inside a box centered at B of width 3H. The neighbor list L B . An example of a uniformly refined 2D domain and quadtree structure is shown in Figure 1 . The depth of the tree is chosen so that the smallest boxes (leaf nodes in the tree structure) contain no more than some fixed number of points, say s. For simplicity, we first consider uniformly refined trees, where all leaves in the tree structure are at the same level. Let us note that the total number of boxes in the quadtree is bounded by 4N/3s (8N/3s in three dimensions). Thus, if the workload per box is constant, then the net algorithm has O(N ) complexity.
Two types of series are associated with each box B in the hierarchy:
• A local expansion used to represent the influence of all sources in the far field of B. Since this field is a 2D-harmonic function, we can write it as the real part of a complex Taylor series: where z B is the center of B (viewed as a point in the complex plane) and x = (x 1 , x 2 ). The error in the local expansion can be shown to be of the order O( 1 2 ) p so that setting p = log 2 (1/ ) is sufficient to guarantee a precision of [27] .
• A multipole expansion about z B that represents the influence of sources inside B on boxes in the far field F B . It can be expressed as the real part of a complex Laurent series:
The moments of this expansion are computed from the source distribution as:
The error in the multipole expansion is also of the order O(
The FMM computes the total field at a target point in leaf box B as the sum of (a) the field due to the source points contained in the boxes of the neighbor list L B N and (b) the contribution from sources in the far field F B . The contributions from source points inside the boxes of L B N are computed directly using (14) , while the contributions from F B are obtained by evaluating the local expansion of box B at the target. The essential task of the FMM is the construction of the local expansions in a hierarchical manner. This takes place in two steps.
The upward pass. This pass begins at the finest level of the tree data structure, converting force values at source points to mulitpole expansion coefficients for each leaf box; this computation is carried out by the source-to-mulitpole (S2M) operator, an p×s B matrix, where s B is the number of source points in B. The multipole coefficients for coarser level boxes are obtained recursively, by mapping coefficients of multipole expansions with respect to children's centers to the multipole expansion with respect to B's center. This map, the multipole-to-multipole (M2M) operator, is linear and given by a p × p matrix for each child.
The downward pass. This pass starts at the coarsest level of the tree. For each box B, the local expansion of the far field is obtained by first shifting the local expansion of B's parent to the center of B. The mapping which carries this out is a p × p matrix referred to as the local-to-local (L2L) translation operator. We then need to add the contributions from the multipole expansions centered at each of the boxes in B's interaction list L B I . It is straightforward to check that these contributions are exactly the difference between the far field of B and the far field of B's parent. For each box in L B I , one converts its multipole expansion to a local expansion centered in B. This mapping from the vector of multipole coefficients a k to the vector of local expansion coefficients c k is referred to as the multipole-to-local (M2L) translation operator. It is also linear and given by a p × p matrix. It is easy to see that the work per box in both upward and downward passes is constant.
At the end of the downward pass, local expansions are available in each leaf node. These can then be evaluated at each target point. We refer to the evaluation of the local potential as the local to target (L2T) translation operator; if the number of target points in a box is t B , then the L2T operator is given by a p × t B matrix.
To summarize, the FMM uses S2M , M 2M , M 2L, L2L and L2T linear operators, each of which is represented by a matrix. For the M 2M and L2L operators, each matrix is determined uniquely by the relative position of a box and its parent -there are 4 such matrices for quadtrees and 8 for octrees. For M 2L operators, each matrix corresponds to the relative position of a box in the interaction list -there are 27 such matrices for quadtrees and 189 for octrees. These numbers can be considerably reduced by taking advantage of symmetries, a topic we will return to later. The S2M and L2T operators depend on source and target point locations, and can be different for each box.
Algorithm 1 outlines the basic FMM, omitting the technical details. For fixed s and p, the computation is constanttime per box, leading to an O(N ) method overall. Figure 2 illustrates the data flow involved in the M 2M , M 2L and L2L operators. For the Laplace kernel, 1/r, in three dimensions, far-field expansions are represented using spherical harmonics [28] rather than Laurent series in the analytic FMM. Significant speedups can be obtained by using plane-wave representations as well [29] .
We turn now to the kernel-independent approach [52, 53] in order to design a volume integral FMM in three dimensions that can handle a broad class of PDEs.
3D Kernel-Independent FMM Volume Integral Solver
Our algorithm follows the overall structure of the FMM algorithm described above. Given an octree T for our threedimensional domain D, let {B i }, i = 1 . . . M be the set of leaf boxes. For a single-layer kernel K, we compute the integral (4) at some point x as
where we use notation K[B, g B ](x) for B K(x, y)g(y)dy, and g B represents the restriction of the source distribution to the box B. As in the analytic FMM, the contributions to u(x) from boxes B i nearest to x are calculated directly as near-field computations while all other contributions are calculated using the S2M , M 2M , M 2L, L2L and L2T translation operators in the upward and downward passes of the FMM algorithm.
The principal difference between the approach of this paper and the analytic FMM is that we use sampled equivalent densities instead of series coefficients, as in [52, 53] . This requires only a black-box kernel evaluation routine and allows for a kernel-independent implementation, rather than specialized translation operators for each kernel. As in [21] , we use polynomial basis functions to approximate the source distribution g on each leaf box. More precisely, we assume that the input source is given on each leaf box B by a polynomial g B of degree k + 1 with coefficients γ B :
where β j are polynomial basis functions, is the depth of the box B ( = 0 at the root of T ), and c B is its center.
(We use monomials for low-order accuracy and tensor-product Chebyshev polynomials for higher-order accuracy.) The number of coefficients is N k = r × k(k + 1)(k + 2)/6 where r is the dimension of the kernel. We describe an interpolation scheme to convert a set of source values defined on a grid of sample points to a polynomial representation in Section 4.6. The output of our algorithm is either point values of the potential at target points or a polynomial approximation of the potential on each leaf box (which can then be evaluated at arbitrary locations).
To simplify the exposition, we present our algorithm first for a uniformly refined octree of depth and then discuss the changes necessary for the adaptive octree case separately. We begin by explaining our use of equivalent density representations for g B and γ B .
Equivalent Densities
The kernel-independent approach to translation operators is based on the following idea. For kernel K, suppose we have a (generalized) source distribution g s in a volume Ω s (it can be concentrated entirely on the surface Γ s of Ω s ). Let Γ t denote an auxiliary surface in the exterior of Γ s that encloses Ω s , and let Γ check denote yet another auxiliary surface in the exterior of Γ t . Finally, let Ω denotes the exterior of Γ check . We will compute a charge density φ t on Γ t such that the potentials K[Ω s , g s ] and K[Γ t , φ t ] coincide in Ω. This is always possible if the exterior Dirichlet on Γ t has a unique solution and the exterior field can be represented in terms of a single layer potential.
Remark For some problems, such as the Helmholtz equation, a combination of single and double layer sources may be required because of non-physical resonances in the single layer representation but it is generally sufficient for non-oscillatory kernels (cf. [34] for the Poisson equation, [35] for the Stokes equations).
Since our goal is to use K[Γ t , φ t ] to represent the far-field instead of a multipole expansion, we let Γ check approximate the outer boundary of the neighbor list L B N . We then solve the Fredholm integral equation of the first type for
Having matched the field on Γ check , the fields will match in the exterior Ω (with precise estimates depending on the specific kernel). We refer to Γ t as an equivalent surface with equivalent density φ t , and Γ check as a check surface.
In the case when the original density is concentrated on the surface Γ s , then (18) can be written as
Equations (18) and (19) form the foundation for the derivation of our translation operators. Just as the equivalent densities will be used to replace multipole expansions in the FMM, a different equivalent density will be used to replace the local expansion. We will match the field created by charges outside the near neighbors of a box by a discertized layer potential defined on a surface enclosing the box. The number of samples used to represent the equivalent density is the analog of the number of expansion terms. The equivalent and check surfaces are cubic surfaces, uniformly sampled at p locations. For a requested FMM precision, f mm = 10
3 (the nature of these points is discussed in section 4.2). In discretized form, (19) can be written as
where φ s and φ t are vectors of point-sampled densities, and K a,b are matrices with entries given by K a,b ij = K(a i , b j ) for sample points a i and a j on surfaces a and b.
If φ s is known, and we solve for φ t , (20) is a discretization of a Fredholm equation of the first kind. For large p the resulting linear system is poorly conditioned, so we must use regularization methods to invert of K Γt,xt . Tikhonov regularization [34] replaces
where the regularization parameter α is chosen to minimize the error in matrix inversion. We discuss the choice of α and the resulting accuracy in section 6.1.
Kernel invariance and matrix precomputation. For all equations we consider, the kernels are invariant with respect to rigid transformations: for scalar kernels, K(T x, T y) = K(x, y) for any rigid transformation T , and for matrix kernels such as those used for the Stokes equations,
Hence, all matrices K need to be computed only once for each class of pairs of equivalent surfaces, closed with respect to rigid transformations. As we define equivalent surfaces relative to boxes, these classes typically correspond to adjacency relationships between boxes. Furthermore, many (but not all) kernels are homogeneous: for any positive c, K(cx, cy) = c r K(x, y) for some r = 0. We will refer to r as a scaling exponent. In such cases, the number of classes of equivalent surface pairs requiring separate matrices can be further reduced. Similarly, for S2M and near-field calculations, kernel invariance can be used to precompute translation coefficients.
We consider optimizations due to invariance for each translation operator in the next sections. To simplify formulas, we assume scalar kernels in our presentation, although our implementation can handle matrix kernels.
Upward Pass
For the upward pass, we define the source-to-multipole and multipole-to-multipole operators. The analog of sources in the analytical multipole algorithm in our case are polynomials approximating the force on a leaf box. The analog of multipole expansions are upward equivalent densities. For consistency with analytic FMM, we use S and M in operator names to denote these quantities.
Source to Multipole (S2M) translations. For each leaf box B, we choose y B,u , the upward equivalent surface, to be a box of radius (1 + δ)r and x B,u , the upward check surface, to be a box of radius (3 − 2δ)r. Both surfaces are centered at c B , the center of B and aligned with B; δ is chosen to satisfy 0 ≤ δ ≤ 2 3 . By choosing δ to be small, x B,u and y B,u are well-separated, ensuring smooth kernels for evaluating equivalent densities [52] (we use δ = 0.1 in practice). Equation (18) for upward equivalent density φ B,u in this case becomes
With polynomial coefficients γ B of g B , the right-hand side of (21) is approximated by
and γ B j is the j th coefficient of γ B , β j is the jth of N k basis polynomials.
By translation invariance, F B j (x) depends only on the choice of β j and tree level of B. To evaluate the integrals in expressions for F B j (x i ), we use adaptive Gaussian quadrature [8] . The Nyström discretization of (21) at p sample points on y B,u yields (20):
where φ B,u is the vector of samples of equivalent density of size p, F 
Since for a uniformly refined tree all leaves are at the same level, the matrix T B S2M depends only on the level due to translation invariance, so only one matrix needs to be computed. Multipole to Multipole (M2M) translations. M2M translation operators convert the sampled equivalent density representation of a field at a child box C to a sampled equivalent density for the parent box B, shown in figure 3 (b).
The upward equivalent surfaces y C,u , y B,u , and the upward check surface x B,u are defined in the same way as for S2M translations. For child C of B, we use (19) 
leading to the discretized equation for B at level in T
Similar to the S2M computations, these systems are solved as
For any two children C 1 and C 2 , there is a rotation R mapping C 1 to C 2 ; therefore, for kernels invariant with respect to translations and rotations, only one matrix T C,B M 2M needs to be computed per level, with the contribution to φ B,u from any other child obtained by composing this matrix with an appropriate permutation of φ C,u . For homogeneous kernels, only one matrix needs to be stored at a single level . Indeed, for a box B at depth , the matrix K B,B M 2M has entries w j K(y i , x j ), where w j is the quadrature weight of sample at x j . If the scaling factor for a matrix K is r, K(y i , 
Downward Pass
In the downward pass, we compute the analog of local expansions in the analytic FMM, the downward equivalent densities. We define the kernel-independent versions of M 2L operators (for boxes in the interaction list L B I ), L2L operators (for translating a parent's local expansion), and L2T operators for final evaluation at target locations. These translation operators are illustrated in Figure 3 (c-e).
Multipole to Local (M2L) translations. The M 2L operator translates an upward equivalent density φ V,u , approximating the field of sources inside a box V ∈ L B I , to a downward equivalent density φ B,d for a box B, approximating the influence of these far-field sources inside B. In this case, we seek to have identical potentials inside the box B. To satisfy the conditions for check and equivalent surfaces, B should be enclosed by the check surface x B,d , which, in turn, is enclosed by the downward equivalent surface y B,d , not overlapping y V,u . This is achieved by swapping upward equivalent and check surfaces to obtain downward equivalent and check surfaces:
Downward equivalent densities are also discretized at p uniformly spaced samples on y B,d . The right-hand side of (29) For an inhomogeneous kernel, at most 16 matrices are needed for each possible level of T (the actual number is smaller than the maximum number, due to boundary effects at the coarse levels of the tree).
Local to Local (L2L) translations. Contributions of the far-field boxes outside the interaction list L B I are captured through the local field computed for B's parent box P . We translate φ P,d at y
As for the M 2L operator, we compute the right-hand side as a contribution to the check potential u B,d , so the discretized version of (31) for B at depth becomes:
Then, φ B,d is calculated as
The precomputation of matrix K P,B L2L is completely analogous to K C,B M 2M , with parent and child swapped. As in the M 2M computations, the inverted operator, (K B,B L2L ) −1 is precomputed once for homogeneous kernels as a p × p at = 0 with normalized box B * = [−1, 1] 3 and scaled as necessary; for inhomogeneous kernels, at most one matrix is stored for each possible level of T .
Local to Grid Target (L2T) translation. At the end of the downward pass, we evaluate the potential at n 3 grid locations, x B,g within each leaf box B. L2T translation operators map samples of the downward equivalent densities to potential values at the grid locations.
For every box B at depth , φ B,d accounts for all contributions from F B while direct near-field calculations discussed in detail in the next section below account for the contributions from N B . The far-field potential is computed by evaluation at x ∈ x B,g :
That is,
For a uniformly-refined tree, all leaves are at the same level, so we precompute and store one n
L2T .
Near-Field Interactions
After far-field contributions are computed, the final step is to compute near-field interactions for leaf boxes. This is often the most expensive step in the computation, and it is essential to optimize this part of the algorithm. For a box B, our approach can be thought of as two steps (in the actual computation, the steps can be combined into one).
• First, for a box U ∈ L N B with volume density g U , approximated by γ U , we evaluate the potential inside of B from U on an n 3 grid of samples x B,g on B, to obtain a vector u B,g .
• Then, we compute an n th -order polynomial approximation υ B to the potential u B,g .
The resulting polynomial can be evaluated at arbitrary locations in the box, if necessary.
For the first step, we can use precomputed matrices which depend only on relative box position. Similar to the case of S2M translations, the contribution to the solution u B,g in B from the force g U on U is
where c U is the center of box U . We evaluate u B,g on a uniformly spaced or Chebyshev grid of points x B,g i in B, i = 1 . . . n 3 (larger n require Chebyshev points as discussed in section 6.2). In matrix form (35) becomes
For a uniformly subdivided octree, each leaf box B has at most 27 same-level neighbors U ∈ L B N (including itself). As all leaf boxes are on the same level, we need at most one matrix of size n 3 × N k per 27 possible relative neighbor position. Using symmetries, we can reduce precomputation and storage to 4 matrices (we describe symmetries in section 5). As in the S2M computations, adaptive Gaussian quadrature [8] is used to precompute the weights for these matrices.
Polynomial approximation of the solution
Adding the downward pass and near-field contributions for a box B yields u B,g , a vector of potential values on a uniform or Chebyshev n 3 grid x B,g . The final step in our algorithm is to obtain a local polynomial approximation to the solution from these grid values.
We compute a polynomial approximation υ B to u B,g using a least-squares fit, minimizing
where N n = n(n+1)(n+2)/6, β j are polynomial basis functions, and c B is B's center. For n ≤ 6, we use monomial basis functions {x a y b z c , 0 ≤ a + b + c ≤ n − 1}. For n > 6, instead of using a uniform grid of points x i , we use Chebyshev points, and Chebyshev basis {T a (x)T b (y)T c (z), 0 ≤ a + b + c ≤ n − 1}. In section 6.2 we investigate the accuracy of regularly-spaced points and Chebyshev points for n = 4, 6, 8.
If Γ is the n 3 × N n matrix of basis functions β j (2 (x − c B )), (38) leads to the equation υ B = Γ (+) u B,g , where Γ (+) is the pseudoinverse of Γ. We note that Γ (+) needs to be precomputed only once; that is, it does not depend on the kernel and is scale-invariant in all cases: as 
Typically, we assume that the order of the approximation γ B of the force g B on a box B is equal to the order of approximation of υ B . That is, we choose k = n where forces can be represented on the same k 3 grid on which we compute u B,g . However, as source and target locations need not be the same, k and n can be chosen as different values.
Polynomial force approximation from grid samples
In our description of the upward pass, we have assumed that the right-hand side is already given as a polynomial. If the force is available in another form (e.g., as samples on an AMR grid or polynomials on an unstructured finite element grid), we can resample it adaptively, to obtain k th order approximations with desired error on leaf boxes, then convert it to a polynomial representation. The only requirement on the input force in this case is that we can evaluate it at our grid locations with k th order accuracy or better, which is nontrivial only in the case of forces given by samples at scattered points.
If the values of the force f (x) are known at k 3 uniformly sampled or Chebyshev points on a leaf B with center c B , an approximation to the force is constructed as
for N k = k(k + 1)(k + 2)/6. As for the evaluation at arbitrary target locations, we use the monomial basis for k < 6, and Chebyshev basis for k > 6.
Non-Uniform Source Distributions and Adaptive FMM
We have thus far assumed that all leaves in T are at the same level. Adaptive refinement of the octree results in leaf boxes at different levels for nonuniform source distributions. This leads to several additional types of interactions between boxes that need to be taken into account.
For arbitrary adaptive octrees, the number of relative positions of boxes one needs to consider can become very large. In order to avoid storing large number of precomputed matrices, we consider level-restricted refinement: we require adjacent leaf boxes be within one level of each other, a common restriction in tree codes and structured grids. Many fast approaches exist to convert arbitrary octrees to ones satisfying this constraint [45] ; we currently use a straightforward sequential algorithm (section 8.1).
We begin by introducing the notation for these lists and then discuss how this affects the S2M and near-field interaction computations.
Lists for adaptive FMM. For adaptively refined trees, we define several lists in addiion to the neighbor list L B N and interaction list L B I used in the uniform case. Our definitions and notation follow [22, 27, 28] . For a leaf box B, we define the U and W lists.
• The U-list, L • The W-list, L B W , is the set of descendants of B's neighbors, not adjacent to B, but whose parents are adjacent to B. This list contains boxes at finer levels than B for which B is in their far range, but which are in the near range of the parent of B. For any W ∈ L B W , W is at a finer level than B and W ∈ N B (conversely, B ∈ F B ).
For leaf and non-leaf boxes B, we define V and X lists.
•
for uniformly-refined trees, and if one completes an adaptive tree T by adding all missing boxes, on non-empty levels to a uniformly refined tree
• The X-list, L B X , is the set of boxes A such that B ∈ L A W . In a more geometric manner, one can define X as the set of leaf boxes on levels coarser than B, overlapping a box in the interaction list of B in T u but not overlapping the neighbors of B in T u .
The following observations can be made about these lists: B ∈ L B ; therefore, W 's contribution to B is not accounted for through P B . At the same time, since B is in F W , W 's contribution to B's potential can be computed by evaluating its upward density potential (the analog of multipole expansions) at target locations in B; hence, using notation analogous to other operators, M 2T operators need to be defined. For X ∈ L B X , B ∈ N X but X ∈ F P B . Thus, we need to evaluate contributions of sources from X directly, but can apply them to the downward density of B; that is, we need to define an S2L operator. As explained below, for the local low-order polynomial representations to the force distributions, it may be preferable to use near-field computations mapping polynomial coefficients from boxes in L To summarize, for adaptive FMM, in addition to M 2M , M 2L, L2L and L2T already defined, two additional operators, M 2T and S2L need to be defined. Further, as leaves of the tree now may exist at arbitrary levels, and boxes U ∈ L B U may be on levels different from B, both S2M and near-field (S2T ) computations need to be modified. We begin by describing adaptations to the S2M and S2T operators and follow with a discussion of the new M 2T and S2L operators. S2M operators for the adaptive case. For a uniformly-refined domain, all leaves in the octree structure are on the same level, so only one matrix, T B S2M needs to be computed for a box B at leaf level . In the adaptive case, however, leaf boxes can be located at multiple levels.
For homogeneous kernels, we store a single matrix T B * S2M , scaling for level in a similar fashion as was done for the M 2M and L2L operators. Let B * be the the normalized box [−1, 1] 3 at = 0 and r the scaling exponent of the kernel K. For a box B with center c B , mapping a point x ∈ B at level to x * ∈ B * is given by x * = 2 (x − c B ). Changing the variables in the formula for F j in (36) , for
where T B * S2M is precomputed and stored. (For inhomogeneous kernels, we store one matrix per level containing leaf boxes).
Neighbor list interactions for adaptive trees. In section 4.4, for a box B with neighbor U , the assumption that all leaves are at the same level allows us to use (37) with precomputed matrices F U,B S2T and U 's coefficients γ U to evaluate U 's contribution to B's potential at the grid points x B,g . For a level-restricted tree, there are two differences: leaves may exist at any level, and the adjacent boxes U ∈ L B U may contain boxes one level finer or coarser than B. For homogeneous kernels, the need to compute separate matrices F U,B S2T on different levels can be eliminated as done above for the S2M operator. One needs to compute matrices only for pairs of boxes (B, U ) with B scaled to B * = [−1, 1] 3 (U is scaled to the appropriate location as well). Given a box B at level and an adjacent box U , for x * = 2 (x − c B ), (36) becomes
or in matrix form,
where r is the kernel scaling exponent. As discussed earlier, there are 27 possible same-level neighbors, and due to tree-level restrictions, there are 56 finelevel neighbors (one level deeper in the tree) and 7 coarse-level neighbors (one level higher in the tree), all constituting the 90 possible locations for boxes in L B U . As shown in section 5, using symmetries of relative positions of U and B, we only precompute and store 10 matrices of size n 3 × N k . For inhomogeneous kernels, this set of matrices is precomputed for each level for which leaf boxes exist.
M2T and S2L operators. As explained above, for a leaf box B and W ∈ L B W , we need an operator that evaluates the potential represented by φ W,u , the upward equivalent density of W , at the target grid locations on B:
where the operators K W,B M 2T are precomputed and stored. Similar to all previous cases, for homogeneous kernels, K W,B M 2T can be computed for the normalized box B * only and scaled as necessary. For leaf and non-leaf boxes B, the list L B X contains leaf boxes X, for which contributions to B are computed by evaluating contribution of g X , represented by coefficients γ X , on B's downward check surface:
or in matrix form, S2L of size p×N k need to be precomputed for each level for which leaf boxes X exist. As in all other cases, for homogeneous kernels, the matrices need to be precomputed only for one level = 0 and scaled as necessary. Symmetry classes are discussed in 5.
We use one additional optimization which applies in cases when the order of local polynomial approximations of the force is low compared to the order of approximation used for upward and downward check densities. In such cases, the size of M 2T and S2L matrices may actually be larger than the size of the matrices needed for direct computation of contributions from coefficients on boxes W ∈ L S2L is of size p × N k , so for leaves B, we use F X,B S2T when n 3 < p. Again, symmetries result in 6 matrices needed of each type (section 5). For inhomogeneous kernels, we must compute and store these matrices for each necessary level .
Pseudocode and Complexity for Kernel-Independent FMM Volume Solver.
Pseudocode. In the following pseudocode, we assume that a tree-level restricted octree, T already exists and that for each box, B, we are given the polynomial approximation, γ B to the force g B (we discuss how to balance a tree which does not satisfy the tree-level restriction constraint in section 8.1 and how to construct γ from g in section 4.6). For clarity of presentation, in this pseudocode we do not include the optimization replacing M 2T and S2L operators with direct (S2T) computations when this is more efficient as discussed above. 
end if end for STEP 3 -DOWNWARD PASS (section 4.3) for each non-root box B in preoder traversal of T do Add potentials due to parent downward density, U and X boxes to get the downward check potential (30), (43) Translate the check potential to the downward density:
Compute potentials from adjacent and W boxes to the potential at grid locations:
Add the potential from the far field:
end if end for Computational complexity and storage requirements. We analyze the complexity of our algorithm for a nonadaptive tree in which all leaves are at the same level. The analysis for the adaptive FMM is similar but slightly more complicated. We begin by assuming that there are levels in the octree T. For a uniform tree, this implies we have M = 8 leaves and M t = (8 +1 − 1)/7 total boxes in T . If we are using a k th order polynomial approximation to the force distribution at each leaf, we further assume there are approximately N = M n 3 total target points and C = M N k total coefficients. Further, let p be the number of coefficients sought in the multipole expansion, affecting the size of the equivalent densities and surfaces; as discussed earlier, for a desired level of precision f mm = 10
3 . In table 1, we indicate the computational complexity of each step of the FMM algorithm as well as the amount of precomputation and storage used for operators (indicated in parentheses) at each step. Further, we assume a homogeneous kernel with a single degree-of-freedom in the source and target directions for the storage complexity. Hence, storage complexity will scale linearly for inhomogeneous or matrix kernels.
For non-uniform source distributions, we store additional operators for the near-field interactions (Table 2) .
Operator
Computational Complexity Storage , we may need to precompute translation matrices for densities or polynomial coefficients. The number of different relative positions of the box B and a box in one of these lists can be large, and precomputing all possible matrices may require significant time and substantial storage. Performance can also be affected due to the need for random access of large amounts of precomputed data.
The number of matrices we need to precompute can be substantially reduced if we take into account symmetries; that is, many box positions are equivalent in the sense that there is a rigid transformation T , mapping a box Z 1 to Z 2 and the box B to itself. We store a single matrix for a representative box for each symmetry class, obtaining matrices for all elements of the class by applying a transformation T to the matrix for the representative box.
For every list type Z ∈ {U, V, W, X}, we define a set of possible box positions P os(Z) and a set of symmetry classes which form a partition of P os(Z). For each class, we define a reference box, and for each box position in P os(Z), we need an efficient way to determine its class and a transformation T (B) : R 3 → R 3 mapping it to the reference box.
For all lists, the symmetries are related to the transformations of space which map a grid of cubes to itself. Referring to a grid of size N × N × N grid as an N 3 grid, we consider grids of sizes 1 3 to 7 3 (we discuss which lists correspond to which cubes in more detail below). Before considering individual lists, we classify all symmetries of such grids. If the cube size is 1, then the cube center coordinates are exactly the indices (i, j, k) for odd N and differ by ±1/2 for even N , depending on the index sign.
Each N 3 grid can be partitioned into M (for even N ) or M + 1 (for odd N ) layers, with layer l consisting of cubes (i, j, k) with max(i, j, k) = l. Layer 0 consists of one cube and exists only for odd N , and layer M consists of the cubes on the surface of the N 3 grid. We will refer to layers either by their number l or by size. For odd N , layer l has size (2l + 1) 3 and for even N , layer l has size (2l) 3 . The group of symmetries G cube of a cube has order 48, For a cube centered at zero, transformations in G cube are compositions of rotations and reflections, mapping each axis direction to another, possibly with orientation reversed. Clearly, any permutation of directions is possible, so it is convenient to identify the group with S 3 × J 3 , where S 3 is the group of permutations of length 3, and J is the two-element group of reflections. The rotational part of any element of G cube can be specified as a permutation of length 3 on the set of axes {x, y, z}, with an orientation 1 or -1 specified for each axis. Transformations from G cube encoded in this way can be applied to points very efficiently: for a point x ∈ R 3 , the permutation is applied to its coordinates, which are then scaled by 1 or -1. For the N 3 grid, the equivalence classes under the action of G cube can be enumerated combinatorially. Observe that if two triples of indices (i, j, k) and (i , j , k ) differ only by signs of components, corresponding cubes are in the same class: they are mapped to each other by reflections. To enumerate all classes, we only need to consider cubes with nonnegative indices. Two cubes with nonnegative indices (i, j, k) and (i , j , k ) are in the same class if and only if there is a permutation mapping (i, j, k) to (i , j , k ).
If we adopt the convention that i, j, and k represent distinct numbers in the range 1 . . . M , seven series of equivalence classes are easily enumerated, corresponding to signatures (i, j, k), (i, i, j), (i, i, i), (0, i, i), (0, 0, i) and (0, 0, 0). A reference box in every class is uniquely defined by requiring that its three indices are all nonnegative and are in nondecreasing order ( Figure 6 ).
The properties of classes in each series are summarized in Table 3 with figures illustrating the geometric meaning of each class series. For example, the classes with signature (i, j, k) consist of cubes in the interior of layer faces with centers not on face diagonals or lines connecting edge centers, (i, i, i) are classes of cubes at layer vertices, and (0, i, i) are classes of cubes at layer edge centers.
The total number of classes for (2M ) 3 layers is (M + 1)M/2 (classes (i, j, M ) with i, j = 1 . . . M , i ≤ j), and for (2M + 1) 3 layers, it is (M + 2)(M + 1)/2 (classes (i, j, M ) with i, j = 0 . . . M , i ≤ j). For a box Z, with grid index (i, j, k) relative to B, the reference box is obtained by taking absolute values and sorting the indices; sign changes and a permutation mapping (i, j, k) to the reference box index also encode the transformation as explained above.
Next, we show how symmetry classes for different lists can be obtained from symmetry classes of layers of different sizes. 3 grid centered at B, and from table 3, it can be immediately seen that the number of classes is 4: (1,1,1), (0,1,1), (0,0,1) , and (0,0,0). classes (i, j, 3) , i, j = 1 . . . 3, i ≤ j and for layer 2, classes (i, j, 2), i, j = 0, 1, 2, i ≤ j.
Because we consider only a subset of the the full 7 3 grid, the class sizes are smaller, but one can easily show that no class becomes empty, so the number is optimal. X is the same. We note that the class sizes may not be the same.
Symmetries of L
To summarize, the following procedure can be used to obtain a precomputed matrix and transformation to the reference box for a given pair (B, Z).
, determine the translation and scaling which map B to the central box or 2 3 subgrid of a larger grid, depending on the list:
• and central
Then, we apply the same transformation to the center of Z; resulting coordinates yield the index (i, j, k), which is translated into the reference box and rotation as described above.
For the two lists, L 
Numerical Results
In this section, we first verify numerically that the equivalent density representation yields the expected accuracy and that the choice of Chebyshev grids yields high order convergence. We then present some numerical experiments with a variety of kernels.
Equivalent Density Accuracy
As discussed in section 4.1, we must invert several matrices corresponding to discretized Fredholm equations of the first kind:
As in [52] , we use Tikhonov regularization [34] to handle these ill-conditioned systems when solving for φ d . We test the accuracy of the solution for S2M translations. We verify that the potential we get from the upward equivalent density computed using our regularized method, approximates well the potential computed directly from a force at points where the multipole expansion is used for evaluation (more specifically, in the interaction list of B).
We compute the upward equivalent density φ B,u on the surface y B,u using (26) . For our tests, we use polynomial forces g B = x a y b z c , where the summation is over all combinations of (a, b, c) such that (a + b + c) ≤ (k − 1). The corresponding vector of coefficients γ B is of length N k with all entries equal to 1. For box B of half-width 1, we compute
where u B,u is the vector of samples of u. The surface x B,u is completely enclosed by F B yet is well-separated from B. As in section 4.1, we precompute the weights F S2M to within 10 −16 accuracy. We then compute φ B,u on the surface of B as
For a desired degree of precision in the FMM evaluation, n p , we choose α = 10 −(np+1) . More details on the choice of α are available in [52] . Our algorithm relies on the fact that for surfaces outside the near field of B, φ B,u is a sufficiently accurate equivalent representation of B's volume density.
For x ∈ S we compute the approximate p − (np − 2) 3 points are used on the surfaces y B,u and x B,u . For the evaluation surfaces S, we vary the radius R S from 3.1 to 5.9, the region covering B's interaction list in F B . The y-axis of each plot is the infinity norm ||u equiv − uexact|| ∞ computed over 488 samples on S.
To evaluate the accuracy of this approximation, we also compute
using Adaptive Gaussian quadrature [8] up to an accuracy of 10 −16 . We then compute the infinity-norm of the error between u exact and u equiv . In figure 7 , we compare the computed solution to the 16-digit accurate solution for three different kernels (Laplace, Modified Helmholtz, Stokes) and varying levels of the polynomial approximation and multiple degrees of fmm evaluation precision.
As can be seen in the figure, for each of the kernels of interest, the equivalent density, computed by inverting our ill-conditioned kernels, is recovered on each surface S to within the level of requested FMM precision. For evaluating the accuracy of the kernel inversion and regularization in the computation of the downward equivalent density, we note that this computation is equivalent to the particle-based FMM, and numerical analysis of the accuracy of the inversion necessary for the M2L and L2L steps is available in [52] .
Polynomial Basis and Grid Spacing
As discussed in section 4.4, we evaluate the solution at a leaf box B on a grid of points, x B,g and construct an approximating polynomial from these points. Additionally, (section 4.6) we construct a k th order polynomial approximation to B's distributed force if g B is given on a grid. For consistency with AMR codes and efficiency of implementation, it would have been desirable to use uniform grid samples. This approach works well for n ≤ 6, but it is well-known for large n that equispaced grids lead to instabilities [47] ; as a result, for n > 6 we use Chebyshev grid points. For n ≤ 6, both equispaced or Chebyshev grid spacing work in a similar way.
To show that regularly-spaced grid points perform poorly for n, k > 6, we consider the following test case for the Poisson equation:
This is a simplification of Example 1 in section 6.3 where our domain is [−1, 1] 3 and ||x|| 2 is measured with respect to the origin. In figure 8 , we compare the overall relative L 2 error, denoted E 2 for the solutions using equispaced grid points and Chebyshev grid points in the evaluation of the solution and construction of the polynomial approximations of degree 4, 6 and 8. For each of the test examples, the x-axis indicates the negative log of the requested FMM accuracy, f mm , and the y-axis indicates the log of E 2 . The number of points chosen for each f mm is equivalent to those in Example 1 of section 6.3 for rhs = f mm . As can be seen in the figure, the errors for discretizations using equispaced or Chebyshev grid points are close for k = 4, 6. For k = 8, Chebyshev points are more accurate.
Overall Algorithm Approximation Error
The above algorithm has been implemented in C++, and we have tested several kernels and source and target point distributions. Our tests were run on an Intel Xeon-based (64 bit) system running Linux and 8 GB of RAM. All tests were sequential. We test the free-space Poisson solver on three different types of problems designed to show how our algorithm handles increasing levels of complexity in the force distribution. We then test the Modified Helmholtz and Stokes solvers on one problem each to explore algorithm's performance for inhomogeneous and matrix kernels.
For building the octrees for the test cases, we use an adaptive-refinement strategy similar to [21] : Given a k th -order polynomial approximation, γ B , to the force g B (x) on leaf box B, letg B be a re-evaluation of g B on a refined grid. We recursively subdivide B as long as ||g(x) −g B (x)|| 2 > rhs for a prespecified tolerance, rhs . If the resulting tree needs to be balanced, we use a sequential balancing approach (section 8.1).
For the purposes of the tests, γ B is calculated from a regular grid of g B points of size k 3 , and the refined forceg B is calculated on a (2k) 3 grid. Three types of example force distributions based on Examples (1-3) below can be seen in Figure 9 . box. This test-case is designed to be similar to the test case considered in [21] . This force requires a high degree of adaptivity to achieve good accuracy with a limited number of points, since the solution, u = In the following table, we show the timings and errors for different levels of precision in the polynomial approximations to the force and in the equivalent densities. In the table, f mm is the precision of the translation operators, rhs is the target adaptive refinement as discussed above, and M is the number of leaves in the tree T with L T levels.
The number of points N pts is computed as M k 3 where k is the order of the polynomial. This number of points per leaf is chosen to be sufficiently large to build the polynomial approximation of order k. The computation time T F M M is given in seconds, and the rate is in points per second. E 2 and E ∞ are the relative L 2 and L ∞ errors, respectively. Timings above include FMM evaluation times only; when the precision f mm remains constant, rate of work per source and target points remains close to constant, as we would expect since the FMM algorithm scales linearly. Experiment 2. Our first experiment focused on testing a solution refined near a cluster of fast-decaying Gaussians with singular peaks which were all close to the origin. Also following [21] , we study the algorithm performance for a singularity along a surface. We consider the surface of a uniform charge ρ with radius R such that the total charge inside of the sphere is Q t = . For the tests we set R = 0.75 with center at the origin and ρ = 1.
Timings and Error Results for Experiment 2:
Surface Force Singularity As can be seen, for fixed precision rhs , we are able to recover the solution in the L 2 norm with a similar error. The number of points here also indicate all points inside and outside of the sphere. Since the coefficient representation of the force outside of the sphere is zero, these boxes are ignored in all evaluation phases as contributors; in this way we obtain a higher rate.
Experiment 3.
For the third experiment we replicate an experiment from [39] . Again, we look at a force with singularities, but now these occur along multiple surfaces, and we introduce a highly-oscillatory force inside of these surfaces. First, we let: .
As the right-hand side of our equation is zero outside of the surfaces, we only refine in or on the surface of the spheres. Refinement outside occurs solely for the purposes of tree-balancing. Further, we only build coefficients on leaf boxes which either are enclosed in or touch the surfaces. Hence, we treat the number of source and target points solely as those on the grids of such nonzero leaf boxes. Boxes with no coefficients (zero force) are ignored in all evaluation and contribution phases. While the speed of our code cannot be compared easily to the optimized and parallelized implementation presented in [39] , we have implemented much higher order accurate schemes. Thus, as expected, we are able to reach comparable convergence in norm with significantly fewer points. For example, for m = 7, 15 and 30 and rhs = 10 −8 , we achieve equivalent error results with about one-fifth as many points. For m = 7 and rhs = 10 −9 , we get lower errors using fifty times fewer points. For m = 15 and rhs = 10 −8 and rhs = 10 −10 , we achieve equivalent error results with about one-fourth as many points. All translation matrices are computed to precision of f mm /10. These matrices can be computed at run-time in a lazy manner; if α is known before run-time, these tables can be precomputed, stored, and loaded as necessary, as it was done in our implementation. Additionally, since the right-hand side is the same as in Experiment 1, we use the same point distributions; hence, the timings are essentially the same as Experiment 1 and are omitted here. As would be expected, observed errors largely correspond to those seen in Experiment 1. For larger examples we note that the errors do not decline as rapidly as one might expect. This is due to the fact that for larger L T , precomputed weight values for large α may be below machine precision. We note that for smaller α (α << 1), it is easier to achieve error behavior similar to to those in Experiment 1, as would be expected.
Experiment 5. Finally, we test the ability of our code to handle matrix kernels using the Stokes equation as the example. We use the following divergence-free fast-decaying force:
−µ∆u(x) + ∇p(x) = 
Conclusions
We have presented a kernel-independent FMM for solving a variety of constant-coefficient elliptic PDEs in free space. Our approach allows for arbitrary levels of adaptivity, highly non-homogeneous forces and arbitrarily distributed target locations. We presented results for the Poisson, modified Helmholtz, and Stokes equations, demonstrating similar performance for each. Applying the method to other equations for which a kernel is available requires only a kernel evaluation routine.
Compared to the state-of-the-art technique [39] , our method is higher order accurate and therefore solves similar problems with fewer degrees of freedom, but the work per point is higher. Our current implementation is not parallel, although we expect the parallelization to be straightforward as our code builds on the MPI-based code of [53] .
As in [21] , we have extended our solver to handle periodic, Dirichlet and Neumann boundary conditions for problems on cubic domains using the method of images. We are also coupling the present volume integral code with boundary integral methods to allow for the solution of linear, constant-coefficient, inhomogeneous elliptic PDEs in complex geometries, as in [51] . These extensions will be reported at a later date.
Appendix

Appendix: Fixing Tree-Level Restriction
As discussed, in order to use our precomputed weights, it is necessary to have an octree which is level-restricted such that all leaf box neighbors are within one level of each other in the tree structure. There are many significant approaches to balancing trees, most recently and significantly, [45] for parallel balancing.
We describe a simple sequential method similar to that described in [20] to take a tree which violates the tree level restrictions to one that does not. To begin, all leaf boxes B which have neighbors, U where depth(U ) − depth(B) ≥ 2 are labeled as primary violators. Any box B, which is itself not a primary violator but is adjacent to a primary violator that is deeper in the tree than itself, is labeled a secondary violator. We then subdivide all primary and secondary violators once and then label all of the new children of primary violators as possible violators. If these possible
