Abstract. In this paper we present a pure algebraic construction of the normal factorization of multimode squeezed states and calculate their inner products. This procedure allows one to orthonormalize bases generated by squeezed states. We calculate several correct representations of the normalizing constant for the normal factorization, discuss an analogue of the Maslov index for squeezed states, and show that the Jordan decomposition is a useful mathematical tool for problems with degenerate Hamiltonians. As an application of this theory we consider a non-trivial class of squeezing problems which are solvable in any dimension.
Introduction
In this paper we derive a correct expression for the normal ordering of the unitary group U t = e i Ht generated by the Hamiltonian
where a † = {a † i } n 1 , a = {a i } n 1 are the multimode creation and annihilation operators with canonical commutation relation (CCR) [a i , a † j ] = δ ij , A = A T = {A ij } is a complex symmetric n × n matrix, B = B * = {B ij } is a Hermitian matrix of the same size, and h ∈ C n . We use the standard notation: the star B * denotes the Hermite conjugation of B, the bar A stands for the complex conjugation, and A T means the transposed matrix A. By ( · , · ) we denote the bilinear inner product in R n and the corresponding bilinear form in C n ; the sesquilinear inner product in the Hilbert state space H = ⊗ n 1 2 will be denoted by · , · .
In section 2, the normal decomposition of generalized squeezings U t = e i Ht is constructed for Hamiltonians (1) with A = 0, B = 0. To this end, a system of algebraic equations is derived for R t , ρ t , C t ∈ C n×n , g t , f t ∈ C n , and s t ∈ C such that (a,ρ t a)+(f t ,a) , U 0 = I.
The solutions are represented in terms of (n × n)-matrices Φ t and Ψ t of canonical transformations preserving canonical commutation relations [1] . Decomposition (2) allows one to calculate the normal symbol of squeezing and the inner products of squeezed states. The last procedure is necessary for constructing a basis generated by squeezed states. For single mode quantum systems, the normal ordered factorization of the unitary exponent U t = e i Ht follows form a formula proved by D.A.Kirznic in [2] . Applications of this formula to quantum statistics are considered in monograph of N.Bogoliubov and D.Shirkov [3] . The multimode versions of (2) for B = 0 was derived by H.-Y.Fan [5] . For the theory and recent investigations related to multimode squeezed states see the monograph of C.Gardiner and P.Zoller [6] and the papers of V.Dodonov [8] , G.Agarwal [9] , N.Schuch et al. [10] . In [11] we describe the normal factorization (2) of squeezed states in terms of canonical variables Φ t and Ψ t introduced by F.Berezin in [1] . We reconsider his proof and suggest new expressions for s t which preserve the norm of the corresponding squeezed states.
Note that the assumption B = 0 is typical for the standard definition of a squeezed state. The factorization of squeezings (2) with general matrix B = 0 was described in [12] . If [C t ,Ċ t ] = 0, difficulties arise when one tries to derive an evolution equation for C t in decomposition (2) (see [14] and [15] , pp. 274-275, Eq. (1.10)). The advantage of canonical variables Φ t , Ψ t is that they allows one to derive and to solve just algebraic equations for matrices R t , C t , ρ t in (2), but not a nonlinear ODE, which can not be written for C t as a local ODE, when [C t ,Ċ t ] = 0 (see [12] ).
A short proof of the normal factorization (2) and explicit representations of the matrix valued coefficients for this decomposition in terms of canonical transformations are considered in section 2.
In section 3, we derive integral representations for the scalar function s t which defines the norm and the phase of the normal decomposition and discuss the index problem, which is essential for systems with B = 0 and implies continuity of s t . The algebraic representations of s t can be calculated faster than the corresponding integral expressions.
Algebraic expressions for s t and the formula for the normal symbol of squeezings are discussed in section 4.
In section 5, we recall some useful facts on L 2 (R n )-representations of multimode squeezings and establish equations representing the inner product of squeezings and compositions of squeezed states. In this way, the orthonormalization procedure for squeezed states can be reduced to standard problems of linear algebra.
The algebraic expressions for components of the Jordan decomposition of matrces generating the canonical transformations are derived in section 6 . This procedure is helpful for solving the problems with degenerate Hamiltonians.
In section 7, we note that in the class of problems with A and B such that [B, AA] = 0, the factorization problem reduces to the eigenvalue problem for the Hermitian matrix AA − B 2 . Numerical tests are considered in section 8. The basic equalities have been checked either analytically or numerically by using Wolfram Mathematica, and these interactive tests are available at [19].
Canonical transformations and normal representation of squeezings
and the group of symplectic matrices e Gt (see [1] , [13] ) such that
The matrices S t preserve (2n × 2n)-block structure (3) and possess the following properties: det S t = 1,
Equations (3) define the evolutionṠ t = S t G = GS t , initial values Φ 0 = I, Ψ 0 = 0, and algebraic representations for a t = U t aU * t , a † t = U t a † U * t , h t , and h t :
The matrices
remain well defined for degenerate G.
The set of canonical commutation relations and the rules for inversion of time
is a corollary of equations (4) and the identity S t S −t = S −t S t = I. More generally, from e G(t±s) = e Gt e ±Gs = e ±Gs e Gt and (4), the matrix analogue of addition-subtraction formulae for sine and cosine follow:
Identities (6) imply the inequality Φ t Φ * t ≥ I, so that the inverse matrix |Φ t | ≥ I, i.e. Φ −1 t exists. The second identity (6) proves that the matries
are symmetric and well defined for all t ≥ 0. Moreover, equation (6) implies
(a † ,Rta † ) in (2) is densely defined at any time t ∈ R. If A = A = 0, then
and the unitary group U t = e it H can be rewritten as a normally ordered composition
where the creation and annihilation operators inside the colon brackets act in the normal order. Explicit equations for s t , g t , f t , and C t readily follow from CCR and the pair of equivalent representations of a t = U t aU * t and a †
By equating the coefficients at a, a † , and at the operator of multiplication by scalar on the left and right hand sides of these equalities, we obtain
In order to calculate e st = 0|e it H |0 , one can use the following equation:
Therefore,
(h, h τ )dτ , and finally we obtain the normal decomposition for squeezings with A = 0:
For Hamiltonian (1), the general form of the normal decomposition
is more similar to an expression used for B = 0 (see [11] ):
The proof of (12) in the general case uses the commutation rules
and the equations for parameters of the normal decomposition which follow from the commutation relations
These relations imply equations for parameters R t , ρ t , C t , g t , h t of the normal decomposition (2):
This system of equations possesses the following solution:
The compatibility of equations (14) for Φ t and Φ t , Ψ t and Ψ t is a remarkable fact:
Thus, the following theorem is proved.
Theorem 1. The vector-valued and matrix-valued coefficients of the normal decomposition (2) of the squeezing with Hamiltonian (1)
are well defined in terms of Φ t and Ψ t by (3). The matrices Φ −1 t and G −1 (e Gt − 1) are well defined for any given A = A T , B = B * at any time t ∈ R.
Integral representations of s t and the index problem
Let us calculate e st by using the vacuum expectation e st = 0|e i Ht |0 (see (2)) and one of the two obvious equations:ṡ t = ie −st 0|e i Ht H|0 orṡ t = ie −st 0| He i Ht |0 . By definition of the vacuum state, we have
Definition (15) of ρ t and canonical transformations (13) justify the relationship
As a corollary of (17) we find the two basic vacuum expectations:
(f t , Af t ) + tr ρ t A and this equality proves Lemma 2.
Lemma 2. For f t and ρ t defined by theorem 1, we have
If A = 0, then ρ t = 0, f t = h t , and (10) coincides with function (18) . An equivalent representation of s t follows fromṡ t = ie −st 0| He i Ht |0 , (4), and the equality e
Equivalence of (18) and (19) was also tested numerically for randomly simulated A, B, and h (see [19] ). The expression for s t in Berezin's book (see [1] , (6.24) in p. 143) differs from (18) and (19). Taking into account the correspondence of notations, his expression of the Table 1 .
Ber
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At least, the factor 1/2 at quadratic form in exponential (20) is missed and numerical values of (19) and (20) are different. As a consequence, the normalization condition ||e it H |0 || 2 = 1 for evolution of the vacuum state is violated if h = 0 (see section 8), and perhaps this was the reason for physicists to ignore [1] and look for alternative theories (see [6] , [7] ). Numerical tests of normalization conditions (18) , (19), (20) are given in [19] .
Recall that tr(X + Y ) = tr X + tr Y and tr XY = tr Y X. In order to represent the integral t 0 tr ρ τ A dτ as an algebraic expression, we apply the R. Feynman formula [14] for the left and right derivatives, whose traces coincide:
These equalities prove that trĊ 
, we obtain an algebraic value for the integral of the last summands in (18) 
with correctly chosen sign (±) which implies the continuity of expressions (23)- (24) tr B are not calculated at a given instant of time t, the local choice of the corresponding branch of the root (±) √ det Φ t is impossible ‡. In order to ensure the continuity of functions in (23)- (24), we consider the definition of the index. A similar problem in quasi-classical quantum theory was solved by V. P. Maslov [4] , who introduced the index for classical trajectories as the difference between the number of positive and negative eigenvalues of the Hessian matrix of the action along the classical trajectory in configuration space associated to the Hamiltonian, the set of initial data and independent variables associated to quantum Hamiltonian.
Recall that numerical values of √ z calculated by Wolfram Mathematica (or MatLab, or other modern computational tool) are nonassosiative v. r. t. multiplication and discontinuous along the negative cut: that is φ = π is the point, where the phase functions are discontinuous [20] . At the same time √ Φ t in (23) is continuous at the origin and Φ 0 = I. In the general case, √ Arg det Φ t is a discontinuous function (see the second line of panels in fig. 1 and the first line of panels in fig. 2 ), because its values must belong to half a circle (for example, either to [0, π], or to [−π/2, π/2]), and at each given instant of time t we have no physical or mathematical reasons to choose either positive or negative branch of the root.
On the other hand, the matrix elements of e Gt = Φ t Ψ t Ψ t Φ t and the left hand sides in (23)-(24) are continuous in t (see the second and the third lines of panels in fig. 2 ). The only disadvantage of representations (23)- (24) is that the numerical integration of tr ρ τ A converges very slow for multimode systems (n > 3). Therefore, the continuity and smoothness of (24) can be ensured either by using non-local integral representation (23) of s t , or by a global continuity construction based on the integer valued index.
An analogue of the construction of index introduced by V. P. Maslov for nondegenerate (recall that det |Φ t | ≥ 1) and non-Herimitian matrices Φ t can be formulated in terms of the polar decomposition Φ t = U t |Φ t |. The index can be defined correctly, if the arguments of unitary eigenvalues of U s have a finite number of jumps in a finite time interval (0, t).
, where λ k (t) are the arguments of eigenvalues e iλ k (t) of U t . Let {T k } : 0 < T 1 < T 2 < . . . < T n(t) < t be the set of instants of 2π-jumps of ϕ(t) from one side of the interval (−π, π] to another during time t (see fig. 2 , panel 1). If ϕ(t) decreases, its jumps from −π to π are positive, and if ϕ(t) increases, the jumps of the argument are negative (see fig. 1 , panels 2 and 5, fig. 2 , panels 2 and 5). Then
tr B+iπInd(0,t)
is a continuous function, where the square root and the index are calculated according to (25) and (26) respectively. Examples of continuous reconstructions of the phase functions are shown in the last two lines of panels in fig. 1 . In next section, we derive a pure algebraic representation of s t for fast numerical implementation.
Algebraic forms of e st and normal symbols of squeezings
For z ∈ C n , define the normalized coherent vector ψ(z) = e (z,a † )−(z,a) |0 = |z . By (24) and by definition of the normal ordering, the normal symbol of e i H 2 t is equal to
(z,ρ t z) , | in the right hand side of (23). The last two panels show Ind(0, t) defined by (26) and reconstructed continuity of the ArgDetΦ(t) (c. f. panel 1 in this figure. and the commutation rule e
where we set x = Az −iBz and x = Az +iBz. If det G = 0, the equations Az −iBz = h, Az + iBz = h are solvable with respect to {z, z} so that
Taking into account (2), (23), and (28), under assumption det G = 0, we obtain an algebraic expression for the scalar multiplier e st :
) . Note that the second exponential can be represented as a symmetric quadratic form in terms of algebraic operations:
The final result of this section is an algebraic representation of s t in terms of the matrices e Gt , G −1 (e Gt − I), and G −2 (e Gt − I − Gt) which are well defined for degenerate and nondegenerate matrices G.
For H = H 2 − (a † , h) + (a, h), we have e st = 0|e i Ht |0 = φ t |e −i H 2 t e i Ht |0 with
where φ t (x) ∈ L 2 (R n ), and R −t = −ρ t , Φ −t = Φ * t . Moreover, the CCR (6) implies two useful identities for determinants: det Φ t det Φ t det(I − R t R t ) = 1 and
Let us prove the unitary equivalence of exponential vectors from 2 and L 2 :
where h t , h t are the same as in (5), and
By taking the time derivative of the left hand side of (32) in 2 representation, we obtain
Note that zero values of coefficients at a, a † , and I are the necessary conditions for this equality. Taking into account the identities Φ −t = Φ * t , Ψ −t = −Ψ T t , we obtain the following equations ḣ ṫ
Consider the integral representation of (33)
and let us transform the above integral to algebraic form:
The symplectic property of canonical transformations (4) implies
Hence from equation (5) we have
Integration of this equality in s over [0, t] readily implies (34). Finally, by combining (30) and (32), we obtain an algebraic expression for e st = 0|e i Ht |0 and also expressions for ψ z = e (a † ,Rta † )−(Gt,a † ) |z and N A,B,h (z, z) = z|ψ z as corollaries. Theorem 2.
1. For abitrary symmetric matrix A, Hermitian matrix B, and complex vector h, the vacuum expectation of the unitary group e it H (2) is equal to
where ρ t = ρ * t , h t and γ t are given by (5) and (34).
The state
where
(z − ρ t z)), and f t = h t − ρ t h t (see (15)).
3. The normal symbol of squeezing (2) is equal to
The coincidence of expressions (18), (19), (29), (35) 
Inner product of squeezed states and composition of squeezings
The inner products of squeezed states are necessary for constructing orthonormal bases, and the symbols of compositions of squeezings allow one to represent in algebraic terms the quantum evolution of multimode systems in some important cases.
In this section we use the well known canonical isometric isomorphysm between
. According to equation (4.1) from [11] , the multimode squeezed state
is unitary equivalent to the Gaussian ψ-function
,(I−Rt) −1 (x+
reduces to integration of the Gaussian function ψ t (x)ψ t (x). Note that R t = R T t , ρ t = ρ T t , and (6) imply a set of useful identities:
is a well defined Gaussian density with correlation matrix Ω t > 0. After integration of a product of Gaussian functions (36) we obtain because from e 2Re st = det(I − R t R t ) and det M = det M T we have
On the other hand,
A simple approach to the composition of squeezings can be given in terms of canonical transformations. Consider U 1 = e −i H 1 , U 2 = e i H 2 with unit time t = 1. We skip here the time dependence because the semigroup property does not hold for the composition U 1 U 2 . The action of U k on functions of a † , a can be expressed in terms of Φ k and Ψ k by (5) . Since the scalar operators U k commute with numerical expressions or matrices with scalar valued coefficients and act just on the creation-annihilation operators, we have
It can be readily proved that Φ 12 and Ψ 12 possess the CCR property (6) . Then
where R 12 = Φ 
These collection of parameters describe the normal ordering of the composition of squeezings:
(a,ρ 12 a)+(f 12 ,a) .
The Jordan decomposition of squeezings
In the general case, the Jordan decomposition G = DJD −1 justifies a useful representation of (2n × 2n)-matrix S t = e Gt = De Jt D −1 as the exponent of the Jordan matrix J with (n k × n k )-blocks J k :
The muliplicity n k of λ k coincides with the rank of J k , and decomposition of
is well defined in regular and degenerate cases. The Jordan blocks J k generate triangle matrices F
(1) 
for i ≥ j; otherwise, F
k (i, j) = 0. The matrices F 
Moreover, the following expressions for components related to Jordan decomposition are satisfied: k (t)) ij = 0. The triangle matrices F t ht)) = e Re (αt+γt−(ht+ρ t ht,ht)) .
Note that the normalization conditions (54) are independent on the index function. The graphs in fig. 1 and fig. 2 were created for randomly chosen A, B, and h: The coincidence of s t in expressions (18) and (29) was tested for random matrices A, B, and the vector h generated numerically by using Wolfram Mathematica. For 3, 4, and 5-modes systems, the representation (29) was implemented 650, 8000, and 141000 times faster; the values of s t calculated by (18) and (29) 
