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Channel Estimation in Massive MIMO under Hardware
Non-Linearities: Bayesian Methods versus Deep Learning
O¨zlem Tugfe Demir, Member, IEEE, Emil Bjo¨rnson, Senior Member, IEEE
This paper considers the joint impact of non-linear hardware impairments at the base station (BS) and user equipments (UEs) on
the uplink performance of single-cell massive MIMO (multiple-input multiple-output) in practical Rician fading environments. First,
Bussgang decomposition-based effective channels and distortion characteristics are analytically derived and the spectral efficiency
(SE) achieved by several receivers are explored for third-order non-linearities. Next, two deep feedforward neural networks are
designed and trained to estimate the effective channels and the distortion variance at each BS antenna, which are used in signal
detection. We compare the performance of the proposed methods with state-of-the-art distortion-aware and -unaware Bayesian
linear minimum mean-squared error (LMMSE) estimators. The proposed deep learning approach improves the estimation quality
by exploiting impairment characteristics, while LMMSE methods treat distortion as noise. Using the data generated by the derived
effective channels for general order of non-linearities at both the BS and UEs, it is shown that the deep learning-based estimator
provides better estimates of the effective channels also for non-linearities more than order three.
Index Terms—Deep learning, hardware impairments, uplink spectral efficiency, distortion-aware receiver, channel estimation,
Rician fading.
I. INTRODUCTION
MASSIVE MIMO (multiple-input multiple-output) witha large number of antennas and fully digital
transceivers at the base stations (BSs), is now a practical
technology whose main concepts are adopted to 5G [2].
Channel estimation using the uplink pilot sequences in both
conventional and massive MIMO is a well-studied problem
[3]–[5] in the case of ideal hardware at both the BS and user
equipments (UEs). However, in practice, transceiver impair-
ments, such as non-linearities in amplifiers, I/Q imbalance,
and quantization errors are inevitable [6]. Some papers in the
massive MIMO literature model the continuous hardware im-
pairments using a stochastic additive model [7]–[10]. However,
behavioral models which utilize some deterministic functions
are expected to model the continuous non-linear distortion
better and are used in many different research areas [1], [11]–
[21].
The non-linear system behavior is often treated by utilizing
the Bussgang decomposition to find an equivalent linear sys-
tem with uncorrelated distortion [7], [14]–[17], [22], [23]. One
can then derive a distortion-aware Bayesian LMMSE estimator
that utilizes the first- and second-order distortion statistics to
estimate the channels, but in doing so the distortion is treated
as independent colored noise, although it depends on the chan-
nel. Furthermore, we should note that deriving the minimum
mean-squared error (MMSE) estimator is usually very hard
in the case of non-linear hardware impairments. Hence, this
brings the need to design new methods to beat the conventional
Bayesian estimators by exploiting the structure of the impaired
signal by hardware non-linearities and, particularly, that the
distortion is dependent on the desired signal.
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There are several works which model and analyze the
impact of hardware non-linearities on massive MIMO using
behavioral modeling [11], [12], [14], [17]–[21], [24]. Recently,
[24] proposed several distortion-aware receivers for uplink
signal detection in massive MIMO. To apply these receivers,
it is necessary for the BS to know the effective channels of the
UEs together with the received signal correlation matrix. This
has motivated us to consider the estimation of the effective
channels, taking into account the BS and UE non-linear
distortion characteristics, instead of only the wireless channels.
To the best of authors’ knowledge, this paper is the first work
which considers channel estimation under both BS and UE
non-linear distortions by using quasi-memoryless polynomial
modeling.
A. Main Contributions
The first novelty of this paper is the derivation of the ef-
fective channels and distortion correlation matrix for arbitrary
symmetric finite-sized constellations in the uplink data trans-
mission when the BS and UEs are subject to third-order quasi-
memoryless polynomial distortion. Note that this model can
represent both amplitude-to-amplitude modulation (AM/AM)
and amplitude-to-phase modulation (AM/PM) distortions and
is used in accordance with previous literature [12], [13], [15],
[16], [25]. We generalize the spectral efficiency (SE) analysis
in [24] by taking the non-linear distortion at the UEs into
account.
As a second contribution, we derive the distortion-aware
LMMSE-based channel estimator analytically for Rician fad-
ing. Then, we utilize the derived analytical models to design
novel deep-learning-based estimators of the effective channels
and distortion variances to implement several uplink receivers.
We train the neural networks to exploit the full structure of
the hardware impairments, instead of treating the distortion as
independent noise as in previous work. We compare our novel
solutions with both distortion-aware and unaware LMMSE
estimators and show that the deep-learning-based alternatives
significantly outperform them.
2Thirdly, we generalize the hardware impairment model to
higher-order quasi-memoryless polynomials and derive the
analytical expressions for effective channels and train the
deep learning network we propose for the effective channel
estimation for any order non-linear distortions at both the BS
and UEs.
Note that the prior conference version of this paper [1]
considers only channel estimation without UE non-linearities
in Rayleigh fading and do not include the distortion variance
estimator and the analytical results for the distortion-aware
LMMSE-based channel estimator.
Reproducible research: All the simulation results can
be reproduced using the Python code and data files
available at: https://github.com/emilbjornson/deep-learning-
channel-estimation.
II. SYSTEM MODEL WITH BS AND UE HARDWARE
IMPAIRMENTS
We consider a single-cell massive MIMO system where
a BS equipped with M antennas serves K single-antenna
UEs simultaneously. In this paper, we focus on the uplink
to mitigate the adverse effects of non-ideal BS and UE
hardware on the system performance. A block-fading model
is considered where the channels between each antenna of the
BS and UEs can be represented by a constant complex-valued
scalar that takes an independent realization in each time-
frequency coherence block [5]. In each block, the channels
are estimated via uplink training using pilot sequences. Then,
the estimated channels are used for signal detection during
uplink data transmission.
In any arbitrary coherence block, the noise and BS-
distortion-free signal u = [u1 ... uM ]
T ∈ CM at the input
of the receive BS antennas in the data transmission phase is
u =
K∑
k=1
gksk = Gs, (1)
whereG = [g1 . . . gK ] ∈ CM×K is the concatenated channel
matrix where gk = [gk1 . . . gkM ]
T ∈ CM is the channel from
the kth UE to the BS. sk ∈ C is the information-bearing signal
of the kth UE and s = [s1 . . . sK ]
T ∈ CK . It is assumed that
all information signals are independent and E{|sk|2} = pk,
for k = 1, . . . ,K , where pk is the transmission power of the
kth UE.
In this paper, we consider spatially uncorrelated Rician fad-
ing channels where each channel vector gk, for k = 1, . . . ,K ,
follows the complex Gaussian distribution
gk ∼ NC(g¯k, βkIM ), (2)
where the mean vector g¯k ∈ CM models the LOS component
of the kth UE. The zero-mean parts of the channels are cir-
cularly symmetric Gaussian random variables and they model
small-scale fading which is assumed to be uncorrelated among
the BS antennas. βk is the large-scale fading coefficient and it
describes the long-term channel effects such as pathloss and
shadowing. The channel statistics {g¯k} and {βk} are assumed
to be known at the BS in accordance with the massive MIMO
literature [5], but practical estimation methods are described
in [2].
Note that in the first part of this paper, we will explore
the effect of non-linearities in the UEs’ and BS’s radio
frequency (RF) hardware and derive the effective channels for
a given realization of the channels. Hence, we will not use the
statistical distributions of the channels. However, in the second
part, we will derive the distortion-aware LMMSE estimator
by considering the first- and second-order statistics of the
channels and train a deep neural network to perform channel
estimation with samples according to the distribution in (2).
We will now investigate the effect that non-ideal hardware has
on u.
A. Quasi-Memoryless Polynomial Modeling of BS Hardware
Impairments
Unlike most of the previous works which utilize stochastic
additive or multiplicative models [7]–[9], we use in this paper
a more refined deterministic behavioral model for the hardware
non-linearities for a more accurate modeling of the main
sources of hardware impairments [11]. One of the major
advantages of the deterministic behavioral models is their
ability to model the physical effect of hardware impairments
on the baseband signals for various implementations using a
small number of parameters. In fact, the modeling does not
depend on a specific RF front-end, but the same non-linear
models can be used with a sufficiently good accuracy for
measuring the performance [6]. In this paper, the non-ideal BS
receiver hardware is modeled as a behavioral non-linear quasi-
memoryless function where both the amplitude and phase
of the received signal are distorted. Considering only the
memoryless non-linearities is a meaningful assumption for
moderate bandwidths such as 20MHz [6]. Furthermore, it is
analytically manageable to derive the moments of the distorted
signals using the considered quasi-memoryless functions. In
the first part of the paper, we will use the following third-order
polynomial model for this kind of distortion in the complex
baseband [6]:
zm = a˜0mum + a˜1m|um|2um, m = 1, . . . ,M, (3)
where zm is the noise-free distorted signal at the m
th BS
antenna and {a˜0m, a˜1m} are complex scalar coefficients,
which means that both AM/AM and AM/PM distortions are
considered [6]. The model in (3) jointly describes the non-
linearities in amplifiers, local oscillators, mixers, and other
hardware components. Note that for the in-band distortion,
the quasi-memoryless polynomials only have the odd order
terms since the even order terms appear out of band [6] and
third-order terms capture the main source for the RF amplifiers
[15], [16]. We further assume that long-term automatic gain
control is utilized, thus a˜lm can be represented by
a˜lm =
alm(
bBSoffE{|um|2}
)l
=
alm(
bBSoff
∑K
k=1(|g¯km|2 + βk)pk
)l , l = 0, 1, (4)
3where {alm} are normalized reference polynomial coefficients
when the input signal to the receiver has a magnitude between
zero and one [25]. In practical communication systems, a
backoff is applied in the low-noise amplifier (LNA) to prevent
clipping due to the nonlinear components. Here, bBSoff is the
backoff parameter at the BS. Using (3), the digital baseband
signal y = [y1 . . . yM ]
T ∈ CM at the BS is given by
y = z+ n, (5)
where z = [z1 . . . zM ]
T ∈ CM is the hardware-distorted
signal from (3) and n ∼ NC(0M , σ2IM ) is uncorrelated noise.
In practice, the initial noise entering into the BS hardware is
also affected by the nonlinear distortion, however the resultant
noise is still uncorrelated with u [24].
Now, we will analyze the UE hardware impairment effect
on the information-bearing signals.
B. Modeling of UE Hardware Impairments
Some works in the literature assume perfect UE hard-
ware [12] when analyzing the BS distortion. However, as
shown in [5], [7], [24], UE hardware impairments can be the
performance-limiting factor since it is not averaged out over
the BS antennas. Most of the works in the literature assume
stochastic additive model for the UE hardware distortion. Note
that in [24], the effect of third-order non-linearities due to the
BS hardware is analyzed where a stochastic additive distortion
is assumed at each UE. In this model, the UE hardware distor-
tion is independent of the uplink data signals. A more realistic
approach is to use a deterministic third-order behavioral model
also at the UEs to take into account the possible non-linearities
and symbol-dependent distortion. The first novelty of this
paper is to study the effect of non-linearities in a symbol-
sampled system by adopting a behavioral model at both the
BS and UEs. Even if some predistortion is applied, we can
model the residual non-linearities at the UE side by using a
third-order quasi-memoryless polynomial model
sk =
√
ηk
(
b˜0ςk + b˜1|ςk|2ςk
)
, (6)
by following the same reasoning for modeling the BS hardware
impairments. In fact, the third order intercept point, which can
be related to the coefficient of the third-order term in (6), is
a common quality measure for the distortion in RF amplifiers
[15]. In (6), ςk is the actual desired signal to be transmitted
from the kth UE with zero mean and E{|ςk|2} = 1. The
complex scalar coefficients {b˜0, b˜1} are given by
b˜l =
bl(
bUEoffE{|ςk|2}
)l = bl(
bUEoff
)l , l = 0, 1, (7)
where {b0, b1} are the normalized reference polynomial coeffi-
cients when the input signal to the transmitter has a magnitude
between zero and one [25].
√
ηk is the scaling factor such
that E{|sk|2} = pk under the assumption that variable-gain
power amplifiers are used at the UEs. Note that the operating
point of the power amplifier of UEs is adjusted with an input
backoff bUEoff which can be the same for all the UEs since we use
a normalized distortion model. Note that hardware distortion
characteristics is assumed to be the same for all the UEs for
analytical tractability.
For notational convenience, we now define the distorted
transmit signal without power scaling as υk , b˜0ςk+b˜1|ςk|2ςk,
for k = 1, . . . ,K . We will use this definition throughout the
paper. We assume the same modulation for all the UEs, which
is particularly useful in massive MIMO systems that aim to
provide uniformly good service to all the UEs. Under the same
modulation assumption, the symbols υk, for k = 1, . . . ,K , are
independent and identically distributed (i.i.d.). This property
will allow us to obtain analytically tractable results, However,
the proposed deep learning based channel estimation can be
used for offline deep learning training for UEs possibly having
different modulations.
If we further define
ζl , E{|ςk|l}, l = 2, 4, 6, . . . , (8)
we can easily find the even order moments of zero-mean i.i.d.
variables υk = b˜0ςk + b˜1|ςk|2ςk using (8). The even order
moments of υk are defined as follows:
χl , E{|υk|l}, l = 2, 4, 6, . . . . (9)
The power scaling parameter ηk in (6) can be found by
evaluating the average power of sk in (6) and equating it to
pk as follows:
E{|sk|2} = ηkχ2 = pk ⇒ ηk = pk
χ2
. (10)
In [24], it is assumed that the actual desired information
signals {ςk} are complex Gaussian in order to maximize
differential entropy when evaluating SE. Different from [24],
we will also consider symmetric finite-sized constellation for
the information signals and design distortion-aware receivers
for signal detection. This is the second novelty of this paper.
In the next part, we will derive the effective channels for a
general class of information signals.
III. EFFECTIVE CHANNELS FOR THIRD-ORDER
NON-LINEARITIES
We consider one fixed channel realization G in an arbi-
trary coherence block and let E|G{.} denote the conditional
expectation given G. Following the Bussgang decomposition
approach [14], [22]–[24], the digital baseband signal in (5)
can be written as a summation of the LMMSE estimate of y
given ς = [ς1 ... ςK ]
T ∈ CK plus the additive distortion term
as follows:
y = CyςC
−1
ςς ς + µ, (11)
where Cyς ∈ CM×K and Cςς ∈ CK×K are defined as
Cyς = E|G{yςH} and Cςς = E|G{ςςH} = E{ςςH}. Note
that µ = y − CyςC−1ςς ς and it is uncorrelated with ς by
construction. Cςς is by assumption given by Cςς = IK .
We call Cyς the effective channel since the signal term
in (11) is CyςC
−1
ςς ς = Cyςς , thus the system effectively
behaves as a non-distorted system with channel matrix Cyς
and additive noise µ. Note that the effective channel Cyς
is a non-linear function of the physical channel matrix G
and symbol constellation. The (m, k)th element of Cyς , i.e.,
4[Cyς ]mk is the effective channel between the k
th UE and the
mth BS antenna, and it is given by
[Cyς ]mk = E|G{ymς∗k} = E|G{zmς∗k}
= a˜0mE|G{umς∗k}+ a˜1mE|G{|um|2umς∗k}. (12)
Let us find the expectations in the last term in the sequel. The
first one is given by
E|G{umς∗k} =
K∑
l=1
glmE{slς∗k}
(a)
= gkmE{skς∗k}
(b)
= gkm
√
ηk
(
b˜0 + ζ4b˜1
)
, (13)
where we used the independence of the zero-mean data signals
of different UEs in (a) and symbol moments defined in (8) in
(b), respectively. The second expectation in (12) is given by
E|G{|um|2umς∗k}
= E|G
{
K∑
l1=1
gl1msl1
K∑
l2=1
g∗l2ms
∗
l2
K∑
l3=1
gl3msl3ς
∗
k
}
=
K∑
l1=1
gl1m
K∑
l2=1
g∗l2m
K∑
l3=1
gl3mE{sl1s∗l2sl3ς∗k}. (14)
We will evaluate the symbol moments E{sl1s∗l2sl3ς∗k} for
Gaussian and finite-sized constellations. For ease of notation,
let us define
g˜km , gkm
√
ηk, (15)
which represents the channel gain with power control. Now,
using (13), (14), and (15), [Cyς ]mk can be expressed as
[Cyς ]mk = a˜0mg˜km
(
b˜0 + ζ4b˜1
)
+ a˜1m
K∑
l1=1
g˜l1m
K∑
l2=1
g˜∗l2m
K∑
l3=1
g˜l3mE{υl1υ∗l2υl3ς∗k}.
(16)
This expression holds for data signals that are either Gaussian
or belong to the finite-sized constellation. We assume standard
finite-sized constellations that satisfy the 90◦ circular shift
symmetry. This implies that if ς is a point in the constellation,
then ςej
pi
2
s for s = 1, 2, 3 is also a constellation point. This
kind of symmetry exists in most practically used constel-
lations: PSK of dimension divisible by four, square QAM,
circular QAM, etc. For these constellations, it is easy to prove
that for any l1, l2 ∈ Z+, E{ς l1k ς∗k l2} = 0 if l1 − l2 6= 4i for
any i ∈ Z under the equal symbol probability assumption. This
property is also satisfied by circularly symmetric Gaussian data
signals. Under the shift symmetry, it can easily be shown that
for any l1, l2 ∈ Z+, distorted symbols satisfy E{υl1k υ∗kl2} = 0
if l1 − l2 6= 4i for any i ∈ Z. In this case, E{υl1υ∗l2υl3ς∗k}
in (16) is given by the following lemma which is valid for
Gaussian and symmetric finite-sized constellation data signals.
Lemma 1: Suppose that for any l1, l2 ∈ Z+, the i.i.d. random
variables {ςk} satisfy E{ς l1k ς∗k l2} = 0 if l1 − l2 6= 4i for
any i ∈ Z. Then, the moments E{υl1υ∗l2υl3ς∗k} where υk =
b˜0ςk + b˜1|ςk|2ςk, are given in (17) at the top of the following
page, where
Br1,r2 , b˜r1 b˜
∗
r2
, (18)
Br1,r2,r3 , b˜r1 b˜
∗
r2
b˜r3 . (19)
Proof: Please see Appendix A.
Using (16) and Lemma 1 for symbol constellations that have
the 90◦ circular shift symmetry, the elements of the effective
channel in (16) for constellation with symbol moments ζl =
E{|ςk|l}, l = 2, 4, 6, . . . are given by
[Cyς ]mk = a˜0mg˜km
(
b˜0 + ζ4b˜1
)
+ a˜1m|g˜km|2g˜km
(
ζ10B1,1,1 + 2ζ8B1,1,0 + ζ8B1,0,1
+ 2ζ6B0,0,1 + ζ6B0,1,0 + ζ4B0,0,0
)
+ 2a˜1mg˜km
(
b˜0 + ζ4b˜1
)
×
(ζ6B1,1 + ζ4B1,0 + ζ4B0,1 +B0,0)
K∑
l=1,l 6=k
|g˜lm|2. (20)
Remark: The derived effective channels are valid for any
channel model and depend on the instantaneous physical
channels. Hence, they can be used for any channel model.
We have expressed the received signal at the BS in the form
y = Cyςς + µ and derived the elements of effective channel
matrix Cyς . In the following sections, we will analyze the
SE of distortion-aware receivers using the derived effective
channels, and then use (20) for channel estimation.
IV. SPECTRAL EFFICIENCY
In this section, we quantify the performance of several
distortion-aware receivers under a perfect channel state infor-
mation (CSI) assumption while we consider classical and deep
learning-based channel estimation schemes later. It is claimed
in [24] that distortion correlation between BS antennas has
negligible impact on the uplink SE if the number of users
is sufficiently large (K > 5) and their SNR variations are
relatively small. As an extension, we will quantify the gap
between two linear receivers which either take into account the
distortion correlation between different BS antennas or not by
analyzing third-order quasi-memoryless polynomial distortion
at both BS and UEs.
Since we want to quantify the SE, we assume the uplink data
signals are circularly symmetric Gaussian which maximizes
the differential entropy, i.e., ς ∼ NC(0K , IK).
The elements of the effective channel matrix can easily be
found by evaluating (20) for Gaussian signals, i.e., ζl = (l/2)!,
for l = 2, 4, . . ..
The distortion correlation matrix is given by
Cµµ = E|G{µµH} = Czz + σ2IM −CyςCHyς , (21)
where Czz = E|G{zzH} and we use the uncorrelatedness of
ς and µ.
Before deriving the elements of Czz , we prove another
lemma which is valid for Gaussian or symmetric finite-sized
constellation data signals for ease of reference.
Lemma 2: Let A ∈ CK×K and B ∈ CK×K denote two
deterministic matrices. For any l1, l2 ∈ Z+ and K zero-mean
5E{υl1υ∗l2υl3ς∗k} =

ζ10B1,1,1 + 2ζ8B1,1,0 + ζ8B1,0,1 + 2ζ6B0,0,1 + ζ6B0,1,0 + ζ4B0,0,0, if l1 = l2 = l3 = k,
(b˜0 + ζ4b˜1)(ζ6B1,1 + ζ4B1,0 + ζ4B0,1 +B0,0), if l1 = k 6= l2 = l3,
(b˜0 + ζ4b˜1)(ζ6B1,1 + ζ4B1,0 + ζ4B0,1 +B0,0), if l3 = k 6= l2 = l1,
0, otherwise.
(17)
i.i.d. random variables {υk} such that E{υl1k υ∗kl2} = 0 if l1−
l2 6= 4i for any i ∈ Z, the following holds:
1) E{υυHAυυH}
= χ22A+ χ
2
2tr(A)IK + (χ4 − 2χ22)diag(A), (22)
2) E{υυHAυυHBυυH}
= χ32
(
AB+BA+ tr(A)B+ tr(B)A
+ tr(A)tr(B)IK + tr(AB)IK
)
+ (χ4χ2 − 2χ32)
(
diag(A)B+ diag(B)A+Adiag(B)
+Bdiag(A) + diag(AB+BA) + tr(A)diag(B)
+ tr(B)diag(A) + tr
(
diag(A)diag(B)
)
IK
)
+ (χ6 − 9χ4χ2 + 12χ32)diag(A)diag(B), (23)
where υ = [ υ1 . . . υK ]
T ∈ CK and the moments of υk are
{χl} defined in (9).
Proof: Please see Appendix B for the proof.
The (m,n)th element of Czz can be expressed as follows:
[Czz]mn = E|G{zmz∗n}
= E|G{(a˜0mum + a˜1m|um|2um)(a˜0nun + a˜1n|un|2un)∗}
= E|G
{(
a˜0m(g˜
∗
m)
H
υ + a˜1m|(g˜∗m)Hυ|2(g˜∗m)Hυ
)
×(
a˜0n(g˜
∗
n)
H
υ + a˜1n|(g˜∗n)Hυ|2(g˜∗n)Hυ
)∗}
= a˜0ma˜
∗
0nE|G
{
(g˜∗m)
H
υυ
H g˜∗n
}
+ a˜1ma˜
∗
0nE|G
{
(g˜∗m)
H
υυ
H g˜∗m(g˜
∗
m)
H
υυ
H g˜∗n
}
+ a˜0ma˜
∗
1nE|G
{
(g˜∗m)
H
υυ
H g˜∗n(g˜
∗
n)
H
υυ
H g˜∗n
}
+ a˜1ma˜
∗
1nE|G
{
(g˜∗m)
H
υ×
υ
H g˜∗m(g˜
∗
m)
H
υυ
H g˜∗n(g˜
∗
n)
H
υυ
H g˜∗n
}
, (24)
where g˜m , [ g˜1m . . . g˜Km ]
T ∈ CK , for m = 1, . . . ,M .
Note that the four terms in the last part of (24) can be
calculated using Lemma 2.
In order to compute the SE using the above results, consider
the combining vector vk ∈ CM to be applied to the received
signal y in (5) for the kth user data signal detection. In this
case, the instantaneous signal-to-interference-plus-noise ratio
(SINR) for the kth user is given by
SINRk =
vHk [Cyς ]k[Cyς ]
H
k vk
vHk (Cµµ +
∑
i6=k[Cyς ]i[Cyς ]
H
i )vk
, (25)
where [Cyς ]k denotes the k
th column of the effective chan-
nel matrix Cyς . Using (25), the ergodic achievable SE
EG{I(ςk;vHk y)} is lower bounded as [24]
EG{I(ςk;vHk y)} ≥ EG{log2(1 + SINRk)}, (26)
where EG{.} denotes the expectation with respect to physical
channel matrix G. In [24], the distortion-aware MMSE (DA-
MMSE) receiver is found by maximizing SINRk in (25) as
follows:
vDA-MMSEk =
(
Cµµ +
∑
i6=k
[Cyς ]i[Cyς ]
H
i
)−1
[Cyς ]k
=
(
Czz + σ
2IM − [Cyς ]k[Cyς ]Hk
)−1
[Cyς ]k. (27)
In order to apply the DA-MMSE receiver in (27), the BS
should estimate the effective channel matrix Cyς and the
received data signal correlation matrix Czz + σ
2IM . Since
the signals received at different antennas of the BS are inde-
pendent for the channel model in (2), the optimum effective
channel estimation can be implemented element-wise. Using
this, in this paper, we present several schemes for effective
channel estimation. However, the estimation of the received
signal correlation matrix Czz + σ
2IM involves the received
pilot signals at all the BS antennas. The received signal
correlation matrix is conditioned on a channel realization
and thus changes for each coherence block, hence it does
not represent long-term statistics unlike the large-scale fading
coefficients. This correlation matrix can be estimated using
the data collected in each coherence block but the errors can
be substantial due to the short data length especially when
coherence length is small. As an alternative, we can simplify
Cµµ in (27) as Cµµ ⊙ IM and obtain the element-wise DA-
MMSE (EW-DA-MMSE) receiver
vEW-DA-MMSEk =
(
Cµµ ⊙ IM +
∑
i6=k
[Cyς ]i[Cyς ]
H
i
)−1
[Cyς ]k,
(28)
where the BS should estimate only the diagonal elements of
Cµµ using element-wise techniques which are more compu-
tationally efficient. Note that, the simplification Cµµ ⊙ IM
has been used in several papers for analytical tractability.
In [24], the effect of neglecting off-diagonal elements of
distortion correlation matrix has been discussed. Here, we
propose the receiver (28) for an efficient element-wise channel
estimation from a different perspective, i.e., not to analyze its
effect on SE, but to implement a practical receiver. We will
analyze the performance of this receiver compared to the DA-
MMSE receiver that does not neglect off-diagonal elements in
evaluating (25). Distortion-aware maximum-ratio combining
(DA-MRC) and regularized zero-forcing (DA-RZF) receivers
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Fig. 1. SE of DA-MRC, DA-RZF, EW-DA-MMSE, and DA-MMSE for M =
100 and K = 10.
can also be used without knowing Cµµ but only the effective
channels Cyς :
vDA-MRCk = [Cyς ]k, (29)
vDA-RZFk = [Cyς
(
CHyςCyς + σ
2IK
)−1
]k. (30)
We will now look at the SE of the distortion-aware re-
ceivers using the 3GPP Urban Microcell model in [26] with
a 2GHz carrier frequency and 20MHz bandwidth. The large-
scale fading coefficients, shadowing parameters, probability
of LOS, and the Rician factors are simulated based on [26,
Table B.1.2.1-1, B.1.2.1-2, B.1.2.2.1-4]. The BS antenna array
and the UE heights from the ground are 10m and 1.5m,
respectively. The noise variance is σ2 = −96 dBm. The
number of BS antennas is M = 100, and K = 10 users are
uniformly distributed in a cell of 250m×250m. The BS and
UE hardware distortions are both modeled using a 3rd-order
quasi-memoryless polynomial whose coefficients are obtained
by curve-fitting to the AM/AM and AM/PM distortions of
a measured GaN amplifier operating at 2.1GHz; see [25].
The backoff parameters bBSoff and b
UE
off are both 7 dB. Maximum
transmission power for the UE antennas is 200mW and the
heuristic uplink power control in [5, Section 7.1.2] with
∆ = 20 dB is applied to determine {pk}.
Fig. 1 shows the cumulative distribution function (CDF) of
the SE of an arbitrary UE. The figure is generated from 250
different setups where the results of 100 channel realizations
are averaged for each point. We observe that the SE of the
EW-DA-MMSE receiver provides higher rate by exploiting the
diagonal terms of the distortion correlation matrix compared to
DA-MRC and DA-RZF which only use the effective channels.
Although DA-MMSE results in higher SE, especially for high
signal-to-noise ratio (SNR) UEs, EW-DA-MMSE allows using
efficient element-wise estimation techniques as we will see
later.
V. EFFECTIVE CHANNEL ESTIMATION WITH LMMSE
In this section, we derive the LMMSE estimator of the
effective channel. Let τp denote the uplink training duration
in samples per coherence block. In the uplink training phase,
all users simultaneously send pilot sequences to the BS. Let
ϕk ∈ Cτp denote the pilot sequence of the kth UE where
||ϕk||2 = τp, for k = 1, ...,K . Using the same hardware
impairment model as in (6), let ϕ˜kn denote the n
th element of
the UE hardware distorted pilot sequence, i.e.,
ϕ˜kn = b˜0ϕkn + b˜1|ϕkn|2ϕkn, n = 1, . . . , τp. (31)
The transmitted pilot sequence for the kth UE is given by
{√η˜kϕ˜kn} where η˜k is selected as follows to make the average
transmit power equal to pk:
η˜k =
τppk∑τp
n=1 |ϕ˜kn|2
. (32)
Let z
p
m ∈ Cτp denote the noise-free distorted signal at the mth
antenna of the BS. The nth element of zpm is given by
zpmn =
1∑
l=0
a˜lm
( K∑
k=1
gkm
√
η˜kϕ˜kn
)∣∣∣∣ K∑
k=1
gkm
√
η˜kϕ˜kn
∣∣∣∣2l,
n = 1, ..., τp. (33)
Then, the received baseband signal at the mth antenna of the
BS in the uplink training phase is given by
ypm = z
p
m + n
p
m, (34)
where n
p
m ∈ Cτp is the uncorrelated thermal noise with npm ∼
NC(0τp , σ2Iτp).
The ideal channel estimator is the MMSE estimator, which
is normally used for distortion-free systems [5]. However,
the MMSE channel estimator is hard to compute using the
received signal in (34) since it is not a linear Gaussian
model unlike its distortion-free counterpart. Instead, we will
restrict ourselves to the LMMSE estimator as a benchmark
for the deep learning solution we will propose in Section
VI. Two different LMMSE channel estimation schemes can
be designed under hardware impairments. The first one is a
distortion-unaware LMMSE estimator which simply neglects
the third order non-linear distortions and assumes an ideal
linear model. In this case, the distortion-unaware LMMSE
estimator estimates the physical channels {gkm}. The second
option is to estimate the effective channel matrix presented
in the previous section, Cyς from (34), and exploiting the
expressions derived in previous sections. Now, we will discuss
these approaches in detail.
A. Distortion-Unaware LMMSE Estimator
If we assume that the pilot vectors {ϕk} are mutually
orthogonal, i.e. ϕHk ϕk′ = 0, ∀k′ 6= k, the distortion-unaware
LMMSE estimate of the physical channel gkm, which neglects
the distortions (a˜0m = 1, a˜1m = 0, b˜0 = 1, b˜1 = 0, and
η˜k = pk) is given by
gˆkm = g¯km +
√
pkβk
τppkβk + σ2
(ϕHk y
p
m −
√
pkτpg¯km). (35)
This is the true LMMSE estimator in the absence of distortion,
but can also be used by a BS unaware of its and the UEs’
distortions.
7B. Distortion-Aware LMMSE Estimator
The distortion-aware LMMSE estimator takes into account
the first- and second-order statistics of the distorted signals
and effective channel while effectively treating the additive
distortion term µ in (11) as a colored noise term which is
independent of data signal vector ς , because the LMMSE
estimator would coincide with the optimal MMSE estimator
in that special case. However, µ is clearly a function of ς and
more efficient methods can be developed to exploit the non-
linear hardware characteristics, which is what we will do in
Section VI.
Remark: The effective channels are functions of not only
the physical channels but also the statistics of the data signals,
which makes the estimation of effective channels modulation-
dependent unlike the physical channel estimation in ideal
linear systems.
We consider LMMSE estimation of the effective channel
matrix Cyς whose expression is given in (20) for the data
signals with the 90◦ circular shift property. The LMMSE
estimate of the (m, k)th element of Cyς given y
p
m is given
by
[Cˆyς ]mk = [C¯yς ]mk +C[Cyς ]mkypmC
−1
y
p
my
p
m
(ypm − y¯pm),
k = 1, ....,K, m = 1, ...,M, (36)
where
y¯pm = E{ypm} ∈ Cτp , (37)
C¯yς = E{Cyς} ∈ CM×K , (38)
C[Cyς ]mky
p
m
= E
{(
[Cyς ]mk − [C¯yς ]mk
)(
ypm − y¯pm
)H}
∈ C1×τp , (39)
Cypmy
p
m
= E
{(
ypm − y¯pm
)(
ypm − y¯pm
)H} ∈ Cτp×τp . (40)
We will now compute the expectations in (37)-(40). Let us
first define the following vectors:
ϕ˜n =[
√
β1η˜1ϕ˜
∗
1n . . .
√
βK η˜K ϕ˜
∗
Kn ]
T ∈ CK ,
n = 1, . . . , τp, (41)
h¯m =[ g¯1m/
√
β1 . . . g¯Km/
√
βK ]
T ∈ CK ,
m = 1, . . . ,M, (42)
h˜m =[ (g1m − g¯1m)/
√
β1 . . . (gKm − g¯Km)/
√
βK ]
T
∈ CK , m = 1, . . . ,M. (43)
Note that the elements of h˜m are i.i.d. NC(0, 1), hence we can
use the results of Lemma 2 when computing the expectations.
Using (41)-(43), we can express
ypmn =a˜0mϕ˜
H
n (h¯m + h˜m) + a˜1mϕ˜
H
n (h¯m + h˜m)×
(h¯m + h˜m)
H
ϕ˜nϕ˜
H
n (h¯m + h˜m) + n
p
mn, (44)
[Cyς ]mk =c˜0me
H
k (h¯m + h˜m) + c˜1me
H
k (h¯m + h˜m)×
(h¯m + h˜m)
Heke
H
k (h¯m + h˜m)
+ c˜2m
K∑
l 6=k
eHl (h¯m + h˜m)(h¯m + h˜m)
Hel×
eHk (h¯m + h˜m), (45)
where ek ∈ CK is the vector whose only nonzero element is√
βkηk at the index k and the following parameters are defined
for ease of notation:
c˜0m =a˜0m(b˜0 + ζ4b˜1), (46)
c˜1m =a˜1m
(
ζ10B1,1,1 + 2ζ8B1,1,0 + ζ8B1,0,1 + 2ζ6B0,0,1
+ ζ6B0,1,0 + ζ4B0,0,0
)
, (47)
c˜2m =2a˜1m(b˜0 + ζ4b˜1)(ζ6B1,1 + ζ4B1,0 + ζ4B0,1 +B0,0).
(48)
Let us define the following functions for ease of notation:
Em1(a1,b1) , E
{
aH1 (h¯m + h˜m)(h¯m + h˜m)
Hb1
}
, (49)
Em2(a1,b1, a2,b2) , E
{
aH1 (h¯m + h˜m)×
(h¯m + h˜m)
Hb1a
H
2 (h¯m + h˜m)(h¯m + h˜m)
Hb2
}
,
(50)
Em3(a1,b1, a2,b2, a3,b3) , E
{
aH1 (h¯m + h˜m)×
(h¯m + h˜m)
Hb1a
H
2 (h¯m + h˜m)(h¯m + h˜m)
Hb2×
aH3 (h¯m + h˜m)(h¯m + h˜m)
Hb3
}
. (51)
Now, using the definitions in (41)-(51), the elements of (37)-
(40) are given in (52)-(55) at the top of the following page.
Note that most of the terms in (22)-(23) become zero since
the vector h˜m is Gaussian distributed. In addition, the circular
symmetric property of h˜m results in zero expectations for
some terms in (54) and (55). For ease of notation, let us define
the following set of functions:
Hm(x,y) , x
H h¯mh¯
H
my, m = 1, . . . ,M. (56)
Using Lemma 2 and the functions in (56), we can obtain the
following lemma for the calculation of the expectations in (54)
and (55).
Lemma 3: Let a1 ∈ CK , a2 ∈ CK , a3 ∈ CK , b1 ∈ CK ,
b2 ∈ CK , and b3 ∈ CK denote arbitrary deterministic vectors.
For the vectors defined in (42)-(43), the following hold:
1) Em1(a1,b1) = Hm(a1,b1) + aH1 b1. (57)
2) Em2(a1,b1, a2,b2) = Hm(a1,b1)Hm(a2,b2)
+
∑
i1,i2,j1,j2∈{1,2}
i1 6=j1, i2 6=j2
(
Hm(ai1 ,bi2) +
aHi1bi2
2
)
aHj1bj2 .
(58)
3) Em3(a1,b1, a2,b2, a3,b3)
= Hm(a1,b1)Hm(a2,b2)Hm(a3,b3)
+
∑
i1,i2,j1,j2,k1,k2∈{1,2}
i1 6=j1 6=k1, i2 6=j2 6=k2,
i1 6=k1, i2 6=k2
(
Hm(ai1 ,bi2)Hm(aj1 ,bj2)a
H
k1
bk2
4
+
Hm(ai1 ,bi2)a
H
j1
bj2a
H
k1
bk2
2
+
aHi1bi2a
H
j1
bj2a
H
k1
bk2
6
)
.
(59)
Proof: This can easily be proved by expanding the
products in the expectations and eliminating the terms with
zero-mean by utilizing the circular symmetric property of
8y¯pmn = E{ypmn} = a˜0mϕ˜Hn h¯m + a˜1mϕ˜Hn h¯mh¯Hmϕ˜nϕ˜Hn h¯m + 2a˜1mϕ˜Hn h¯mϕ˜Hn ϕ˜n, (52)
[C¯yς ]mk = E{[Cyς ]mk} = c˜0meHk h¯m + c˜1meHk h¯mh¯HmekeHk h¯m + 2c˜1meHk h¯meHk ek + c˜2m
K∑
l 6=k
eHl h¯mh¯
H
mele
H
k h¯m
+ c˜2m
K∑
l 6=k
eHl h¯me
H
k el + c˜2m
K∑
l 6=k
eHl ele
H
k h¯m
= c˜0m
√
ηkg¯km + c˜1m
√
ηkg¯km
(
ηk|g¯km|2 + 2ηkβk
)
+ c˜2m
√
ηkg¯km
K∑
l 6=k
(
ηl|g¯lm|2 + ηlβl
)
, (53)
[
C[Cyς ]mky
p
m
]
n
= E
{(
[Cyς ]mk − [C¯yς ]mk
)(
ypmn − y¯pmn
)∗}
= c˜0ma˜
∗
0mEm1(ek, ϕ˜n) + c˜0ma˜∗1mEm2(ek, ϕ˜n, ϕ˜n, ϕ˜n)
+ c˜1ma˜
∗
0mEm2(ek, ek, ek, ϕ˜n) + c˜1ma˜∗1mEm3(ek, ek, ek, ϕ˜n, ϕ˜n, ϕ˜n)
+ c˜2ma˜
∗
0m
K∑
l 6=k
Em2(el, el, ek, ϕ˜n) + c˜2ma˜∗1m
K∑
l 6=k
Em3(el, el, ek, ϕ˜n, ϕ˜n, ϕ˜n)− [C¯yς ]mk
(
y¯pmn
)∗
,
(54)[
Cypmy
p
m
]
nj
= E
{(
ypmn − y¯pmn
)(
ypmj − y¯pmj
)∗}
= |a˜0m|2Em1(ϕ˜n, ϕ˜j) + a˜0ma˜∗1mEm2(ϕ˜n, ϕ˜j, ϕ˜j , ϕ˜j)
+ a˜1ma˜
∗
0mEm2(ϕ˜n, ϕ˜n, ϕ˜n, ϕ˜j) + |a˜1m|2Em3(ϕ˜n, ϕ˜n, ϕ˜n, ϕ˜j , ϕ˜j , ϕ˜j)− y¯pmn
(
y¯pmj
)∗
+ σ2δnj.
(55)
h˜m. For high-order moments, Lemma 2 is applied for the
vectors h˜m whose elements are zero-mean unit-variance i.i.d.
circularly symmetric Gaussian random variables. Note that the
results of Lemma 3 follow considering all the combinations
for the nonzero mean terms.
We can use these closed-form expressions to compute the
distortion-aware LMMSE estimator in (36). However, finding
the LMMSE estimator for the diagonal elements of the dis-
tortion correlation matrix Cµµ in (21) is very complicated. In
the numerical results, we will use Monte Carlo estimation for
these correlation elements and compare the performance of it
with the proposed deep learning estimator.
In the next part, we will propose a deep learning based
architecture for efficient estimation of the effective channels
in (20) and diagonal elements of distortion correlation matrix
given in (21). It can both reduce complexity and improve
estimation performance.
VI. EFFECTIVE CHANNEL AND ELEMENT-WISE
DISTORTION CORRELATION ESTIMATION WITH DEEP
LEARNING
In this section, we propose two deep feedforward neural
networks with fully-connected layers in order to realize es-
timation of the effective channel and distortion correlation
whose analytical expressions given in (20), (21), and (24) are
used to train the model-driven networks.
A feedforward neural network with P fully-connected layers
presents a non-linear mapping from an input vector r0 ∈ RN0
to an output vector rP ∈ RNP through P iterative functions:
rp = σp(Wprp−1 + bp), p = 1, ..., P, (60)
where Wp ∈ RNp×Np−1 is the weighting matrix at the pth
layer and bp ∈ RNp is the corresponding bias vector. σp(.)
is the activation function for the pth layer and it is used to
introduce non-linearity to the considered mapping. Without
the non-linearity, the overall mapping from the input vector to
the output vector is simply an affine function. The power of
deep learning lies in the use of effective non-linear activation
functions in multiple successive layers. In this way, a properly
designed deep learning network can learn how the hardware
has impaired the desired signal during uplink training and
data transmission. Furthermore, it can exploit this information
to learn a more effective channel and distortion correlation
estimation approach compared to the LMMSE-based methods
derived in Section V. In supervised learning, deep neural
networks are trained using training data that is given by a
set of input-output vector pairs, i.e., {rt0, r˜tP }Tt=1 where T is
the training size. Here, r˜tP is the desired output for the given
input vector rt0. A loss function is used for the optimization
of the parameters {Wp,bp}Pp=1 as follows:
L
({Wp,bp}Pp=1) = 1T
T∑
t=1
l(r˜tP , r
t
P ), (61)
where l(., .) : RNP × RNP → R is the loss function of the
desired output and the actual output when rt0 is the input. The
deep learning optimization algorithms aim at minimizing the
loss in (61). For further details on deep learning, please refer
to the references [27], [28].
We propose the feedforward neural network structures in
Fig. 2 and Fig. 3 for the estimation of effective channel
and diagonal elements of the distortion correlation matrix.
Since the small-scale fading coefficients are independent for
each antenna of the BS, we will train the neural networks
in Fig. 2 and Fig. 3 for a single antenna element and use
it for each antenna for the estimation of effective channels
and element-wise distortion correlation. Even if the small-scale
fading coefficients are correlated, we can use these structures
9for a simple and computationally efficient approach since it is
not mandatory to utilize the correlation. The elements of the
effective channel and distortion correlation matrix are given in
(20) and (21), respectively. If we focus on the mth antenna’s
channels, the first 2K inputs of the proposed networks are the
real and imaginary parts of the processed received signals in
uplink training phase by correlating them with pilot sequences
as
ϕ
H
k y
p
m, k = 1, ...,K, (62)
which represents a naive estimate of gkm without taking into
account the additional distortion terms.
Remark: Note that we assumed orthogonal pilot sequences
when deriving the distortion-unaware LMMSE estimator in
(35) whereas we did not specify any structure for the pilot
sequences in the distortion-aware LMMSE estimator in (36).
Even if we use orthogonal pilot sequences, perfect despreading
of the received signals by correlation in (62) is not possible
unlike the distortion-free scenario. This means that the pro-
cessed signals in (62) are not independent for different users.
The other inputs of the neural networks are the
square roots of the scaled channel gain over noise, i.e.,√
(βk + |g¯km|2)ηk/σ2 for k = 1, . . . ,K , which depend on
the long-term channel parameters and known at the BS.
Note that the ReLU activation function [27], [28] is used
in the hidden layers of the deep neural networks presented in
Fig. 2 and Fig. 3.
The outputs of the channel estimator in Fig. 2 are the real
and imaginary parts of the effective channel elements. In the
element-wise distortion correlation estimator in Fig. 3, we
take the logarithm of the diagonal elements of the distortion
correlation matrix after normalizing it with the noise variance.
Note that [Cµµ]mm/σ
2 is always greater than or equal to 1,
hence the logarithm always results in a non-negative number.
The reason for taking the logarithm is to make the distribution
of the output more uniform, which improves the learning.
At the output layer of the deep neural network in Fig. 2,
linear activation is used since the outputs can take both positive
and negative values whereas the ReLU activation is used at the
output layer in Fig. 3 where we exploit the knowledge that the
logarithm of the normalized diagonal elements of the distortion
correlation matrix is always nonnegative.
When training the neural networks in Fig. 2 and Fig. 3, one
of the main difficulties is the fluctuant SNR values. In order
to simplify the learning, we can arrange the order of inputs
and outputs such that their indices are according to descending
or ascending channel gains which are the last K inputs of the
networks. It is observed empirically that this method improves
the learning.
VII. EFFECTIVE CHANNELS FOR GENERAL
QUASI-MEMORYLESS DISTORTION AND DEEP
LEARNING-BASED ESTIMATION
We will now derive the effective channel during data trans-
mission for general quasi-memoryless distortion of any order
at the BS and UEs.
If we assume (2R+1)th order quasi-memoryless distortion
at the UEs, the transmitted distorted signal from the kth UE
is sk =
√
ηkυk where
υk =
R∑
r=0
b˜r|ςk|2rςk, (63)
where b˜r is given by
b˜r =
br
(bUEoff )
r
, r = 0, 1, . . . , R, (64)
and {br} are the reference polynomial coefficients consistent
with (7). The following lemma proves an important result that
we will use later on.
Lemma 4: For zero-mean data symbols ςk satisfying
E{ς l1k (ς∗k )l2} = 0, l1 − l2 6= 4i for any i ∈ Z, (65)
for any l1, l2 ∈ Z+, it is true for the distorted data symbol υk
defined in (63) that
E{υl1k (υ∗k)l2−1ς∗k} = 0, l1 − l2 6= 4i for any i ∈ Z, (66)
E{υl1k (υ∗k)l2} = 0, l1 − l2 6= 4i for any i ∈ Z, (67)
for any l1, l2 ∈ Z+.
Proof: The proof easily follows from the definition of υk
in (63).
Generalizing the notation and analysis from Section II to
(2T + 1)th order quasi-memoryless distortion at the BS, the
noise-free distorted digital baseband signal at BS antenna m
during uplink data transmission phase is given by
zm =
T∑
t=0
a˜tm|um|2tum, m = 1, . . . ,M, (68)
where {a˜tm} are the distortion polynomial coefficients as
defined in (4). Then, the (m, k)th element of the effective
channel Cyς , i.e., [Cyς ]mk is given by
[Cyς ]mk = E|G{ymς∗k} = E|G{zmς∗k}
=
T∑
t=0
a˜tmE|G{|um|2tumς∗k}. (69)
For data signals satisfying the 90◦ circular shift symmetry, if
we define St = min(t+1,K), E|G{|um|2tumς∗k} in (69) can
be expressed as in (70) at the top of the following page. Note
that (70) is derived using some combinatorial manipulations.
The conditions under the summation symbols ensure that all
the terms in (70) are distinct. Furthermore, most of the terms
become zero due to the conditions by Lemma 4. Even though
(70) may seem complex, E|G{|um|2tumς∗k} can be calculated
easily for small t values. Note that t is at most T , which is
typically 1, 2, 3, or 4 when dealing with non-linear hardware
[6], [25].
Note that the above analytical results can be efficiently
used to generate large number of training samples for the
deep learning network in Fig. 2 for the effective channel
estimation. Since it is hard to derive the elements of distortion
correlation matrix Cµµ for general-order non-linear model, we
restrict ourselves to DA-MRC and DA-RZF receivers in (29),
(30) which use only the effective channel estimates for signal
detection under general hardware distortion.
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...
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Fig. 2. Deep feedforward neural network for effective channel estimation.
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...
ℜ{ϕHKypm} ,ℑ{ϕHKypm}√
(β1 + |g¯1m|2)η1/σ2
...√
(βK + |g¯Km|2)ηK/σ2
log10
(
[Cµµ]mm/σ
2
)
Fig. 3. Deep feedforward neural network for diagonal elements of distortion correlation matrix.
VIII. NUMERICAL RESULTS
In this section, we compare the estimation performance
of the proposed deep-learning-based estimators with several
benchmarks. The polynomial coefficients of the distortion
model in (3) are the same for all the antennas, i.e., alm = al for
m = 1, . . . ,M . Hence, the estimation quality is the same for
all antennas and we need not to specify M in the simulations
related to the estimation performance. The simulation setup is
the same as in Section IV. The pilot length is τp = K and the
sequences are the columns of the discrete Fourier transform
(DFT) matrix.
A. Training the Deep Neural Networks and Parameters
The training data for both the neural networks in Fig. 2
and 3 is generated by using the large-scale fading parameters
according to the 3GPP Urban Microcell model in [26] with
a 2GHz carrier frequency and 20MHz bandwidth. For each
training sample, the users are dropped randomly in a cell of
250m×250m. The large-scale fading coefficients, shadowing
parameters, probability of LOS, and the Rician factors are
simulated based on [26, Table B.1.2.1-1, B.1.2.1-2, B.1.2.2.1-
4] as in Section IV. Using the generated channels, the effective
channels and the distortion variances are calculated using the
derived results in Section III, IV, and VII. There are two
hidden layers each with 30K neurons in the neural networks
in Fig. 2 and 3. The mean squared error (MSE) is used as
loss function. The first 2K inputs of the neural networks are
scaled using the Standard Scaler and the others using the
MinMax Scaler. The scaling is needed for proper training and
the motivation for these two types of scaling is as follows. The
first 2K inputs can have both positive and negative values,
hence Standard Scaler that removes the mean and normalize
the input data such that it has unit variance is used for these
inputs. On the other hand, the other K inputs represent the
square root of the channel gain over noise, which are always
positive. Moreover, to prevent the large deviation between
channel gains, these inputs are scaled between 0.1 and 0.9
using MinMax Scaler. The outputs of the neural network
in Fig. 3 are also scaled using the MinMax Scaler, which
improves learning. The Adam optimization algorithm is used
with learning rate 0.001 for training and the batch size and
the maximum number of epochs are set as 1000 and 50,
respectively. The training and validation data lengths are 3·106
and 2 · 105, respectively. Some portion of the generated data
corresponding to the outliers is not included in training which
improves the learning. The early stopping is applied by setting
the patience parameter to 5, which is the number of epochs
on which no improvement is seen in the validation loss.
Based on the simulations carried out, we have empirically
observed that increasing the number of neurons per layer
results in better performance compared to increasing the depth
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E|G{|um|2tumς∗k} = E|G
{( K∑
l=1
g˜lmυl
)t+1( K∑
l=1
g˜∗lmυ
∗
l
)t
ς∗k
}
=
∑
k1,...,kSt ,l1,...,lSt
k1+k2+...+kSt=t+1,
l1+l2+...+lSt=t+1,
ks−ls=4i for some integer i for s=1,...,St,
l1≥1,
kSt≥kSt−1≥...≥k2,
ls≥ls−1 if ks=ks−1 for s=3,...,St
(
t+ 1
k1, k2, . . . , kSt
)(
t
l1 − 1, l2, . . . , lSt
)
E{υk1(υ∗)l1−1ς∗}×
(
St∏
s=2
E{υks(υ∗)ls}
)
g˜k1km(g˜
∗
km)
l1−1
∑
f2,...,fSt
fi 6=fj for i6=j
fi 6=k for i=2,...,St
fi>fj if ki=kj and li=lj for i>j
St∏
i=2
g˜kifim(g˜
∗
fim
)li ,
t = 0, . . . , T, m = 1, . . . ,M, k = 1, . . . ,K. (70)
of the neural networks. With the given parameters, significant
performance improvement is obtained over the LMMSE-based
methods. However, even better performance can be achieved
by fine tuning the neural network and the training process, but
this is left as future work.
B. Computational Complexity
We note that the proposed deep neural networks are trained
offline using data generated for a simulated cell with practical
geometry. Since they are effectively trained to handle varying
user SNRs and implicitly learning the SNR distribution of the
considered propagation environment, the same networks can
be used as long as the hardware impairment characteristics
do not change. Hence, the main complexity of the proposed
methods results from estimating the effective channels and
distortion variances in testing stage. The computational com-
plexity in testing a deep neural network is mainly determined
by the number of layers and neurons per layer. For the
considered neural networks, there are approximately 900K2
multiplications for each antenna per coherence block.
For the distortion-unaware LMMSE, once the large-scale
fading parameters are given, the complexity is determined by
the simple scaling and addition in (35). For the distortion-
aware LMMSE, the coefficients of the matrices required for
the effective channel estimation in (36) are derived in closed-
form in Section V for third-order non-linearities and they
depend only on the large-scale fading parameters. For estima-
tion of the small-scale effective channels, the computational
complexity of distortion-aware LMMSE is determined by the
matrix multiplications for each antenna element and user in
(36).
By only comparing the number of additions and multi-
plications, it is seen that LMMSE-based methods have less
complexity. For a scenario with K = 10 users and M = 100
antennas, the average run time for distortion-aware LMMSE
and deep neural network in Fig. 2 is approximately 0.7 and 1.5
milliseconds without resorting to any parallel programming.
Although distortion-aware LMMSE has lower computational
time, deep learning does not add significant complexity, and
as we will show in the next part, it provides significantly
better performance improvement compared to the LMMSE-
based benchmarks. Furthermore, there are no closed-form
expressions for the matrices that are functions of large-scale
fading parameters required for the distortion-aware LMMSE
estimation of effective channels with non-linearities greater
than order three and distortion variances. Hence, these ma-
trices should be computed numerically. For deep learning,
the proposed neural networks can be used similarly without
an additional complexity since the only required large-scale
fading parameters are the channel gains, that are given as
inputs to the neural networks.
C. Performance Comparison
Fig. 4 shows the normalized MSE (NMSE) of the effective
channel estimates for K = 10 users where the BS and UE
hardware is modeled as a 3rd-order polynomial with QPSK
modulation. There are 1000 different UE position setups
where each point in Fig. 4 presents the average of 1000
channel realizations. DuA-LMMSE denotes the distortion-
unaware LMMSE estimator in (35) and [7], and it acts as
if the BS and UEs have ideal hardware. Hence, it has the
worst performance among the considered ones. DA-LMMSE
is the distortion-aware LMMSE which is derived in Section V.
We compare it with the Monte-Carlo estimates and verify the
correctness of the analytical expressions derived in Section V.
As can be seen, the DA-LMMSE estimator outperforms DuA-
LMMSE for each trial. However, the proposed deep-learning-
based estimator provides substantially lower NMSE for almost
each UE and setup. In fact, the median NMSE is improved by
the proposed method by 3.2 dB and 4.6 dB compared to the
DA-LMMSE and DuA-LMMSE estimators, respectively.
In Fig. 5, we look at the estimation performance of the
distortion variances, [Cµµ]mm for the same scenario. We
first note that estimating the diagonal elements of the distor-
tion correlation matrix using conventional correlation matrix
estimation methods and effective channel estimates result
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Fig. 4. NMSE of effective channel estimation in dB for K = 10 UEs and
3rd-order non-linear distortion with QPSK.
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Fig. 5. NMSE of distortion variance estimation in dB for K = 10 UEs and
3rd-order non-linear distortion with QPSK.
in poor estimates. Hence, we restrict ourselves to compare
the estimation performance of the proposed deep learning-
based method in Fig. 3 with two schemes a) Monte-Carlo
based LMMSE estimation of normalized distortion variance,
[Cµµ]mm/σ
2, and b) Monte-Carlo based LMMSE estimation
of logarithm of distortion variance. The result of the method
a) is converted to 1 if it is less than 1 using the knowledge
[Cµµ]mm/σ
2 ≥ 1 and it is denoted by LMMSE-Linear in
Fig. 5. Similarly, the result of the method b) is converted
to 0 if it is less than 0 using the same knowledge and it is
denoted by LMMSE-Logarithm. Except for some very low
probability outliers for very low SNR users, the proposed
deep-learning based estimator outperforms these two LMMSE-
based methods significantly (around 13 dB improvement).
We repeat the same experiment as in Fig. 4 for 16-QAM to
show the robustness of the proposed approach to modulation
differences. In fact, in addition to phase distortions, 16-
QAM also suffers from amplitude distortions of constellation
symbols at the UE transmitter. Fig. 6 shows the NMSE of the
effective channel estimates for this scenario. Although Fig. 6
is very close to Fig. 4, now the deep learning-based channel
estimator provides more improvement, i.e., around 3.5 dB and
5 dB at the median point compared to DA-LMMSE and DuA-
LMMSE showing the effectiveness of the proposed method.
Fig. 7 and Fig. 8 denote the NMSE of effective channel
and distortion variance estimates for K = 20 UEs and QPSK
modulation. Compared to K = 10 UEs, we see that the
performance gain between the conventional channel estimators
and deep learning solution has increased and the median
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Fig. 6. NMSE of effective channel estimation in dB for K = 10 UEs and
3rd-order non-linear distortion with 16 QAM.
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Fig. 7. NMSE of effective channel estimation in dB for K = 20 UEs and
3rd-order non-linear distortion with QPSK.
NMSE improvement is about 5 and 6.8 dB compared to DA-
LMMSE and DuA-LMMSE. We conclude that the proposed
deep-learning-based estimator captures the structure of the
hardware distortion which increases with the number of UEs,
while the LMMSE estimators fail to do so.
Fig. 9 shows the average uncoded bit error rate (BER)
achieved by the DuA-RZF, DA-RZF, and EW-DA-MMSE
receivers. The DuA-RZF receiver simply uses the distortion-
unaware channel estimate to implement RZF. There are three
DA-RZF receivers that are implemented with distortion-aware
LMMSE, deep learning-based channel estimates and perfect
CSI. The EW-DA-MMSE uses either the deep learning-based
estimated effective channels and distortion variances or the an-
alytical results obtained with perfect CSI. There are M = 100
BS antennas with K = 20 UEs. The average of 100 setups
with random UE positions are plotted versus the UE index in
ascending order of SNRs. 100 different channel realizations
are considered per setup and 10,000 QPSK symbols are
sent for each channel. As Fig. 9 shows, the receivers that
use perfect CSI always result smaller BER compared to the
estimation-based schemes as expected. There is approximately
2-fold gap between perfect CSI-based receivers and deep
learning-based estimation and deep learning-based channel
estimation improves the BER significantly compared to the
LMMSE-based estimators. In fact, the BER reduction com-
pared to DuA-RZF varies approximately between 4-fold and
10-fold wheres it is between 1.5-fold and 4-fold compared
to DA-RZF with LMMSE-based estimate. Furthermore, using
the diagonal elements of the distortion correlation matrix in
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Fig. 8. NMSE of distortion variance estimation in dB for K = 20 UEs and
3rd-order non-linear distortion with QPSK.
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Fig. 9. BER for K = 20 UEs and 3rd-order non-linear distortion with QPSK.
EW-DA-MMSE improves the BER performance compared to
DA-RZF with deep learning in a substantial manner. The gap
increases with the UE index, hence SNR. In fact, there is more
than a 10-fold BER reductions for the 6th and 7th UEs which
shows the effectiveness of the proposed element-wise MMSE
receiver.
As a final simulation, we plot the NMSE of the channel es-
timates for 7th-order quasi-memoryless polynomial distortion
in Fig. 10 in order to show the robustness of the proposed
method. As it can be seen from this figure, the proposed deep-
learning-based channel estimator provides a consistently better
estimation quality by exploiting the hardware impairment
structure.
IX. CONCLUSIONS
We have analyzed the joint effect of non-linear distortions
in the BS and UEs hardware on the estimation and detection in
massive MIMO. The effective channels for any order of non-
linearities and distortion correlation matrix for third-order non-
linearities were analytically derived for the implementation
of computationally efficient element-wise receivers for uplink
signal detection. SE of these distortion-aware receivers have
been investigated and the statistics required for the com-
putation of LMMSE-based channel estimator is analytically
derived for third-order non-linear distortions. Then, two new
deep-learning-based channel and distortion variance estimators
were proposed. The neural networks were trained to utilize
the hardware distortion characteristics to achieve better esti-
mation quality than with the conventional Bayesian LMMSE
estimators used in the massive MIMO literature, which treat
−40 −30 −20 −10 0
NMSE (dB)
0.0
0.2
0.4
0.6
0.8
1.0
C
D
F
DuA-LMMSE
DA-LMMSE
Deep Learning
Fig. 10. NMSE of effective channel estimation in dB for K = 10 UEs and
7th-order non-linear distortion with QPSK.
the distortion as an independent colored noise and only utilizes
its first- and second-order statistics. We have shown that
the same neural networks trained offline can be utilized to
provide significantly better estimates in practical Rician fading
channel setups with varying SNRs. Moreover, the proposed
deep-learning based estimators only require the channel gain
information and do not require the separate estimation of LOS
components which brings big practical advantage.
In summary, we have shown how the data-driven deep-
learning approach can be combined with expert-knowledge
from the wireless communication field to exploit the struc-
ture of transceiver hardware and thereby outperform previous
suboptimal model-based designs.
APPENDIX A
PROOF OF LEMMA 1
Let us consider the first case in (17), where we have l1 =
l2 = l3 = k which results in
E{υl1υ∗l2υl3ς∗k} =E{|υk|2υkς∗k}
=E
{∣∣b˜0ςk + b˜1|ςk|2ςk∣∣2(b˜0|ςk|2 + b˜1|ςk|4)}
(a)
= ζ10B1,1,1 + 2ζ8B1,1,0 + ζ8B1,0,1
+ 2ζ6B0,0,1 + ζ6B0,1,0 + ζ4B0,0,0, (71)
where we used the definitions in (8) and (19) in (a). The
second and third cases in (17) can be proved similarly by
using independence of data signals for different users. The
last case follows directly from that the data signals satisfy the
90◦ circular shift symmetry.
APPENDIX B
PROOF OF LEMMA 2
Let us define R , E{υυHAυυH}. The (i, j)th element
of R for i 6= j is given by
[R]ij =
K∑
p=1
K∑
r=1
AprE{υiυrυ∗pυ∗j } = χ22Aij , i 6= j, (72)
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where Apr = [A]pr is the (p, r)th element of the matrix A
and we used the 90◦ circular shift symmetry together with
i 6= j. The diagonal elements of R is given by
[R]ii =
K∑
p=1
K∑
r=1
AprE{υiυrυ∗pυ∗i } = χ4Aii +
K∑
p6=i
χ22App.
(73)
Using these results, R is given as in (22).
Let us consider the second claim of Lemma 2. If we define
S , E{υυHAυυHBυυH}, the (i, j)th element of S for
i 6= j is given by
[S]ij =
K∑
p=1
K∑
r=1
K∑
l=1
K∑
n=1
AprBlnE{υiυrυnυ∗pυ∗l υ∗j }
=χ4χ2
(
AiiBij +BiiAij +AjjBij +BjjAij
)
+ χ32
(
Aij
K∑
n6=i
n6=j
Bnn +Bij
K∑
n6=i
n6=j
Ann
+
K∑
n6=i
n6=j
AinBnj +
K∑
n6=i
n6=j
BinAnj
)
, i 6= j. (74)
The diagonal elements of S are given by
[S]ii =
K∑
p=1
K∑
r=1
K∑
l=1
K∑
n=1
AprBlnE{υiυrυnυ∗pυ∗l υ∗i }
=χ6AiiBii + χ4χ2
∑
n6=i
AnnBnn
+ χ4χ2
(
Aii
K∑
n6=i
Bnn +Bii
K∑
n6=i
Ann
+
K∑
n6=i
AinBni +
K∑
n6=i
BinAni
)
+ χ32
( K∑
p6=i
K∑
n6=p
n6=i
(
AppBnn +ApnBnp
))
. (75)
After arranging the terms in (74) and (75), the result in Lemma
2 can be obtained as in (23).
REFERENCES
[1] O¨. T. Demir and E. Bjo¨rnson, “Channel estimation under hardware
impairments: Bayesian methods versus deep learning,” in Int. Sympos.
Wireless Commun. Systems (ISWCS), Oulu, Finland, 2019, pp. 193–197.
[2] L. Sanguinetti, E. Bjo¨rnson, and J. Hoydis, “Towards Massive MIMO
2.0: Understanding spatial correlation, interference suppression, and
pilot contamination,” IEEE Trans. Commun., to be published, doi:
10.1109/TCOMM.2019.2945792.
[3] J. H. Kotecha and A. M. Sayeed, “Transmit signal design for optimal
estimation of correlated MIMO channels,” IEEE Trans. Signal Process.,
vol. 52, no. 2, pp. 546–557, 2004.
[4] D. Neumann, T. Wiese, and W. Utschick, “Learning the MMSE channel
estimator,” IEEE Trans. Signal Process., vol. 66, no. 11, pp. 2905–2917,
Jun. 2018.
[5] E. Bjo¨rnson, J. Hoydis, and L. Sanguinetti, “Massive MIMO networks:
Spectral, energy, and hardware efficiency,” Found. Trends Signal Pro-
cess., vol. 11, no. 3-4, pp. 154–655, 2017.
[6] T. Schenk, RF Imperfections in High-Rate Wireless Systems: Impact and
Digital Compensation. Dordrecht, The Netherlands: Springer, 2008.
[7] E. Bjo¨rnson, J. Hoydis, M. Kountouris, and M. Debbah, “Massive
MIMO systems with non-ideal hardware: Energy efficiency, estimation,
and capacity limits,” IEEE Trans. Inf. Theory, vol. 60, no. 11, pp. 7112–
7139, Nov. 2014.
[8] F. Athley, G. Durisi, and U. Gustavsson, “Analysis of Massive MIMO
with hardware impairments and different channel models,” 9th European
Conference on Antennas and Propagation (EuCAP), Lisbon, 2015, pp.
1–5.
[9] A. Papazafeiropoulos, B. Clerckx, and T. Ratnarajah, “Rate-splitting to
mitigate residual transceiver hardware impairments in massive MIMO
systems,” IEEE Trans. Vehic. Tech., vol. 66, no. 9, pp. 8196–8211, Sept.
2017.
[10] Q. Zhang, T. Q. S. Quek, and S. Jin, “Scaling analysis for massive
MIMO systems with hardware impairments in Rician fading, ” IEEE
Trans. Wirel. Commu., vol. 17, no. 7, pp. 4536–4549, Jul. 2018.
[11] U. Gustavsson et al., “On the impact of hardware impairments on
massive MIMO,” IEEE Globecom Workshops (GC Wkshps), Austin, TX,
2014, pp. 294–300.
[12] C. Molle´n, U. Gustavsson, T. Eriksson and E. G. Larsson, “Impact
of spatial filtering on distortion from low-noise amplifiers in massive
MIMO base stations,” IEEE Trans. Commun., vol. 66, no. 12, pp. 6050–
6067, Dec. 2018.
[13] R. Raich and G. Zhou, “On the modeling of memory nonlinear effects
of power amplifiers for communication applications,” in Proc. IEEE
DSP Workshop, Oct. 2002, pp. 7–10.
[14] S. Jacobsson, U. Gustavsson, G. Durisi, and C. Studer, “Massive MU-
MIMO-OFDM uplink with hardware impairments: Modeling and anal-
ysis,” 52nd Asilomar Conference on Signals, Systems, and Computers,
Pacific Grove, CA, USA, 2018, pp. 1829–1835.
[15] D. Ro¨nnow and P. Ha¨ndel, “Nonlinear distortion noise and linear
attenuation in MIMO systemsTheory and application to multiband
transmitters,” IEEE Trans. Signal Process., vol. 67, no. 20, pp. 5203–
5212, Oct. 2019.
[16] P. Ha¨ndel and D. Ro¨nnow, “Dirty MIMO transmitters: Does it matter?,”
IEEE Trans. Wirel. Commun., vol. 17, no. 8, pp. 5425–5436, Aug. 2018.
[17] S. R. Aghdam, S. Jacobsson, and T. Eriksson, “Distortion-aware linear
precoding for millimeter-wave multiuser MISO downlink,” IEEE Int.
Conf. Commun. Workshops (ICC Workshops), Shanghai, China, 2019,
pp. 1–6.
[18] M. Cherif and R. Bouallegue, “The effect of high power amplifier
nonlinearity on MU-massive MIMO system performance over Rayleigh
fading channel,” 15th Int. Wirel. Commun., Mobile Computing Conf.
(IWCMC), Tangier, Morocco, 2019, pp. 1426–1429.
[19] M. Abdelghany, A. A. Farid, U. Madhow, and M. J. W. Rodwell,
“Towards all-digital mmWave massive MIMO: Designing around nonlin-
earities,” 52nd Asilomar Conf. Signals, Systems, and Computers, Pacific
Grove, CA, USA, 2018, pp. 1552–1557.
[20] Y. Zou et al., “Impact of power amplifier nonlinearities in multi-user
massive MIMO downlink,” IEEE Globecom Workshops (GC Wkshps),
San Diego, CA, 2015, pp. 1–7.
[21] R. Zayani, H. Shaiek, and D. Roviras, “Efficient precoding for massive
MIMO downlink under PA nonlinearities,” IEEE Commun. Lett., vol.
23, no. 9, pp. 1611–1615, Sep. 2019.
[22] M. Bashar, K. Cumanan, A. G. Burr, H. Q. Ngo, M. Debbah, and P.
Xiao, “Max-min rate of cell-free massive MIMO uplink with optimal
uniform quantization,” IEEE Trans. Commun., vol. 67, no. 10, pp. 6796-
6815, Oct. 2019.
[23] S. Jacobsson, G. Durisi, M. Coldrey, U. Gustavsson, and C. Studer,
“Throughput analysis of massive MIMO uplink with low-resolution
ADCs,” IEEE Trans. Wirel. Commun., vol. 16, no. 6, pp. 4038–4051,
Jun. 2017.
[24] E. Bjo¨rnson, L. Sanguinetti, and J. Hoydis, “Hardware distortion corre-
lation has negligible impact on UL massive MIMO spectral efficiency,”
IEEE Trans. Commun., vol. 67, no. 2, pp. 1085–1098, Feb. 2019.
[25] Further Elaboration on PA Models for NR, document 3GPP TSG-RAN
WG4, R4-165901, Ericsson, Aug. 2016.
[26] 3GPP, Further advancements for E-UTRA physical layer aspects (Re-
lease 9). 3GPP TS 36.814, Mar. 2017.
[27] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. Cambridge,
MA, USA: MIT Press, 2016.
[28] T. O’Shea and J. Hoydis, “An introduction to deep learning for the
physical layer,” IEEE Trans. Cogn. Commun. Netw., vol. 3, no. 4, pp.
563–575, Dec. 2017.
