An experimental study using artificial neural network (ANN) is carried out to achieve the optimal network architecture for proposed positron emission tomography (PET) application. 55 experimental phantom datasets acquired under clinically realistic conditions with different 2-D and 3-D acquisitions and image reconstruction parameters along with 2min, 3min and 4min scan times per bed are used in this study. The best scanner parameters are determined based on the ANN experimental evaluation of the proposed datasets. The analysis methodology of phantom PET data has shown promising results and can successfully classify and quantify malignant lesions in clinically realistic datasets.
Bayesian information criterion (BIC) were used to assess the optimal number of classes for each PET dataset. This paper is organised as follows: Section 2 presents theoretical background for the proposed approach with details regarding optimisation of neural network architecture. PET scanner methodology and characteristics are presented in section 3, the proposed medical slice analysis approach is described in section 4 with details of the ANN best architecture chosen. Results metrics between ANN of individual PET scans and the real phantom spheres with analysis are illustrated in section 5, and finally the conclusion of which PET clinical scanning parameters can best be represented by ANN analysis is highlighted in section 6.
Theoretical Background
Feedforward neural network (FFNN) is a mathematical model which emulates the activity of biological neural networks in the human brain. It has many interconnected group of neurons, each one of them has a number of inputs and one output. Those neurons are grouped in a finite number of layers with different types of connections between layers. The number of neurons in each layers is selected to be sufficient for solving the problem in question. Typically the network consists of input layer, a certain number of hidden layers, and outputs layer. The number of layers is desired to be minimal in order to decrease the problem solving time. FFNN is a supervised network, where the stimulus for learning comes from a teacher as the output of the neuron is compared against the known answer, i.e. the network targets. The neuron is trained with a representative subset of the processed data plus its suitable targets and if the training set, architecture, and learning approach are correct, the network will be able to generalise and solve the required problem. During the training phase the weights are adapted according to the discrepancy between the actual and desired output from the neuron in an attempt to bring the former one in line with the latter one. This stage is very important to achieve the training objective in term of correlating the input pattern with the desired targeted response. In other words, the rule will always converge to weights which accomplish the desired classification [16, 17, 18, 19, 20] . In this study the main neural network parameters have been investigated thoroughly at the beginning to obtain the optimal neural network architecture. The utilised design has been achieved based on the experiment done on different parameters as discussed in later sections.
Mathematical Model of a Neuron
The main element of the neural network is the neuron, which may work in two modes; the training mode and the evaluation mode. Each neuron in the network has a number of inputs (the input vector X) and one output (Y ). The input vector elements are multiplied by weights w1,1, w1,2, ... , w1,m , and the weighted values are fed to the summing junction. Their sum is simply the dot product (W.X) of the single row matrices W and X. The neuron has a bias b, which is summed with the weighted inputs to form the net input n. This sum, n, is the argument of the transfer function f [16] . An abstract model of an artificial neuron is illustrated in Figure 1 .
The learning process can be summarised in the following steps:
1. The initial weights are randomly assigned. 2. The neuron is activated by applying inputs vector and desired output (Y d ).
3. The actual output (Y ) is calculated at iteration j=1 as illustrated in Equation 2.3, where iteration j refers to the j th training example presented to the neuron.
4. This step is to update the weights to obtain an output consistent with the training examples, this update can be done according to Equation 2.4.
where ∆w1,i(j) is the weight correction at iteration j. The weight correction is computed by using the delta rule in Equation 2.5.
where α is the learning rate. Different experiments have been carried out for different values of the learning rate and the most suitable value for PET application (which gives the least error) is α=0. 6 . e(j) is the error which can be given by the following equation.
5. Finally, the iteration j is increased by one, and the previous two steps are repeated until the convergence is reached.
PET Scanner methodology and characteristics
PET imaging is a diagnostic imaging modality used to map the distribution of positron emitting radio-pharmaceutical agents within the human body. These agents are predominantly created using a cyclotron and are radioactive equivalents of biologically active molecules. A commonly used radio-pharmaceutical agent is FDG which contains 18 F. This isotope undergoes radioactive decay by emitting a positron and a neutrino v [4, 3] .
The emitted positron travels around 1mm in tissue in a random manner before annihilating with an electron. This annihilation produces two γ-rays with energies of 511keV . The 511keV energies are a consequence of the conservation of energy and momentum. The scanner contains hardware discriminators which automatically reject photons with energies that are considerably lower as this will be due to scattered radiation which causes noise in images.The two γ-rays travel in opposite directions at an angle of approximately 180 o to one another [3] .
The two γ-rays are detected by the detection system in the scanner, which is an entire ring of scintillation crystals that surround the patient. A schematic of a PET head scanner showing annihilation coincidences is illustrated in Figure 2 [4] .
[a]
[b] shows how radio-nuclides in a particular cross-sectional plane will be detected by the rings of detectors [4] .
Volume imaging can be introduced into PET by stacking a series of detector rings alongside one another. Each ring typically consists of multiple scintillation crystal detectors stacked into blocks with associated photomultiplier tube configurations for reading out the location of pulses of light created by the interaction of 511keV photons emitted from the patient that have interacted in the crystal detectors. In 2-D acquisition mode retractable septa are positioned between each ring enabling volume acquisition with collimation of signal, whereas in 3-D mode these septa are retracted. Image planes can be formed between two crystals in the same ring (direct planes), and also from crystals in adjacent rings (cross planes). For a system with n rings, there are n direct planes and n − 1 cross planes, making a total of 2n − 1 image planes as illustrated in Figure 3 . The n × n three dimensional volume can be obtained when the septa are removed, the sensitivity of a 3-D acquisition can be ten times higher than that of the corresponding 2-D acquisition due to the absence of the septa [3] . A statistical image reconstruction technique called ordered subset expectation maximisation (OSEM) is used. In OSEM, a crude image estimate is initially generated and the corresponding estimated projection data is calculated, and then compared with the real measured projection data. Then, the image estimate is updated based on the ratio or difference between measured and estimated projections. This process is repeated for a number of iterations until satisfactory convergence of the algorithm is established. This technique is relatively fast as it splits the estimated and measured projections into subsets and updates the estimated image before the next subset commences. A full iteration has taken place if all subsets have been considered. Both 2-D and 3-D acquisition modes result in the reconstruction of 3D volumes of data for visualisation and quantitative analysis.
2D reconstructions were performed using OSEM iterative algorithm [22] with scatter correction [23] . 3D reconstructions used Fourier rebinning followed by weighted least squares iterative reconstruction (FORE-WLS-OSEM) [24] and model based scatter correction [25] . Additional 2D and 3D corrections were performed for randoms (singles), decay, dead time, geometry and attenuation. In 2D imaging, a relatively uniform response across the detectors occurs, and many signals are rejected, especially from scattered events which degrade image quality. 3D imaging mode greatly increases the sensitivity of the PET scanner (typically bigger than 5 times) compared to 2D imaging with the acquisition of oblique events. The detector response in 3D is not uniform but it is more peaked. For adequate sampling, this requires more bed positions to be scanned for the same body sections. In 2D acquisition mode, patients may be scanned in five or six bed positions as they pass through the PET scanner, but in 3D mode, seven or eight beds position might be required. However, with 3D mode the PET system must be able to cope with the additional scattered radiation that degrades image quality. In addition the scanner must be able to cope with the extra signals being emitted from the patient. So, dead time (time required to process information) must be managed properly to avoid paralysis of the system. Furthermore the increase in the received signal will also contribute to a form of noise called randoms, which substantially increases as more signals are detected by the system. Some large volumetric errors encountered using the acquisition systems exist due to the choice of systems variables, such as the slice thickness selected for the scan. The slice thickness can cause large fluctuations in accurately viewing and measuring transaxial tumour areas that can change the shape between image slices. This problematic characteristic occurs notably with small anatomical objects, such as the lesion in its early stages or the smallest spherical insert in NEMA IEC body phantom, where single voxel reallocation causes a large deviation in percentage error.
One of this study's objectives is to attempt to define standards of using the PET scanner variables in the area of medical imaging. NEMA IEC body phantom has been used experimentally in this study. This phantom consists of an elliptical cavity housing six spherical inserts suspended by plastic rods of volumes 0.5, 1.2, 2.6, 5.6, 11.5, and 26.5 ml. The inner diameters of these spheres are: 10, 13, 17, 22, 28 and 37 mm. The PET attenuation corrected reconstructed image volume consists of 128 x 128 x 47 voxels, each voxel has dimensions of 4.6875 mm x 4.6875 mm x 3.27 mm corresponding to a volume of 0.0718 ml. The deployed NEMA IEC body phantom is illustrated in Figure 4 [26] .
The phantom was imaged in a clinical GE DST PET-CT scanner using different variables associated with mode of data acquisition, image reconstruction and acquisition time. Irrespective of 2D or 3D PET acquisition of phantom data, our analysis focussed solely on the single slice of PET volume data that corresponded to the largest diameter of the spheres imaged. Based on the utilised parameters in each case, the generated cross sectional area using the developed ANN software has been analysed and compared with the cross sectional area acquired under standard clinical imaging conditions for the scanner.
In PET-CT scanning a "whole body", namely from orbit of the eyes to mid thigh, scan is acquired with fixed PET detectors as the patient moves through the scanner. In our system the PET detectors correspond to a bed position of about 16 cm transaxially, and a series of bed positions allow the entire body to be scanned. Each static bed position is scanned for a fixed time; the default is 4 minutes per bed position.
A standard clinical 2D imaging protocol with a 4min scan time per bed position is routinely used by the scanning centre providing the data here, with OSEM reconstruction utilising two iterations and 30 subsets. In 3D scanning, with no collimator, the OSEM reconstruction arbitrarily employs five iterations and 32 subsets as routine, with a 4min scan per bed acquisition. The other objective of this study is to investigate the efficiency of the proposed approach for segmenting lesions of different sizes (represented by spheres in the NEMA IEC body phantom), in a clinically realistic setting of relative activity levels and lesion diameters. The influence of the sphere size is investigated in both 2D and 3D, with OSEM reconstruction of varying iterations for a fixed 4min, 3min and 2min scan time/bed. This clinically realistic study was expected to optimise the capability of the developed proposed system for future clinical lesion detection with lesions of varying size and under different clinical environments.
The Proposed Approach
There are different parameters that should be investigated to build the proper approach based on ANN, such as the training approach, how many hidden layers should be used, and how many hidden neuron in each layer should be utilised. Beside that there are some other aspects should be considered during the primary experiment such as over-learning, over-fitting, or sometimes not having sufficient training examples. As the network with less weights may not be sufficiently powerful to model the underlying problem. For instance, a network with no hidden layers actually models a simple linear problem. However, a larger complex network will almost invariably achieve a lower error eventually, but this may indicate over-fitting rather than good modeling. Therefore a test subset data has been deployed to check the network progress. The number of hidden neuron has been also controlled to prevent network over-learning, where the error stops dropping, or indeed starts to rise. On the other hand if the error keeps high and not drops to the required level, this indicates insufficient network design. To add more confidence in the performance of the achieved model, a validation subset data has been deployed, where the final model has been evaluated with this set to ensure that the results on the testing and training set are real, and not artifacts of the training process.
Iterative experiments have been conducted 10 times with each network configuration, and the best architecture has been retained. This includes 9 inputs, 70 hidden neurons and 1 outputs. There are different activation functions have been investigated such as, hard limit, symmetrical hard limit, linear, saturating linear, symmetric saturating linear, log-sigmoid, and hyperbolic tangent sigmoid function [15, 16, 21] . Based on the initial investigation hyperbolic tangent sigmoid transfer function has been used for all layers except the output layer. Hyperbolic tangent sigmoid can be defined using Equation 4.1, and it is illustrated in Figure 5 (a) . While the linear activation function has been selected for output layer, as linear transfer is sufficient for the classification purpose of different voxels into a distinct class. The deployed linear function (f (x) = x) is shown in Figure 5 (b) .
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The other parameter investigated in this primary experiment is the best number of hidden neurons. This number in fact depends on the number of inputs and outputs neurons, the number of training cases, the amount of noise in the related targets, the complexity of the classification, the type of activation function, and the training approach. In general too few hidden units leads to high training error and high generalisation error due to under-fitting. However too many hidden units generate low training error but might associated with high generalisation error due to over-fitting. There are different rules implemented in the literature to obtain the best hidden neuron number. The first one states that this number should be between the input neurons number Nin and the output neurons number Nout, this method has been applied to the proposed PET application, however bad performance has been achieved in terms of the network performance error and the outputs error, both were high. The second rule indicates that the hidden neuron number N h can be calculated using the following formula.
Based on this equation high training error has been achieved, therefore it has not led to the best number of hidden neurons for the proposed application. Others stated that just double the number of the inputs is enough as a hidden neurons number [16, 27, 28] , also this method has not generated the proper number for the hidden neurons. Therefore doing the primary experiment is essential to obtain the optimal hidden neurons for the proposed PET analysis. In this experimental study multilayer FFNN consists of input layer, hidden layer (variant number of hidden neurons), and outputs layer has been chosen to determine the best number of hidden neurons. A window of size 3 × 3 has been utilised in the neural network input, as this window considers the area of the neighbouring voxels, so the effect of the whole neighbouring voxels is considered. While utilising an input with one voxel has not given much information about the processed voxel. The outputs layer has one neuron. To evaluate the effect of the number of neurons in the hidden layer and achieve the best ANN performance for the proposed application, different numbers of neurons in the hidden layer have been used. The maximum number of iterations used in the neural network training is 1000. This number has been chosen based on the fact that the network can reach the steady state for all the training cases by using an iteration number equal to or less than 1000. The experiment has been repeated 10 times for each chosen number of the hidden neurons, and the average was considered for that number. Hyperbolic tangent sigmoid transfer function has been used for all layers except the output layer where the linear activation function is used. Levenberg-Marquardt backpropagation training algorithm [29] has been used during the evaluation of neurons numbers in the hidden layer to validate the best design for the ANN, which is suitable for the proposed PET application. Figure  6 presents the number of neurons in the hidden layer with the performance measured using mean squared error (MSE) based on 1000 iterations. The results obtained after this evaluation shows that the best number of the hidden neurons which corresponds to the smallest MSE, and good network outputs is 70 hidden neurons. Using two hidden layers has not added any significant performance value for the proposed application, it has just complicated the network architecture, and consumed more processing time. Therefore one hidden layer has been used in the proposed network design. Using the achieved neural network structure, different training algorithms have been evaluated to achieve the best neural network performance. In this evaluation sufficient training cases and 1000 epochs of iterations have been considered. The proposed experiment has been repeated 10 times Figure 6 : Evaluation of the number of neurons in the hidden layer with neural network performance using MSE.
for each deployed training algorithm. The best outputs associated with the best performance was achieved using Levenberg-Marquardt backpropagation training algorithm.
The Results

Experimental Phantom Study
This study has utilised 55 PET acquired NEMA IEC volume datasets with a clinical GE DST PET-CT scanner, where each individual dataset consists of 47 slices. Some of these volume datasets have 2D acquisition, with the collimator in place, while other datasets have 3D acquisition without the collimator in place. Datasets were acquired for different times such as 2, 3 and 4 min. All the PET data is attenuation corrected (AC), except one dataset has non-attenuated PET data (PET NAC) used for a reference by clinicians in cases were attenuation may have introduced artefacts. Figure 7 shows NEMA phantom slice acquired using 2D mode versus 3D mode for 2min, 3min and 4min acquisition time respectively. Changing the acquisition time as well as the acquisition mode have affected and altered the accuracy of the developed approach.
Results and Discussion
The experiment was evaluated based on the ratio between the combined spheres area (as ROI) to the remaining area of the scanned slice with the highest sphere diameters. The actual spheres area can be calculated according to equation 5.1, given that the spheres diameters are 10, 13, 17, 22, 28, 37 mm.
where S is the actual area of all the six spheres together on the slice with the largest diameters. The overall slice area A and the ratio between both areas A and S can be calculated according to
[f] To estimate how closely the ANN based PET SBR value was to the phantom true value we derived an error measure called absolute relative error defined as ARE = the absolute of (ANN PET measured value -phantom original) /phantom original. Table 1 illustrates SBR and ARE for different datasets with different scanner variables. It can be seen that the SBR percentages vary based on the used scanner variables. The 3D scans produce closer SBR percentages than 2D for all iterations except at iteration = 1. It can be noticed that the region of interest evaluating the spheres decreases as the iteration value increases for both 2D and 3D and for all bed section scanning times. This result matches the expectation of the radiologists. Table 2 shows the other datasets with different scanning time per bed section which also tested with attenuation correction and without attenuation correction. SBR and ARE of these datasets are also demonstrated in the same table. It can be seen that 3D is still much better than the 2D scan, and the quality is increased by increasing the time spent on each bed section in the scanning process. A very small error of 0.27% has been achieved for the dataset number 54 at 10 min bed section time. A big jump in the SBR can be noticed from the scanned dataset without attenuation correction (number 55) with a huge ARE. This is expected as the scanned output is blurred and very hard to analyse.
The proposed approach has been used to analysed all the phantom datasets. The best result has been achieved for the 3D datasets with iteration= 10, such as dataset number 35. An ARE%=0.27 has been achieved for this dataset. These results have been compared with the results achieved by using another classification approach based on kmeans and followed by thresholding approach. The best ARE% using this approach was 3.33 which is 12 times bigger that the ARE% achieved by the proposed approach. The worst ARE% was for dataset number 55 which has no attenuation correction. Figure 8 shows the ARE% results achieved for all the 55 datasets using the proposed ANN approach and Kmeans. 
Conclusion
This study has come up with standards of using the PET scanner variables in the area of medical imaging. 55 experimental NEMA IEC phantom datasets with different acquisition parameters have been used. An artificial neural network based approach using single slice analysis has been proposed for 3D oncological PET analysis. Experimental study has been carried out to achieve the optimal ANN architecture for the proposed PET application, including the training approach type and the topology. The obtained results show that the best topology is a 70 neurons single hidden layer. This study has also investigated the efficiency of the proposed approach for segmenting lesions of different sizes (represented by phantom spheres with different volumes), in a clinically realistic setting of relative activity levels and lesion diameters. The influence of the sphere size has been investigated in both 2D and 3D, with OSEM reconstruction of varying iterations for a fixed 4min, 3min and 2min scan time/bed. This clinically realistic study sets the standard for clinical lesion detection of varying size and under different clinical environments. A detailed objective assessment together with subjective evaluation supported by clinical knowledge were performed to characterise the performance of the proposed approach. Promising results have been obtained and the system appears to successfully classify and quantify lesions from clinical oncological PET studies.
