We have extended the theory of the high-frequency Stark effect in atomic spectra to treat cases of multiple interacting upper levels and of strong electric fields and resonances, where perturbation theory is inadequate. We have also included the effects of a static external magnetic field both in the perturbation theory and the more general treat~ent.
I. INTRODUCTION
In 1961 Baranger and Mozer proposed using the high-frequency star} effect as a diagnostic tool to'study oscillating electric fields in Plasmas.
l Such electric fields' induce atomic transitions involving more than one quantum which produce "satellites" of allowed or forbidden spectral lines. The frequency (or frequency spectrum), j.ntensity, and direction of the electric fields in the plasma can be There are, however, important disadvantages of the pertur'bation calculations mentioned above. First, it is difficult to extend them to include higher-order satellites (higher-order multiple quantum transitions) which are important at high electric field strengths and near resonances. Second, Stark shifts of the levels, which change thee spectral positions of the satellites, become increasingly i!!lportant 8.S the field strength grows, and they must be calculated separately, agair.
using perturbation theory. An approach which is valid at high field strengths or near a resonance is that of Autler and Townes,4 which avoids the usual perturbation treatment, and which is able to calculate Stark shifts and higher multiple quantlli~ transitions.
In the last three years, numerous autho:!:"s have ap:;clied the Stark effect to the study of high-frequency electric fields in 1:lasmas. 5 -l3
In two of these experircents, In many laboratory plasmas in which one would like to use this spectroscopic technique, not only are strong high-frequency electric fields present, but the plasma may also be permeated by a magnetic field. This situation has not been treated by any of the theories mentioned above. Cooper and Hess 9 have pointed out one simplification introduced by the magnetic field; by simply inspecting the Zeeman pattern of the satellites it is possible to determine the relative directions of the electric and. magnetic fields, and if the electric field is circularly polarized, the sense of the polarization. Tbis technique has also been ap~lied by Scott et al. 10 There is a clear need for a comprebensive tbeoretical treatment of the higb-frequency Stark and Stark-Zeeman effects which is valid for strong electric a~j magnetic fields, and for arbitrary electric field frequency. We develop such a theory in Sec. II of this paper, by extending the method of Autler and Townes to include more than two upper levels and the interaction of a magnetic field with the excited atom. Unfortunately the usefulness of the theory is somewhat restricted because the resulting set of equations must be solved by a computer. Since in many cases the ~erturbation theory is adequate, in Sec. III we extend it to include the effects of a magnetic field and illustrate its use in calculating the high-frequency Stark-Zeeman 
In general, HO will have an infinite number of eigenfunctions, but for any single calculation only a finite number N will be physically important (their choice will be discussed in Sec. IV). Hl represents the interaction energy between the atom and the externally applied static magnetic field B and is time-independent. It will often be possible to pick the (U j } to be eigenfunctions not only of HO but also of H l . In this case (HO + Hl)U j = illjU j , illj = CD j + mj~ ,
•.
--
where ~ is the Larmor frequency 
where ,the T's are time-dependent coefficients to be determined. Substituting this expansion into Eq.
(1) we obtain 
Since this equation must be valid for all times, we may equate coefficients of equal powers of e-imt to give (no magnetic field), and ~+ = ~-(linearly polarized electric field).
As pointed out by Autler and Townes, once any sing~e solution has been found to the set of equations (12), the new variables
-7-where m is any positive or negative integer, will also comprise a solution. We will ref~r to solutions related by Eqs. (13) as a "set."
There are an infinite number of solutions within each set but every solution in a set contains the same physical information, i.e., cor- 
Before discussing the interpretation of the wave function 1/I i , we will examine its mathematical properties and from them prove two relations between the C's which will be useful in the following two sections. We start from SchrBdinger's equation H1/I. i a1/l./at and its
Hermitian conj-L;gate 1)1. ,H -i 0*., at which together imply 
j=l s=-oo
The constants [X.) are arbitrary and we have chosen them to be 1 (this
choice determines the normalization of the-C's).
Using (17) we can rewrite (16) as
and thus show that at any time t the [1/1.) form an orthonormal set of
solutions to the time-dependent Schr8dinger equation. Furthermore the t1/l.} form a set of stationary wave functions (the probability density ~ * 1/1.1/1. is independent of time when integrated over all space) and hence 
for all t. Since the right-hand side is independent of t, the lefthand side must be also. This will be true, if and only if the C's satisfy the condition In addition, if we assume that a representation of the unperturbed eigenstates has been chosen such that both HO and HI are diagonal operators, then the final state k can be described by the wave function
We define $ (m )dm d. states (1jr.) will be expression (23) surmned over final states, aver-1 aged over initial states, and surmned over photon polarization:
Here Ni is the number of atoms in the state i, N' is the number of (24) final states, and Ki represents the probability that the state i is occupied by atoms in the ensemble and has the normalization but we still expect collisional processes to maintain equal populations if the mean kinetic energy of the colliding ~~rticles is much greater than these energy shifts. We can make the analogy of assumption (26) and high-temperature thermal equilibrium more explicit by considering a consequence of Eq. (26). From Eq. (19), the probability that an atom in the state i is also in the eigenstate U. is and is time-dependent. Then W., the probability that the eigenstate j J is populated by the atoms in the ensemble, is given by Eq. (27) averaged over the states i:
u=-oo i=l s=-oo the latter equality follows from Eqs. (26) and (21) . 1~us Eq. (26) implies that the probability that the slJ8.tial eigenstate j is por:ulated by atoms in the entire ensemble is time-independent and the same for all j even though the probability that a single partiCle in the 
j:=l s=-oo v!here vie have used Eq. (17) to simplif'<J the result. We can also calculate the energy of a particle ib state Wi: Ic~ 12 multiplied by the probability that the state i is populated, JS i.e., K i
, and the average energy of an atom in the enlarged ensemble will be
Atoms in the ensemble undergo transitions between the states (32)
to interactions with quanta of the external electric field. An interaction consists of the emission (absorption) of a quantum; the new state (i',j',s') after the interaction will have i' i (eaCh state i is stationary) and s' s -1 (s' s + 1); i.e., its energy after the interaction will have been decreased (increased) by the quantum energy.
Since the field quanta carry angular momentum of 1 (in units of h), the state after an interaction will differ in the index j from the state before the interaction (6£ = £' -£ ±l, £ = orbital angular momentum of the s~atial eigenstate U.). We can now see the significance of ' this particular choice. Another member of the set would have the property that a different coefficient
C~a (a 1 0) would remain finite in the weak-field limit. Such'a situation would not change the physics, since ~i + ~ is invariant for all members of a set, but would not yield such a simple interpretation;
s -a would be the net number of quanta.absorbed or emitted in state
Finally we note that an atom in the state (i,j,s) can undergo a spontaneous radiative transition to a state with lower energy with which it has a nonzero dipole moment. In such a transition, the energy of the resultant.~hoton will' be ~i + 9m minus the energy of the final state; hence, the optical spectra of atoms in an oscillating electric field will consist of "satellites," a given satellite being deter- The photon emission spectrum ~~«(j) ) for the 1 7 photon emitted in a two-quantum transition as described above is
This equation is the weak-electric-field limit of Eq. (23); its deriyation and a discussion of the assumptions made in deriving it are given in the Appendix. In the above expression the upper sign corresponds to absorption of a quantum from the electric field, the lower'sign to emission of a quantum to the electric field; w~ is the second-order 1 correction to the energy of atomic state i due to the Stark shift (the Stark shift of state k is assumed negligible)
and the summation is over all intermediate states j.
(35)
The matrix elements ~j are proportional to the electric field strength; they are defined in Sec. II, Eq. 
B. Special Cases
We will restrict our discussion to transitions between states with quantu~ numbers:
(37)
Linearly Polarized Electric Field
We first consider a linearly polarized electric field
If ~ is the angle between the electric field and the magnetic field, then after averp.gine; o"er the corresponding azimuthal 2.Y'.gle,
To obtain ~~~£-2(Wy)' the total photon emission spectrum for twoquantum transitions from the states (n,£,m), m= -2, "', £} to the states (n',£-2,m'), m' -£+2, ,£-2}, we must average Eq. (34) over the initial states i which, for simpliCity, are assumed to be equally populated, sum over the final states k, and sma over both polarizations. After evaluating all matrix elements and performing the sUP2Dations, we can write ~n~£-2(w) as 
We hav~ evaluated the necessary matrix elements by using expressions from Bethe and Salpeter. 16 R~':' is an integral over the radial
and gi is the statistical weight of the state i. The coefficients 42). First" for a given direction of observation e, as the angle between the electric and the magnetic fields is varied from ° to 7r/2, some components will appear and others will disappear. It is therefore possible, as has already been pointed out,9 to tell the angle between the electric field and the magnetic field by simple inspection of the Zeeman pattern of the satellites. Second, the total intensity of a satellite (the sum of the intensities of all Zeeman components) will depend on ~ and therefore on B. For components with m. . 0, the lJ magnetic field deuendence is very weak since ill~k "" ill·' k and ill"k "" ill' k ..
Circularly Polarized Electric Field
We now consider an electric field which is circularly polarized ~ A and perpendicular to B = Bz:
The upper sign corresponds to right-hand 'circular polarization (electric field rotation in the same sense as a free~lectron in the magnetic field) and will be denoted by RHC; the lower sign corresponds to left-hand circular polarization (electric field rotation in the same sense as a free positive ion) and will be denoted by LHC. A calculation similar to that given above for the linearly polarized electric field will give the transition rate. However) it is simpler to note that the matrix elements given by Eq. (58) It is convenient to calculate and useful to know not only the absolute intensity of a satellite but also the ratio of t~e intensity of a satellite to the intensity of a nearby allowed transition.' We can write the photon emission spectrum of the allowed dipole transition (j ~ k) in a fashion similar to (42): 
where~. = (J)jk35(wy -(J)jk -(J)~k)· A term in Eq. (47) 
TV. NUMERICAL CALCULATIONS
In this section we present results of numerical calculations using the theory given in Sec. II.
We do not have an analytical solution to the infinite set of equations (12). Instead, we use a numerical method of solution suggested by the physical interpretation.
For weak electric fields, the multiple absorption of s photons becomes less likely as lsi increases (negative values of s correspond to emission) since the larger values of lsi correspond to higher-order terms in,the perturbation series. The probability of the absorption of one photon is given by second-order perturbation theory, two photons by third-order theory, etc. As the strength of the electric field increases, the probability of multiple absorption also increases, and higher-order satellites will become observable. However, it is reasonable to assume that ev'On for strong fj,elds the prol:ability of absorbing -26-s photons becomes negligible for Is/ sufficiently large.
probability is proportional to Ic. 12 we assume that (52) for Then the infinite set of equations (12) is reduced to a finite set:
s -S,,,.+S.
Equations (53) can be viewed as an eigenvalue equation:
where D is an N(2S + 1) dimensional column vector whose elements are in a one-to-one correspondence with the, coefficients C jS ' j = 1,2""N (12), all of the solutions within a set can be found from any one member of the set by using the transformation (13); this will only be approximately true in the case of the finite set of equations (53) 
lelErms (jl~ ± iylj'). 
The upper sign corresponds to right-hand circular polarization and the " .. We have confined our calculations to helium, but the theory can be used for any element, as long as the unperturbed energy levels are known to sufficient accuracy and the necessary matrix elements can be computed.
We have used our theory to investigate extensively two optical transitions of parahelium, the 4922-~ (~~21p) and 4388-~ (5~21p)
He I lines. For the upper levels in these two cases, the only states which need be included in calculations for electric fields E In the calculations which are presented below, we have not included Ii magnetic field. This is because a thorough treatment of the effects of a magnetic field was given in Sec. III and the new phenomena which arise when the perturbation treatment is not valid are similar to those which are shown below for the case of electric field alone. That is, higher-order satellites and Stark shifts become important. .. A. Apparatus Figure 7 shows the apparatus used in the ex~eriment. We generate the high-frequency electric field in a cylindrical microwave cavity and apply it to a helilull ';;lasma produced by a dc discharge in a quartz All satellites stronger than 10-5 of the total intensity of the pattern were retained in the calculations (the number of satellites so kept is noted in discussion of each figure) . -37-to be much more accurate, indicate that the perturbation calculations can still be trusted for this line at this frequency and field strength.
The value so obtained was 5 kV/cm peak field with an estimated error of less than 500 v/cm.
Case II, shown in Fig. 9 , is a much more severe test of the various theories because (a) the matrix elements ~ increase with n, hence the effect of a given electric field is greater on the 4388-R line than on the 4922-R line, (b) the energy levels of n 5 are closer together, so that more satellites (i.e., higher-order transitions) become important, and (c) for n 5 there is a G energy level very near the F energy level, and the two interact strongly.
In Fig. 9 we compare the measured line profile for the 4388-R line with theoretical ones calculated from our multilevel theory and from the Autler-Townes theory, using the field strength derived from the measurements on the 4922-R line. Agreement between the multilevel calculations and the 'measured data is very good, whereas experiment and the Autier-Tmllles calculations sharply disagree, not only in satellite positions and intensities but also in the Stark shift of the allowed line. This disagreement graphically illustrates the need to t:' include additional upper levels, since this is the only significant difference in the two theories. Perturbation calculations, not shown, disagree even more stro~~ly with measurements. In the Autler-Townes calculations we include 1~2 satellites; 58 were used in the multilevel calculations.
In Fig. 9 we have also indicated the major satellites originating In order to calculate the theoretical radiation pattern emitted by an atom in an oscillating electric field we solve the equation:
where H(t) is as defined in Eq.
(1) and HI is the particle-radiation field interaction operator: We assume that at t = ~ the system (atom + radiation field) is in a state ~ = CPi [rd(~) = 0di]; then Ir k (t)1 2 is the probability that the system, initially in state i at t ~,will by time t have undergone a transition to state k by emitting or absorbing photons from the radiation field. If we consider a time interval, t -~, small compared with the lifetime of state i, then we can solve Eq. (A3) by iteration:
(A4)
~
We now specialize to the problem of spontaneous emission of a single photon y in the atomic transition *i ~ *k where *i arid *k are gi~en by Eqs. (14) and (22). Then 
where the matrix element (IH'I) now denotes integration only over atomic variables. K inter"'iTcvl ('T, t) : 
The differential transition rate given by Eq. (A5) is a rapidly varying function of time for frequencies for which the approximations 
The integrand of expression (A~) gives the photon emission spectrum
If the' electric field is weak, then we can get an explicit expression for the solution of Eq. (12). We set S 1 (higher values correspond to multiple quantum transitions which we expect to be rare for weak electric fields) and diagonalize the matrixX. The resulting expression for A and the C's are power series in'the small parameters ~j: 
I~jll~ji ~jkJ+6(1~'). Then in a coordinate system with z-axis along the magnetic field, the cross terms vanish when an average is taken over the azimuthal angles of the electric field and of the emitted photon.
(2) I~.I« Im~ .1, i.e., the weak-electric-field approximation. expressions for higher-order terms (lsi> 1), we can no longer be sure that the higher-order terms which were ignored in calculating Eq. (A8)
will be weaker than the terms kept.
As noted by Autler and Townes,4 perturbation theory also breaks down if a higher-order resonance condition is satisfied. If we consider the case most often used in plasma diagnostics where a dipole transition from i ...,. k is forbidden and a dipole transition from j ~ k is allowed, then in the vleak electric field limit for which perturbation theory is valid the condition for an nth-order resonance can.be \.ritten as 
