This article examines problems that may occur when conventional Value-at-Risk (VaR) estimators are used to quantify market risks in an agricultural context. For example, standard
independently, identically distributed (iid) returns and little is known about its properties if returns are not independent (for instance if they follow a GARCH process or a mean reverting process). Secondly, common VaR models have difficulties in estimating the left tail of the return distribution in particular if long time series of historical prices are not available. However, the prediction of extreme events may be of particular interest to decision makers. For example, the recent crisis of the livestock sector in the European Union, due to BSE and foot-and-mouth disease, increased the awareness of market participants towards rare market situations. In order to improve the estimation of such extreme events Diebold, Schuerman, and Stroughair (1998) suggest the use of Extreme Value Theory (EVT). EVT can be considered as a state-of-the-art procedure for estimating the downside risk of a distribution. However, to the knowledge of the authors it has not been applied in the agribusiness yet.
The objective of this paper is threefold. First, we intend to pinpoint the aforementioned pitfalls of traditional VaR models. Second, we want to explore the applicability of EVT for practical agricultural problems. The German hog market serves as an illustrative example for this. Finally, a comparison of the performance between EVT and standard VaR techniques shall support the decision whether more or less sophisticated methods are appropriate in order to assess market risks in agriculture.
The paper is organized as follows: Section 2 briefly describes the VaR concept and some related problems. Section 3 introduces EVT and shows how this concept can be used to estimate the tails of return distributions. In Section 4 we apply EVT to the German hog market and derive 12-week VaR forecasts for the returns in feeder pig production and hog finishing. The results are compared with the outcome of standard procedures, namely historical simulation and the variance-covariance method. The paper ends with a discussion of the strengths and weaknesses of VaR and EVT.
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Value-at-Risk
Definition
Briefly stated, VaR measures the maximum expected loss over a given time period at a given confidence level that may arise from uncertain market factors. 
E(V) is the expectation of V and the critical revenue * V is defined by:
Using the identity X W V t ⋅ = where E(X) and X* are defined analogous to E(V) and V*. Opposed to that VaR considers just the left tail of the distribution. That means risk is viewed as bad outcome. Moreover VaR is easy to calculate and it is not difficult to include multiple uncertain market factors (e.g. commodity prices, futures prices or interest rates) into the analysis.
However, the implication of this indicator for risk management is not straightforward. The choice of the confidence level is somewhat arbitrary and in general, consistency with the expected utility theory is not guaranteed. The reason is that VaR only quantifies the probability that a loss exceeds a certain level, but the magnitude of such a loss is not specified (Harlow, 1991) . Despite this deficiency, our basic premise in this paper is that VaR contains useful information about the (downside) risk exposure of an enterprise and we focus on the question how to determine this risk indicator. Alternative methods to calculate VaR are briefly summarized in the next section. showing specific advantages and disadvantages. A detailed treatment of these methods can be found in (Jorion, 1997) and (Dowd, 1998) . Manfredo and Leuthold (1999) discuss the pros and cons of these estimation procedures. This paper provides a brief overview and pinpoints some deficiencies that we try to overcome later.
Variance-Covariance Method
The VCM (also called parametric approach or delta-normal method) determines VaR directly as a function of the volatility of the portfolio return σ. If normality of the returns is assumed, VaR can be determined as:
Herein c denotes the p-quantile of the standard normal distribution. h is a scaling factor that adapts the time horizon of the volatility to the length of the holding period h. The problems that may arise when using such a scaling factor are discussed in section 2.4. In the case of a portfolio that consists of n assets, the volatility of the portfolio return is calculated according to:
where w i and w j are the weights of assets i and j and ij σ is the covariance of their returns.
An apparent advantage of the VCM is its ease of computation. If the normality assumption holds, VaR figures can be simply translated across different holding periods and confidence levels.
Moreover, time-varying volatility measures can be incorporated and what-if-analyses are easy to conduct. On the other hand, the normality assumption is frequently criticized. There is empirical evidence that return distributions are fat tailed, and in that case the VCM will underestimate the VaR for high confidence levels. Further problems occur if the portfolio return depends in a nonlinear way on the underlying risk factors, which is typically the case when options are included in the portfolio.
Monte Carlo Simulation
With this method the entire distribution of the value change of the portfolio is generated, and
VaR is measured as an appropriate quantile from this relative frequency distribution. The simulation involves the following steps:
Selection of distributions for the changes of the relevant market factors (e.g. commodity prices) and estimation of the appropriate parameters, in particular variances and correlations, simulation of random paths for the market factors, evaluation of the portfolio for the desired forecast horizon ("mark-to-market"), calculation of the gains or losses related to the current portfolio value, repetition of the three aforementioned steps until a sufficient accuracy is gained, and, ordering of the value changes in ascending order and determination of the frequency distribution.
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The main advantage of the Monte Carlo simulation is the ability to handle different return distributions. Harmful are the high costs of computation in the case of complex portfolios.
Historical Simulation
Historical simulation (HS) resembles the Monte Carlo simulation regarding the iteration steps.
The difference is that the value changes of the portfolio are not simulated by means of a random number generator, but directly calculated from observed historical data. That means, VaR estimates are derived from the empirical profit-and-loss distribution. Hence, no explicit assumption about the return distribution is required. However, this procedure implicitly assumes a constant (stable) distribution of the market factors. A general problem arises from the fact that the empirical distribution function, while being relatively smooth around the mean, shows discrete jumps in the tails due to the small number of extreme sample values. The higher the desired confidence level, the more uncertain the estimation of the corresponding quantile becomes. Accordingly, VaR estimates based on HS are sensitive to changes in the data sample.
In addition, it is not possible to predict events that are worse than the maximal loss during the sample period. The extreme value theory, described in section 3, offers an opportunity to avoid these problems.
Modeling the Return Distribution
If a parametric approach to VaR estimation is utilized, the question arises which distribution function fits best to the observed changes of the market factors. As mentioned above, it is widely recognized in the literature that empirical return distributions of financial assets are characterized by fat tails. Wei and Leuthold (1998) provide some evidence that agricultural price series may also exhibit fat tails. With respect to modeling the underlying stochastic process, two consequences can be deduced (Jorion, 1997, p. 166 
σ is a long-term average value of the variance, from which the current variance can deviate in accordance with (7). Obviously the use of models with stochastic volatility implies a permanent updating of the variances and thus the VaR forecasts.
While conditional models are superior for short-term forecasts, their value vanishes with increasing time horizon. Christoffersen and Diebold (2000) argue that the recent history of data series has little to tell about the probability of events occurring far in the future. This applies especially to the prediction of rare events like disasters, which are assumed to be stochastically independent. Therefore Danielsson and de Vries (2000) recommend to derive predictions about extreme events from unconditional distributions.
2.4
Long-term Value-at-Risk
Much of this paper is motivated by the supposition that the relevant VaR horizon in agricultural applications in general will be longer than in a financial context, where one-day or few-day forecasts dominate. In general the desired forecast horizon and the observation frequency of the data will deviate. One may think of a farmer who wishes to determine the VaR for a six-monthsperiod according to his production cycle having weekly price data at hand. Basically two methods exist to calculate long-term VaRs: either one measures the value changes that occur during the entire holding period, that means, the VaR is estimated on the basis of six month's returns. Alternatively, a short-term VaR can be extrapolated to the desired holding period (time scaling). The first procedure is applicable independent of the return distribution. However, it has the serious drawback that the number of observations is strongly reduced. If, for instance, weekly data are available over a period of 10 years, a six-month VaR is based on 20 observations only, since the measurement periods should be non-overlapping. The second method avoids this problem. In practice the time-scaling is conducted by means of the square-root-rule
VaR (1) and VaR(h) denote the one-period VaR and the h-period VaR, respectively. Diebold et al. (1997) point out that the correctness of the square-root-rule relies on three conditions. First, the structure of the considered portfolio may not change in the course of time. Secondly, the returns must be identically and independently distributed, and thirdly, they must be normally distributed. Section 3.1 discusses the consequences of non-normality for time aggregation. At this point, we ask what would happen if the iid assumption is not fulfilled. Though a general answer to this question is not available, Drost and Nijman (1993) provide a formula for the correct time aggregation of a GARCH process. For the GARCH(1,1) process described above, the h-period volatilities can be determined from the one-period volatilities as follows 
where κ denotes the kurtosis of the return distribution.
Comparing (9) with (8) reveals systematic differences, which become larger with increasing h. If h goes to infinity, δ and β in (9) converge to zero and hence the stochastic terms vanish, whereas the first deterministic term increases. That means that the average levels of the h-period volatility coincide in both cases, but the square-root-rule magnifies the fluctuations of the volatility, while they actually become smaller with increasing time horizon. Diebold et al. (1997) illustrate the magnitude of the difference of both methods of volatility forecasting by means of simulation experiments. Similar calculations in the context of our application are presented in section 4.
Extreme Value Theory
From the discussion in section 2.2, some pitfalls of traditional methods of VaR estimation became obvious, in particular if the prediction of very rare events is desired and leptokurtic distributions are involved. Now we turn to the Extreme Value Theory (EVT) in order to improve the estimation of extreme quantiles 2 . EVT provides statistical tools to estimate the tails of probability distributions. Some basic concepts are briefly addressed below. A much more comprehensive treatment can be found in Embrechts, Klüppelberg, and Mikosch (1997) .
Basic concepts
A main objective of the EVT is to make inferences about sample extrema (maxima or minima) 3 .
In this context the so called Generalized Extreme Value distribution (GEV) plays a central role.
Using the Fisher Tipplet theorem, it can be shown that for a broad class of distributions the normalized sample maxima (i.e. the highest values in a sequence of iid random variables) converge towards the Generalized Extreme Value distribution with increasing sample size. If X 1, X 2, …, X n are iid random variables from an unknown distribution F, and let a n und b n be appropriate normalization coefficients, then for the sample maxima
where plim means the limit of a probability for ∞ → n and H(x) denotes the GEV, which is defined as follows: The GEV includes three extreme value distributions as special cases, the Frechet distribution
, and short
In the present context the focus is on the first class of distributions, which includes for example the t -distribution and the Pareto distribution, but not the normal distribution. Embrechts, Klüppelberg, and Mikosch (1997, p. 131) prove that the sample maxima of a distribution exhibiting fat tails converges towards the Frechet distribution ( )
the following condition is satisfied:
( )
Equation (12) The results of the EVT are also relevant for the aforementioned task of converting short-term
VaRs into long-term VaRs. Assume ( )
applies to a single-period return X for large x. Then we have for a h-period return (Danielsson and de Vries, 2000) :
(13) holds due to the linear additivity of the tail risks of fat tailed distributions. It follows that a multi-period VaR forecast of a fat tailed return distribution under the iid assumption is given by:
If the returns have finite variances then 2 > α and thus a smaller scaling factor applies than postulated by the square-root-rule (Danielsson, Hartmann, and de Vries, 1998) . Obviously the square-root-rule is not only questionable if the iid assumption is violated, but also if the return distribution is leptokurtic.
Estimation of the Tail Index
Several methods exist to estimate the tail index of a fat tailed distribution from empirical data.
The most popular is the Hill estimator (Diebold, Schuerman, and Stroughair, 1998) . To implement this procedure, the observed losses X are arranged in ascending order:
. The tail index ξ α 1 = then can be estimated as follows:
The function L(x) in (12) is usually approximated by a constant C. An estimator for C is (Embrechts, Klüppelberg, and Mikosch, 1997, p. 334) :
This leads to the following estimator for the tail probabilities and the p-quantile:
It can be shown that the Hill Estimator is consistent and asymptotically normal (Diebold, Schuerman, and Stroughair, 1998) .
The implementation of the estimation procedure requires to determine the threshold value k X , i.e. the sample size k, on which the tail estimator is based. It is well known that the estimation 
Application to Hog Production

Model and Data
Following Manfredo and Leuthold (2001) , who investigate the market risks in US cattle feeding, we use the VaR approach to quantify the market risk in hog production under German market conditions. While the Common Agricultural Policy (CAP) dampens price fluctuations for many agricultural commodities in the EU, the hog market has proven to be very volatile. Our target is the determination of a 12-week VaR for three types of producers: 1) a specialized feeder pig producer, 2) a farmer who specializes in hog finishing and purchases feeder pigs, and 3) a farrow-to-finish operation. We assume that prices of feeder pigs and finished hogs are not fixed by forward contracts; rather feeder pigs and finished hogs are bought and sold at current spot market prices. The gross margin (cash flow) CF at time t associated with these production activities is defined as
Formally the gross margin can be considered as a portfolio consisting of a long-position (the product price P) and several short-positions (the factor prices Z i ). Thus (5) can be applied to this margin. The portfolio weights a and b i now have to be interpreted as technical coefficients (slaughtering weight, fodder consumption etc.). Thereby we imply a fixed production technology, which is not unusual in risk management applications (cf. Manfredo and Leuthold (2001) or Kenyon and Clay (1997) ). Empirical investigations of Odening and Musshoff (2002) indicate that the market risk in hog production in Germany is mainly caused by the prices of feeder pigs and finished hogs. Other items, e.g. fodder costs, have an impact on the level of the gross margins, but they do not contribute to the fluctuations of the cash flow. As mentioned above, prices for the most important fodder components are (still) stabilized by market intervention in the CAP framework. Therefore we do not include them in the following calculation. Due to this, the VaR calculation simplifies considerably. In what follows, we display the VaRs for the feeder pigs prices (the perspective of the specialized feeder pigs producer), for the finished hog prices (the perspective of the farrow-to-finish operation) and for the hog finishing margin (the perspective of the specialized hog producer who buys feeder pigs and sells finished hogs). The weights of feeder pigs and finished hogs (slaughter weight) are assumed to be 20 kg and 80 kg (44 lbs and 176 lbs), respectively.
Note that in a strict sense we do not display a Value-at-Risk, but rather a Cash-Flow-at-Risk (CFaR) (Dowd, 1998, p 
Empirical results
In line with the discussion in section 2. (7) yields 1-week volatility forecasts. Next, the 1-week volatility forecasts are projected on a 12-week horizon. This is conducted with the square-root-rule (8) The last step consists of extrapolating the 1-week VaRs derived from figure 5 to the target horizon of 12 weeks. In the case of HS and VCM this is done with the square-root-rule, i.e. via multiplication with the factor 3.464. In contrast, the quantiles of the extreme value distribution are projected with the alpha-root-rule, i.e. using the respective tail indices á. (20) where p x denotes the estimated p-quantile, P c is the p-quantile of the standard normal distribution and n denotes the numbers of observations. However, using (20) is only correct in case of normally distributed random variables. Since the normality assumption was rejected by the data, the displayed standard errors are incorrect as well. Calculation of the standard errors of the HS and the EVT is based on the expressions given in Jorion (1998, p. 99 ) and Danielsson and de Vries (1997 Kupciec, 1995) . However, such a validation is not possible in this application due to the relatively short observation period of the price series. An overshoot of a 99%-VaR would occur only once during 100 periods. In our application, such an event is expected to happen once within 100·12 weeks, i.e. once within 23 years. The impossibility of a model validation is not specific to our application. Rather it is an inevitable consequence of switching from a short-term to a long-term forecast horizon. Things are complicated by the fact that an EVT estimation requires excessive data.
Discussion and conclusions
The previous section exemplifies that the EVT can be applied to problems in agribusiness. For these specific agribusiness applications we found that:
1. Short-term VaR is underestimated in particular by the VCM when the return distributions are leptokurtic.
2. Using the alpha-root-rule instead of the common square-root-rule leads to a substantially smaller VaR for longer forecast horizons.
3. The accuracy of the estimation (expressed by asymptotic standard errors) increases compared to HS.
In considering the validity and the economic implications of these findings, as mentioned above, we have no direct statistical proof that EVT is superior to VCM and HS. Our assessment is rather based on theoretical arguments, namely the inappropriateness of VCM in case of nonnormal distributions and the statistical weakness of HS in tail estimation. Two things interfere with the generalization of our results. First, we cannot ensure that we have identified the best benchmark for the comparison of EVT and traditional VaR methods. In particular, the VCM was based on a rather simple volatility estimator, namely a long-run historical average. Manfredo and Leuthold (2001) consider several other estimators, amongst them exponentially weighted averages and implied volatilities. Second, it should be recalled that the EVT estimator is just an approximation for an unknown distribution. The quality of this approximation improves the more one moves towards the tails of the distribution, but it is impossible to specify a definite quantile where EVT becomes superior. As a rule of thumb some authors state that EVT should be used for estimating quantiles greater or equal than 99% (cf. Danielsson, Hartmann, and de Vries, 1998 These examples highlight the relevance of our finding, that traditional methods tend to overestimate long-term VaR forecasts in the non iid case.
Finally some disadvantages of EVT should be mentioned. One drawback is that EVT is basically designed for the analysis of univariate distributions. Hence the primary advantage of VaR of being able to consider many risky market factors and to model their joint stochastic structure in a bottom-up approach is eroded. Another disadvantage is the increase of the computational burden of EVT compared to VCM or to HS. The reason for this is not the tail estimation itself, but the bootstrap procedure, which turned out to be necessary for the determination of an optimal sample fraction. However, this disadvantage is weakened, since a tail index estimation will be executed less frequently compared with short-term financial applications, where a permanent updating of VaR forecasts is required when new price information becomes available.
To summarize, the benefits of displaying extreme quantiles depend on the specific problem.
Apparently, the informational needs concerning risk differ largely e.g. between a hog producer, a broker trading with hog futures, and an insurance company insuring against animal diseases. In some cases the inclusion of additional sources of risk seems more important than to push the confidence level of VaR from 95% to 99.9%. For example, the production risks emanating from foot and mouth disease or BSE for a individual producer, are not echoed by aggregated market prices. However, if a calculation of extreme quantiles (e.g. 99% or higher) appears desirable then EVT should be used as a supplement. Additional cost of computation are overruled by a higher accuracy of the tail estimates as well as by significant differences in the temporal aggregation of VaR whenever leptokurtic distributions are involved. 
and determine = * 1 n argmin ( ) 1 n R numerically. If n* differs from the initial choice n 1 , the previous steps should be repeated. Remember that the quantile estimates derived from EVT are only valid for the tails of the profit-and-loss distribution. To allow inferences about quantiles in the interior of the distribution, Danielsson and de Vries (2000) propose to link the tail estimator with the empirical distribution function at the threshold 1 k X + . Thus the particular advantages of the EVT and the HS are combined.
