Abstract. We provide a direct connection between Springer theory, via Green polynomials, the irreducible representations of the pin cover W , a certain double cover of the Weyl group W , and an extended Dirac operator for graded Hecke algebras. Our approach leads to a new and uniform construction of the irreducible genuine W -characters. In the process, we give a construction of the action by an outer automorphism of the Dynkin diagram on the cohomology groups of Springer theory, and we also introduce a q-elliptic pairing for W with respect to the reflection representation V . These constructions are of independent interest. The q-elliptic pairing is a generalization of the elliptic pairing of W introduced by Reeder, and it is also related to S. Kato's notion of (graded) Kostka systems for the semidirect product A W = C[W ] ⋉ S(V ).
1. Introduction 1.1. Graded affine Hecke algebras were defined by Lusztig [19] in his study of representations of reductive p-adic groups and Iwahori-Hecke algebras. A Dirac operator D for graded affine Hecke algebras was defined in [1] , and, by analogy with the setting of Dirac theory for (g, K)-modules of real reductive groups, the notion of Dirac cohomology was introduced. The Dirac cohomology and the Dirac index in the Hecke algebra setting were further studied in [7, 8] . The Dirac cohomology spaces are representations for a certain double cover ("pin cover") W of the Weyl group W . The irreducible representations of W had been classified case by case in the work of Schur, Morris, Read and others, see for example [23, 25, 34] . Recently, it was remarked in [6] (again case by case) that there is a close relation between the representation theory of W and the geometry of the nilpotent cone in semisimple Lie algebras g.
In this paper, we provide a direct link between:
(a) the Springer W -action on cohomology groups and an extension of it to a W ⋊ δ -action, for the automorphism δ given by the action of the long Weyl group element; (b) the irreducible representations of W , and (c) an extended Dirac index for tempered modules of graded Hecke algebras.
The authors thank George Lusztig for his suggestions regarding δ-quasidistinguished nilpotent elements and Zhiwei Yun for his suggestions regarding the W # action on the cohomology of Springer fibers. The authors also thank Syu Kato for helpful discussions about Kostka systems, and Roman Bezrukavnikov for pointing out the reference [4] . This research was supported in part by the NSF grant DMS-0968065 and by the HKRGC grant 602011.
In particular, our approach leads to a new, uniform construction of the irreducible genuine W -characters, see Theorem 1.3 below. The starting point is a reinterpretation of the Lusztig-Shoji algorithm in terms of certain q-elliptic pairings for W with respect to the reflection representation V (see section 2.1); here q is an indeterminate. This is a generalization of the elliptic pairing of W introduced in [26] , see also [24, 8, 7] . The q-elliptic pairing is also related to Kato's notion of (graded) Kostka systems for the semidirect product A W = C[W ] ⋉ S(V ) and the graded Euler-Poincaré pairing.
1.2.
Let G be a complex semisimple Lie group with Lie algebra g and Weyl group W . Let N be the set of nilpotent elements in g and N sol be the subset consisting of those nilpotent elements whose connected centralizers Z G (e) 0 are solvable. For every element e ∈ N , let A(e) = Z G (e)/Z G (e) 0 be the component group of its centralizer and A(e) 0 be the set of A(e)-representations of Springer type. For φ ∈ A(e) 0 , we consider certain q-graded representations of W , denoted X q (e, φ), see section 2.2, defined using the Springer action [31] on cohomology groups H * (B e ) φ = Hom A(e) [φ, H * (B e )]. By analyzing the Lusztig-Shoji algorithm [18, 29] , we prove first: Theorem 1.1. Let e, e ′ ∈ N .
(1) If G · e = G · e ′ , then X q (e, φ) and X q (e ′ , φ ′ ) are orthogonal with respect to the q-elliptic pairing on W , for all φ ∈ A(e) 0 , φ ′ ∈ A(e ′ ) 0 . (2) The map X q (e, φ) → φ is an isometry with respect to the q-elliptic pairing of W , and a certain (q, M )-elliptic pairing of A(e), where M is the q-graded A(e)-representation defined in (2.8.1) . When e ∈ N sol , M is the natural representation of A(e) on the space of complex characters of the central torus in Z G (e) 0 .
The case q = 1 was known before from [26] , where it was obtained by different methods.
The main application to W -representations is the specialization q = −1. This case is related to an action on H * (B e ) of the extended group W # = W ⋊ δ , where δ is the automorphism of G corresponding to −w 0 . Here w 0 is the longest Weyl group element. We define this action in section 4, by extending the Springer action, and relate it to the results in [2, 14, 29] to obtain the following theorem.
1.3.
We explain next the main results concerning W -representations that we obtain via this approach.
Let R( W ) be the (complexification of the) Grothendieck group of finite dimensional W -representations, and R( W ) gen the subspace spanned by the genuine irreducible W -representations, i.e., those which do not factor through to W . Let V be the reflection representation of W . Let C(V ) be the Clifford algebra of V with respect to a W -invariant inner product ( , ), and let S be the unique simple spin C(V )-module (when dim V is even), respectively the sum of the two simple spin C(V )-modules (when dim V is odd). For every e ∈ N and every φ ∈ A(e) 0 , set Σ(e, φ) = X −1 (e, φ) ⊗ S, ( We also remark that Σ(e, φ) depends only on the image of φ in R −1 (A(e)) = R −1 (A(e))/rad ,
−1
A(e) . To see this, denote W (-1)-ell = {w ∈ W : det V (1 + w) = 0}.
(1.3.3)
As we explain in section 5, the radical of the (−1)-elliptic form ,
W on R(W ) can be identified with the space of characters supported on the complement W \W (-1)-ell . On the other hand, S is supported precisely on the preimage of W (-1)-ell in W , by (6.5.5), thus tensoring with S kills the radical of , A(e) .
We calculate the structure of the spaces R −1 (A(e)), e ∈ N sol , and we refine part is either an irreducible (sgn self dual) W -character or the sum of two (sgn dual to each other) irreducible W -characters, with two interesting exceptions: one family of nilpotent orbits in type D n and one orbit in E 7 (see Appendix A, particularly Remark A.7).
The proof of Theorem 1.3 is independent of the results of [6] , and in particular, together with Corollary 7.4, it recovers uniformly [6, Theorem 1.0.1]. It is also independent of the previous known classifications, e.g., [23, 25, 34] . Our proof relies on Theorem 1.1 with q = −1, and on Theorem 1.2 and its relation with the extended Dirac index in section 6, together with "Vogan's conjecture" [1, Theorem 4.2].
1.4.
We mention two applications of our results.
By comparing Theorem 1.3 and Appendix A with [6] , the characters τ (e, [φ]) can be easily identified in terms of the previous known classifications. From this point of view, (1.3.1) can immediately be interpreted to give a character formula of X −1 (e, φ) on w ∈ W (-1)-ell , or alternatively, using (1.3.2) and Theorem 1.2, as a character formula of H * (B e ) φ on δ-twisted elliptic conjugacy classes (see Lemma 5.5 for the definition). In this way, one obtains an extension of [8, Theorem 1.1] . See section 7.4 for details. Theorem 1.3 can also be used to give a solution in terms of Kostka-type numbers to the problem of decomposing tensor products σ ⊗ S, σ ∈ W . See (7.5.3) and Corollary 7.9.
1.5. We conclude the introduction by giving a brief summary of the structure of the paper. In section 2, we recall certain elements of the Lusztig-Shoji algorithm, and prove Theorem 1.1. In section 3, we study the nilpotent elements with solvable connected centralizer, i.e., N sol . In particular, following a suggestion of Lusztig, we prove that a nilpotent element u is in N sol if and only if it is δ-quasidistinguished, in the sense of Definition 3.2. (This definition is the natural generalization of the notion of quasidistinguished from [26] .)
In section 4, we define the action of W # on the cohomology groups H * (B e ), extending the Springer action, and prove Theorem 1.2. In section 5, we relate the (−1)-elliptic pairing with a δ-twisted elliptic pairing, and consider the corresponding spaces of virtual elliptic characters.
In section 6, we introduce the extended Dirac operator for the extended graded Hecke algebras H # , and define its index. Using Lusztig's geometric realization of irreducible H-modules ( [20, 21] ), we relate the index of tempered modules with the character formula in Theorem 1.2. In section 7, we prove the results about Wrepresentations, in particular, Theorem 1.3. In Appendix A, we compute explicitly the spaces R −1 (A(e)) and the associated spin representations τ (e, [χ]). In Appendix B, we present a relation between q-elliptic pairings of W and the Kostka systems of [16] . Let U be a finite dimensional C-representation of Γ and ∧ i U the i-th exterior power of U viewed as a Γ-representation. Denote
Define the q-elliptic product in R q (Γ) to be:
The case of interest for us will be when Γ is a Weyl group W acting on the reflection representation U = V.
2.2.
In the rest of this section, let F be a finite field and let G be a connected semisimple algebraic group split over F. Let F : G → G be the corresponding Frobenius map and G F = G(F) be the corresponding finite group of Lie type. We assume furthermore that the characteristic of F is sufficiently large. Specialize q from the previous section to the order of finite field F. Let e ∈ N F be given, and denote O e the nilpotent orbit of e. We set A(e) = Z G (e)/Z G (e) 0 . Then F acts trivially on A(e) and there is a one-to-one correspondence between G F -orbits in O F e and conjugacy classes in A(e).
For every e ∈ N denote B e the variety of Borel subalgebras of g containing e and let d e be its dimension. Springer [31] defined an action of W on the cohomology groups (with rational coefficients) H j (B e ). This action commutes with the natural A(e)-action. Moreover, it is known that H j (B e ) = 0 unless j is even ( [2, 10, 29] Ψ : G\{(e, φ) : e ∈ N , φ ∈ A(e) 0 } → W , Ψ((e, φ)) = σ(e, φ).
Thus σ(e, φ) occurs in degree 0 in X q (e, φ). Define R q (W ) e to be the subspace of R q (W ) spanned by {X q (e, φ) : φ ∈ A(e) 0 }.
2.3.
The Lusztig-Shoji algorithm [18, 29] gives a solution to a matrix equation
where the matrices K(q), Λ(q), Ω(q) are square matrices of size #G\{(e, φ) : e ∈ N , φ ∈ A(e) 0 } with entries in Z[q] to be defined next. We notice from the start that since our normalization of X q (e, φ) is different than the usual one, in the sense that σ(e, φ) has degree 0 in q rather than top degree, we will need to adjust in the definition of Λ(q) below. Fix a set {e} of representatives of G-orbits in N and for every such e, the set {φ} of representations in A(e) 0 .
Let K(q) denote the upper uni-triangular matrix whose (e, φ), (e ′ , φ ′ ) entry is given by the graded multiplicity of σ(e, φ) in X q (e ′ , φ ′ ).
Let Ω(q) be the symmetric matrix of fake degrees. More precisely, the (e, φ), (e ′ , φ ′ ) entry in Ω(q) is the graded multiplicity of σ(e, φ) ⊗ σ(e ′ , φ ′ ) in X q (1). Recall that X q (1) can be identified with the graded representation of W on the space of coinvariants of W in S(V ). Moreover with this interpretation of X q (1), a well-known identity of Chevalley is:
here m i are the fundamental degrees of W . The matrix Λ(q) is block-diagonal, with one block of size | A(e) 0 | for each e. To define it precisely, we need more notation. For every conjugacy class c of A(e), denote by O F e (c) the corresponding G F -orbits. We fix an element e c for each conjugacy class c of A(e). For c = {1}, we may choose e c = e. We choose an element g c ∈ G such that g c · e = e c and set
For every φ ∈ A(e), define the
Define a bilinear form on Q-valued functions on N F , by
Define the matrix Λ whose (e, φ), (e ′ , φ ′ ) entry is
For every (e, φ), define the function g
in other words, {g e φ } is the basis dual to {f e φ }. This means that the inverse matrix Λ −1 has entries
We can regard Λ as a matrix in q, and denote it by Λ(q). The relation between Λ(q) and Λ(q) is given by Lusztig [18, (24.2.7) ] and Shoji [29, section 4] . Since we need to account here for our normalization of the matrix K(q) in section 2.1, the relation is
2.4. Let M (q) be the symmetric matrix whose entries are X q (e, φ), X q (e ′ , φ ′ ) q W . We relate first M (q) and Λ(q).
Proof. We compute Λ(q). We first calculate Ω(q) −1 . Using (2.3.2), we have X q (1)⊗ σ ⊗ ∧ −q V = p(q)σ, for every irreducible W -representation σ, and then:
Thus σ1,σ2
and therefore
The (e, φ), (e ′ , φ ′ ) entry of this matrix equals: 
Example 2.4. Suppose G = Sp(4). We have five Green polynomials, with our convention:
, and
Then we find
We wish to relate R q (W ) e with R q (A(e)) 0 , i.e., the subspace of R q (A(e)) spanned by A(e) 0 .
2.5.
To compute M (q) further, in light of Theorem 2.1, we need to consider Λ(q) 
The map g → g c gg
gives an isomorphism from Z G (e) to Z G (e c ). Hence
Here F c = Ad(x c ) • F is a Frobenius morphism on Z G (e). It is easy to see that the image of Z G (e) Fc under the map Z G (e) → A(e) is Z A(e) (x c ). Hence we have the following short exact sequence
Let R e be the unipotent radical of Z G (e) and H e = Z 0 G (e)/R e . Then H e is a connected reductive group and We fix a conjugacy class c of A(e). Let T be an F c -stable maximal torus of H e contained in a F c -stable Borel subgroup. Then we can define the F c -action on the character group X of T and on V e = X R . We have that F c = qF c,0 on V where F c,0 is an automorphism of finite order.
The group H e is a product H e = H ′ Z 0 , where H ′ is a semisimple group and Z 0 is the central torus. Then T = SZ 0 , where S = T ∩ H ′ is a maximal torus of H ′ and S ∩ Z 0 is finite. We have the decomposition
is the subspace spanned by the roots and V 2 = S ⊥ R is a complementary subspace. Both V 1 and V 2 are stable under the action of F c and F c,0 . Moreover, let V Z be the vector space spanned by the characters of Z 0 . Then
Let W e be the Weyl group of H e . The W e -invariants of the algebra of polynomial functions on V 1 is a polynomial ring and there exists homogeneous elements
and F c,0 (I i ) = ǫ c,i I i , where ǫ c,i is a root of unity. Moreover,
where N is the number of positive roots. We may reformulate the order of H 
Notice that N and V 2 are independent of the choice of c. Although T and I i depends on the choice of c, the multiset {d 1 , · · · , d l } is the set of degree of fundamental invariants for H e and thus for any given d, the dimension of the vector spaces M (d) c is independent of the choice of c.
, then the actions of Ad(g) • F and Ad(g ′ ) • F on V Z are the same as Z 0 is the central torus of H e . In other words, the map
For any x ∈ A(e), we denote the corresponding endomorphism on V Z by F x . Then F x = qF x,0 , where F x,0 has finite order.
Notice that F = F 1 acts on V Z as q id. Thus the map x → F x,0 gives a group homomorphism from A(e) → GL(V Z ). 
as a polynomial on λ. Here x c is the conjugacy class of x.
Proof. We follow the notations in [17] .
We first consider the case where G is a classical group. If G = GL n , then A(e) = 1 and the statement is obvious. If G = Sp n and e = ⊕ i J ri i be a nilpotent element in G, where J i denotes a nilpotent Jordan block of length i. By [17, Theorem 3] ,
H is a complex vector space of dimension equal to dim M (d) 1 for the group H, i.e., the number of the degree of the fundamental invariants for H which equals d.
Let
We define the action of A(e) on M (d) as follows. The case where G = O n can be proved in the same way. Now we assume that G is of exceptional type and the semisimple part of H e is nontrivial.
If
If A(e) = {1} or S 2 , we only have the following cases (see [17, Table 5 .
Class Class
Class D 4 (a 1 ) in E 7 (q). Here A(e) = S 3 , H e = A 
We set
Then the action of A(e) on V Z and M (d) extends in a unique way to an action on M and for any x ∈ A(e),
We define the (q, M )-pairing in R q (A(e)) to be
Thus we have proved:
A(e) .
Nilpotent elements with solvable connected centralizer
3.1. In this section, we discuss certain nilpotent conjugacy classes that will play an essential role in our study of irreducible representations of W . Let e ∈ N . A standard (Lie) triple of e is a a triple {e, h, f } ⊂ g, such that [h, e] = 2e, [h, f ] = −2e, and [e, f ] = h. Every such triple corresponds to a Lie algebra homomorphism ϕ : sl(2) → g,
By the Dynkin-Kostant classification, see for example [9, pages 35-36] , the map {e, h, f } → e gives a one-to-one correspondence between the set of G-conjugacy classes of Lie triples and G-orbits of nilpotent elements in g. We refer to the element h as a neutral element for e and when we wish to emphasize the dependence of h on e, we denote it by h e .
Definition 3.1. An element e ∈ N is called distinguished ( [5] ) is the centralizer Z g (e) does not contain any nonzero semisimple element. An element e ∈ N is called quasidistinguished if there exists a semisimple element t ∈ Z G (e) such that Z G (t) is semisimple and e is a distinguished element in the Lie algebra of Z G (t).
Set u = exp(e). Then e is quasidistinguished if and only if u is quasidistinguished in the sense of [26] , i.e., there exists a semisimple element t ∈ G such that u ∈ Z G (t) and Z G (tu) does not contain any nontrivial torus. Indeed, one direction is obvious. For the converse, let g = ut. By Jordan decomposition, any element that commutes with g also commutes with t and u. Thus Z G (g) = Z ZG(t) (u). Hence Z G (g) doesn't contain a nontrivial torus implies that Z G (t) is semisimple and u is distinguished in Z G (t). Hence e is distinguished in the Lie algebra of Z G (t).
Recall that N sol is the set of e ∈ N such that Z G (e) 0 is a solvable group. It is clear that every distinguished nilpotent element e is also quasidistinguished and belongs to N sol . It is proved in [27, Lemma 7.1 (1) ] that if e is quasidistinguished, then necessarily e ∈ N sol . However, e ∈ N sol does not imply that e is quasidistinguished.
3.2. Let δ be the automorphism of G given by the action of −w 0 on the root datum, where w 0 ∈ W is the longest element. More precisely, δ is the order two automorphism of the Dynkin diagram when G is of type A n , D 2n+1 , or E 6 , and δ is trivial for other simple groups.
We set G # = G⋊ δ . Following [33, section 9], we call an element g ∈ G # quasisemisimple if there exists a Borel subgroup B of G and a maximal torus T ⊂ B such that gBg −1 = B and gT g −1 = T . In this case Z G (g) is a reductive group. Moreover, by [33, Theorem 7.5] , if g ∈ G # is semisimple, then g is quasi-semisimple. Definition 3.2. An element e ∈ N is called δ-quasidistinguished if there exists a semisimple element tδ ∈ Z G # (e) such that Z G (tδ) is semisimple and e is a distinguished element in the Lie algebra of Z G (tδ).
Suppose that tδ is semisimple in G # . The condition that Z G (tδ) be semisimple implies that tδ is an isolated (torsion) element of Gδ in the terminology of [ Let t ⊂ b be δ-stable Cartan and Borel subalgebras, respectively. If Φ is the root system of g corresponding to t, with positive roots given by b. Call two roots α, β ∈ Φ δ-equivalent if α| t δ , β| t δ are proportional via a positive constant. If a is a δ-equivalence class in Φ, then a is a δ-orbit in Φ, except in type A 2n , when a could be of the form {α, δ(α), α + δ(α)}. Let
where f a = |a|, unless a is the exception in type A 2n , when f a = 4. With this notation, the root-space decomposition of g tδ , t = exp(x), x ∈ t δ is ([28, Proposition 3.8]):
where the sum of over the δ-equivalence classes a ∈ Φ/δ such that γ a , x ∈ {−1, 0, 1}. Each g tδ a is one-dimensional, affording either a root β a or 2β a , the latter case may only occur in the exceptional a in A 2n .
Proposition 3.3. A nilpotent element e ∈ N is δ-quasidistinguished if and only if
Proof. One can prove uniformly that "e is δ-quasidistinguished" implies "e ∈ N sol " analogously with the untwisted case [27, Lemma 7.1(1)], as follows. Suppose e is δ-quasidistinguished, and let tδ ∈ Gδ ⊂ G # be a semisimple element as in Definition 3.2. Let H e be the (connected) reductive part of Z G (e) and let h e be the Lie algebra. Since tδ ∈ G # acts on H e by conjugation, one can consider Ad(tδ)| he : h e → h e and let h tδ e be the fixed points. The algebra h tδ e is a reductive Lie algebra, since tδ is semisimple. However, h tδ e does not contain nonzero semisimple element. This means that h tδ e = 0. By [33, Corollary 10.12] , h e has zero derived subalgebra, which implies H e is a torus, equivalently Z G (e) 0 is solvable. The proof of the converse direction is case by case. In type A, we consider GL(n) rather than SL(n) for simplicity. The nilpotent orbits in N sol are in one two one correspondence with partitions of n into distinct parts via the Jordan canonical form. Let λ be such a partition and break λ into λ 0 containing all the even parts and λ 1 containing all the odd parts. Let 2m be the sum of parts in λ 0 . Let
, where I m is the identity m × m matrix. Set t m = diag(J 2m , I n−2m ). Then t m δ is a semisimple element. We consider the automorphism δ :
Let e λ0 be a distinguished nilpotent element in sp(2m) parameterized by the even partition λ 0 and e λ1 a distinguished nilpotent element in o(n − 2m) parameterized by the odd partition λ 1 . Then e λ = e λ0 0 0 e λ1 is a representative of the class in N sol labeled by λ and it is δ-quasidistinguished by construction.
In Sp(2n) (resp. SO(2n + 1) or SO(4n)), the automorphism δ is trivial, and one can see from the classification of nilpotent classes that the classes in N sol are parameterized by partitions of 2n (resp. 2n + 1 or 4n) where every part is even (resp. odd) and each part appears with multiplicity at most 2. It is easy to check that every such nilpotent class is quasidistinguished. For example, suppose λ = (a 1 , a 1 , a 2 , a 2 , . . . , a k , a k , a k+1 , . . . , a ℓ ) is a partition of 2n, where a 1 < a 2 < · · · < a k < a k+1 < · · · < a ℓ are even numbers. Let t m ∈ Sp(2n) be a semisimple element whose centralizer is Sp(2m) × Sp(2n − 2m), where 2m = ℓ i=1 a i . We choose a distinguished nilpotent element e 1 in sp(2m) corresponding to the partition (a 1 , a 2 , . . . , a ℓ ) and a distinguished nilpotent element e 2 in sp(2n − 2m) corresponding to the partition (a 1 , a 2 , . . . , a k ). Then e λ = e 1 × e 2 is a representative of the nilpotent class in sp(2n) labeled by λ and it is quasi-distinguished by construction.
If G = SO(4n + 2), δ corresponds to the automorphism of order 2 of the Dynkin diagram. Suppose the roots of the corresponding root system of type D 2n+1 are labeled {α 1 , α 2 , . . . , α 2n+1 } and that δ acts by interchanging α 2n and α 2n+1 and fixes the other roots. The orbits in N sol are parameterized by partitions of 4n + 2 into odd parts, each part of multiplicity at most 2. By [17, Lemma 2.9(iv)] and [12, Table 4 .3.1], there exist n + 1 classes of involutions in Gδ with representatives t i−1 δ having centralizers of type B i−1 × B 2n+1−i , where 1 i n + 1. Here t 0 = 1, and t i , 1 i n, is the order two element in the standard torus in SO(4n + 2) corresponding to the root α i , see for example [12, (4.4.4) ] for the precise definition. In particular, t i−1 commutes with δ, so t i−1 δ is semisimple, 1 i n + 1. The construction of δ-quasidistinguished orbits proceeds then exactly as in the untwisted Sp(2n) example above.
When G is exceptional of type G 2 , F 4 , E 7 , or E 8 , the automorphism δ is trivial, and one verifies the claim from the classification of nilpotent orbits and their centralizers. This is an easy direct calculation using the explicit classification of nilpotent classes. We give the results below, but skip the details, since the calculation is very similar to the twisted E 6 example which we'll explain in detail.
If G is of type G 2 or F 4 , the only nilpotent orbits in N sol are already distinguished, so there is nothing to check.
For groups of type E, we use the following labeling of the Dynkin diagrams (this is not the Bourbaki notation):
For types E 7 and E 8 , denote t i = exp(
is the fundamental coweight corresponding to the i-th simple root, and γ is the highest positive root.
If G is of type E 7 , the non-distinguished nilpotent orbits in N sol are denoted in the Bala-Carter classification [5] by E 6 (a 1 ) and A 4 + A 1 . They come from the regular nilpotent orbits in
It remains to analyze the case G = E 6 and δ coming from the automorphism of order 2 of the Dynkin diagram. There are seven nilpotent orbits in N sol labeled:
Suppose that tδ is semisimple. We use (3.2.1) to realize δ-quasidistinguished nilpotent orbits. The explicit cases in E 6 are in [28, section 4.5]. For each x ∈ t δ such that t = exp(x) that appears (there are five cases), we compute the simple roots of the Lie algebra g tδ as in (3.2.1). Then for each distinguished nilpotent element in g tδ we match its Dynkin-Kostant diagram (in g tδ ) with a diagram in g. This is done as follows: the Dynkin-Kostant diagram of e ∈ g tδ gives the values of the simple roots β for g tδ on the neutral element h e ∈ t δ , and thus we can determine h e . Next, one makes h e dominant with respect to the simple roots in g and computes the Dynkin-Kostant diagram in g. The explicit results are below. We denote by ω ∨ i ∈ t the fundamental coweight corresponding to α i . (0) x 0 = 0, g t0δ = F 4 , with simple roots:
. The fixed point group F 4 has four distinguished nilpotent orbits: F 4 , F 4 (a 1 ), F 4 (a 2 ), and F 4 (a 3 ) which correspond in E 6 to:
, with simple roots:
. There is only one distinguished nilpotent orbit in g t1δ , the regular one, which corresponds to
where
. There is only one distinguished nilpotent orbit in g t2δ , the regular one, which corresponds to
. There is only one distinguished nilpotent orbit in g t3δ , the regular one, which corresponds to
There are two distinguished nilpotent orbits in C 4 , the regular orbit (8) and the subregular orbit (62), which correspond in E 6 to E 6 (a 1 ) and E 6 (a 3 ), respectively. This finishes the proof for E 6 and therefore, the proof of the proposition. Now we analyze the action of δ on G-orbits of Lie triples in g. Proof. We prove the statement case by case. When δ = 1, the claim is immediate from the Bala-Carter classification, in fact, m can be chosen so that e is distinguished in m.
Let G = GL(n). The nilpotent orbit O is given via Jordan form by a partition λ of n. Let I = {1, 2, . . . , n − 1} be the indexing set for the simple roots. The automorphism δ acts on I as δ(i) = n − i. We construct a subset J ⊂ I, such that δ(J) = J. Start by setting J = I. If λ has only distinct parts, by Proposition 3.3, O is δ-quasidistinguished in g, so m = g. Suppose λ has equal parts. Write λ = λ ′ ⊔{r 1 , r 1 }⊔· · ·⊔{r ℓ , r ℓ }, where λ ′ is the largest subset of λ having only distinct parts. Set k = ℓ j=1 r j . Remove from I the indices r 1 , n − r 1 , r 1 + r 2 , n − (r 1 + r 2 ), . . . , k, n − k, the resulting subset is J. By construction, δ(J) = J. Then m is the Levi subalgebra corresponding to J, thus m = ℓ j=1 (gl(r j ) ⊕ gl(r j )) ⊕ gl(n − 2k). Let {e, h, f } ⊂ m be a Lie triple in m representing the regular nilpotent orbits on each factor gl(r j ) and the nilpotent orbit parameterized by λ ′ on gl(n − 2k). The latter is δ-quasidistinguished by Proposition 3.3.
Let g = so(2n). Let I = {1, 2, . . . , n} be the indexing set of simple roots, and suppose that the branch point of the Dynkin diagram is at n − 2, so that δ(i) = i for all 1 i n − 2 and δ(n − 1) = n. Suppose O is parameterized by a partition λ of 2n. Then each even part in O appears with even multiplicity. Partition λ as λ = λ ′ ⊔ {r 1 , r 1 } ⊔ · · · ⊔ {r ℓ , r ℓ }, where λ ′ is the largest subset of λ such that λ ′ has only odd parts and each part occurs with multiplicity at most 2. As before, set k = ℓ j=1 r j . The subset J ⊂ I, δ(J) = J, is J = {1, . . . , r 1 − 1} ∪ {r 1 + 1, . . . , r 1 + r 2 − 1} ∪ {k − r ℓ + 1, . . . , k − 1} ∪ {k + 1, . . . , n}, and the corresponding Levi subalgebra m = ⊕ ℓ j=1 gl(r j ) ⊕ so(2n − 2k). Let {e, h, f } be a Lie triple in m such that e represents the regular nilpotent orbits on the gl(r j ) factors and the δ-quasidistinguished orbit parameterized by λ ′ on the so(2n − 2k) factor.
When g is of type E 6 , we list the orbits with the corresponding m and e ∈ m in Table 1 . The indexing set I = {1, . . . , 6} corresponds to the Dynkin diagram (3.
There exists a Lie triple {e, h, f }, with e ∈ O, h ∈ t δ , and an element g ∈ G such that δ(φ) = Ad(g)φ, and
Proof. Assume δ = 1 (otherwise g = 1). First, suppose e is δ-quasidistinguished in g. By definition, there exists tδ, t ∈ T δ , an isolated semisimple element of Gδ such that e ∈ Z g (tδ). We may choose the Lie triple so that φ ⊂ Z g (tδ). Thus Ad(tδ)φ = φ, or equivalently δ(φ) = Ad(t −1 )φ. So we may choose g = t −1 ∈ T δ , and then δ(g)g = t −2 . We claim that t −2 ∈ Z G (φ) 0 . Indeed, by the proof of Proposition 3.3, t 2 = 1 unless g is of type A n or when g is of type E 6 and O is D 5 (a 1 ) or A 4 + A 1 . But in all of these cases, Z G (φ) is connected, so there is nothing to prove.
If e is not δ-quasidistinguished in g, by Lemma 3.4, there exists a δ-stable Levi m such that φ ⊂ m and e is δ-quasidistinguished in m. From the proof of Lemma 3.4, we see that whenever m has two factors of the same type which are flipped by δ, the two factors are of type A r−1 (for some r) and the nilpotent elements on these factors are equal to a regular nilpotent element e r−1 . This means that δ fixes the pair (e r−1 , e r−1 ), and therefore by the discussion in the case m = g, there exists
4. An action of W # on H * (B e ) 4.1. Let δ be the automorphism on G and on W defined in section 3.2 and W # = W ⋊ δ . In this section, we construct a natural action of W # on H * (B e ), which extends the action of W we discussed in section 2.2, such that the following theorem holds. In particular, we have Corollary 4.2. For any w ∈ W , X q (e, φ)(δw) = (−1) de sgn(w 0 )X −q (e, φ)(w 0 w).
4.2.
We assume that δ = id.
We fix a δ-stable Borel subalgebra b of g. Let g reg be the set of regular semisimple elements in g and
Its restriction q reg to G × B b reg gives an unramified Galois covering of g reg whose Galois group is W .
We fix a prime number l invertible in F. Let Q lG× B b be the trivial sheaf on G× B b and Q lG× B breg be the trivial sheaf on
and we have a natural action of W on Ψ. Notice that the map q is in fact G # -equivariant. Hence the automorphism δ on G induces an action δ * : Ψ → Ψ. We have that (δ * ) 2 = 1 and (δ) * w = δ(w)δ * : Ψ → Ψ.
4.3.
Let e ∈ N . If g ∈ G such that δ(e) = Ad(g)(e). Then δ(g)g ∈ Z G (e). We choose g ∈ G such that δ(e) = Ad(g)(e) and the image of δ(g)g in A(e) lies in the kernel of φ for all φ ∈ A(e) 0 . By Proposition 3.5, such g always exists. Thus Ad(g)
For any w ∈ W , we have the following commuting diagram 
gives an action of W # on Ψ e and hence on the cohomology of Ψ e . By construction, this action commutes with the action of A(e) on Ψ e . In particular, for any i 0 and φ ∈ A(e) 0 , we may regard H 2i (B e ) φ as a W # -module and thus X q (e, φ) as a virtual character of W # .
Notice that the W # -module structure depends on the choice of g. If we pick a different element g ′ ∈ G such that δ(e) = Ad(g ′ )(e) and δ(g
and thus the actions of δ on H 2i (B e ) φ (defined using g and g ′ ) differ by φ(g −1 g ′ ).
4.4. Now we discuss the choice of g which makes the action of δ on H * (B e ) nice. We construct such an element g = g 1 without using Proposition 3.5. A similar action of A(e) ⋊ δ on H * (B e ) is studied by Bezrukavnikov and Mirković in [4] . 
We assume furthermore that σ(e) is split with respect to F . Let g ∈ G such that δ(e) = Ad(g)(e). Then e ∈ O F0 , where
• F is again a split Frobenius morphism. There exists h ∈ G such that Ad(h)(e) is split with respect to F 0 , i.e. F 0 (Ad(h)(e)) = Ad(h)(e) and all the irreducible components of B Ad(h)(e) = Ad(h)B e are F 0 -stable. In other words, h −1 F 0 (h) ∈ Z G (e) and all the irreducible components of B e are Ad(h 
and
By Theorem 4.3,
In particular,
Since (Ad(g 1 ) * •δ * ) commutes with w 0 by (4.3.2), (Ad(g 1 )
acts on H 2i (B e ) via the image of δ(g 1 )g 1 in A(e), and so Ad(g 1 ) * • δ * • w 0 acts on H 2i (B e ) as an element of finite order. Hence it acts by the scalar (−1)
* acts on H 2de (B e ) as the identity. Therefore the image of δ(g 1 )g 1 in A(e) lies in the kernel of φ for all φ ∈ A(e) 0 .
4.5.
We proved Theorem 4.1 over a finite field. In order to pass from (large) characteristic p to characteristic 0, first note that the representation of W on H 2i (B e ) is independent of the characteristic [32, section 3]. Now we choose g as in the proof of Proposition 3.5. Then the action of Ad(g) * • δ * is again independent of the characteristic. As explained in section 4.3, there exists z ∈ A(e) such that for any i and φ, Ad(g) * • δ * • w 0 acts on H 2i (B e ) φ as (−1) i sgn(w 0 )φ(z). In fact, in characteristic p, z is the image of g [2] ) can be applied in these cases as well, as soon as we construct the correct matching σ so that the analogues of [29, Proposition 1.12 and Lemma 4.20(ii)] hold. This is done as follows.
Let e ∈ N F . For every φ ∈ A(e) 0 , let hdeg(σ(e, φ)) denote the lowest harmonic degree of σ(e, φ), and set d φ = (−1) hdeg(σ(e,φ)) . Proof. When g is a simple exceptional Lie algebra not of type E 6 , the component group A(e) can be 1, Z/2Z, or S n with n = 3, 4, 5. The claim is obvious in the case 1 or Z/2Z. In the S n cases, by inspection of the tables in [5, pages 429-432], we see that all σ(e, φ) have the same parity of the lowest harmonic degrees. Thus, we may choose c 0 = 1 in these cases.
Define the map σ : 
(4.6.1)
An alternative argument, again case by case, is as follows. The graded Wrepresentations H * (e) φ are explicitly computed in all the exceptional cases: for G 2 , F 4 in [30] , and for type E in [3] . One can check that if an irreducible Wrepresentation µ occurs in H 2i (B e ) φ then (−1) hdeg(µ) = sgn(w 0 )(−1) i . See also [3, page 19, Remark (a)] The lowest harmonic degrees can be read from [5] . Since w 0 is central, it acts on every irreducible µ by (−1) hdeg(µ) , and (4.4.2) follows.
The twisted elliptic form
For any e ∈ N , let R ǫ (W ) e be the image of R(W ) e in R ǫ (W ). By Corollary 2.2,
e , where u runs over nilpotent conjugacy classes of G. − 1) . Therefore, |Z G (e) Fc |(ǫ) = 0 for ǫ ∈ {+1, −1}. By Corollary 2.5, R 1 (W ) e = R −1 (W ) e = 0. Thus we may reduce to the case where e ∈ N sol . The statements then follow by an analysis similar to the proof of Proposition 2.6.
5.2.
In the rest of this section, we focus on the (−1)-elliptic form ,
(5.2.1) We will relate it to the δ-twisted elliptic form, here δ is the automorphism of (W, V ) given by −w 0 :
The δ-twisted elliptic form is defined as follows. If (σ, X) is a W -representation, let (σ δ , X δ ) be the δ-twisted representation, i.e.,
We choose the intertwininer φ : (σ δ , X δ ) → (σ, X) to be φ(x) = σ(w 0 )x. Clearly φ 2 = 1. Define the δ-twisted character of σ: 
Proof. This is a straightforward calculation:
W . Under the isometry in Lemma 5.3, R −1 (W ) may be identified with R δ (W ).
We give an more explicit description of R δ (W ) using the δ-elliptic conjugacy classes.
Definition 5.4. The δ-twisted conjugacy class of w ∈ W is
A twisted class C is called δ-elliptic if C ∩ W J = ∅, for all δ-stable proper parabolic subgroups W J of W . An element w ∈ W is called δ-elliptic if it belongs to a δ-elliptic conjugacy class.
The following lemma is well-known, see for example [13] .
Lemma 5.5. The following are equivalent for an element w ∈ W :
where the sum is over all δ-stable proper parabolic subgroups W J of W.
The following proposition is a straightforward modification of [26, Proposition (2.2.2)], and we omit the proof. 2 E 6 : 9; E 7 : 12; E 8 : 30.
Extended Dirac operator
6.1. We retain the notation from the previous sections. Fix a W -invariant bilinear form ( , ) on V . Then W is a Weyl group in the Euclidean vector space V, ( , ) with semisimple root system Φ ⊂ V * , positive roots Φ + , and simple roots Π. Let r denote an indeterminate to be specialized later. Recall the automorphism δ, δ 2 = 1, of the root system given by −w 0 . Definition 6.1 (Lusztig, [19] ). The graded affine Hecke algebra H with equal parameters attached to (Φ, V, W ) is the unique associative C[r]-algebra with identity generated by {ξ ∈ V * C } and {w ∈ W } such that:
W , hence the central characters are parameterized by W -orbits in C ⊕ V C .
Let * denote the conjugate linear anti-automorphism of H defined on generators via r * = r, w
It is clear that ξ * = − ξ. Moreover, it is known that w · ξ · w −1 = w(ξ). We consider the extended algebra H # = H, δ , and extend the * -operation to H # by setting δ * = δ.
6.2.
We recall the classification of simple H-modules from [20, 21] If Let
Denote by A(e) and A(e, s) the group of components of Z G×C × (e) and Z(e, s), respectively. The natural map A(e, s) → A(e) is an injection, so E e,s,r0 carries an action of A(e, s) obtained by restriction from the natural action of A(e) on H (1) Let e, s be as above and ψ ∈ A(e, s) 0 . The H-module E e,s,r0,ψ has a unique maximal submodule. Let E e,s,r0,ψ be the irreducible quotient. (2) The map (e, s, ψ) → E e,s,r0,ψ gives a one-to-one correspondence between the of G-conjugacy classes of triples (e, s, ψ) where e ∈ g is nilpotent, s ∈ g is semisimple with [s, e] = 2r 0 e, ψ ∈ A(s, e) 0 , and the set of simple H-modules on which r acts by r 0 .
6.3.
We recall next the classification and construction of irreducible tempered Hmodules following [21] . Suppose that r 0 ∈ R >0 . Definition 6.3. Denote V * ,+ = {ξ ∈ V * : ξ(α ∨ ) > 0, for all α ∈ Π} the set of dominant elements of V * . Notice that δ(V * ,+ ) = V * ,+ . An irreducible H-module X is called tempered if every S(V * C ) weight ν ∈ V C of X satisfies ξ(ℜν) 0, for all ξ ∈ V * ,+ .
If all the inequalities are strict, then X is called a discrete series module. e is distinguished and s = r 0 h.
6.4.
In light of Theorem 6.4, fix a Lie triple φ = {e, h, f }, and consider the module E e,h,1,ψ , with ψ ∈ A(e, h) 0 . This is a simple tempered H-module (with real central character) on which r acts by r 0 = 1. So we assume from now on that r 0 = 1 and drop it from the notations. Assume that δ = id. We extend the H-module structure on E e,h,ψ to a H # -module structure. The construction is similar to section 4. Assume, as we may, that h ∈ t δ . By [9, Lemma 3.7.3 and Remark 3.7.5 (ii)], A(e) = A(h, e). Then the natural map {g ∈ G; δ(φ) = Ad(g)(φ)} → {g ∈ G; δ(e) = Ad(g)(e)} induces a bijection on the connected components. Let g ∈ G with δ(φ) = Ad(g)(φ) and that the image of g in {g ∈ G; δ(e) = Ad(g)(e)} is in the same connected component as the element g 1 in section 4.4. Then Ad(g)
We have the following commuting diagram
Define the action of δ ∈ H # on E e,h by Ad(g) * • δ * . By (6.4.1) and (6.4.2), this gives an action of H # on E e,h . The map Ad(g)
e ) induces an action on A(e, h) 0 , which we denote by δ.
By [9, Lemma 3.7.3 and Remark 3.7.5 (ii)], A(e) = A(h, e). By [20, 10.13] , there is an isomorphism of W -modules:
where X 1 (e, ψ) = H * (B e ) ψ ⊗ sgn is the Springer W -representation from section 2. Since the W -structure of the module does not change under the δ-twist, (6.4.3) implies that δ(ψ) = ψ.
Hence for any ψ ∈ A(e) 0 , E e,h,ψ is an H # -module such that (6.4.3) is an isomorphism of W # -modules, where the δ-action on X 1 (u, ψ) is as in section 4.
6.5. Define the Clifford algebra C(V ) of (V, ( , )) to be the real associative algebra with identity generated by {ξ ∈ V } subject to the relations
The algebra C(V ) is naturally Z 0 -filtered, where the n-th space C n (V ) in the filtration is the span of all elements of C(V ) which are products of at most n elements of V . The associated graded algebra is ∧V.
The Clifford algebra C(V ) is also Z/2Z-graded C(V ) = C(V ) even + C(V ) odd by the parity of the degree of homogeneous elements in the filtration just defined. Let ǫ : C(V ) → C(V ) be the involution which is +1 on C(V ) even and −1 on C(V ) odd .
Let t : C(V ) → C(V ) be the anti-automorphism defined by ξ t = −ξ for all ξ ∈ V. Define the pin group
This is a central double extension of O(V ) with the projection map p :
a central double extension of W . When dim V is even, C(V ) is a central simple algebra, and therefore it has a unique complex simple module S of dimension 2 dim V /2 . When dim V is odd, Z(C(V )) is two dimensional and C(V ) = C(V ) even ⊗ Z(C(V )). In this case, the unique simple module of C(V ) even can be extended in two inequivalent ways to C(V ), S + and S − . In what follows, we will refer to any one of S, S + , S − as a spin module of C(V ). For convenience, we also set
One can restrict every spin module to Pin(V ) and furthermore to W . Since we assumed V W = 0 (semisimple), W generates C(V ), and therefore every spin module is an irreducible W -representation.
We have
, where a V = 1 if dim V is even, and a V = 2 if dim V is odd. The group W admits a Coxeter-like presentation. Denote by m(α, β) the order in W of s α s β . Then:
6.6. Let −1 be the automorphism of O(V ) induced by ξ → −ξ on V and recall
We fix an orthonormal basis {ξ 1 , ξ 2 , . . . , ξ n } of V permuted by δ, and set
(6.6.1)
Lemma 6.5. The element z satisfies the following properties:
Proof. Straightforward.
Therefore, z is a central element in C(V ) if dim V is odd, and z is a central element of C(V ) even , when dim V is even. When dim V is even, denote by S ± the two constituents in the restriction of spin module S to C(V ) even . With this notation, z acts by scalars on S ± in both cases dim V odd or even. Since the trace of −1 ∈ O(V ) on ∧V is zero, (6.5.5) implies that the trace of z in S + + S − is zero as well. Therefore, the scalars by which z acts on S + , S − differ by a sign, i.e.,
, but we will not need to use this fact.) We will use the formula ([1, Lemma 3.4])
Fix once for all w 0 ∈ p −1 (w 0 ) and set
It is easy to check that
The group W # is generated by W and z. It is also generated by W and δ. Set 6.5) and
The discussion above shows that
(6.7.1)
The algebra C(V ) also has a * -operation defined by the transpose map t . On Pin(V ) this corresponds to the inversion operation. With respect to this operation, the spin modules S, S ± admit positive definite invariant forms (i.e., they are unitary). Let Φ ∨ ⊂ V be corresponding coroots and Φ ∨,+ the positive coroots, Φ ∨,− , the negative coroots. Define the Casimir element of W ([1, section 3.4] )
where (−1), s α are as in (6.5.6).
Proposition 6.6. The element D has the following properties:
Proof. Definition 6.7. If X is an H # -module, and S is a spin C(V )-module (when dim V is odd, there are two choices), left action by D defines the Dirac operator (of X and S)
Define the extended Dirac cohomology of X (with respect to S)
Suppose dim V is odd. In this case, S + and S − are realized on the same vector space U (coming from the unique simple module of C(V ) even ). Then, as in [8, section 2.9], D # : X ⊗ S + → X ⊗ S + can be composed with the vector space identity map
(6.7.6)
We call I # (X) the extended Dirac index. By Proposition 6.6(2),(3), H
by Proposition 6.6(4), since D ± # are given by the left action of D.
Proposition 6.9. For every H # -module X, we have
tr( wz, I # (X)) = c tr(ww 0 δ, X) tr( w, S), (6.7.8) where S is as in (6.5.4) , and c is the scalar by which z acts in S + .
Proof. The first claim is proved identically with [7, Lemma 4.1] . The second claim is immediate from the first since z acts by c in S + and by −c in S − , and ρ(z) = w 0 δ ⊗ z.
6.8.
We are now in position to compute the extended Dirac index of the simple tempered H # -modules E e,h,ψ . Theorem 6.10. Let E e,h,ψ be a simple tempered H # -module as above.
(1) The δ-twisted trace of E e,h,ψ on W is given by:
tr(ww 0 δ, E e,h,ψ ) = (−1) de sgn(w 0 )X −1 (e, ψ)(w), for all w ∈ W. (6.8.1) (2) The extended Dirac index of E e,h,ψ is given by the formula:
with w ∈ W ′ , z is as in (6.6.1) , c ′ = (−1) de sgn(w 0 )c, where c is the scalar from Proposition 6.9.
Proof. The above construction of the δ-action on E e,h,ψ gives tr(wδ, E e,h,ψ ) = X 1 (u, ψ)(wδ). Then (1) follows from Corollary 4.2.
For (2), Proposition 6.9 implies that tr( w, I # (E e,h,ψ )) = tr(w, E e,h,ψ ) tr( w, S + − S − ) and tr( wz, I # (E e,h,ψ )) = c tr(ww 0 δ, E e,h,ψ ) tr( w, S). The formula now follows from part (1) and (6.4.3).
6.9. The analogue of Vogan's conjecture from real reductive groups in the setting of the graded affine Hecke algebra was stated and proved in [1] . We need the following algebraic form. Notice that if σ is an irreducible W -representation, the central character χ σ1 is the same for all irreducible W ′ -representations that appear in the restriction of σ to W ′ . Thus we can also denote χ σ for an irreducible W -representation σ.
We following is a slight sharpenning of [1, Theorem 4.4] . 
Proof. We show how the claim follows from Theorem 6.11. This is analogous with the proof of [1, Theorem 4.4], but we need some minor modification because we are considering D ± (rather than operators D). When dim V is odd, S ǫ and S −ǫ are realized on the same vector space U ǫ = U −ǫ . When dim V is even, S ǫ and S −ǫ are realized on the vector spaces U ǫ and U −ǫ , respectively.
Let γ denote Clifford multiplication by elements in C(V ) on the spin module
Together with (6.9.1), it follows that:
By the discussion above a ∈ H⊗C(V ) odd , and so when dim V is even, ax ∈ X ⊗U −ǫ . Therefore, regardless of the parity of dim V , the right hand side is in im D 7. Spin Weyl group representations 7.1. We denote by W gen the set of (isomorphism classes of) irreducible genuine representations of W , i.e., the irreducible representations of W which do not factor through W. Let R( W ) gen be the subspace of R( W ) spanned by W gen . Denote 
W . Moreover, ι(X −1 (e, φ)) = 0 if and only if e ∈ N sol and
Proof. Since S * ∼ = S, the first claim is immediate from (6.5.5) and the definition of ,
W . The second claim follows from Proposition 5.1 (2) . By Theorem 2.7 in the case q = −1, the map φ → X(e, φ) induces an isometric isomorphism R −1 (A(e)) 0 → R e −1 (W ). Composing with ι, this implies that ι(X −1 (e, φ)) ∈ R( W ) gen , e ∈ N sol , is nonzero and that (7.1.2) holds.
We relate these facts with the extended Dirac index from section 6.
Proof. Suppose w ∈ W is such that det V (1 + w) = 0. This means that w acting on V does not have the eigenvalue −1. Since V is a real representation, the only real eigenvalue of w is 1 and the complex eigenvalues come in pairs. Thus sgn(w) = det V (w) = 1. Proof. In one direction, suppose e ∈ N sol . By Proposition 7.1, ι(X −1 (e, φ)) = 0. By (6.5.5), S is supported on W (-1)-ell and Lemma 7.2 implies that the support of ι(X −1 (e, φ)) is in W ′ . Therefore, (6.8.2) says that the restriction of I # (E e,h,φ ) to
For the converse, suppose that I # (E e,h,φ ) = 0. Again by (6.8.2), there are two cases. If there exists w ∈ W ′ such that tr( w, I # (E e,h,φ )) = 0, then tr( w, X 1 (e, φ) ⊗ (S + − S − )) = 0. By [8, Proposition 3.1] , which is the analogue of Proposition 7.1 above, it follows that X 1 (e, φ), X 1 (e, φ) 1 A(u) = 0. Then Proposition 5.1 (1) implies that e is quasidistinguished and so e ∈ N sol . If, on the other case, tr( wz, I # (E e,h,φ )) = 0, then tr( w, ι(X −1 (e, φ)) = 0, and by Proposition 7.1, e ∈ N sol .
7.2.
For e ∈ N sol and φ ∈ A(e) 0 , let [φ] be the image of φ in R −1 (A(e)) 0 . Denote In particular, σ(Ω W ) = (h, h), where Ω W is as in (6.7.3) .
Proof. Let σ ∈ Irr e W . There exists φ ∈ A(e) 0 such that Hom W [ σ, ι(X −1 (e, φ))] = 0. Let σ 1 be an irreducible W ′ -representation such that Hom W ′ [ σ 1 , σ] = 0 and On the other hand, by Proposition 7.3, the left hand side equals (up to a nonzero scalar) tr( w, ι(X −1 (e, φ)), and so tr( w, σ 1 ) appears in the linear combination. By the linear independence of irreducible W ′ -characters, it follows that there exist i, j such that σ 
Since h is δ-stable, the first claim of the corollary is proved. For the second claim, it is sufficient to notice that by definition (ν σ , ν σ ) = σ(Ω W ).
7.3.
We state the main results of this section.
Proof. Let σ be an irreducible genuine W -representation. Then σ ⊗ S is a Wrepresentation. Since {X −1 (e, φ) : e ∈ G\N , φ ∈ A(e) 0 } is a basis of R(W ), there exists (e, φ) such that σ⊗S, X −1 (e, φ) W = 0, or equivalently σ, ι(X −1 (e, φ)) W = 0. In particular, ι(X −1 (e, φ)) = 0, thus by Proposition 7.1, e ∈ N sol . The disjointness follows from Corollary 7.4. Theorem 7.6. Let e ∈ N sol and φ ∈ A(e) 0 be given.
(1) For every σ ∈ Irr e,[φ] W , m e,φ ( σ) = σ(e, φ) ⊗ S, σ W , and in particular, Proof. Since the matrix of Green polynomials K(q) is upper triangular with 1 on the diagonal, K(q) −1 is again upper triangular with 1 on the diagonal and polynomials in q above the diagonal. It is well-known that the W -types in X q (e, φ), other than σ(e, φ) are all of the form σ(e ′ , φ ′ ) with e ′ > e. Thus, in R q (W ), we have:
Apply this identity when q = −1 and tensor with S:
an identity in R( W ) gen . Suppose that σ occurs in the LHS. By Corollary 7.4, W ·ν σ = W · h, where h is a neutral element for a Lie triple of e. In particular, σ cannot occur in any ι(X −1 (e ′ , φ ′ )) with G · e ′ = G · e, since h determines G · e. Thus σ can only occur in σ(e, φ) ⊗ S. This proves (1).
For (2), suppose φ, φ
A(e) = 1. (The fact that this is always the case when u is distinguished is immediate.) By Proposition 7.1, ι(X −1 (e, φ)), ι(X −1 (e, φ)) W = a V . Since ι(X −1 (e, φ)) is also sgn-dual, the only possibility when dim V is even is the one stated in (3) .
If dim V is odd, then ι(
± are sgn self-dual. By (7.3.2), they occur in σ(e, φ) ⊗ S with multiplicity 1. But S = S + + S − and since S + = S − ⊗ sgn, this is impossible. Claim (3) follows similarly from Proposition 7.1.
7.4.
As mentioned in the introduction, Theorem 7.6 can be used to obtain character formulas for X −1 (e, φ) and H * (B e ) φ . Recall the notation from the introduction Σ(e, φ) = ι(X −1 (e, φ)) = X −1 (e, φ) ⊗ S.
For every w ∈ W (-1)-ell , we have then
where w is a representative of the preimage of w in W , and d e = dim B e . In particular, when w = 1, we find
Using Corollary 4.2, (7.4.1) can also be interpreted as a character formula of H * (B e ) φ on δ-twisted elliptic conjugacy classes.
Corollary 7.7. Let w be a δ-elliptic element of W . Then
where w w 0 is a representative of the preimage of ww 0 in W .
The calculations in Appendix A allow us to describe Σ(e, φ) explicitly and by comparison to [6] , to identify Σ(e, φ) in terms of the known classifications of irreducible W -representations. Therefore, Corollary 7.7 can be effectively used as a character formula for H * (B e ) φ on δ-elliptic classes.
Example 7.8. In GL(n), the class of the element e ∈ N sol is parameterized, via the Jordan canonical form, by a partition λ of n into distinct parts, and A(e) = {1}. A partition λ of n is called even if ℓ(λ) ≡ n (mod 2), otherwise it is called odd, where ℓ(λ) is the number of parts of λ. Then
where a λ is as in Proposition A.3, and σ λ , σ ± λ are the irreducible S n -representations constructed by Schur (cf. [34] ). The dimension of σ λ , or of each of σ ± λ , λ = (λ 1 , . . . , λ ℓ ), is given by the formula
2) becomes in this case:
7.5. We end with an application to the decomposition of tensor products σ ⊗ S, σ ∈ W . Let σ be an irreducible W -representation. By Springer's correspondence, write σ = σ(e, φ) for e ∈ N , φ ∈ A(e) 0 . Since every σ occurs in a Σ(e ′ , φ ′ ) = ι(X −1 (e ′ , φ ′ )), with e ′ ∈ N sol , we consider:
with K(−1)
(e,φ),(e,φ ′′ ) = 1 if φ ′′ = φ, and 0 if φ ′′ = φ. Using Proposition 7.1, we find
A(e) . (7.5.3)
In particular, this is zero unless e ′ e.
Corollary 7.9. Let e ∈ N and φ ∈ A(e) 0 . If σ(e, φ)⊗S, σ W = 0, then σ ∈ Irr e ′ W for some e ′ ∈ N sol such that e ′ e.
This means that ι(X −1 (e λ )) contains at least two distinct irreducible S n -representations when λ ∈ DP(n) is odd. Since for λ = λ ′ , ι(X −1 (e λ )) and ι(X −1 (e λ ′ )) are orthogonal, the claim in the Proposition follows by comparison with (A.1.1).
A.2. Next, we prove a criterion which will cover most of the remaining cases when G is not type A and e ∈ N sol , but e is not distinguished.
Lemma A. 4 . Suppose e ∈ N sol is such that A(e) = (Z/2Z) k × (Z/2Z) l , k = 0, acts on the k-dimensional space V Z by the representation refl k ⊠ triv l , where refl k is the reflection representation of (Z/2Z) k and triv l is the trivial representation of (Z/2Z) l . Then dim R −1 (A(e)) = 2 l and φ, φ (1) G is of type D n , n even, and e = e λ corresponds via the Jordan form to a partition λ = (a 1 , a 1 , a 2 , a 2 , . . . , a k , a k ) of 2n where a i are distinct odd positive integers. In this case, A(e λ ) = (Z/2Z) k−1 acts on the k-dimensional space V Z by twice the reflection representation. Then R −1 (A(e λ )) is one dimensional, and triv, triv Proof. The proof is a direct calculation based on the classification of nilpotent orbits and their component groups.
A.3. Suppose W is of type B n and G = Sp(2n). The nilpotent orbits e ∈ N sol are in one to one correspondence with partitions µ of 2n such that µ has only even parts and the multiplicity of each part is at most 2. The distinguished nilpotent e µ correspond to µ a partition with even distinct parts. Denote by DP(2n) even the set of distinct partitions with even parts of 2n, and by qDP(2n) even the set of partitions with even parts of 2n where every part has multiplicity at most 2 and there is one part with multiplicity 2. By Remark A.1, the number of irreducible Wrepresentations, up to tensoring with sgn, equals |P (n)|, the number of partitions of n.
For every µ ∈ DP(2n) even ∪ qDP(2n) even and φ ∈ A(e µ ) 0 , set τ (e µ , φ) = X −1 (e µ , φ) ⊗ S. A.6. For type E 7 , the interesting case is the nilpotent element e of type A 4 + A 1 . Then A(e) = Z/2Z, and V Z is two dimensional. By Lemma A.5, ι(X −1 (A 4 + A 1 , triv)), ι(X −1 (A 4 + A 1 , triv)) W = 4 (since dim V is odd). Using 7.6(2),(3) and Lemma A.4, the classes in N sol \ {A 4 + A 1 } account for 11 distinct irreducible Wrepresentations (modulo ⊗sgn). This implies that ι(X −1 (A 4 + A 1 , triv)) is either two copies of a sgn self-dual irreducible representation or a sum of two pairs of sgn dual irreducible representations. The latter is in fact the correct one, and this can be seen either by invoking the fact that W (E 7 ) does not have sgn self-dual irreducible representations [23] , or by refining the argument used to prove Theorem 7.6(2) as follows. If ι(X −1 (A 4 + A 1 , triv)) = 2 σ, where σ is sgn self dual, then the only possibility is that σ(A 4 + A 1 , triv) ⊗ S ± each contain σ with multiplicity 1; moreover, there are no other W -representations σ ′ such that W · ν σ ′ = W · ν σ = W · h A4+A1 . By Theorem 6.12, only σ can occur in the Dirac cohomology spaces, and in particular, X 1 (A 4 + A 1 , triv) ⊗ (S + − S − ) = σ − σ = 0 (see [8, 7] for details about the Dirac index). Since (S + − S − ) ⊗ (S + − S − ) * = 2 ∧ −1 V, it follows that X 1 (A 4 + A 1 , triv), X 1 (A 4 + A 1 , triv) Example B.4. In [15] , the Springer W -action on H * (B e ) φ is upgraded to an action of the affine Weyl group. As a consequence, one can define a graded A W -module structure X q (e, φ) on H * (B e ) φ [16] , such that gch W X q (e, φ) = X q (e, φ). 
