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1. INTRODUCTION 
The functional differential equation (FDE) n(t) = (sin t) x(t - 2~) has 
solutions which tend to zero more rapidly than any exponential as t -+ co, 
but are nonzero at arbitrarily large times [l]. The question arises whether 
any linear autonomous FDE admits solutions smaller than exponentials. 
We will show that any such solution must vanish identically after a certain 
time, and discuss some consequences of this fact. 
For a large class of FDEs, the solution may be expressed as a series of 
exponentials, convergent after a certain tune. For such equations, the above 
claim is obvious. Our treatment, however, is more general and direct, and 
even throws some light on the peculiar behavior of these series. 
The following is based on Chapter 4 of the author’s doctoral dissertation, 
written at Brown University under the direction of Jack K. Hale. 
2. LINEAR AUTONOMOUS FDEs 
In this section we collect some results needed later; see [2] for more 
details. 
Let En denote the space of real or complex column B-vectors, En* the 
corresponding space of row n-vectors, and let r be a fixed positive number. 
C = C([-Y, 01, En) is the space of continuous functions from [-r, 0] into 
En, with the uniform norm. The conjugate space of C may be identified 
with B,, , the space of functions of bounded variation # : [-Y, 0] -+ En* 
such that #(O) = 0 and t/ is left-continuous on (-r, 0). We have the pairing 
for+EB,,,$fC. 
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Consider the linear autonomous FDE 
where x(-) has values in E* and $(a) is an n x n matrix valued function of 
bounded variation. If x(n) : [--f, 00) -+ E* is continuous, we write x, for the 
element of C given by: x,(0) = x(t + Q, -P < B < 0, t > 0. The solution 
of (1) may then be expressed as xt = T(t) x, 9 t > 0, where x0 is the initial 
state (in C) and (T(t)),,, is a strongly continuous semigroup of bounded 
operators on C. If A is the infinitesimal generator of the semigroup, then its 
spectrum is V(A) = {A 1 det d(h) = O], where 
d(h) = AZ - 1” d,(0) fe. (2) -r 
The invariant subspace &&(A) corresponding to any X f Q(A) is finite 
dimensional; here J.&$(A) is the null space X(X - A)m for a sufficiently large 
integer m. For t > 0, u(T(t)) = (eAt / h E u(A)> U (0). 
If y is any real number we have the decomposition C = P @ Q, where 
P9 9 are closed subspaces invariant under T(t) (t 2 O), 
P = span(&2&4) / Re h 3 y, X E G(A)] 
is fmite dimensional, o(T(t) lP) = (eAt / Re h > y, h E o(A)) and [I T(t) jo jj = 
o(e@) as t -+ 00. 
The adjoint equation is 
We seek a solution x : (-co, 0] -+ En” satisfying (3) a.e. on (- 00, -r] and 
such that a(8) = i,@), -r < 0 < 0, for some given $ E B. . Defining 
z,O(@) = X(S + e), -r < e < 0, x,0(0) = 0, for s < 0, the solution of (3) 
with initial value x00 = # E B. may be written: x,0 = rf’(s)z,O = p(s)& s < 0. 
This defines a semigroup of bounded operators on B, , {L?(s)>~~~ . It is 
known If31 that there exists a quasi-nilpotent operator Q on B, such that 
T*(t) = (I + Ji?) L?(-t)Q + 4-l, where <T*(t)&+> = (tiS T(t)+) for 
# E B, , $ E C, i.e. T*(t) is the functional-analytic ad.joint of T(t). 
Corresponding to the above decomposition of C we have B. = P @ g 
where p, & are closed subspaces, invariant under Y&-t)(t > 0), P has the 
same (finite) dimensions as P, cr(T( -t) jp> = o(T(t) &I and /j F(-i) 10 /j = 
o(F) as f -+ co. 
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The relation between these decompositions of C and B,, may be expressed 
using the bilinear form [# ( $ldef((l + Q)#, 4) for $ E B,, , 46 E C. We then 
have: 
ZJEQ ifandonlyif [#I$]=0 forall c,6~P, 
$EQ ifandonlyif [#/+J=O forall #EP. 
3. NONEXISTENCE OF SMALL SOLUTIONS 
THEOREM 1. Let x(e) be a solution of (1) 071 [-r, 00) such that, fm any 
real k 
x(t)ekt--+O as t++c.0. (4) 
The?zx(t)=Ofort>r(?z-l)- 7, where r is the lag, n the dimension of 
the system, and T is the exponential type [4] of det A( *), i.e. 
7 = ,Fm h log 1 det A(s)(. 
Remark. It will be clear from the proof that this result holds equally 
for solutions of (3) ( working on the left half-axis), since (3) takes the form (1) 
if we transpose and replace s = --t. In fact, essentially the same argument 
proves Theorem 1 for equations of the very general form 
dq@) x(@(t + 0) = 0, 
where A@) is the kth derivative and X(O) = x. For this equation, 
A(S) = 5 sk 1” d?,(e) eSe. 
k=o --T 
It should be noted that the usual reduction to a first order system would not, 
in general, change the type 7 but would increase the dimension, thereby 
weakening the conclusion. 
Proof. Let a(s) = Jz e-%(t - r) dt; by (4), R(s) is an entire function. 
It follows from (1) that 
S(s) * det A(s) = g(s), where 




d,(O) e-s(r+u-e) x(u) du 
--r u 
(6) 
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and adj d(s) is the matrix whose elements are cofactors of the corresponding 
elements in det d(s), so k-r(s) = adj d(s)/det L(s). It is easy to see that, 
as ~s/--+co, 
g(s) = O(l s In--l, e-mRes) 
det d(s) = 0( j s /%, e-mRes)s 
Since g(e), det d(a) are entire functions of order <l whose ratio g(s)= 
g(s)/det d(s) is entire, it follows [4, $8.4(iv)] that $(a) is of order ,(l. In the 
following we write 2, g for a typical component of these vector functions. 
The indicator function is defined for an entire function f by 
Since g(s) = a(s) det a(s), 
But det d(s) and g(s) are O(/ s 1”) on the imaginary axis, therefore [5, $7.2.61 
h,(6) = -(typeg) cos B for n/2 < 8 < 3~/2, and for a dense set of 0 E [7r/2,3n/2] 
$-% $ log j det d(peie)j = hdetA(B) = --7 cos 8. 
Thus h,(B) = -(typeg - T) cos 6, 6 E [n/2, 37i-/2], so 
type$=typeg--Gym-r. (8) 
Finally, a(s) = 0( / s 1-l) as s 3 co on the imaginary axis, consequently j ] 
by a theorem due to Paley and Wiener [5, $6.&l] x(t - Y) = 0 for t > type 4, 
which by (8) imphes the theorem. 
Example. k(t) = Ax(t - l)(t 2 0) where A = diag[Ad , A& A, is 
invertible and A, is nilpotent (say A,” = 0, kl6-r # 0). Any solution of this 
equation which tends to zero more rapidly than any exponential must vanish 
for t > v - 1; further, (V - 1) is the earliest time for which this is true. 
To prove this, decompose the equation: x = col(xO, x1), et,,(t) = A,z,(~ - l), 
q(t) = A,x,(t - 1). By Th eorem 1, x0(t) = x1(t) = 0 for large values of it, 
so xx(t) = 0 for t .> - 1. Also At1 3,,(t) = A&,(t - 1) = 0 for t & 0, so 
k16’X0(t) = constant = 0 for t >, 0. Similarly .&%&t) = A$%,(t - 1) = 0 
for t > 1, so Age2q,(t) = 0 for t > 1. Finally, x,(t) = 0 for t > Y - 1. TO see 
this is the best possible time, consider, for example, the case w = 3. We may 
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then suppose there is a Jordan block giving the equations Zi(t) = u(t - 1), 
i)(t) = eu(t - l), eir(t) = 0, where U, w, eu must vanish for large times. If zu(t) + 0 
on (-l,O), w(0) = 0, thenii(t) =w(t - 2) # 0 on (1,2), so u(t) # 0 on (1,2). 
The characteristic equation for this problem is 
0 = det(s1- Ae-“) = sp det(slT - Ale+), 
where A, is p x p. The exponential type T = n - p, so Theorem 1 tells us 
x(t) = 0 for t >p - 1 > v - 1. We see that a sharper estimate than 
Theorem 1 requires more detailed knowledge than is available from det 
A(*). 
4. THE TRIVIAL CASE OF FDEs 
COROLLARY 1. For the autonomous FDE (1) with semigroup {T(t)),,, 
and infinitesimal generator A, the following are all equivalent: 
(i) u(A) isfinite; 
(ii) det A(X) is a polynomial (in fact, of degree n); 
(iii) dimension a( T(t)) < 00 for t > rn (in fact, dimension = n); 
(iv) (1) is equivalent to an ordinary daj%rential eqtiation, in the sense that 
there exists a constant matrix B such that any solution x(s) of (1) satisjes 
k(t) = Bx(t) fw t > r(n - l), with “initial value” 
x(r(n - 1)) = {T(r(n - 1)x,,)(O). 
Proof. o(A) = {A j det A(h) = O}. By H a d amard’s factorization theorem 
[4, $8.241, if (i) holds then det d(h) = echp(h), p(e) a polynomial, c constant. 
Since det A(h)/h” -+ 1 as Re h --+ +co, it follows c = 0 and (i) implies (ii). 
Also (i) implies (iii); for if (i) holds we have C = P @ Q, 
P = span{&$(/l) 1 h E o(A)} 
finite dimensional, with P, Q invariant under T(t). If $ EQ, then for any 
y < Re u(A), T(t)+ = o(ey”) as t --+ co; thus by Theorem 1, T(t)Q = (0) 
for t 3 m, and W(T(t)) = P. By a theorem of Levinger [6] and (ii), it follows 
that P is in n-dimensional. 
It is clear that (ii) 3 (i) and (iii) =G- (iv) + (i), so the proof is complete. 
An example of the trivial case is n(t) = Bx(t - 1) with B nilpotent. A less 
obvious example, due to S. P. Hastings, is k(t) = y(t), 
j(t) = 1” 
-1 
(28 + 1) x(t + 0) d6’ + j” (@ + 0) y(t + 19) de. 
-1 
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5. CONSEQUENCES FOR REDUCIBILXTY 
The scalar linear periodic FDE 2(t) = (sin t) x(t - 27r) has the single 
characteristic multiplier 1, which has a one-dimensional eigenspace, and any 
solution with zero projection on this eigenspace must tend to zero more 
rapidly than any exponential as t -+ cc. (For definitions and proofs, see 
Stokes El].) Notice also that, for each t >, 0, (xt j xs E C, x(m) a solution> is 
dense in C. These properties preclude certain types of reducibility. 
Let T(t, 0) : C -+ C be defined by xt = T(t, 0) x0 for x,, f C when x is the 
solution of 3(‘(t) = (sin t) x(t - 2-r) with initial vaiue x0 . It follows from 
Theorem 1 that we cannot factor the solution operator thus 
qt, 0) = p(t) U(t), t 2 0, 
where { u(t)h~o is the semigroup of some autonomous FDE and P(t) : C --+ C 
is invertible with Ii P-r(t)11 < KeMt, t > 0, for some constants K, M. 
It follows from Corollary 1, (i), (iii) that we cannot have T(t, 0) = P(t) U(t), 
t >, 0, with U(t) as above and P(27~) = I (e.g., P(B) 2r-periodic), since 
4CT(2rr, 0)) = (0, 1) while the range 9Z(T(27r, 0)) is infinite dimensional. 
This disproves a conjecture of Halanay [7]. 
6. RANGE AND NULL-SPACE OF THE SEMIGRWP OPERATQR~ 
We may define a “time of ascent” 01 for (1) by: 
N(T(t)) increases for 0 < t < OL and is constant for t > 01. (9) 
We also write 6 for the time of ascent of the adjoint equation (3). By 
Theorem 1, 0 < 01, 6 < rn, and by the example the upper bound can be 
achieved. If ~(0) is a symmetric matrix for each fl then a! = 8, for (3) becomes 
(1) on taking transposes and putting s = -t. 
In general, we would expect 22(2”(t)) to decrease for all t 2 0. Indeed, it 
could be constant only if all the functions in %(2”(t)) were infinitely differ- 
entiable, which is unusual though not impossible. However Jtr(T*(t)) = 
(I + Q) Jfqq-t)) = constant for t > 6, therefore 
@(T(t)) = ‘(.N(T*(t))) = constant for t > 6. 
Somewhat less trivial is 
COROLLARY 2. Fort > S, 
W(T(t)) = span +4.$(A) ] X E c@)F 
500 HENRY 
PYOO~. Suppose not. Then there exists # E B, such that (#, &?&4)) = 0 
for all h E o(A) while <#, T(t,)+) # 0 f or some I# E C, some to > S. It follows 
that T*(t,,)# + 0 so T*(6)+ # 0. 
Let & = (I+ Q)“#. Given any real y we may decompose B, = P” @&, 
with p and Q invariant under p(--t), and 
a(F(--t) jp) = (e”” 1 h E o(A), Re X t ~1. 
For any C/I E span{+&‘&4) 1 Re h > r} we have [& I$] = (#, 4) = 0, 
consequently Q& E& and T(d) & = O(eYt). Since this holds for any y, 
it follows from Theorem 1 that F(--S)$, = 0 = (1 + SZ)-lT*(S)#, so 
T*(6)# = 0 contrary to hypothesis. 
7. BACKWARD CONTINUATION OF SOLUTIONS 
If X(S) is a solution of (1) on [tl - I, co), so (1) holds for t > tl , and if 
y(.) is a solution of (1) on [t,, - P, co) with t,, < tl such that y(t) = x(t) for 
t > t, - r, we say y(e) is a backward continuation of X(S) on [to - Y, CD). 
COROLLARY 3. If x( *) is a solution of (1) which has a backward continuation 
on [to - r, co), then this continuation is uniquely determined by x(a) on 
[to - r + 01, CO), where a is the time of ascent of (1). Inpav?icular, a continuation 
to the whole line is unique. 
Proof. Suppose y, x are two continuations on [to - r, 0~)); then y - x is 
a solution of (1) which vanishes at large times. Therefore, by definition of 01, 
As a simple example, consider the scalar equation 
k(t) = kEl 2-4x (5 - 1 + ;, 
mentioned in [8]. Taking Y = 1, n = 1, and noting that 
/A - El 2” exp (-1 + k,.X! 
has exponential type 1, it follows from Theorem 1 that 01 = 6 = 0. Therefore 
backward continuation is unique, and on a dense set of C solutions may be 
continued on the whole line. 
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8. RELATED RESULTS 
Certain time varying FDEs admit non-trivial solutions smaller than 
exponentials, but it is not clear how common this property may be. For 
certain equations of neutral type 
with AN(t) E I, 0 = h, < h, < *** < h, and the A,(*), X&(p) bounded, 
Wright {9] proved the following. If x(e) satisfies this equation a.e. on [0, 001, 
x(t) -+ 0 as t -+ co, and for all 01, 3i(t)e*” -+ 0 as 5 -+ co, then x(t) = 0. It 
would be interesting to know if such a result holds in the retarded case. 
Some conditions for backward continuation are given by Hastings [8] for 
non-autonomous retarded equations, and Meyer [lo] treats this question for 
certain autonomous non-homogeneous equations of neutral type. 
We noted above that Theorem 1 holds for autonomous equations of very 
general form. Corollary 3 and parts of Corollary 1 also follow immediately, 
but the othe results involve the rather detailed results known for retarded 
equations. Recently the author obtained estimates for a class of neutral 
equations sufficient to imply Corollary 1; this work will appear shortly. 
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