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Abstract
The processes of interplant competition within a field are still poorly
understood. However, they explain a large part of the heterogeneity in a
field and may have longer-term consequences, especially in mixed stands.
Modeling can help to better understand these phenomena but requires sim-
ulating the interactions between different individuals. In the case of large
populations, assessing the parameters of a heterogeneous population model
from experimental data is intractable computationally. This paper investi-
gates the mean-field approximation of large dynamical systems with random
initial conditions and individual parameters, and with interaction being rep-
resented by pairwise potentials between individuals. Under this approxima-
tion, each individual is in interaction with an infinitely-crowded population,
summarized by a probability measure, the mean-field limit distribution, be-
ing itself the weak solution of a non-linear hyperbolic partial differential
equation. In particular, the phenomenon of chaos propagation implies that
the individuals are independent asymptotically when the size of the popula-
tion tends towards infinity. This result provides perspectives for a possible
simplification of the inference problem. The simulation of the mean-field
distribution, consisting in a semi-Lagrangian scheme with an interpolation
step using Gaussian process regression, is illustrated for a heterogeneous
population model representing plants in competition for light.
∗Corresponding author : antonin.della-noce@centralesupelec.fr
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1 Introduction
The interest for modelling heterogeneous populations of plants is on the rise, espe-
cially due to the development of the practice of mixed cropping (Male´zieux et al.
[2009]). Mixing different varieties or different species (Tang et al. [2018]) may have
various advantages, such as nitrogen transfer from one species to another, resis-
tance of the population to disease and pests (Gurr et al. [2003]), or enhanced pro-
duction quality (Gooding et al. [2007] for wheat). However, up to our knowledge,
very few models are made to understand the emerging properties of such mixture
and to design optimal crops (cf. Gaudio et al. [2019] for a review). A conve-
nient framework for modelling heterogeneous populations is hierarchical modelling,
also known as mixed-effects modelling (Schneider et al. [2006], Lv et al. [2008],
Baey et al. [2016]). A classical formulation of hierarchical model of a population
dynamics can be represented as a dynamical system, whose initial conditions and
parameters are independent and identically distributed random variables.
∀i ∈ J1;NK,


(X0i , θi) ∼ µ0 a probability measure
Xi(0) = X
0
i
dXi(t)
dt
= F (Xi(t), θi; (Xj(t), θj)1≤j≤N)
(1)
N is the number of individuals in the population. Each individual is indexed by
integer i ∈ J1;NK and is described by a state variable Xi and individual parameter
θi. The state variable Xi represents time-varying features of the plant, e.g. the size
of its aerial part, the total leaf area, etc. The individual parameter θi represents
intrinsic characteristics of individual i, that are assumed to be constant throughout
the considered time period, and that have influence on the population dynamics.
F is a function modelling the influence of the whole population, consisting in the
collection (Xj , θj)1≤j≤N , on the individual development of each plant. A specific
form of F is going to be studied in the present article (see equation (2)). The
heterogeneity of the population is represented by the probability measure µ0, that
distributes the initial state variable and individual parameter to each individual at
the population level. If the marginal distribution of variable θ, µθ0, is not reduced
to a Dirac distribution, or equivalently if θ is not constant over the population,
then the population is said to be heterogeneous, as it gathers individuals with
different characteristics. The case of homogeneous population has been investi-
gated for example in Courne`de et al. [2007], Sieva¨nen et al. [2008] focusing on the
competition between plants.
The problem of statistical inference on such population model consists in iden-
tifying distribution µ0 and function F from collected observation data. In the case
where the plants do not interact with each other, various forms of Expectation -
Maximization (EM) algorithm, introduced by Dempster et al. [1977], can be ap-
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plied to estimate the parameters (Baey et al. [2016]),Baey et al. [2018], or direct
Bayesian inference (Viaud [2018], chapter 4). Most common forms of EM algorithm
and of direct Bayesian inference require a random exploration of the unknown pa-
rameter space using Metropolis-Hasting (MH) algorithm, or Metropolis-Hasting
within Gibbs (MHWG) algorithmn, which are not suited for the exploration of
high-dimensional space in terms of convergence time (Katafygiotis and Zuev [2008]).
Nevertheless, EM algorithm or MHWG algorithm remain efficient tools for param-
eter estimation in a population model without interaction.
The relative effectiveness of these algorithms is challenged when taking into
account interactions within the population model. The correlations between in-
dividuals hinder the distribution of the computation and the search space where
MH algorithm is applied is of too high dimension, proportional to the number N
of individuals (cf. the computational issue encountered in Schneider et al. [2006]).
The aim of this research is to suggest other methods more suited to this problem.
A possible research direction is given by variational Bayesian approximation
(cf. Bishop [2006], chapter 10, for an introduction). This method consists in
projecting the joint distribution of the random variables (Xi(t), θi)1≤i≤N , which is
non-factorized due to individuals interaction, onto a tensor product of paramet-
ric distributions. For specific expression of the function F , such as the interaction
function used in the Cucker-Smale model (Cucker and Smale [2007], Carrillo et al.
[2010]), any subset of the the population has a joint distribution asymptotically
factorized as N → +∞, a phenomenon referred as chaos propagation in the litera-
ture (Bolley et al. [2011]). Qualitatively, when the population is infinite, the states
at time t and parameters of the individuals behave as if they were independent
random variables distributed according to a single probability measure µ[t], that
is called the mean field limit (MFL) distribution.
The question on how to integrate the MFL distribution µ[t] into the process of
statistical inference is beyond the scope of this article. The first step is to check for
which kind of heterogeneous population models we can obtain theoretical existence
and uniqueness of MFL distribution, along with asymptotic factorization property.
We have considered plant population models for which the interaction function F
can be decomposed as a sum of elementary interaction functions over the whole
population.
∀i ∈ J1;NK, F (Xi(t), θi; (Xj(t), θj)1≤j≤N) = 1
N − 1
∑
1≤j≤N,j 6=i
g(Xi(t), θi, Xj(t), θj)
(2)
Such formulation is used in Schneider et al. [2006], Lv et al. [2008], Nakagawa et al.
[2015]. These models focus on the competition for light within the plant popula-
tion. Schneider et al. [2006] suggests various models coupling plant development
and competition. Amongst the models being smooth enough, we have chosen
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the one with the most statistical relevance. This model is described in section 2.
Equation (2) is quite close in its formulation to particle systems studied in kinetic
equation theory (Carrillo et al. [2010]). The normalization by the size of the pop-
ulation is important for the study of the asymptotic behavior of the population
as N tends towards infinity. The derivative of an individual state remains of the
same order of magnitude when the size of the population changes. In our case,
this normalization is part of the model expression, but for other systems (such
as the ones studied in statistical physics), this normalization can be interpreted
as a change of time scale (Golse [2013a]). Other normalization can be considered
in some flocking model, like Vicsek model (Vicsek et al. [1995], Degond [2018])
where the velocity is normalized by the sum of all the velocities in the population.
We shall specify in the next section the assumptions to be made on g and on µ0
to derive the MFL distribution. We give also an example of plant competition
model from Schneider et al. [2006] to illustrate the theoretical development in sec-
tion 3 to prove existence and uniqueness of MFL distribution, and finally chaos
propagation. As our initial aim is to be able to use the MFL distribution for sta-
tistical inference, we present a preliminary work in section 4 to approximate this
distribution.
2 Example and assumptions
2.1 Working assumptions and notations
In this subsection, we specify our assumptions on the systems (1). Let (Ω,F ,P)
be a probability space. Let X be an Euclidean space of dimension dX and Θ be a
compact subset of an Euclidean space, such that the dimension of Θ is dΘ. The
phase space is denoted by Z = X ×Θ and the set of probability measures defined
over Z is denoted by P(Z). The set of probability measures P(Z) is associated to
the space of random variables, i.e. the space of functions f : Ω → Z measurable
for the measure P. Z is often endowed with the Lebesgue measure, denoted by
λ⊗dz (dz = dim(Z)). Unless otherwise stated, the metric used on Z is defined by
∀z = (X, θ) ∈ Z, |z| =
dX+dΘ∑
i=1
|zi|
|z∗i |
(3)
where z∗ ∈ Z is a reference vector with components all non-zero, and |.| : a ∈ R 7→
|a| is the absolute norm over R. The norm |z| is therefore a dimensionless quantity.
Similarly, we use the notation ∀X ∈ X , |X| =
dX∑
i=1
|Xi|
|X∗i |
and ∀θ ∈ Θ, |θ| =
dΘ∑
i=1
|θi|
|θ∗i |
.
We consider the population model of initial distribution µ0 ∈ P(Z) a probability
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measure over Z and of interaction function g : Z → X .
(X0i , θi)1≤i≤N ∼ µ⊗N0
∀i ∈ J1;NK,


Xi(0) = X
0
i
∀t ∈ R+, dXi(t)
dt
=
1
N − 1
∑
j 6=i
g(Xi(t), θi, Xj(t), θj)
(4)
We shall use two notations for the interaction function g : either g : (X1, θ1, X2, θ2) ∈
Z2 7→ g(X1, θ1, X2, θ2) ∈ X , either g : (z1, z2) ∈ Z2 7→ g(z1, z2) ∈ X . Here are
some assumptions on the smoothness of function g.
(A1) Assumption 1 : There exists K1 > 0 such that for all X1, X2 ∈ X and
all θ1, θ2 ∈ Θ |g(X1, θ1, X2, θ2)| ≤ K1(1 + |X1| + |X2|). This assumption makes
possible the existence of global solution over R+.
(A2) Assumption 2 : There existsK2 > 0 such that for allX1, X
′
1, X2, X
′
2 ∈ X
and θ, θ′ ∈ Θ we have
|g(X1, θ, X ′1, θ′)−g(X2, θ, X ′2, θ′)| ≤ K2(1+|X ′1|+|X ′2|)(|X1−X2|+|X ′1−X ′2|) (5)
(A3) Assumption 3 : The transition function g has a partial derivative with
respect to the variable X , (X, θ,X ′, θ′) ∈ Z2 7→ ∂g
∂X
(X, θ,X ′, θ′) ∈ MdX (R),
which is continuous and which is such that there exists K3 > 0
∀(X1, θ1, X2, θ2) ∈ Z2,∣∣∣∣ ∂g∂X (X1, θ1, X1, θ2)
∣∣∣∣ = sup
X∈X ,|X|=1
∣∣∣∣ ∂g∂X (X1, θ1, X1, θ2).X
∣∣∣∣ ≤ K3(1 + |X2|) (6)
(A4) Assumption 4 : There exists a constant K4 > 0 such that for all X,X
′ ∈
X and θ1, θ′1, θ2, θ′2 ∈ Θ1
|g(X, θ1, X ′, θ′1)− g(X, θ2, X ′, θ′2)| ≤ K4(1 + |X|+ |X ′|)(|θ1 − θ2|+ |θ′1 − θ′2|) (7)
The next subsection gives an example of differential system, where the interaction
function g satisfies all four assumptions listed above.
1As Θ is not a vector space, we can have θ1−θ2 not belonging to Θ. The notation |θ1−θ2| has
therefore to be understood as the norm of the vector θ1 − θ2 in the Euclidean space containing
the compact subset Θ.
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2.2 Example of Schneider model
The article of Schneider et al. [2006] studies a population of plants (Arabidopsis
thaliana) in competition for light resources. A dozen of models, more or less em-
pirical, are suggested in this paper to represent the growth of the aerial part of
plants subject to the shade of its surroundings, and all these models are com-
pared statistically against experimental data. A similar approach is carried out in
Nakagawa et al. [2015] at the scale of a whole forest, observed for several decades.
The population was then assumed to be homogeneous, certainly because of the
computational issues previously mentioned.
In this model, the soil and water resources are assumed to be in abundance, so
that the competition concerned only the light resource. Therefore, only the aerial
part2 of the plant is represented by the model. A plant is described by the size of
its aerial part s, its position ~x = (x, y) in the plane, and by two intrinsic factors
γ and S, determining properties of the individual growth. Over the time, only
plants’ sizes change. The assumptions of the model are the following :
1. If the plant grows in isolation, or if the influence of competitors can be
neglected, the dynamics of its growth is given by a Gompertz function
(Paine et al. [2012]).

s(0) = s0
∀t ∈ R+, ds(t)
dt
= γs(t) log
(
S
s(t)
) ⇒ s(t) = S exp(−e−γt log( S
s0
))
(8)
The size of the plant converges towards an equilibrium size S with rate γ.
In a more accurate modelling, this equilibrium size should be a function of
the environmental conditions, but they are not taken into account here (the
light environment is assumed to be controlled). The initial size of the plant
s0 > 0 can be thought as the size of the sprout just after emergence.
2. If the plant grows in presence of competitors, in a population consisting of N
individuals, the equilibrium size Si of the individual i ∈ J1;NK is perturbed
2In the case of A. thaliana, s can be the diameter of the rosette (see figure 1)
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by a factor representing the negative impact of the competition.
∀i ∈ J1;NK,

si(0) = s
0
i
∀t ∈ R+, dsi(t)
dt
= γisi(t)
(
log
(
Si
sm
)(
1− 1
N − 1
∑
j 6=i
C(si(t), sj(t), |~xi − ~xj |)
)
− log
(
si(t)
sm
))
(9)
where C(si, sj, |~xi−~xj |) = log(sj/sm)
2RM
(
1 +
|~xi − ~xj |2
σ2x
) (1 + tanh( 1
σr
log
(
sj
si
)))
with sm, σx, σr being known positive constants and RM such that ∀i ∈
J1;NK log
(
Si
sm
)
≤ RM .
s1
s2
|x1 − x2|
Figure 1: Parametrization of the competition model : the competition exterted
by plant 2 over plant 1 depends on the respective sizes of the plants and on their
distance.
In presence of competition, the available light environment of plant i, represented
by the term log
(
Si
sm
)
, is reduced by a competition factor 1− 1
N − 1
∑
1≤j≤N,j 6=i
C(si(t), sj(t), |~xi−
~xj |), which is dimensionless and takes values in [0; 1]. The competition exerted on
plant i is all the more important than other plants are
1. tall in absolute terms, with the factor
log(sj/sm)
RM
7
2. taller than plant i, with the factor
1
2
(
1 + tanh
(
1
σr
log
(
sj
si
)))
3. close to plant i, with the factor
1(
1 +
|~xi − ~xj |2
σ2x
)
There exist more realistic and complex models to represent competition for light
in plants population. Beyer et al. [2015] describes tree crowns development by a
transport equation on foliage density. In this model, light ressource is allocated to
the different individuals proportionally to their foliage volume. More mechanistic
models can be found in the literature, namely the ones making use of Functional
Structural Plant Models (FSPM), where the light environment is directly com-
puted by ray tracing through a 3D reconstruction of the canopy (Cieslak et al.
[2008]). Such models of competition are still too complex for the method we de-
scribe in this article.
Before going any further, we need to prove that system (9) is well-posed for
any initial condition.
Proposition 1. Let us consider the initial conditions (s0i )1≤i≤N ∈ (R∗+)N and the
collection of parameters (xi, yi, Si, γi) ∈ (R2 × (R∗+)2)N . Then the system (9) has
an unique solution s1:N : t 7→ (si(t))1≤i≤N defined over R+ taking positive values,
i.e. verifying ∀t ∈ R+, ∀i ∈ J1;NK, si(t) > 0.
The existence of the solution of this system is a classical application of Cauchy-
Lipschitz theorem to the system satisfied by the vector r1:N(t) =
(
log
(
si(t)
sm
))
1≤i≤N
∈
RN . Details of the proof can be found in appendix 6.1. We need also to check for
which conditions the global solution given by proposition 1 is consistent with the
biological assumptions of the model. A solution s1:N : t ∈ R+ 7→ s1:N(t) ∈ RN+ is
consistent with the assumptions of the model if it meets the following constraints
:
• The size of each individual must remain below its equilibrium size and above
the minimal size sm, i.e. for all i ∈ J1;NK, sm < si(t) ≤ Si.
• The competition factor must remain in [0; 1], i.e. for all i, j ∈ J1;NK,
C(si(t), sj(t), |xi − xj |) ∈ [0; 1].
These conditions can be met if we set some conditions on the support of the initial
distribution µ0. The next proposition gives sufficient conditions on the support of
µ0 for these constraints to be verified.
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Proposition 2. Let D = {(s, x, y, S, γ) ∈ [sm; +∞[×R×R× [sm; +∞[×R+|sm <
S ≤ smeRM , sm < s ≤ S}. Let µ0 be a probability over R5, i.e. µ0 ∈ P(R5),
such that the support of µ0 is included in the interior of domain D. Let Z0N =
(s0i , xi, yi, Si, γi)1≤i≤N be a random variable of distribution µ
⊗N
0 and t ∈ R+ 7→
s1:N(t, Z
0
N) the solution of system (9) with initial configuration Z
0
N . Then we have
almost surely that for all time t ∈ R+, (si(t, Z0N), xi, yi, Si, γi)1≤i≤N ∈ D˚N , the
interior of domain DN .
The proof of this proposition can be found in appendix 6.2. It is based on the
fact that within domain D, the evolution of each plant size is bounded between two
growth rates, ensuring the size to remain within a biologically consistent interval.
∀i ∈ J1;NK, ∀t ∈ R+, γisi(t) log
(
sm
si(t)
)
≤ dsi(t)
dt
≤ γisi(t) log
(
Si
si(t)
)
The trajectories associated respectively to the upper and the lower bound remain
within the domain D when the initial condition is generated by a µ0 satisfying the
assumptions of proposition 2.
For the sake of clarity, we give also an example of initial distribution µ0, that is
the source of heterogeneity and randomness in the system represented by equation
(9). Let (s0, x, y, S, γ) be a random variable of distribution µ0. We have chosen
the distribution µ0 such that the positions of plants are mutually independent,
but with a spatial pattern on parameters γ and S. In what follows, U([a; b]) is the
notation for the uniform distribution over the segment [a; b].
x ∼ U([0;L]) y ∼ U([0;L]) and x, y are independent
S|x ∼ U([S1(x);S2(x)])
with S1(x) = Sm +
x
L
(SM − σS − Sm), S2(x) = Sm + σS + x
L
(SM − σS − Sm)
with Sm and σS such that Sm > 0, σS > 0, Sm + σS < SM
γ|y ∼ U([γ1(y); γ2(y)])
with γ1(y) = γm +
y
L
(γM − σγ − γm), γ2(y) = γm + σγ + y
L
(γM − σγ − γm)
s0 ∼ δs0(the initial size of the plants is a constant over the population)
(10)
This initial distribution µ0 implies that the plants are evenly distributed over the
square [0;L]2, that the plants with large values of x are likely to be tall, and the
ones with high values of y are likely to grow fast. In this example, the initial
distribution µ0 is not absolutely continuous with respect to the Lebesgue measure.
However, the marginal distribution of the intrisic parameters θ = (x, y, S, γ) is
absolutely continous with respect to λ⊗4, the Lebesgue measure over R4. Let
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pθ0 : R
4 → R+ be the density of θ.
∀(x, y, S, γ) ∈ R4, pθ0(x, y, S, γ) =
I{0 ≤ x, y ≤ L}I{S1(x) ≤ S ≤ S2(x)}I{γ1(y) ≤ γ ≤ γ2(y)}
L2σSσγ
(11)
We can therefore simulate the population model by first drawing samples from
the distribution µ0, and finally by solving the differential system (9) using standard
numerical methods. In our case, we have used a simple Euler explicit method with
a time step of ∆t = 0.1 day. The following table gives the configuration used for
the simulation.
L 1 m SM 1 m
Sm 0.8 m γM 1 day
−1
γm 0.1 day
−1 σS 10
−2 m
σγ 10
−2 day−1 s0 0.3 m
sm 5.10
−2 m RM log(SM/sm)
σx L σr log(0.1/sm)
∆t 0.1 day
Table 1: Configuration of the parameters for the simulation of the system 9
A visualization of the impact of competition on plant growth is presented in
figure 2. Depending on its position and on its intrisic parameters S and γ, the
response of a plant to competition with the rest of the population can varie signifi-
cantly. In the middle of the domain [0;L]2, a plant is more subject to competition
than a plant at the boundary, since it is surrounded by more competitors. The
evolution of the size over the time depends also on the number N of individuals.
We can notice that the responses are quite different from N = 11 to N = 101,
but there are very little changes from N = 101 to N = 501. This convergence
constitutes a first visualization of the MFL distribution : as N increases, the finite
sample of competitors behaves more and more as a deterministic continuum. The
next section gives a formal proof of this statement.
We can consider the change of variable r = log
(
s
sm
)
, so that the state variable
r lies in the vector space X = R, and dX = 1. This change of variable is also applied
to the initial distribution µ0, so that the marginal initial distribution of the state
is for now on related to r variable µr0 = δr0 = δlog(s0/sm). The parameter space Θ
can be chosen as Θ = [0;L]2 × [sm;SM ]× [γm; γM ]. The reference vector to define
a norm over Z can be chosen as z∗ = (1, L, L, sm, γm).
∀z = (r, x, y, S, γ) ∈ Z, |z| = |r|+ |x|+ |y|
L
+
|S|
sm
+
|γ|
γm
(12)
10
0 2 4 6 8 10
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
(a) Plant in the middle
0 2 4 6 8 10
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b) Plant at the boundary
Figure 2: Comparison of plant growths for different characteristics and for different
situations of competition. The plant in figure (a) is in the middle of the domain
[0;L]2, whereas the plant in figure (b) is located at the upper right corner. The
plant in figure (a) has a slower growth rate γ than the plant (b), and also a smaller
equilibrium size S than plant (b). The cases where the plant with 0, 10, 100, and
500 other plants are represented on the same graph.
The interaction function g has the expression of function gr defined in equation
(38). Over Z, all four assumptions are satisfied by function g. Possible choices of
constants K1, K2, K3, K4 are given below.
K1 = γM max(1, RM) K2 = γM max
(
1,
1
4σr
)
K3 = γM max
(
1,
1
2σr
)
K4 = γM max
(
2 +RM , 1 +
2L2
σ2x
) (13)
3 Derivation of the mean-field limit
This section follows similar steps as in Golse [2013a] to establish the MFL distri-
bution associated to system (4). We start by proving that system (4) implies a
transport equation verified by the empirical measure of the population. From this
transport equation, we derive the expression of the MFL transport equation moni-
toring the dynamics of the MFL distribution. Finally, the connection between the
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two transport equations is given by Dobrushin stability, which implies also chaos
propagation.
3.1 Properties of the population empirical measure
The system (4) has an unique global solution if the interaction function g sat-
isfies assumptions (A1) and (A2). Let Z0N = (z
0
i )1≤i≤N = ((X
0
i , θi))1≤i≤N be an
initial configuration of the system (4). We introduce t ∈ R+ 7→ ZN(t, Z0N) =
(zi(t, Z
0
N))1≤i≤N = ((Xi(t, Z
0
N), θi))1≤i≤N ∈ ZN the global solution of the system.
The empirical measure of the population is defined as the map
t ∈ R+ 7→ µ[t, Z0N ] =
1
N
N∑
i=1
δzi(t,Z0N ) (14)
In the above equation, we use the notation ∀z ∈ Z, δz is the Dirac distribution
centered at z, i.e. the distribution of the random variable which is almost surely
constant equal to z. The empirical measure of the population is a dynamical prob-
ability distribution. Sampling this distribution at a fixed time t corresponds to
choose an individual uniformly over the population (with probability
1
N
). Inter-
estingly, the empirical measure describes exhaustively the dynamics of the whole
population, while remaining in a space P(Z), which does not depend of the popu-
lation size N . However, there is a loss of information from vector ZN(t, Z
0
N), where
all individuals are labelled by indices in J1;NK, to the measure µ[t, Z0N ] where all
individuals are not distinguishable. In other words, a visualization of vector Z0N
in the phase space Z would be a cloud of points with all different colors, whereas
a visualization of µ[t, Z0N ] would be the same cloud of points with a single color.
This indistinction of the individuals is a first step towards the mean-field limit,
where individuals are punctual parts of a continuum.
Let us characterize the dynamics of µ[t, Z0N ] using the system (4). We observe
the dynamics of a probability measure through its action on test functions, which
in our case is the functional space C10(R+ × Z → R).
C10(R+ × Z → R) = {ϕ : R+ ×Z → R continuously differentiable|
lim
|z|→+∞
|ϕ(t, z)|+
∣∣∣∣∂ϕ∂z (t, z)
∣∣∣∣ +
∣∣∣∣∂ϕ∂t (t, z)
∣∣∣∣ = 0
}
(15)
In particular, the test functions considered in this article are bounded over their
domain, and have bounded derivatives. We call action of µ[t, Z0N ] on a test function
ϕ ∈ C10(R+ × Z → R) the dual pairing of µ[t, Z0N ] and ϕ or the expectaction of
12
random variable ϕ(t, z) where z is a random variable of distribution µ[t, Z0n].
Eµ[t,Z0
N
](ϕ(t, z)) =
∫
Z
ϕ(t, z)µ[t, Z0N ](dz) =
1
N
N∑
i=1
ϕ(t, zi(t, Z
0
N)) (16)
The time evolution of t ∈ R+ 7→ µ[t, Z0N ] can be studied by considering the differ-
ential equation satisfied by t ∈ R+ 7→
∫
Z
ϕ(t, z)µ[t, Z0N ](dz) for any test function
ϕ. So let us express the derivative
d
dt
∫
Z
ϕ(t, z)µ[t, Z0N ](dz) as an action of µ[t, Z
0
N ]
on some function depending on ϕ and on the interaction function g.
d
dt
∫
Z
ϕ(t, z)µ[t, Z0N ](dz) =
1
N
N∑
i=1
∂ϕ
∂t
(t, zi(t, Z
0
N)) +
∂ϕ
∂X
(t, zi(t, Z
0
N))
T
dXi
dt
(t, Z0N)
=
∫
Z
∂ϕ
∂t
(t, z)µ[t, Z0N ](dz) +
1
N(N − 1)
N∑
i=1
∑
j 6=i
∂ϕ
∂X
(t, zi(t, Z
0
N))
Tg(zi(t, Z
0
N), zj(t, Z
0
N))
1
N(N − 1)
N∑
i=1
∑
j 6=i
∂ϕ
∂X
(t, zi(t, Z
0
N))
Tg(zi(t, Z
0
N), zj(t, Z
0
N)) =
∫
Z
∂ϕ
∂X
(t, z)T
(
N
N − 1
∫
Z
g(z, z′)µ[t, Z0N ](dz
′)− 1
N − 1g(z, z)
)
µ[t, Z0N ](dz)
d
dt
∫
Z
ϕ(t, z)µ[t, Z0N ](dz) =∫
Z
(
∂ϕ
∂t
(t, z) +
∂ϕ
∂X
(t, z)T
(
N
N − 1
∫
Z
g(z, z′)µ[t, Z0N ](dz
′)− 1
N − 1g(z, z)
))
µ[t, Z0N ](dz)
(17)
In the above equation, we can interpret the term
∀z ∈ Z, GN (µ[t, Z0N ], z) =
N
N − 1
∫
Z
g(z, z′)µ[t, Z0N ](dz
′)− 1
N − 1g(z, z) (18)
as the velocity field associated to the system (4), i.e. the one assigning to each
individual its velocity according to the current state of the whole population3.
GN is said to be a non-local velocity field, because it depends on the probability
measure describing the state of the population, µ[t, Z0N ] in this case. The velocity
field can be associated to a conservative transport equation, having a formulation
quite similar, in its principle at least, to Vlasov equations, where the velocity field
3Similar developments can be found in Carrillo et al. [2010]
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depends on the unknown density (see Golse [2003], section 1.1.1).
∂f
∂t
(t, z) + divX
(
f(t, z)
(
N
N − 1
∫
Z
g(z, z′)f(t, z′)λ⊗dz(dz′)− g(z, z)
N − 1
))
= 0
or
∂f
∂t
(t, z) + divX
(
f(t, z)GN
(
f(t, ·)λ⊗dz , z)) = 0
(19)
where divX is the divergence operator with respect to state variable X , i.e. for
any continuously differentiable map F : X → X , divXF (X) =
dX∑
i=1
∂Fi(X)
∂Xi
, and
f(t, ·)λ⊗dZ is the probability measure of density f(t, ·) : Z → R+. The equation
(17) is a weak formulation of equation (19), which is formally defined in definition
2. As the weak formulation deals with trajectories taking values in the space of
probability measures, we need to introduce the Wasserstein distance to quantify
the regularity of these trajectories.
Definition 1. Let µ1, µ2 ∈ P1(Z). Let Π(µ1, µ2) the set of couplings of µ1 and µ2,
i.e. the set of probability distributions having its first and second marginals equal
to µ1 and µ2 respectively.
Π(µ1, µ2) =
{
π ∈ P1(Z2)
∣∣∣∣µ1 =
∫
Z
π(., dz2), µ2 =
∫
Z
π(dz1, .)
}
The Wasserstein distance of first order between µ1 and µ2 is defined by
W1(µ1, µ2) = inf
pi∈Π(µ1,µ2)
∫
Z2
|z1 − z2|π(dz1, dz2) (20)
or, equivalently, the Wasserstein distance of first order has a dual representation
(Kantorovich and Rubinstein [1958])
W1(µ1, µ2) = sup
ϕ∈CL(Z),Lip(ϕ)≤1
∣∣∣∣
∫
Z
ϕ(z)µ1(dz)−
∫
Z
ϕ(z)µ2(dz)
∣∣∣∣ (21)
with CL(Z) being the space of Lipschitz-continuous functions over Z, taking values
in R, and Lip(ϕ) being the Lipschitz constant of ϕ ∈ CL(Z).
Definition 2. Let G : (µ, z) ∈ P1(Z)×Z → X a non-local velocity field and µ0 ∈
P1(Z) a probability measure having first order moment, i.e.
∫
Z
|z|µ0(dz) < +∞.
We say that the trajectory t ∈ R+ 7→ µ[t] ∈ P1(Z) is a measure solution of the
transport equation of velocity field G and of initial condition µ0 if
1. the trajectory t ∈ R+ 7→ µ[t] ∈ P1(Z) is continuous for the metric W1.
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2. for all test function ϕ, for all time t ∈ R+∫
Z
ϕ(t, z)µ[t](dz) −
∫
Z
ϕ(0, z)µ0(dz) =∫ t
0
∫
Z
(
∂ϕ
∂t
(τ, z) +
∂ϕ
∂X
(τ, z)TG(µ[τ ], z)
)
µ[τ ](dz)dτ
Proposition 3. Let g : Z2 → X satisfying assumptions (A1) and (A2) and
Z0N = (z
0
i )1≤i≤N = ((X
0
i , θi))1≤i≤N ∈ ZN . Then the empirical measure t ∈ R+ 7→
µ[t, Z0N ], defined in equation (14) is a measure solution to the transport equation
of velocity field GN , defined in equation (18), and of initial condition µ[0, Z0N ] =
1
N
N∑
i=1
δz0
i
.
This proposition summarizes the equation (17). It is also necessary to check
the continuity of the trajectory t ∈ R+ 7→ µ[t, Z0N ] ∈ P1(Z) is continuous for the
metric W1. This continuity is directly given by the continuity of the solution of
the system (4) (see appendix section 7).
The transport equation (17) satisfied by the empirical measure leads to the
transport equation describing the dynamics of the population with an infinite
number of individuals by taking the limit N → +∞. The resulting equation,
obtained informally, is referred as the MFL transport equation, and its eventual
solution is the MFL distribution. Subsection 3.2 solves the MFL transport equa-
tion and proves the existence and uniqueness of the MFL distribution for system
(4). Subsection 3.3 studies different aspects of the convergence towards the MFL
distribution.
3.2 Study of the mean-field equation
This subsection gives a characterization of the MFL distribution as the unique
solution of a non-local transport equation obtained as the limite case of transport
equation (17). Let us assume informally that, for some metric over the space of
probability measures (namely the Wasserstein distance, see subsection 3.3), the
empirical measure µ[t, Z0N ] has a limit µ[t] when N → +∞. Then it is reasonable
to think that, for some other metric, the velocity field GN (µ[t, Z0N ], ·) converges
towards a velocity field depending on g and µ[t]. The only expression this velocity
field can reasonably have, when N → +∞ in equation (18), is
∀z ∈ Z, G(µ[t], z) =
∫
Z
g(z, z′)µ[t](dz′) (22)
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So if the MFL distribution exists, it has to be a measure solution of the transport
equation of velocity field G and of initial condition µ0, as it is reminded in subsec-
tion 3.3 that µ[0, Z0N ] converges towards µ0 for the Wasserstein distance. The MFL
distribution is therefore an eventual trajectory t ∈ R+ 7→ µ[t] ∈ P1(Z), continuous
for the metric W1, such that for all test function ϕ and for all time t ∈ R+∫
Z
ϕ(t, z)µ[t](dz) −
∫
Z
ϕ(0, z)µ0(dz) =∫ t
0
∫
Z
(
∂ϕ
∂t
(τ, z) +
∂ϕ
∂X
(τ, z)T
∫
Z
g(z, z′)µ[t](dz′)
)
µ[τ ](dz)dτ
(23)
Drawing largely on Golse [2013a], we would like to use the characteristic flow
method to prove the existence and uniqueness of the solution to the equation (23).
The characteristic flow method is a classical idea to study a transport equation :
the transport PDE describes the dynamics, while the characteristic flow equation
describes the motion of a single particle, subject to the same velocity field. Let
t ∈ R+ 7→ X∞(t, X, θ) ∈ X be the trajectory of a particle immersed in velocity
field G, of initial configuration (X, θ) ∈ Z.{
X∞(0, X, θ) = X
∀t ∈ R+, ∂X∞
∂t
(t, X, θ) = G(µ[t], X∞(t, X, θ), θ) (24)
As µ[t] is unknown, we cannot evaluate the derivative
dX∞
dt
, except at t = 0, when
µ[0] = µ0. However, there is a strong connection between the MFL distribution µ[t]
and the flow X∞(t, ·), as µ[t] describes the state of a population which is composed
of infinite number of particles (X∞(t, X
′, θ′), θ′), whose initial configuration is given
by µ0. In other words, we can look at the interaction with the rest of the population
not as an average over all the possible states at time t, as it is the case in equation
(24), but as an average over all initial configurations.

X∞(0, X, θ) = X
∀t ∈ R+, ∂X∞
∂t
(t, X, θ) =
∫
Z
g(X∞(t, X, θ), θ, X∞(t, X
′, θ′), θ′)µ0(dX
′, dθ′)
(25)
There is only a single unknown in the above functional equation, which is the flow
X∞ : R+ × Z → X . The next theorem shows that this characteristic flow is well
defined.
Theorem 1. Let µ0 ∈ P2(Z) a probability measure having second order moment,
i.e.
∫
Z
|z|2µ0(dz) < +∞, and g : Z2 → X satisfying assumptions (A1) and (A2).
Then there exists an unique flow such that
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1. ∀t ∈ R+, ∀(X, θ) ∈ Z,
∫
Z
|g(X∞(t, X, θ), θ, X∞(t, X ′, θ′), θ′)|µ0(dX ′, dθ′) <
+∞
2. ∀(X, θ) ∈ Z, t ∈ R+ 7→ X∞(t, X, θ) is continuously differentiable.
3. ∀(X, θ) ∈ Z,

X∞(0, X, θ) = X
∀t ∈ R+, ∂X∞
∂t
(t, X, θ) =
∫
Z
g(X∞(t, X, θ), θ, X∞(t, X
′, θ′), θ′)µ0(dX
′, dθ′)
(26)
The above functional equation can be seen as a continuous version of sys-
tem (4). Formally, this equation is a differential equation with an initial con-
dition being a probability measure and having trajectories in vector space X .
This theorem can therefore be proved by following exactly the same steps as for
Cauchy-Lipschitz theorem with traditional differential equations. A common proof
of Cauchy-Lipschitz theorem is based on fixed point theorem within a functional
Banach space. The functional space where the flow solution X∞ lies must be
complete, as the fixed point theorem recquires the convergence of any Cauchy
sequence. The next lemma introduces the functional space used in the proof of
theorem 1.
Lemma 1. (Golse [2013a]) Let Y be the functional space defined by
Y =
{
f ∈ C0(Z → X )
∣∣∣∣sup
z∈Z
|f(z)|
1 + |z| < +∞
}
(27)
Then Y is a Banach space for the metric f ∈ Y 7→ ‖f‖Y = sup
z∈Z
|f(z)|
1 + |z| .
The proof of the above theorem is given in appendix 8.1, and it follows the same
steps than the proof of Cauchy-Lipschitz theorem for ordinary differential equa-
tions: local existence and uniqueness, existence of a maximal solution, uniqueness
of the maximal solution and finally definition over R+ of the maximal solution.
The assumption (A1) on g is important to ensure that the flow solution is defined
over R+ and also the stability within the functional space Y . Besides, the control
of the Lipschitz factor in assumption (A2) can be relaxed, as long as the Lipschitz
factor is compensated by the initial distribution. For instance, if the Lipschitz
factor in (A2) is K2(1+ |X|n+ |X ′|n) for some n > 0 instead of K2(1+ |X|+ |X ′|),
then similar reasoning can be carried out to obtain the existence and uniqueness
of X∞, if µ0 is chosen in Pn+1(Z), i.e. such that
∫
Z
|z|n+1µ0(dz) < +∞.
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In the case of Schneider model, the flow solution t ∈ R+ 7→ r∞(t, .) satisfies
the following equation
∀(r, x, y, S, γ) ∈ Z = R×Θ,

r∞(0, r, θ) = r
∀t ∈ R+, ∂r∞
∂t
(t, r, θ) =
∫
Z
gr(r∞(t, r, θ), θ, r∞(t, r
′, θ′))µ0(dr
′, dθ′)
gr(r1, (~x1, S1, γ1), r2, (~x2, S2, γ2)) = γ1
(
log
(
S1
sm
)
(1− Cr(r1, r2, |~x1 − ~x2|))− r1
)
Cr(r1, r2, |~x1 − ~x2|) = r2
2RM
(
1 +
|~x1 − ~x2|2
σ2x
) (1 + tanh(r2 − r1
σr
))
(28)
If µ0 is the distribution defined in equation (10), we have for all time t ∈ R+ and
for all (r, θ) ∈ Z,
∂r∞
∂t
(t, r, θ) =
∫
Θ
gr(r∞(t, r, θ), θ, r∞(t, r
0, θ′), θ′)pθ0(θ
′)λ⊗4(dθ′) (29)
where r0 = log
(
s0
sm
)
. This relation holds because the marginal distribution of the
initial state is a Dirac distribution centered at r0.
The characteristic flow (26) leads to the unique solution of the mean-field trans-
port equation (23), which appears as the pushforward probability measure of the
initial distribution µ0 by the map X∞(t, .). This result is used qualitatively to
derive equation (26) from equation (24).
Corollary 1. Let µ0 ∈ P2(Z), g satisfying assumptions (A1), (A2) and (A3),
and z0 = (X0, θ) a random variable of distribution µ0. Then the unique measure-
solution to the transport equation (23) is t ∈ R+ 7→ µ[t] ∈ P2(Z) where for all
t ∈ R+, µ[t] is the probability distribution of zt = (X∞(t, z0), θ).
The proof of this corollary (appendix, section 8.2) is a generalization of the
method of characteristic flows, classically used in the field of hyperbolic PDE. The
proof that the pushforward measure is effectively a measure solution of the mean-
field transport equation (23) is mainly based on the change-of-variable formula,
stating that for every test function φ, we have
∫
Z
φ(t, z)µ[t](dz) =
∫
Z
φ(t, X∞(t, X, θ), θ)µ0(dX, dθ).
The continuity of the trajectory t 7→ µ[t] is therefore implied by the continuity of
t 7→ ‖X∞(t, .)‖Y . Besides, the proof of uniqueness requires additional assumptions
on the regularity of the interaction function g, namely assumption (A3). It was
added for the sake of brevity, but it seems that this assumption can be avoided by
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adding technical developments using an argument of density of the space of test
functions. This regularity enables to prove that the flows Xν associated to the ve-
locity field G(ν[t], z), where t 7→ ν[t] is a fixed measure-trajectory, are continuously
differentiable with respect to their arguments. This implies also the regularity of
the solution (t, z) 7→ ϕ(t, z) to the following transport equation{
ϕ(0, z) = ϕ0(z)
∂ϕ
∂t
(t, z) +
∂ϕ
∂X
(t, z)TG(ν[t], z) = 0
As ϕ is regular, it can be used as a test function itself. If t 7→ ν[t] is a measure-
solution of (23), it can be shown that t 7→ ∫
Z
ϕ(t, z)ν[t](dz) is constant. This
implies in particular that ν[t] is the pushforward measure of µ0 by the map X
ν(t, .).
It follows that Xν and X∞ satisfies the same equation (26) and we conclude by
uniqueness of the characteristic flow provided by theorem 1.
Alternative proofs of existence and uniqueness of the MFL distribution can be
found in Lagoutie`re and Vauchelet [2017] or in Bolley et al. [2011], with weaker
assumptions made on the velocity field. Lagoutie`re and Vauchelet [2017] uses Fil-
ipov characteristics and compactness arguments to solve the transport equation
associated to a bounded velocity field with a finite set of discontinuities. The ve-
locity field considered in Bolley et al. [2011] is not globally Lipschitz continuous,
as in our case. The resolution of an equation similar to (24) follows an iterative
procedure : the measure trajectory t 7→ µn[t] is fixed at iteration n, and is used
to compute the characteristic flow Xµ
n
, by solving a standard differential equa-
tion ; the distribution t 7→ µn+1[t] chosen at the next iteration is the pushforward
measure of µ0 by the characteristic flow X
µn .
Let us now consider the case where the initial distribution µ0 is absolutely
continuous with respect to the Lebesgue measure λ⊗dz . We denote by p0 : Z → R+
its associated probability density. p0 can be factorized in two terms using the chain
rule.
∀(X, θ) ∈ Z, p0(X, θ) = pX|θ0 (X|θ)pθ0(θ)
It follows from proposition 4 that, in this case, the MFL distribution µ[t] is abso-
lutely continuous for all time t ∈ R+, and that the associated density pt : Z → R+
is given by change-of-variable formula.
∀(X, θ) ∈ Z, ∀t ∈ R+, pt(X, θ) = pX|θ0
(
X−1∞ (t, X, θ)|θ
)
pθ0(θ) det
(
∂X−1∞
∂X
(t, X, θ)
)
In the above equation, for all t ∈ R+ and θ ∈ Θ, X ∈ X 7→ X−1∞ (t, X, θ) is
the inverse function of X ∈ X 7→ X∞(t, X, θ) and ∂X
−1
∞
∂X
(t, X, θ) is the Jacobian
matrix of this function.
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The fact that X∞(t, ., θ) is a one-to-one map from X to X is a consequence
of the flow property. This property considers a variation of the initial time in
equation (26). There exists an unique map (t, t0, z) 7→ X∞(t, t0, z) satisfying

X∞(t0, t0, X, θ) = X
∀t ∈ R+, ∂X∞
∂t
(t, t0, X, θ) =
∫
Z
g(X∞(t, t0, X, θ), θ, X
′, θ′)µ[t](dX ′, dθ′)
By unicity, we have that for all t, t0 ∈ R+ and (X, θ) ∈ Z,X∞(t, t0, X∞(t0, t, X, θ), θ) =
X . It follows that X−1∞ (t, X, θ) = X∞(0, t, X, θ). The differentiability of the map
X ∈ X 7→ X−1∞ (t, X, θ) is a consequence of assumption (A3).
In the case of Schneider model, the MFL distribution µ[t] is the law of the
random variable (r∞(t, r
0, θ), θ) with θ ∼ pθ0. Therefore µ[t] is entirely determined
by the map (t, θ) ∈ R+ × θ 7→ r∞(t, r0, θ). This is due to the fact that the initial
state is constant over the whole population, equal to r0. We can notice that this
situation seems much simpler than the case where the marginal density of the initial
state is absolutely continuous : here, we only need to compute the characteristic
flow r∞, and we do not need to compute its inverse function and its derivative.
Section 4 describes a methodology to approximate the characterstic flow r∞ and
therefore to sample the MFL distribution in the specific case of Schneider model.
3.3 Dobrushin stability and propagation of chaos
The relation between the microscopic level, represented by the empirical measure
of the population, and the mean-field level, represented by solution of (23), is
mainly based on a convergence of the initial empirical distribution µ[0, Z0N ] towards
the initial distribution µ0 as N → +∞ and on the fact that this results can be
extended at all time t ∈ R+, i.e. the same type of convergence is verified by µ[t, Z0N ]
towards µ[t]. The convergence discussed here is the one associated to the metric
W1, whose expression is recalled in definition 1, and which metrizes the weak
convergence in the space of probability distribution (see corollary 6.13 in Villani
[2008]). According to Varadarajan [1958], if (z0n)n∈N is a sequence of independent
random variables of distribution µ0, and if for all N > 1 Z
0
N = (z
0
1 , ..., z
0
N ), we have
that lim
N→+∞
W1
(
µ[0, Z0N ], µ0
)
= 0 almost surely in P. This means that there exists
Ω∗ ∈ F such that P(Ω∗) = 1 and for all ω ∈ Ω∗, we have for all φ ∈ CL(Z) any
Lipschitz continuous function that
lim
N→+∞
1
N
N∑
i=1
φ(z0i (ω)) =
∫
Z
φ(z)µ0(dz) (30)
A concise proof of this result can also be found in Golse [2013a] (theorem 3.3.5).
This result is a consequence of the strong law of large numbers and of the fact that
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the space of continuous functions with compact support over Rdz is separable. The
rate of convergence of the random variable W1(µ[0, Z
0
N ], µ0), along with Wasser-
stein distance of higher orders, is a well-documented topic in the literature. Dudley
[1969] stated that in the case where µ0 is absolutely continuous with respect to the
Lebesgue measure, i.e. can be associated to a probability density f0 : Z → R+,
and if dZ ≥ 2, then there exists a constant C(µ0) > 0 such that for all N ∈ N∗,
EZ0
N
∼µ⊗N
0
W1 (µ[0, Z
0
N ], µ0) ≤ C(µ0)N−1/dZ . In the example of the Schneider model,
the chosen initial density described in equation (10) is not absolutely continuous
with respect to the Lebesgue measure over Z, since the marginal distribution µr0
of the variable r0 is reduced to a Dirac distribution δr0 , representing the fact hat
all plants have the same size s0 = sme
r0 initially. However, the marginal µθ0 of
variable θ is associated to a density over Θ, so the upper-bound of Dudley can
be rewritten as EZ0
N
∼µ⊗N
0
W1 (µ[0, Z
0
N ], µ0) ≤ C(µθ0)N−1/dΘ = C(µθ0)N−1/4. Faster
convergence rates can be obtained in the case where probability measure µ0 is
less regular. We can quote notably Weed and Bach [2017] in the case where µ0
is compactly-supported, and Lei [2018] for a generalization to unbounded metric
spaces.
If the random variable z0 ∼ µ0 has at least one of its component with a prob-
ability density, then the weak and almost sure convergence of µ[0, Z0N ] towards µ0
means visually that the point cloud (z0i )1≤i≤N is more and more alike the contin-
uous set represented by measure µ0. In what follows, the argument of Dobrushin
stability (see proposition 4 in Dobrushin [1979] or theorem 3.3.3 in Golse [2013a]) is
used to prove that for all time t ∈ R+ lim
N→+∞
W1(µ[t, Z
0
N ], µ[t]) = 0 almost surely.
Theorem 2. Let µ0 ∈ P(Z) be a probability measure having a compact support,
such that the support is included in B(0, R0) = {z ∈ Z||z| ≤ R0} for some R0 > 0.
Let (z0n)n∈N∗ be a sequence of independent random variables of distribution µ0 and
∀N > 1, Z0N = (z01 , ..., z0N ). There exists Ω∗ ∈ F such that P(Ω∗) = 1 and such
that ∀ω ∈ Ω∗, lim
N→+∞
W1(µ[0, Z
0
N(ω)], µ0) = 0. We introduce µ[t] the solution
of problem (23) for an interaction function g satisfying assumptions (A1), (A2),
(A3) and (A4). Then we have
∀t ∈ R+, ∀ω ∈ Ω∗, lim
N→+∞
W1(µ[t, Z
0
N(ω)], µ[t]) = 0 (31)
The argument of Dobrushin consists in deriving an upper bound ofW1(µ[t, Z
0
N ], µ[t])
depending on W1(µ[0, Z
0
N ], µ0), which holds for all initial configuration Z
0
N ∈ ZN .
The derivation of the upper bound is exactly a generalization of Gro¨nwall lemma
to characteristic flows of the type of X∞, i.e. solutions of differential equations
taking values in space X and having as initial condition a probability measure over
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Z. Indeed, we can prove that for all initial configuration Z0N ∈ ZN , we have
∀t ∈ R+, W1(µ[t, Z0N ], µ[t]) ≤ exp(Fµ0(t) + ǫ1(t, µ[t, Z0N ]))
(
W1(µ[0, Z
0
N ], µ0)
+
1
N − 1
∫ t
0
(Eµ0(τ) + ǫ2(τ, µ[τ, Z
0
N ])) exp(−Fµ0(τ)− ǫ1(τ, Z0N))dτ
)
(32)
The functions Eµ0 and Fµ0 appearing in the previous inequality depend on the
first and second moments M1µ0 =
∫
Z
|z|µ0(dz) and M2µ0 =
∫
Z
|z|2µ0(dz) of the
distribution µ0. The other functions appearing in the inequality (32) are such that
∀t ∈ R+, ∀ω ∈ Ω∗, lim
N→+∞
ǫ1(t, µ[t, Z
0
N ]) = lim
N→+∞
ǫ2(t, µ[t, Z
0
N ]) = 0.
Historically, Dobrushin [1979] introduced this methodology to obtain unique-
ness results on solutions of Vlasov equations. In this article, the studied interac-
tion functions are globally Lipschitz continuous, and the author does not resort
to Gro¨nwall lemma. With the same assumptions, a proof of Dobrushin stabil-
ity was suggested by Golse [2013a], theorem 1.4.3, making clear use of Gro¨nwall
lemma. In Lagoutie`re and Vauchelet [2017], the proposition 1 gives a quite similar
contraction estimate, in the case where the transition function is expressed as a
convolution product with the mean-field limit measure. In all aforementionned
works, the transport functions GN at microscopic level have the same expression
as the transport function G at macroscopic level, and the physical models do not
recquire to exclude the interaction of a particle with itself, notably thanks to a
property of anti-symmetry of the underlying potential. In our case, the transi-
tion function is only assumed to be locally Lipschitz continuous, but this difficulty
is bypassed by assuming that the i-nitial distribution µ0 has a compact support.
The obtained upper-bound of W1 (µ[t, Z
0
N ], µ[t]) in (32) is a much faster increasing
function than in Golse [2013a]. The assumption on global Lipschitz continuity of
the function g leads to a factor of order eKt for some constant K, whereas the
assumptions on quadratic variations of the functions, namely (A2) and (A4), leads
to a factor of order exp
(
eKt
)
for some constant K, because of two subsequent
applications of Gro¨nwall lemma (see the proof in appendix 9.2). Needless to say
that the upper bound in (32) seems far from being optimal.
The next corollary uses the argument of Dobrushin stability to show the rela-
tion between the solution of the microscopic system (4) and the MFL characteristic
flow.
Corollary 2. With the same assumptions as in theorem 2, we consider the se-
quence of random variables (z0n)n∈N∗ independent and of distribution µ0. For all
N > 1, we define Z0N = (z
0
1 , z
0
2 , ..., z
0
N ) ∈ ZN the initial configuration of the system
(4) and t ∈ R+ 7→ (X1(t, Z0N), ..., XN(t, Z0N)) the solution of the system (4). Then
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we have
X1(t, Z
0
N)
a.s.−→
N→+∞
X∞(t, z
0
1)
The above results provides a more visual intuition of the asymptotic link be-
tween the microscopic level of system (4) and the mean-field limit. The trajectories
obtained by solving system (4) are more and more alike the trajectories given by
the MFL characteristic flow X∞. A generalization to any sub-group of fixed size
within the population can also be obtained. Indeed, for k ∈ N∗ and for N > k,
any sub-group of size k (Xi1(t, Z
0
N), ..., Xik(t, Z
0
N)), with i1, ..., ik being distinct
integers in J1;NK, has the same distribution as (X1(t, Z
0
N), ..., Xk(t, Z
0
N)) by sym-
metry. According to the previous corollary, the almost sure convergence for a
single individual can be generalized to any sub-group of size k.
(X1(t, Z
0
N), ..., Xk(t, Z
0
N))
a.s.−→
N→∞
(X∞(t, z
0
1), ..., X∞(t, z
0
k))
The limit distribution of the sequence of random variables ((X1(t, Z
0
N), ..., Xk(t, Z
0
N))N>k
is factorized and is exactly µ[t]⊗k, as (X∞(t, z
0
1), ..., X∞(t, z
0
k)) ∼ µ[t]⊗k. For finite
N and for t > 0, the random variables X1(t, Z
0
N), ..., Xk(t, Z
0
N) are strongly interde-
pendent. At the limitN → +∞, the individuals are independent. More accurately,
if one focuses on a finite group of individuals, while the rest of the population is
increasing towards infinity, then these observed individuals have independent tra-
jectories in the probabilistic sense. Their distribution is said to be asymptotically
factorized. An alternative proof of the phenomenon of chaos propagation is given
in Golse [2013b], section 1.6. This proof is based on a characterization of asymp-
totically factorized sequence of probability measures (see theorem 1.6.2 in Golse
[2013b]).
The phenomenon of chaos propagation may have applications for statistical
inference, paving the way for methodologies based on variational Bayes approxi-
mation. Let us consider the following example : we aim at studying the dynamics
of an heterogeneous crop from the observation of the growth of few dozens of
plants. Their growth is assumed to be well represented by a model of the form
of Schneider et al. [2006], but some parameters of the interaction function g are
unknown. In general, we do not know accurately the exact number N of indi-
viduals in the population, but we know that N is much larger than the number
of observed individuals. In a Bayesian setting, i.e. when we want to compare
prior knowledge and assumptions with field observations, the resulting inference
problem is of great difficulty. Among other things, it requires to determine the
posterior distribution of the number of individuals in the population4, but also the
posterior distributions of all the unobserved individuals, i.e. of their positions and
4A possible prior for the random variable N would be a Poisson distribution.
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of their characteristics γ and S. This is clearly intractable for a population having
the dimension of a crop. Otherwise, if we make the approximation that the ob-
served individuals are in interaction with an infinity of individuals, which is quite
a relevant approximation after all, and that this continuum of individuals is rep-
resented by the MFL distribution µ[t], then the inference problem is significantly
simplified : the observed individuals are then mutually independent, and there is
no need to extract the information of all the unobserved individuals. Of course,
the difficulty is elsewhere : how to simulate the MFL distribution efficiently, so
that it can be used within a statistical inference process. The next section gives a
first attempt to answer this issue.
4 Simulation of the MFL distribution using Gaus-
sian process regression
In this section, we present a preliminary work on the numerical approximation
of the MFL distribution t 7→ µ[t], which is defined as the measure-solution of
variational problem (23). So it boils down to solve numerically a hyperbolic PDE
with non-local velocity. The simulation of solutions of kinetic equations is a well-
documented in the literature. Amongst others, we can quote the upwind scheme
introduced by Lagoutie`re and Vauchelet [2017], which consists in a reconstruction
of the solution using finite volumes. The reconstruction is piecewise constant over
a discretization of the phase space Z. In the case of Schneider heterogeneous
population model, the space is of dimension higher than 3, and this makes the
discretization of the space a too expensive task on the computational view point.
This constraint of the dimension leads rather towards mesh-free methods.
The method suggested here consists in approximating by regression a consistent
sequence of reconstructions of the exact characteristic flow. It is therefore a semi-
Lagrangian method with an interpolation step. The family of functions used for
the interpolation is defined from the interaction function g, and takes the form of
linear combinations of reproducing kernels. The proof of the consistency of the
scheme is an on-going work. However, some numerical tests seems to confirm that
this approach is relevant.
For the sake of simplicity, the method is presented through the simulation of
the Schneider model. In this case, the MFL distribution is the law of the random
variable (r∞(t, r
0, θ), θ), where r0 ∼ δr0 is a constant, where θ ∼ pθ0 is defined
in equation (10), and r∞ is the characteristic flow defined by equation (29). By
change of variable, we can consider the characteristic flow associated to the size
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variable s, which is defined as the solution of the equation
∀θ ∈ Θ,


s∞(0, s
0, θ) = s0
∂s∞
∂t
(t, s0, θ) =
∫
Θ
g(s∞(t, s
0, θ), θ, s∞(t, s
0, θ′), θ′)p0(θ
′)λ⊗4(dθ′)
with g(s, (~x, S, γ), s′, (~x′, S ′, γ′)) = γs (log(S/sm)(1− C(s, s′, |~x− ~x′|))− log(s/sm))
(33)
So our aim is to approximate the function (t, θ) ∈ R+ ×Θ 7→ s∞(t, s0, θ).
A direct resolution of equation (33) using an explicit Euler method, with time
discretization ∆t > 0, chosen small enough, would lead to a sequence of functions
(sn)n∈N defined an induction equation.
∀θ ∈ Θ,


s0(θ) = s
0
∀n ∈ N, sn+1(θ) = sn(θ) + ∆t
∫
Θ
g(sn(θ), θ, sn(θ
′), θ′)pθ0(θ
′)λ⊗4(dθ′)
(34)
This sequence of functions cannot be computed exactly, as the integral is not
analytical. This integral is in fact an expectation with respect to the density pθ0.
Let ωM = (θ
ω
i )1≤i≤M be sample of the distribution µ
θ
0 of density p
θ
0. We consider
the sequence of functions (sn(., ωM)) defined as the empirical approximation of the
sequence (sn)n∈N using the sample ωM .
∀θ ∈ Θ,


s0(θ, ωM) = s
0
∀n ∈ N, sn+1(θ, ωM) = sn(θ, ωM) + ∆t
M
M∑
i=1
g(sn(θ, ωM), θ, sn(θ
ω
i , ωM), θ
ω
i )
(35)
It is quite straightforward to prove that for any fixed n ∈ N, the sequence (sn(., ωM))M∈N∗
is an almost sure approximation of the characteristic flow at time n∆t.
∀θ ∈ Θ, ∀n ∈ N, sn(θ, ωM) a.s.−→
M→∞
sn(θ)
Indeed, the sequence of functions (sn(., ωM)) is stochastic because of its depen-
dency with respect to the sample ωM . The above convergence is mainly based on
the law of large numbers, enabling to prove a uniform almost sure convergence
over the space Θ. So (sn(., ωM))n∈N constitutes a simple approximation of the
characteristic flow, but it has some limitations. It can only give a local estimation
of the function sn. Indeed, to compute s100(θ, ωM) at a given point θ0 ∈ Θ, then it
requires the computation of s99(θ0, ωM), and in turn the computation of s98(θ, ωM),
etc... We cannot know the values of the function sn(., ωM) outside of the set of
points we have decided to observe a priori, from the very initial time n = 0, this set
of observation points including also the sample ωM . For a global approximation
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of the function sn, a grid covering the whole space θ has to be build, so this boils
down exactly to the construction of a mesh, which is to be avoided in our case.
An interpolation method is used at this point so that the local information given
by some values of sn(., ωM) could be extended to the whole space Θ.
The basis of functions used for interpolation has been chosen from a qualitative
estimation of the correlation between the values of the function sn(., ωM). Accord-
ing to central limit theorem, the asymptotic covariance matrix of the random
variables s1(θ1, ωM) and s1(θ2, ωM) for θ1 and θ2 in Θ when M → +∞ depends on
the interaction g.
√
M
(
s1(θ1, ωM)− s1(θ1)
s1(θ2, ωM)− s1(θ2)
)
L−→
M→∞
N2
(
0,∆t2Σ0(θ1, θ2)
)
with Σ0(θ1, θ2) =
(
Cov0(θ1, θ1) Cov0(θ1, θ2)
Cov0(θ1, θ2) Cov0(θ2, θ2)
)
Cov0(θ1, θ2) = Covθ′(g(s
0, θ1, s
0, θ′), g(s0, θ2, s
0, θ′))
∀d ∈ N∗, Nd(µ,Σ) is the normal distribution of mean µ and of covariance matrix Σ.
In other words, the random vector (s1(θ1, ωM), s1(θ2, ωM))
T behaves approximately
like a Gaussian vector. From this result, we make the approximation that this
property holds for all n ∈ N∗5.
∀θ1, θ2 ∈ Θ, ∀n ∈ N,
(
sn(θ1, ωM)
sn(θ2, ωM)
)
∼ N2
((
sn(θ1)
sn(θ2)
)
,
∆t2
M
Σn−1(θ1, θ2)
)
Σn−1(θ1, θ2) =
(
Covn−1(θ1, θ1) Covn−1(θ1, θ2)
Covn−1(θ1, θ2) Covn−1(θ2, θ2)
)
Covn−1(θ1, θ2) = Covθ′(g(sn−1(θ1), θ1, sn−1(θ
′), θ′), g(sn−1(θ2), θ2, sn−1(θ
′), θ′))
This reasonable expression of the covariance leads to a choice of interpolation
functions being defined from the covariance function, which is by construction a
positive kernel.
kn(θ1, θ2) =
∆t2
M
Covθ′(g(sn−1(θ1), θ1, sn−1(θ
′), θ′), g(sn−1(θ2), θ2, sn−1(θ
′), θ′))
This kernel cannot be used per se as the sequence (sn)n∈N is unknown. Another
kernel is therefore chosen, but still largely inspired from the above expression. As
the sequence (sn)n∈N, they are replaced in the above expression by parametric
functions that reproduce roughly their variations over the space Θ. More specif-
ically, polynomial functions (msn)n∈N of degree 2 were chosen to approximate the
sequence (sn)n∈N.
msn(θ) = m
r(θ; an, bn, cn) = an + b
T
nθ + c
T
nv16(θθ
T)
5this approximation may not be justified theoretically.
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where v16 : M4(R) → R16 is the canonical bijection between the square matrices
4 × 4 and the vector of 16 components. The coefficients (an, bn, cn) are chosen so
that the parametric function is close to function sn is the L
2 sense.
(an, bn, cn) = argmin
a,b,c
∫
Θ
(sn(θ)−mr(θ; a, b, c))2pθ0(θ)λ⊗4(dθ)
Equivalently, (an, bn, cn) is the solution of a linear system expressed with expecta-
tions with respect to the density pθ0.
E

 1 θT v16(θθT)Tθ θθT θv16(θθT)T
v16(θθ
T) v16(θθ
T)θT v16(θθ
T)v16(θθ
T)T



anbn
cn

 = E

 sn(θ)sn(θ)θ
sn(θ)v16(θθ
T)


(36)
In this linear system, the functions sn can be replaced by their stochastic approxi-
mations sn(., ωM), and the theoretical mean can be replaced by an empirical mean
over the set ωM .
The final expression for the kernel used for the interpolation depends on the
sample ωM .
kn(θ1, θ2) =
∆t2
M
(
1
M
M∑
i=1
g(msn−1(θ1), θ1, sn−1(θ
ω
i ), θ
ω
i )g(m
s
n−1(θ2), θ2, sn−1(θ
ω
i ), θ
ω
i )
− 1
M2
(
M∑
i=1
g(msn−1(θ1), θ1, sn−1(θ
ω
i ), θ
ω
i )
)(
M∑
i=1
g(msn−1(θ2), θ2, sn−1(θ
ω
i ), θ
ω
i )
))
The theoretical covariance is replaced by an empirical covariance over the sam-
ple ωM and the characteristic flows sn−1 are replaced by either the polynomial
functions msn−1 either the stochastic approximation sn−1(., ωM). If the parametric
model msn is not too rough and ifM is large, then the above covariance function kn
is consistent with the stochastic behaviour of sn(., ωM), and kn is easy to evaluate
over the whole space.
In addition to the values sn(ωM , ωM) = (sn(θ
ω
i , ωM))1≤i≤M , the function sn(., ωM)
is evaluated over another set of points Θ1:K = (θj)1≤j≤K , called training set, that
can also be taken as a sample from the density pθ0. For all n ∈ N, we extend the
values of sn(Θ1:K , ωM) by making the approximation that the values of sn(., ωM)
is a Gaussian process of mean function θ 7→ msn(θ) and of covariance function
(θ1, θ2) ∈ Θ2 7→ kn(θ1, θ2) (cf. Rasmussen [2004] for an introduction to Gaussian
processes). In particular, under this approximation, for all θ ∈ Θ(
sn(θ, ωM)
sn(Θ1:K , ωM)
)
∼ NK+1
((
msn(θ)
msn(Θ1:K)
)
,
(
kn(θ, θ) kn(θ,Θ1:K)
kn(Θ1:K , θ) kn(Θ1:K ,Θ1:K)
))
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The distribution of sn(θ, ωM) is given by conditioning with respect to the observed,
or rather computed, values of sn(Θ1:K , ωM).
sn(θ, ωM)|sn(Θ1:K , ωM) ∼ N1
(
msn(θ) + kn(θ,Θ1:K)kn(Θ1:K ,Θ1:K)
−1(sn(Θ1:K , ωM)
−msn(Θ1:K)), kn(θ, θ)− kn(θ,Θ1:K)kn(Θ1:K ,Θ1:K)−1kn(Θ1:K , θ)
)
Therefore, under this approximation, the most probable value of sn(θ, ωM) knowing
the values of sn(Θ1:K , ωM) is given by the mode of the above conditional distri-
bution. This is the reconstruction of the characteristic flow we use to estimate it
over the whole space Θ.
sˆn(θ, ωM) = m
s
n(θ) +
K∑
j=1
αj,nkn(θ, θj)
with αn = kn(Θ1:K ,Θ1:K)
−1(sn(Θ1:K , ωM)−msn(Θ1:K))
(37)
One can notice that more information could have been used to compute the con-
ditional distribution, as we also know the values of sn(ωM , ωM). The reason why
the sample ωM is omitted is just that inverting a matrix of dimension K is cheaper
than inverting a matrix of dimension M +K.
The relevancy of the reconstruction can be assessed using a test set Θt1:K =
(θtj)1≤j≤K , that can also be a sample drawn from density p
θ
0. A mean square error
is used for this purpose.
∀n ∈ N∗, Jn =
√√√√ 1
K
K∑
j=1
(sˆn(θ
t
j , ωM)− sn(θtj , ωM))2
If Jn remains relatively small during the iterations, then the reconstruction of
sn(., ωM) is likely to be relevant.
The different steps of the simulation process are summarized in the following
algorithm.
The algorithm was run with the parameters values given in table 1 and for
nmax = 100 iterations, with a sample size M = 1000 and size of training / recon-
struction set of K = 100. Figure 3 displays the evolution of the test error of the
reconstruction sˆn(., ωM), along with the test error associated with the polynomial
approximation msn.
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Algorithm 1 Approximation of the characteristic flow of Schneider model
Input : size M of the sample ωM , size K of the training set Θ1:K and of the
testing set Θt1:K , nmax the maximal number of iterations.
Initialization :
1. draw a sample ωM , a training set Θ1:K and a testing set Θ
t
1:K from the
density pθ0.
2. initialization of the characteristic flow s0(Θ1:K , ωM) = s0(Θ
t
1:K , ωM) =
r01K , s0(ωM , ωM) = r
0
1M , and the parameters of the m
r functions :
a0 = r
0, b0 = 0 and c0 = 0.
for n = 1 : nmax do
1. update the characteristic flow over the sets ωM , Θ1:K and Θ
t
1:K using the
induction equation (35).
2. compute the coefficients of mrn using the sample ωM , sn(ωM , ωM) to ap-
proximate the coefficients of linear system (36).
3. compute the coefficients αn by solving the linear system kn(Θ1:K ,Θ1:K)αn =
sn(Θ1:K , ωM)−msn(Θ1:K).
4. compute the test error Jn
end for
Output : (αn)1≤n≤nmax, (an, bn, cn)1≤n≤nmax , (Jn)1≤n≤nmax.
29
0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
0.12
Figure 3: Evolution of the test errors, renormalized by the initial size s0,
measuring the discrepancy between sn(., ωM) and m
s
n (blue curve) J
p
n =√
1
K
∑K
j=1(sn(θ
t
j , ωM)−msn(θtj))2, and between sn(., ωM) and sˆn(., ωM) (red curve)
Jn =
√
1
K
∑K
j=1(sn(θ
t
j , ωM)− sˆn(θtj , ωM))2
Figure 3 shows that both the polynomial approximation and Gaussian process
(GP) reconstruction seem to provide a good estimate of the function sˆn(., ωM),
with a relative remaining lower than 12% for the polynomial approximation, and
lower than 2% for the GP reconstruction. The error made by the polynomial
function increases almost linearly with the iterations, meaning that the shapes of
the functions (sˆn(., ωM))n∈N∗ become more and more complex for large n, and the
approximation by parabolic functions become more and more rough. As a matter
of fact, the GP reconstruction has also an increasing test error, but it still provides
a significant improvement with respect to the polynomial approximation.
Once sˆn(., ωM) is computed, an approximate sample of the marginal distribu-
tion of random variable sn ∼ µs[n∆t] can be drawn. The sample is obtained by
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drawing independent samples (θ′i)1≤i≤M from density p
θ
0 and compute the values of
the characteristic flow over this sample (sˆn(θ
′
i, ωM))1≤i≤M . For n > 0, the marginal
distribution µs[n∆t] is absolutely continuous with respect to the Lebesgue mea-
sure λ⊗4, and the associated density can be estimated by non-parametric kernel
regression. We define psn : s ∈ R 7→
∂µs[n∆t]
∂λ⊗4
(s) ∈ R+ the associated density.
Figure 4 illustrates the evolution of the marginal density of sn with the time.
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Figure 4: Evolution of the marginal density of random variable sn ∼ µs[n∆t]
estimated using Beta kernels from a sample (sˆn(θ
′
i, ωM))1≤i≤M for n = 10 (t = 1
day), n = 50 (t = 5 days) and n = 100 (t = 10 days).
In figure 4, we can observe the distribution of the sizes is in the beginning above
the initial size s0 : this is the first stage of the growth in the population, when
all plants have their sizes increasing. This corresponds to the densities at times
t = 1 day and t = 5 days. At some point, the competition becomes too important,
mainly at the center of the domain [0;L]2 and part of the plants decay, leading
to the appearance of plant with sizes lower than s0 at time t = 10 days. Besides,
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the plants that keep on increasing are the ones that are located in close to the
edge x = L, y = L, which have faster growth rates γ and taller asymptotic sizes
S. These plants therefore their equilibrium size faster than in the rest domain, so
that there are very little change between density at t = 5 days and density at time
t = 10 days for the plants of size higher than 1.5 s0. This result is consistent with
the simulations of the differential system (9) displayed in figure 2.
A clearer visualization of the global behaviour of the MFL distribution can be
made by computing the surface corresponding to the averaged size over the domain
[0;L]2, i.e. the expectation (x, y) ∈ [0;L]2 7→ eˆn(x, y) = Eµ[n∆t](sˆn(θ, ωM)|x, y),
which is obtained by marginalizing growth parameters γ and S.
Eµ[n∆t](sˆn(θ, ωM)|x, y) = 1
σSσγ
∫ S2(x)
S1(x)
∫ γ2(y)
γ1(y)
sˆn((x, y, S, γ);ωM)dγdS
eˆn(x, y) ≈ 1
M
M∑
i=1
sˆn((x, y, S1(x) + σSui, γ1(y) + σγu
′
i);ωM)
where (ui)1≤i≤M and (u
′
i)1≤i≤M are independent samples from the uniform distri-
bution U([0; 1]).
As expected, the surface has its maximal value at the point x = L, y = L.The
line x 7→ eˆn(x, L) does not change much from n = 50 to n = 100, because plants
along this line are already close to their equilibrium size (with competition) at
n = 50, whereas the line x 7→ eˆn(x, 0) has not converged yet for n = 50, due to its
slower growth rate. As n tends towards infinity, we can expect the surface to be
more and more invariant by translation along y−axis.
5 Conclusion and perspectives
Heterogeneous population models can be approximated by the MFL distribution
when the population is large enough and when the interaction function describing
the dynamics satisfies a set of assumptions. The phenomenon of chaos propagation,
implied by Dobrushin stability, seems to provide an interesting research direction
to circumvent the problem of fully-correlated individuals, that arises when the
inference of the model is carried out. The suggested methodology for the simulation
of the MFL distribution gives promising results, although a theoretical analysis of
its consistency still needs to be conducted (on-going work). Our next step is to
apply the MFL approximation to real experimental data, to study the impact of
competition on the development of plants in mixed stands.
The MFL distribution is appealing because of the property of chaos propaga-
tion. But it is clear that MFL approximation might not be relevant for populations
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Figure 5: Evolution of the surface (x, y) 7→ eˆn(x, y) with the iterations
having relatively small sizes, as it can be expected when looking at figure 2. A limit
seems to be reached for N > 100, as there are very few changes in the dynamics
above this threshold. For smaller N however, the trajectory of a single individual
is noisy, and the approximation of the population distribution by a factorized dis-
tribution might be too rough. In general terms, the critical size of the population
Nc is a function of the tolerance ǫ on some metric quantifying the discrepancy
between the microscopic distribution and the MFL distribution, of the length T
of the time interval during which the system is observed and finally, of course, of
the transition function g6. The metric, over which a tolerance ǫ is defined, has to
6An obvious example is given by a transition function g having no dependency with respect
to X ′, θ′. In that case, the individuals defined by system 4 are in fact independent already, and
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be chosen according to the objectives of the inference. For instance, if our aim is
to compute the posterior distribution of some parameter of the model given a set
of observations, then we need to find an estimate of the discrepancy between the
result that would be obtained by direct inference and the result obtained under
MFL approximation. This task seems rather unfeasible, as both of these distri-
butions are either too difficult to compute or simulated with a procedure having
a yet uncontrolled error. The upper bound provided by Dobrushin stability in
inequality (32) is far too rough to be used for the estimation of the critical size of
the population Nc.
For some systems however, MFL approximation is without doubt relevant. This
is the case, for instance, for systems studied in statistical physics, systems that
are constituted by a number of particles near or beyond the Avogadro constant
(≈ 6 × 1023). Even in this favourable case, the use of MFL approximation within
a process of Bayesian inference is not well set yet. It would require the coupling
of a numerical scheme, similar to the one presented in the previous section, with
a time-consuming MH or MHWG algorithms. In machine learning and signal pro-
cessing literature (Marnissi et al. [2016]), the distribution of the variational Bayes
approximation is mainly chosen for its conjugation property with the prior distri-
bution. This often leads to analytical posterior distributions of the parameters,
and it may spare a lot of computation time. In our case, our choice is motivated
by the behaviour of the dynamical system when it becomes infinite. There is no
chance that applying Bayes rule in this context might lead to known or tractable
posterior distributions. The solution to this issue may consist in a trade-off be-
tween traditional variational Bayes techniques, that are efficient but biased by
convenience-motivated choices, and the simulation of the MFL distribution asso-
ciated to the system, which may require a significant amount of computation time
but which is asymptotically unbiased.
This paper has focused on a quite specific class of interaction models, namely
the ones that can be decomposed into a sum of pairwise potentials. In the case
of more realistic plant models, such decomposition cannot be obtained. The com-
petition is not considered as being additive, and does not even have a closed-form
expression in some cases. The necessay complexity of these models leads to the
question of the derivation of MFL distribution associated to more generic dynam-
ical systems. In our case, the velocity field GN at the microscopic level has a
linear dependency with respect to the population empirical measure µ[0, Z0N ]. The
convergence of GN towards a MFL velocity field may still be preserved when GN
is only continuous with respect to µ[0, Z0N ] for some Wasserstein metric. Such
theoretical study, in a more general setting than the one presented in this paper,
may enable to study the asymptotic behaviour of more realistic plant population
the critical size is then Nc = 1 for all ǫ, T
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models, incorporating not only competition but also beneficial interactions, which
constitute the main interest of mixed cropping.
6 Proofs of the subsection 2.1
6.1 Proof of proposition 1
Proof. Let us set ∀i ∈ J1;NK, Ri = log
(
Si
sm
)
. We use the notation θ =
(x, y, S, γ) ∈ Θ = R2 × (R∗+)2. Let us consider the functions
gr : (r1, θ1, r2, θ2) ∈ R×Θ× R×Θ 7→ γ1
(
log
(
S1
sm
)
(1− Cr(r1, r2, |~x1 − ~x2|))− r1
)
Cr(r1, r2, |~x1 − ~x2|) = r2
2RM
(
1 +
|~x1 − ~x2|2
σ2x
) (1 + tanh(r2 − r1
σr
))
(38)
We set θ1:N = (xi, yi, Si, γi)1≤i≤N and the function
Gr(◦, θ1:N) : r1:N = (ri)1≤i≤N ∈ RN 7→
(
1
N − 1
∑
j 6=i
gr(ri, θi, rj, θj)
)
1≤i≤N
∈ RN
(39)
For all i, j ∈ J1;NK and r1:N ∈ RN , we have
|gr(ri, θi, rj, θj)| ≤ γmax1:N (Rmax1:N (1 + |C(ri, rj, |~xi − ~xj |)|) + |ri|)
where γmax1:N = max
1≤i≤N
γi, R
max
1:N = max
1≤i≤N
|Ri|
|C(ri, rj, |~xi − ~xj |)| ≤ |rj|
RM
so |gr(ri, θi, rj, θj)| ≤ K(θ1:N )(1 + |ri|+ |rj|)
with K(θ1:N) = max
(
γmax1:N R
max
1:N , γ
max
1:N
Rmax1:N
RM
, γmax1:N
)
(40)
We consider the following norm over RN , defined by ∀r1:N ∈ RN , |r1:N | =
N∑
i=1
|ri|,
known as the norm 1. We have for all r1:N ∈ RN
|Gr(r1:N , θ1:N)| ≤ K(θ1:N )
N − 1
N∑
i=1
∑
j 6=i
(1 + |ri|+ |rj |)
≤ NK(θ1:N ) (1 + |r1:N |)
(41)
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This inequality, along with the fact Gr(◦, θ1:N) is a locally Lipschitz continuous
map, proves that the differential system

r1:N(0) =
(
log
(
s0i
sm
))
1≤i≤N
∀t ∈ R+, dr1:N(t)
dt
= Gr(r1:N(t), θ1:N )
(42)
has an unique global solution defined over R+. Then the function t ∈ R+, s1:N :
t ∈ R+ 7→
(
sme
ri(t)
)
1≤i≤N
is the unique solution of system (9).
6.2 Proof of proposition 2
Proof. We set ∀t ∈ R+, ZN(t, Z0N) = (si(t, Z0N), xi, yi, Si, γi)1≤i≤N . We consider
the random intervall
T [Z0N ] =
{
t ∈ R+|∀τ ∈ [0; t] ZN(τ, Z0N) ∈ D˚N
}
(43)
The intervall T [Z0N ] is almost surely an intervall not reduced to singleton {0},
as ZN(0, Z
0
N) is in D˚N almost surely and as t ∈ R+ 7→ ZN(t, Z0N) is a continuous
mapping. t∗(Z0N) = sup(T [Z
0
N ]) is therefore positive random variable almost surely.
Let Ω∗ = {ω ∈ Ω|t∗(Z0N(ω)) > 0} which is such that P(Ω∗) = 1. Let ω ∈ Ω∗. Then
for all t ∈ [0; t∗(Z0N(ω))[, we have for all i ∈ J1;NK
sm < si(t, Z
0
N) < Si(ω)
∀j ∈ J1;NK, C(si(t, Z0N(ω)), sj(t, Z0N(ω)), |xi(ω)− xj(ω)|) ∈ [0; 1]
si(t, Z
0
N(ω)) = s
0
i (ω) +
∫ t
0
γi(ω)si(τ, Z
0
N(ω))
(
log
(
Si(ω)
sm
)
×
(
1− 1
N − 1
∑
j 6=i
C(si(τ, Z
0
N(ω)), sj(τ, Z
0
N(ω)), |xi(ω)− xj(ω)|)
)
− log
(
si(τ, Z
0
N(ω))
sm
))
dτ
so si(t, Z
0
N(ω)) ≤ s0i (ω) + γi(ω)
∫ t
0
si(τ, Z
0
N(ω)) log
(
Si(ω)
si(τ, Z0N(ω))
)
dτ
and si(t, Z
0
N(ω)) ≥ s0i (ω)− γi(ω)
∫ t
0
si(τ, Z
0
N(ω)) log
(
si(τ, Z
0
N(ω)
sm
)
dτ
(44)
According to Gro¨nwall lemma, the latest inequalities lead to
si(t, Z
0
N(ω)) ≤ Si(ω) exp
(
−e−γi(ω)t log
(
Si(ω)
s0i (ω)
))
< Si(ω)
and si(t, Z
0
N(ω)) ≥ sm exp
(
−e−γi(ω)t log
(
sm
s0i (ω)
))
> sm
(45)
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If t∗(Z0N(ω)) < +∞, we can use inequalities (45) to obtain that ZN(t∗(Z0N(ω)), Z0N(ω)) ∈
D˚N . By continuity and by the fact that D˚N is a non-empty open set, we can find
ǫ(ω) > 0 such that ZN(t
∗(Z0N(ω)) + ǫ(ω), Z
0
N(ω)) ∈ D˚N , which is in contradiction
with the definition of t∗(Z0N(ω)). So ∀ω ∈ Ω∗, t∗(Z0N(ω)) = +∞.
7 Proof of the subsection 3.1 : proposition 3
Proof. We only have to check that the trajectory t ∈ R+ 7→ µ[t, Z0N ] ∈ P1(Z) is
continuous for the metric W1. Let φ ∈ CL(Z) a Lipschitz continuous function such
that Lip(φ) ≤ 1 and let t1, t2 ∈ R+.
∣∣∣∣
∫
Z
φ(z)µ[t1, Z
0
N ](dz)−
∫
Z
φ(z)µ[t2, Z
0
N ](dz)
∣∣∣∣ =
∣∣∣∣∣ 1N
N∑
i=1
(
φ(zi(t1, Z
0
N)− φ(zi(t2, Z0N)
)∣∣∣∣∣
≤ 1
N
N∑
i=1
∣∣zi(t1, Z0N)− zi(t2, Z0N)∣∣
so W1(µ[t1, Z
0
N ], µ[t2, Z
0
N ]) ≤
1
N
N∑
i=1
∣∣zi(t1, Z0N)− zi(t2, Z0N)∣∣
It follows that t ∈ R+ 7→ µ[t, Z0N ] is continuous for the metric W1, by continuity
of the solution of the system (4). The other recquirement for t ∈ R+ 7→ µ[t, Z0N ]
to be a measure solution is given by equation (17).
8 Proofs of the subsection 3.2
8.1 Proof of theorem 1
Proof. (of theorem 1 ) Let us start by proving the local existence of functions
satisfying the characteristic flow equation. Let α > 0. We introduce the following
functional space Yα = C0([−α;α] → Y) endowed with the functional metric f ∈
Yα 7→ ‖f‖Yα = sup
t∈[−α;α]
‖f(t, .)‖Y . Yα is a Banach space for this metric. Over the
functional space Yα, we define the following map
∀f ∈ Yα, ∀t ∈ [−α;α], ∀(X, θ) ∈ Z,
Φα(f, t, X, θ) = X +
∫ t
0
∫
Z
g(f(s,X, θ), θ, f(s,X ′, θ′), θ′)µ0(dX
′, dθ′)ds ∈ X
For all f ∈ Yα, Φα(f, ·, ·) ∈ Yα. Let R > 1 and Yα,R = {f ∈ Yα|‖f‖Yα ≤ R}. We
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have for all f ∈ Yα,R, for all (X, θ) ∈ Z and for all t ∈ [−α;α]
|Φα[f ](t, X, θ)| ≤ |X|+K1
∫ t
0
∫
Z
(1 + |f(s,X, θ)|+ |f(s, z′)|)µ0(dz′)ds
|Φα[f ](t, X, θ)| ≤ |X|+K1α
(
1 + ‖f‖Yα
(
2 + |X|+ |θ|+
∫
Z
|z′|µ0(dz′)
))
we set M1µ0 =
∫
Z
|z′|µ0(dz′)the first order moment, then
‖Φα(f, ·, ·)‖Yα ≤ 1 +K1α(1 + (2 +M1µ0)R) (46)
So if we choose α such that 1 +K1α(1 + (2 +M
1
µ0
)R) ≤ R, i.e.
α ≤ R− 1
K1(1 + (2 +M1µ0)R)
(47)
we have that for all f ∈ Yα,R, Φα(f, ·, ·) ∈ Yα,R.
Let f1, f2 ∈ Yα,R. We have for all z = (X, θ) ∈ Z and for all t ∈ [−α;α]
|Φα(f1, t, z)− Φα(f2, t, z)| ≤∫ t
0
∫
Z
|g(f1(s, z), θ, f1(s,X ′, θ′), θ′)− g(f2(s, z), θ, f2(s,X ′, θ′), θ′)|µ0(dX ′, dθ′)ds
≤ K2
∫ t
0
∫
Z
(1 + |f1(s, z′)|+ |f2(s, z′)|)(|f1(s, z)− f2(s, z)| + |f1(s, z′)− f2(s, z′)|)µ0(dz′)ds
≤ K2α‖f1 − f2‖Yα
∫
Z
(1 + 2R(1 + |z′|))(2 + |z|+ |z′|)µ0(dz′)
we set M2µ0 =
∫
Z
|z′|2µ0(dz′) then
‖Φα(f1, ·, ·)− Φα(f2, ·, ·)‖Yα ≤ K2α(2 + 4R + (1 + 6R)M1µ0 + 2RM2µ0)‖f1 − f2‖Yα
If α is chosen such that K2α(2 + 4R+ (1+ 6R)M
1
µ0
+ 2RM2µ0) < 1, and such that
it satisfies the inequality (47), i.e.
α < min
(
R− 1
K1(1 + (2 +M1µ0)R)
,
1
K2(2 + 4R + (1 + 6R)M1µ0 + 2RM
2
µ0)
)
then Φα is a contractive map over Yα,R. According to fixed-point theorem, there
exists an unique fα,R ∈ Yα,R such that Φα(fα,R, ·, ·) = fα,R, i.e. for all t ∈ [−α;α]
and z = (X, θ) ∈ Z, we have
fα,R(t, z) = X +
∫ t
0
∫
Z
g(fα,R(s, z), θ, fα,R(s,X
′, θ′), θ′)µ0(dX
′, dθ′)ds
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Let us prove now that any function satisfying the equation on a sub-interval of
[−α;α] is the restriction of the previous function fα,R to this sub-interval. Without
loss of generality, we work on sub-intervals of type [−β; β] with β ≤ α.
Let fβ : [−β; β]× Z → X be such that
∀t ∈ [−β; β], ∀(X, θ) ∈ Z,
∫
Z
|g(fβ(t, X, θ), θ, fβ(t, X ′, θ′), θ′)|µ0(dX ′, dθ′) < +∞
and fβ(t, X, θ) = X +
∫ t
0
∫
Z
g(fβ(s,X, θ), θ, fβ(s,X
′, θ′), θ′)µ0(dX
′, dθ′)ds
We can then distinguish two cases :
1. Either sup
−β≤t≤β
sup
z∈Z
|fβ(t, z)|
1 + |z| ≤ R. Then, by following the same reasoning as
previously, fβ is the unique fixed point of the map Φβ over the set Yβ,R.
Since the restriction of fα,R to the interval [−β; β] is also a fixed point of Φβ,
then we have that (fα,R)[−β;β] = fβ.
2. Either sup
−β≤t≤β
sup
z∈Z
|fβ(t, z)|
1 + |z| > R. Let us introduce the following time βR =
sup{δ ∈ [0; β]|∀t ∈ [−δ; δ], ‖fβ(t, .)‖Y ≤ R}. Then βR > 0 necessarily, since
‖fβ(0, .)‖Y = 1 < R. For all δ ∈ [0; βR[, we have, by deriving the same
inequalities as in (46),
‖fβ(δ, .)‖Y ≤ 1 +K1βR(1 + (2 +M1µ0)R) ≤ R (48)
By continuity, the previous inequality is also valid for δ = βR. Since sup
−β≤t≤β
sup
z∈Z
|fβ(t, z)|
1 + |z| >
R, we have that βR < β. By reinjecting this inequality in (48), we have in
fact in that
max (‖fβ(−βR, .)‖Y , ‖fβ(βR, .)‖Y) ≤ 1 +K1βR(1 + (2 +M1µ0)R) < R
which is in contradiction with the definition of βR. So the current case 2 is
absurd.
We can extend the following reasoning to any interval of R containing 0. We define
the following set of tuples
S0,µ0 =
{
(J, fJ)|J is an interval of R containing 0, fJ ∈ C0(J → Y) such that
∀t ∈ J, ∀(X, θ) ∈ Z, fJ(t, X, θ) = X +
∫ t
0
∫
Z
g(fJ(s,X, θ), θ, fJ(s,X
′, θ′), θ′)µ0(dX
′, dθ′)ds
}
(49)
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This set is non-empty as it contains at least ([−α, α], fα,R) and all its restriction
to sub-intervals. S0,µ0 is partially ordered by the following relationship
∀(J1, fJ1), (J2, fJ2) ∈ S0,µ0 , (J1, fJ1) ≺ (J2, fJ2)⇔ J1 ( J2
Let us consider the set S¯0,µ0 of maximal elements of S0,µ0 , i.e.
S¯0,µ0 = {(J, fJ) ∈ S0,µ0 |∄(J ′, fJ ′) ∈ S0,µ0 , (J, fJ) ≺ (J ′, fJ ′)}
We prove now that the set of maximal elements S¯0,µ0 is reduced to a singleton.
Let (J1, fJ1), (J2, fJ2) be two maximal elements of S¯0,µ0 . We consider J = J1 ∩ J2
and T+ = {t ∈ J |t ≥ 0, ∀s ∈ [0; t], ∀z ∈ Z, fJ1(s, z) = fJ2(s, z)}. Let us assume
by contradiction that T+ 6= J ∩ R+. If t∗ = sup(T+), we can exclude two cases :
1. If t∗ = +∞, then T+ = R+, so R+ ⊂ J ∩R+, leading to J = R+ = T+, which
is a contradiction. So t∗ must be finite, t∗ < +∞.
2. If t∗ ∈ ∂J , i.e. the boundary of interval J , then t∗ = sup(J), and therefore
T+ ∩ R+ = J ∩ R+, which is a contradiction. So under our assumptions, t∗
must be in the interior of the interval J .
For all t ∈ [0; t∗), we have ‖fJ1(t, .)− fJ2(t, .)‖Y = 0, so by continuity ‖fJ1(t∗, .)−
fJ2(t
∗, .)‖Y = 0. Let δ > 0 such that t∗ + δ ∈ J and such that ∀t ∈ [t∗; t∗ + δ],
max(‖fJ1(t, .)‖Y , ‖fJ2(t, .)‖Y) ≤ R∗ = ‖fJ1(t∗, .)‖Y + 1.
Let z = (X, θ) and t ∈ [t∗; t∗ + δ]
fJ1(t, z)− fJ2(t, z) =∫ t
t∗
∫
Z
(g(fJ1(s, z), θ, fJ1(s,X
′, θ′), θ′)− g(fJ2(s, z), θ, fJ2(s,X ′, θ′), θ′))µ0(dX ′, dθ′)ds
‖fJ1(t, .)− fJ2(t, .)‖Y ≤ K2(2 + 4R∗ + (1 + 6R∗)M1µ0 + 2R∗M2µ0)
∫ t
t∗
‖fJ1(s, .)− fJ2(s, .)‖Yds
The last inequality implies that for all t ∈ [t∗; t∗ + δ], ‖fJ1(t, .) − fJ2(t, .)‖Y = 0
by Gro¨nwall lemma, which is a contradiction with the definition of t∗. So we have
necessarily that T+ = J ∩ R+. We can conduct the same reasoning to prove that
T− = {t ∈ J |t ≤ 0, ∀s ∈ [t; 0], fJ1(s, .) = fJ2(s, .)} is equal to J ∩ R−. So the
functions fJ1 and fJ2 coincide on J = J1 ∩ J2. If J1 ∩ J2 ( J1 ∪ J2, we could
construct the following function
∀t ∈ J1 ∪ J2, fJ1∪J2(t, .) =
{
fJ1(t, .) if t ∈ J1
fJ2(t, .) if t ∈ J2
Then we would have that (J1 ∪ J2, fJ1∪J2) ∈ S0,µ0 and that (J1, fJ1) ≺ (J1 ∪
J2, fJ1∪J2) and (J2, fJ2) ≺ (J1 ∪ J2, fJ1∪J2), which would be in contradiction with
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the maximality of (J1, fJ1), (J2, fJ2). So J1 = J2 and fJ1 = fJ2, and S¯0,µ0 is reduced
to a singleton.
Let us prove now that the unique maximal element (J, fJ) is in fact defined over
R+, i.e. R+ ⊂ J . We consider t∗ = sup(J). Let us assume by contradiction that
t∗ < +∞. Then we have necessarily that t∗ /∈ J . Otherwise, we could apply
the same reasoning as for the local existence in the beginning of the proof, to the
initial time t∗ and to the initial distribution µt∗ the probability distribution of
(fJ(t
∗, z0), θ0) where z0 = (X0, θ0) is a random variable of distribution µ0. So we
would be able to extend the interval of definition J , which would be in contradiction
with the maximality of (J, fJ).
Let t ∈ [0; t∗[ and (X, θ) ∈ Z, we have
fJ(t, X, θ) = X +
∫ t
0
∫
Z
g(fJ(s,X, θ), θ, fJ(s,X
′, θ′), θ′)µ0(dX
′, dθ′)ds
‖fJ(t, .)‖Y ≤ 1 +K1
∫ t
0
(1 + (2 +M1µ0)‖fJ(s, .)‖Y)ds
so by Gro¨nwall lemma
‖fJ(t, .)‖Y ≤ 1
2(1 +M1µ0)
((3 + 2M1µ0) exp(2K1(1 +M
1
µ0
)t)− 1) = M(t)
We use the last inequality to show that the derivative t ∈ [0; t∗[7→ ∂fJ
∂t
(t, z) is
bounded for all z ∈ Z. Let t ∈ [0; t∗[, (X, θ) ∈ Z
∂fJ
∂t
(t, X, θ) =
∫
Z
g(fJ(t, X, θ), θ, fJ(t, X
′, θ′), θ′)µ0(dX
′, dθ′)∣∣∣∣∂fJ∂t (t, X, θ)
∣∣∣∣ ≤ K1(1 +M(t∗)(2 + |X|+ |θ|+M1µ0))
So lim
t→t∗
∫ t
0
∣∣∣∣∂fJ∂t (s, z)
∣∣∣∣ ds is finite, and limt→t∗ fJ(t, z) = X+ limt→t∗
∫ t
0
∂fJ
∂t
(s, z)ds exists.
Then we can define the following function
∀t ∈ J ∪ {t∗}, ∀z ∈ Z, fJ∪{t∗}(t, z) =


fJ(t, z) if t ∈ J
X + lim
t→t∗
∫ t
0
∂fJ
∂t
(s, z)ds if t = t∗
We have then that (J ∪ {t∗}, fJ∪{t∗}) ∈ S0,µ0 and that (J, fJ) ≺ (J ∪ {t∗}, fJ∪{t∗}),
which is in contradiction with the maximality of (J, fJ). So t
∗ = +∞ and the
maximal element is defined over R+.
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8.2 proof of corollary 1
Lemma 2. Let µ0 ∈ P2(Z), g satisfying assumptions (A1) and (A2), z0 = (X0, θ)
a random variable of distribution µ0 and X∞ : R+ × Z → X the flow solution of
equation (26). For all time t ∈ R+, we denote by µ[t] the distribution of the random
variable zt = (X∞(t, z
0), θ). Then µ[t] is a measure solution of the transport
equation (23).
Proof. Let φ ∈ CL(Z) be a Lipschitz continuous function such that Lip(φ) ≤ 1,
and t1, t2 ∈ R+.∫
Z
φ(z)µ[t1](dz) = Eµ[t1](φ(z
t1)) = Eµ0(φ(X∞(t1, z
0), θ)) =
∫
Z
φ(X∞(t1, X, θ), θ)µ0(dX, dθ)∣∣∣∣
∫
Z
φ(z)µ[t1](dz) −
∫
Z
φ(z)µ[t2](dz)
∣∣∣∣
≤
∫
Z
|φ(X∞(t1, X, θ), θ)− φ(X∞(t2, X, θ), θ)|µ0(dX, dθ)
≤
∫
Z
|X∞(t1, X, θ)−X∞(t2, X, θ)|µ0(dX, dθ)
W1(µ[t1], µ[t2]) ≤
(
1 +
∫
Z
|z|µ0(dz)
)
‖X∞(t1, .)−X∞(t2, .)‖Y
The continuity of t ∈ R+ 7→ µ[t] ∈ P1(Z) for the metric W1 is therefore implied
by the continuity of t ∈ R+ 7→ X∞(t, .) ∈ Y for the metric ‖.‖Y . Let ϕ be a test
function. For the initial time t = 0, µ[0] is the distribution of (X∞(0, z
0), θ) =
(X0, θ), which is µ0 by definition. So we have∫
Z
ϕ(0, z)µ[0](dz) =
∫
Z
ϕ(0, z)µ0(dz)
t ∈ R+ 7→
∫
Z
ϕ(t, z)µ[t](dz) is continuously differentiable and
d
dt
∫
Z
ϕ(t, z)µ[t](dz) =
∫
Z
(
∂ϕ
∂t
(t, X∞(t, X, θ), θ)
+
∂ϕ
∂X
(t, X∞(t, X, θ), θ)
T
∫
Z
g(X∞(t, X, θ), θ, X∞(t, X, θ
′), θ′)µ0(dX
′, dθ′)
)
µ0(dX, dθ)
=
∫
Z
(
∂ϕ
∂t
(t, z) +
∂ϕ
∂X
(t, z)T
∫
Z
g(z, z′)µ[t](dz′)
)
µ[t](dz)
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Before proving that this measure-solution is in fact the unique one, we need to
establish some auxiliary results.
Lemma 3. Let µ0 ∈ P2(Z) and g satisfying assumptions (A1) and (A2). Let t ∈
R+ 7→ ν[t] ∈ P1(Z) be a trajectory in the space of probability measures continuous
for the metric W1. Then there exists an unique flow to the (ordinary) differential
equation
∀t0 ∈ R+, ∀(X, θ) ∈ Z,
{
Xν(t0, t0, X, θ) = X
∀t ∈ R+, ∂X
ν
∂t
(t, t0, X, θ) = G(ν[t], Xν(t, t0, X, θ), θ)
(50)
where G is non-local velocity field defined in equation (22).
Proof. Let T > 0, t ∈ [0;T ], z1, z2 ∈ Z
|G(ν[t], z1)− G(ν[t], z2)| ≤
∫
Z
|g(z1, z)− g(z2, z)|ν[t](dz)
≤ K2
(
1 + 2
∫
Z
|z|ν[t](dz)
)
|z1 − z2|
≤ K2
(
1 + 2 max
0≤t≤T
∫
Z
|z|ν[t](dz)
)
|z1 − z2|
It follows that for all θ ∈ Θ, the map (t, X) ∈ R+ × X 7→ G(ν[t], X, θ) is globally
Lipschitz continuous over the intervall [0;T ], for any T > 0. The proof is concluded
by Cauchy-Lipschitz theorem.
The two following lemmas are classical results from dynamical systems theory
and transport equations.
Lemma 4. (Golse [2013a], theorem 2.2.3) Let a : (t, X) ∈ R+×X 7→ a(t, x) ∈ X
such that a ∈ C(R+ × X → X ) and (t, X) 7→ ∂a
∂X
(t, X) is defined and continuous
over R+ × X . We assume that there exists K > 0 such that for all t ∈ R+ and
for all X ∈ X , |a(t, X)| ≤ K(1 + |X|), and we consider the flow associated to the
differential equation
∀t0 ∈ R+
{ ∀X ∈ X , Xa(t0, t0, X) = X
∀t ∈ [0;T ], ∀X ∈ X , ∂X
a
∂t
(t, t0, X) = a(t, X
a(t, t0, X))
(51)
Then the flow Xa is continuously differentiable with respect to its three arguments,
i.e. Xa ∈ C1(R+ × R+ × X → X ).
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Lemma 5. (Golse [2013a], theorem 2.2.4) Let ϕ0 ∈ C1(X → R) and (t, X) ∈
R+×X 7→ a(t, X) ∈ X be such that a ∈ C(R+×X → X ) and ∂a
∂X
∈ C(R+×X →
MdX×dX (R)). We assume that for some T > 0 there exists K > 0 such that
for all t ∈ [0;T ], |a(t, X)| ≤ K(1 + |X|). Then there exists an unique solution
ϕ ∈ C1([0;T ]×X → R) to the partial differential equation
∀X ∈ X ,
{
ϕ(0, X) = ϕ0(X)
∀t ∈ [0;T ], ∂ϕ
∂t
(t, X) + a(t, X)T
∂ϕ
∂X
(t, X) = 0
The solution ϕ has the following expression
∀t ∈ [0;T ], ∀X ∈ X , ϕ(t, X) = ϕ0(Xa(0, t, X))
where (t, t0, X) ∈ [0;T ]× [0;T ]×X → Xa(t, t0, X) is the flow of equation (51).
Lemma 6. Let µ0 ∈ P2(Z), g satisfying assumptions (A1), (A2) and (A3), and
(X0, θ) a random variable of distribution µ0. Then the unique measure-solution to
the transport equation (23) is t ∈ R+ 7→ µ[t] ∈ P2(Z) where for all t ∈ R+, µ[t] is
the probability distribution of zt = (X∞(t, X
0, θ), θ).
Proof. Let t ∈ R+ 7→ ν[t] ∈ P1(Z) be a measure solution to equation (23). Let
us consider the flow Xν associated to the differential equation (50). Thanks to
assumption (A3), we have by Leibniz integral rule
∀t ∈ R+, ∀(X, θ) ∈ Z, ∂G
∂X
(ν[t], X, θ) =
∫
Z
∂g
∂X
(X, θ,X ′, θ′)ν[t](dX ′, dθ′)
According to lemma 4, for all θ ∈ Θ, the map (t, t0, X) ∈ R+ × R+ × X 7→
Xν(t, t0, X, θ) is continuously differentiable with respect to t, t0 and X .
Let ϕ0 ∈ C10(Z → R), i.e. continuously differentiable and such that lim
|z|→+∞
|ϕ0(z)|+∣∣∣∣∂ϕ0(z)∂z
∣∣∣∣ = 0. We consider the linear transport equation of unknown ϕ
∀z ∈ Z,
{
ϕ(0, z) = ϕ0(z)
∀t ∈ R+, ∂ϕ
∂t
(t, z) +
∂ϕ
∂z
(t, z)TG(ν[t], z) = 0
Then, using lemma 5, the unique solution of above equation is
∀t ∈ R+, ∀(X, θ) ∈ Z, ϕ(t, X, θ) = ϕ0(Xν(0, t, X, θ), θ)
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From previously, we have that ϕ ∈ C10(R+ × Z → R). As t 7→ ν[t] is a measure
solution, we can write for all time t ∈ R+∫
Z
ϕ(t, z)ν[t](dz) −
∫
Z
ϕ(0, z)µ0(dz) =∫ t
0
∫
Z
(
∂ϕ
∂t
(s, z) +
∂ϕ
∂z
(s, z)TG(ν[s], z)
)
ν[s](dz)ds
so
∫
Z
ϕ(t, z)ν[t](dz) =
∫
Z
ϕ0(z)µ0(dz)
If we introduce for all time t ∈ R+, a random variable zt = (X t, θt) of distribution
ν[t], we can rewrite the above equation as Eν[t](ϕ(t, X t, θt)) = Eµ0(ϕ0(X
0, θ)). Let
us introduce the random variable z−t = (X−t, θt) = (Xν(0, t, X t, θt), θt) and ν−t[t]
its probability distribution. We have then
Eν[t](ϕ(t, X
t, θt)) = Eν−t[t](ϕ(t, X
ν(t, 0, X−t), θt))
ϕ(t, Xν(t, 0, X−t, θt), θt) = ϕ0(X
ν(0, t, Xν(t, 0, X−t, θt), θt), θt) = ϕ0(X
−t, θt)
Eν−t[t](ϕ0(X
−t, θt)) = Eµ0(ϕ0(X
0, θ))
Hence, as the last equality holds for any ϕ0 verifying lim
|z|→+∞
|ϕ0(z)|+
∣∣∣∣∂ϕ0(z)∂z
∣∣∣∣ = 0,
the distributions ν−t[t] and µ0 are equal for all time t ∈ R+. zt has the same
distribution as the random variable (Xν(t, 0, X0, θ), θ) and therefore for all t ∈ R+
and for all (X, θ) ∈ Z, we have∫
Z
g(Xν(t, 0, X, θ), θ, X ′, θ′)ν[t](dX ′, dθ′)
=
∫
Z
g(Xν(t, 0, X, θ), θ, Xν(t, 0, X ′, θ′), θ′)µ0(dX
′, dθ′) =
∂Xν
∂t
(t, 0, X, θ)
By unicity of the characteristic flow, it follows that ∀z ∈ Z, ∀t ∈ R+, Xν(t, 0, z) =
X∞(t, 0, z).
9 Proofs of the subsection 3.3
9.1 Proof of lemma 7
Lemma 7. Let µ0 ∈ P1(Z) and g : Z2 → X a transition function satisfying
assumptions (A1), (A2). For any initial configuration of the population Z0N ∈ ZN ,
with N > 1, there exists an unique function Xˆ(Z0N , ., .) : (t, z) 7→ Xˆ(Z0N , t, z) ∈ X
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such that
∀z = (X, θ) ∈ Z,


Xˆ(Z0N , 0, X, θ) = X
∀t ∈ R+, ∂Xˆ
∂t
(Z0N , t, X, θ) = GN(µ[t, Z0N ], Xˆ(Z0N , t, X, θ), θ)
where ∀z ∈ Z, GN(µ[t, Z0N ], z) =
∫
Z
gN(z, z
′)µ[t, Z0N ](dz
′)
∀(z, z′) ∈ Z2, gN(z, z′) = N
N − 1g(z, z
′)− g(z, z)
N − 1
(52)
Let θ ∈ Θ. We consider the velocity field (t, X) ∈ R+×X 7→ G(µ[t, Z0N ], X, θ) ∈
X , where GN is the non local velocity field defined in equation (18). Let t ∈ R+
and X1, X2 ∈ X .
|GN(µ[t, Z0N ], X1, θ)− GN (µ[t, Z0N ], X2, θ)| ≤
N
N − 1
∫
Z
|g(X1, θ, X ′, θ′)− g(X2, θ, X ′, θ′)|µ[t, Z0N ](dX ′, dθ′) +
|g(X1, θ, X1, θ)− g(X2, θ, X2, θ)|
N − 1
≤ K2
(
N
N − 1(1 + 2M
1(t, Z0N)) +
1 + |X1|+ |X2|
N − 1
)
|X1 −X2|
with M1(t, Z0N) =
∫
Z
|z|µ[t, Z0N ](dz)
So (t, X) ∈ R+×X 7→ GN (µ[t, Z0N ], X) is locally Lipschitz continuous with respect
to the variable X . Besides, for any time T > 0 and X ∈ X , t ∈ [0;T ]
|GN (µ[t, Z0N ], X, θ)| ≤ K1
(
N
N − 1 max0≤t≤T M
1(t, Z0N) +
N + 2
N − 1(1 + |X|)
)
According to Cauchy-Lipschitz theorem, there exists an unique flow for the differ-
ential equation of velocity (t, X) ∈ R+ ×X 7→ GN(µ[t, Z0N ], X, θ).
∀(X, θ) ∈ Z,


Xˆ(Z0N , 0, X, θ) = X
∀t ∈ R+, ∂Xˆ
∂t
(Z0N , t, X, θ) = GN (µ[t, Z0N ], Xˆ(Z0N , t, X, θ), θ)
Let t ∈ R+ 7→ (Xi(t, Z0N))1≤i≤N be the trajectories solution of the system (4). For
all i ∈ J1;NK, Xi(0, Z0N) = Xˆ(Z0N , 0, X0i , θi) = X0i and ∀t ∈ R+,
dXi
dt
(t, Z0N) =
GN (µ[t, Z0N ], Xi(t, Z0N), θi). It follows by unicity that ∀t ∈ R+, Xˆ(Z0N , t, X0i , θi) =
46
Xi(t, Z
0
N). We finally obtain that
∀(X, θ) ∈ Z, ∂Xˆ
∂t
(Z0N , t, X, θ) =
1
N
N∑
i=1
gN(Xˆ(Z
0
N , t, X, θ), θ, Xi(t, Z
0
N), θi)
=
1
N
N∑
i=1
gN(Xˆ(Z
0
N , t, X, θ), θ, Xˆ(Z
0
N , t, X
0
i , θi), θi)
=
∫
Z
gN(Xˆ(Z
0
N , t, X, θ), θ, Xˆ(Z
0
N , t, X
′, θ′), θ′)µ[0, Z0N ](dX
′, dθ′)
9.2 proof of theorem 2
For the simplicity of notations, we introduce the the map Zˆ(Z0N , ., .) : (t, X, θ) ∈
R+×Z 7→ (Xˆ(Z0N , t, X, θ), θ) ∈ Z and the map Z : (t, X, θ) ∈ Z 7→ (X∞(t, X, θ), θ) ∈
Z. Let π0 be a probability distribution in the set of couplings Π(µ[0, Z0N ], µ0) and
let (z1, z2) be a random variable of distribution π0. We consider for all time
t ∈ R+, the distribution πt of the random variable (Zˆ(Z0N , t, z1), Z(t, z2)). Then it
is straightforward that πt is in the set of couplings Π(µ[t, Z
0
N ], µ[t]). We then have
the following inequality.
W1
(
µ[t, Z0N ], µ[t]
) ≤ ∫∫
Z2
|z1 − z2|πt(dz1, dz2) ≤
∫∫
Z2
|Zˆ(Z0N , t, z1)− Z(t, z2)|π0(dz1, dz2)
Let z1, z2 ∈ Z.
|Zˆ(Z0N , t, z1)− Z(t, z2)| ≤ |z1 − z2|+
∫ t
0
∣∣∣∣
∫
Z
gN(Zˆ(Z
0
N , s, z1), Zˆ(Z
0
N , s, z
′
1))µ[0, Z
0
N ](dz
′
1)
−
∫
Z
g(Z(s, z2), Z(s, z
′
2))µ0(dz
′
2)
∣∣∣∣ ds
|Zˆ(Z0N , t, z1)− Z(t, z2)| ≤ |z1 − z2|+
∫ t
0
AN(s, Z
0
N , z1)ds +
∫ t
0
Bpi0N (s, Z
0
N , z1, z2)ds
where ∀t ∈ R+, AN(t, Z0N , z1) =∫
Z
|gN(Zˆ(Z0N , t, z1), Zˆ(Z0N , t, z′1))− g(Zˆ(Z0N , t, z1), Zˆ(Z0N , t, z′1))|µ[0, Z0N ](dz′1)
and Bpi0N (t, Z
0
N , z1, z2) =
∫∫
Z2
|g(Zˆ(Z0N , t, z1), Zˆ(Z0N , t, z′1))− g(Z(t, z2), Z(t, z′2))|π0(dz′1, dz′2)
(53)
Let us consider the term depending on AN .
∀t ∈ R+, AN (t, Z0N , z1) =
1
N − 1
∫
Z
|g(Zˆ(Z0N , t, z1), Zˆ(Z0N , t, z′1))− g(Zˆ(Z0N , t, z1), Zˆ(Z0N , t, z1))|µ[0, Z0N ](dz′1)
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As g satisfies assumptions (A2) and (A4), we have for all z1, z
′
1, z2, z
′
2 ∈ Z
|g(z1, z′1)− g(z2, z′2)| ≤ K24(1 + |z1|+ |z′1|+ |z2|+ |z′2|)(|z1 − z2|+ |z′1 − z′2|)
We use also the following notation for all time t ∈ R+ ‖Zˆ(Z0N , t, .)‖ = ‖Xˆ(Z0N , t, .)‖Y
AN(t, Z
0
N , z1) ≤
K24
N − 1
∫
Z
(
1 + ‖Zˆ(Z0N , t, .)‖(4 + 3|z1|+ |z′1|)
)
‖Zˆ(Z0N , t, .)‖(2 + |z1|+ |z′1|)µ[0, Z0N ](dz′1)
We now look for an upper-bound of the function t ∈ R+ 7→ ‖Zˆ(Z0N , t, .)‖.
∀z, z′ ∈ Z, |gN(z, z′)| ≤ K1
N − 1(N + 1 + (N + 2)|z|+N |z
′|) ≤ N + 2
N − 1K1(1 + |z|+ |z
′|)
|gN(z, z′)| ≤ KN(1 + |z| + |z′|) with KN = N + 2
N − 1K1
Now let us consider the empirical characteristic Zˆ(Z0N , ., .).
∀t ∈ R+, ∀z ∈ Z, |Zˆ(Z0N , t, z)| ≤ |z|+
∫ t
0
∫
Z
|gN(Zˆ(Z0N , s, z), Zˆ(Z0N , s, z′))|µ[0, Z0N ](dz′)
‖Zˆ(Z0N , t, .)‖ ≤ 1 +KN
∫ t
0
(1 + (2 +M1(0, Z0N))‖Zˆ(Z0N , s, .)‖)ds
with M1(0, Z0N) =
∫
Z
|z′|µ[0, Z0N ](dz′)
so by Gro¨nwall lemma ‖Zˆ(Z0N , t, .)‖ ≤
(3 + 2M1(0, Z0N)) exp(2KN(1 +M
1(0, Z0N))t)− 1
2(1 +M1(0, Z0N))
We use the notation ∀t ∈ R+, MN (t, Z0N) =
(3 + 2M1(0, Z0N)) exp(2KN(1 +M
1(0, Z0N))t)− 1
2(1 +M1(0, Z0N))
.
Then we obtain that
AN(t, Z
0
N , z1) ≤
K24MN (t, Z
0
N)
N − 1
(
2 + |z1|+M1(0, Z0N) +MN (t, Z0N)
(
(4 + 3|z1|)(2 + |z1|) + (6 + 4|z1|)M1(0, Z0N)
+M2(0, Z0N)
))
with M2(0, Z0N) =
∫
Z
|z′|2µ[0, Z0N ](dz′)
Now let us consider the term depending on Bpi0N .
∀t ∈ R+, Bpi0N (t, Z0N , z1, z2) ≤
K24
∫∫
Z2
(
1 + ‖Zˆ(Z0N , t, .)‖(2 + |z1|+ |z′1|) + ‖Z(t, .)‖(2 + |z2|+ |z′2|)
)
×
(
|Zˆ(Z0N , t, z1)− Z(t, z2)|+ |Zˆ(Z0N , t, z′1)− Z(t, z′2)|
)
π0(dz
′
1, dz
′
2)
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The same reasonning as previously can be applied here to the function t ∈ R+ 7→
‖Z(t, .)‖ to show that ∀t ∈ R+, ‖Z(t, .)‖ ≤
(3 + 2M1µ0) exp(2K1(1 +M
1
µ0)t)− 1
2(1 +M1µ0)
=
M(t), which leads to
Bpi0N (t, Z
0
N , z1, z2) ≤
K24(1 +MN (t, Z
0
N)(2 +R0 + |z1|) +M(t)(2 +R0 + |z2|))
(
|Zˆ(Z0N , t, z1)− Z(t, z2)|
+
∫∫
Z2
|Zˆ(Z0N , t, z′1)− Z(t, z′2)|π0(dz′1, dz′2)
)
We use the previous inequalities to find an upper-bound of the quantity Dpi0N (t) =∫∫
Z2
|Zˆ(Z0N , t, z1)− Z(t, z2)|π0(dz1, dz2).
Dpi0N (t) ≤
∫∫
Z2
|z1 − z2|π0(dz1, dz2) +
∫ t
0
∫
Z
A(s, Z0N , z1)µ[0, Z
0
N ](dz1)ds+∫ t
0
∫∫
Z2
Bpi0N (s, Z
0
N , z1, z2)π0(dz1, dz2)
∀t ∈ R+,∫
Z
AN (t, Z
0
N , z1)µ[0, Z
0
N ](dz1) ≤
2K24MN (t, Z
0
N)
N − 1
(
1 +M1(0, Z0N) + 4MN (t, Z
0
N)
(
1 + 2M1(0, Z0N) + (M
1(0, Z0N))
2 +M2(0, Z0N)
2
))
we set
EN(t, Z
0
N) = 2K24MN(t, Z
0
N)
(
1 +M1(0, Z0N) + 4MN(t, Z
0
N)
(
1 + 2M1(0, Z0N) + (M
1(0, Z0N))
2
+M2(0, Z0N)
2
))
∀t ∈ R+,
∫∫
Z2
Bpi0N (t, z1, z2)π0(dz1, dz2) ≤ fN (t, Z0N)
∫∫
Z2
|Zˆ(Z0N , t, z1)− Z(t, z2)|π0(dz1, dz2)
where fN(t, Z
0
N) = 2K24(1 +MN (t, Z
0
N)(2 +R0 +M
1(0, Z0N)) +M(t)(2 +R0 +M
1
µ0
))
so Dpi0N (t) ≤ Dpi0N (0) +
1
N − 1
∫ t
0
EN(s, Z
0
N)ds+
∫ t
0
fN(s, Z
0
N)D
pi0
N (s)ds
by Gro¨nwall lemma Dpi0N (t) ≤ eFN (t,Z
0
N
)
(
Dpi0N (0) +
1
N − 1
∫ t
0
EN(s, Z
0
N)e
−FN (s,Z
0
N
)ds
)
where FN(t, Z
0
N) =
∫ t
0
fN(s, Z
0
N)ds
By taking the infimum over Π(µ[0, Z0N ], µ0), we obtain the inequality
W1(µ[t, Z
0
N ], µ[t]) ≤ eFN (t,Z
0
N
)
(
W1(µ[0, Z
0
N ], µ0) +
1
N − 1
∫ t
0
EN (s, Z
0
N)e
−FN (s,Z
0
N
)ds
)
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Let us study the convergence of the upper bound when the sequence of random vari-
ables (Z0N)N>1 is evaluated at ω ∈ Ω∗ such that limN→+∞W1(µ[0, Z0N(ω)], µ0) = 0.
The last convergence implies in particular that M1(0, Z0N(ω)) −→
N→+∞
M1µ0 . As the
distribution µ0 have a compact support of diameter upper bounded by 2R0, we
can write
∀π0 ∈ Π(µ[0, Z0N ], µ0),
∫∫
Z2
|z1 − z2|2π0(dz1, dz2) ≤ 2R0
∫∫
Z2
|z1 − z2|π0(dz1, dz2)
W2(µ[0, Z
0
N ], µ0) ≤ 2R0W1(µ[0, Z0N ], µ0)
SoW2(µ[0, Z
0
N(ω)], µ0) −→
N→+∞
0, and thereforeM2(0, Z0N(ω)) −→
N→+∞
M2µ0 . It follows
that ∀t ∈ R+
EN(t, Z
0
N(ω)) −→
N→+∞
Eµ0(t) = 2K24M(t)
(
1 +M1µ0 + 4M(t)
(
1 + 2M1µ0 + (M
1
µ0
)2 +M2µ0
))
fN(t, Z
0
N(ω)) −→
N→+∞
fµ0(t) = 2K24M(t)
(
1 + 2M(t)(2 +R0 +M
1
µ0)
)
FN(t, Z
0
N(ω)) −→
N→+∞
∫ t
0
fµ0(τ)dτ
Then we obtain by dominated convergence that W1(µ[t, Z
0
N(ω)], µ[t]) −→
N→+∞
0.
9.3 Proof of corollary 2
Let us start by establishing an estimation of the quantity |X1(t, Z0N)−X∞(t, z01)|
for any time t and for any Z0N = (z
0
1 , ..., z
0
N) ∈ ZN .
|X1(t, Z0N)−X∞(t, z01)| ≤
∫ t
0
∣∣GN(s, z1(s, Z0N))− G(s, Z(s, z01))∣∣ ds
≤
∫ t
0
AN(s, Z
0
N , z
0
1)ds+
∫ t
0
Bpi0N (s, Z
0
N , z
0
1 , z
0
1)ds
where the functions AN and B
pi0
N are defined in equation (53) with π0 any coupling
of Π(µ[0, Z0N ], µ0). In the proof of theorem 2 (cf appendix section 9.2), we have
proved the following inequalities
AN(t, Z
0
N , z
0
1) ≤
eN(t, Z
0
N)
N − 1 with eN (t, Z
0
N) = K24MN(t, Z
0
N)(2 + |z01 |+M1(0, Z0N)
+MN(t, Z
0
N)((4 + 3|z01 |)(2 + |z01 |) +M1(0, Z0N)(6 + 4|z01 |) +M2(0, Z0N)))
Bpi0N (t, Z
0
N , z
0
1 , z
0
1) ≤ K24(1 + (MN (t, Z0N) +M(t))(2 +R0 + |z01 |))
(
|z1(t, Z0N)− Z(t, z01)|
+
∫∫
Z2
|z′1 − z′2|πt(dz′1, dz′2)
)
we set hN(t, Z
0
N) = K24(1 + (MN(t, Z
0
N) +M(t))(2 +R0 + |z01|))
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We use also as in the previous proof the notationDpi0N (t, Z
0
N) =
∫∫
Z2
|z′1−z′2|πt(dz′1, dz′2).
The argument of Dobrushin leads to the following inequality
Dpi0N (t, Z
0
N) ≤ eFN (t,ZN )
(
Dpi0N (0, Z
0
N) +
1
N − 1
∫ t
0
EN(s, Z
0
N)e
−FN (s,Z
0
N
)ds
)
By gathering the previous inequalities, we obtain finally
|X1(t, Z0N)−X∞(t, z01)| ≤
1
N − 1
∫ t
0
eN(s, Z
0
N)ds+
∫ t
0
hN (s, Z
0
N)e
FN (s,ZN )
(
Dpi0N (0, Z
0
N)
+
1
N − 1
∫ s
0
EN(τ, Z
0
N)e
−FN (τ,Z
0
N
)dτ
)
ds+
∫ t
0
hN (s, Z
0
N)|X1(s, Z0N)−X∞(s, z01)|ds
As this inequality holds for any π0 ∈ Π(µ[0, Z0N ], µ0), we can take π0 equal to
the optimal plan, so that Dpi0N (t, Z
0
N) = W1(µ[0, Z
0
N ], µ0). By setting kN(t, Z
0
N) =
eN (t, Z
0
N)
N − 1 +hN (t, Z
0
N)e
FN (t,Z
0
N
)
(
W1(µ[0, Z
0
N ], µ0) +
1
N − 1
∫ t
0
EN(s, Z
0
N)e
−FN (s,Z
0
N
)ds
)
,
we obtain by Gro¨nwall lemma
|X1(t, Z0N)−X∞(t, z01)| ≤
∫ t
0
kN(s, Z
0
N) exp
(∫ s
0
(hN(s, Z
0
N)− hN (τ, Z0N))dτ
)
ds
It is clear that for all time t ∈ R+ and for all ω ∈ Ω∗, we have that kN(t, Z0N(ω)) −→
N→∞
0 and hN(t, Z
0
N(ω)) −→
N→∞
K24(1 + 2M(t)(2 + R0 + |z01(ω)|)). By an argument of
dominated convergence, we can obtain that
∀t ∈ R+, ∀ω ∈ Ω∗, X1(t, Z0N(ω)) −→
N→∞
X∞(t, z
0
1(ω))
References
Charlotte Baey, Samis Trevezas, and Paul-Henry Courne`de. A non linear mixed
effects model of plant growth and estimation via stochastic variants of the em
algorithm. Communications in Statistics-Theory and Methods, 45(6):1643–1669,
2016.
Charlotte Baey, Ame´lie Mathieu, Alexandra Jullien, Samis Trevezas, and Paul-
Henry Courne`de. Mixed-effects estimation in dynamic models of plant growth for
the assessment of inter-individual variability. Journal of agricultural, biological
and environmental statistics, pages 1–25, 2018.
Robert Beyer, Octave Etard, Paul-Henry Courne`de, and Pascal Laurent-Gengoux.
Modeling spatial competition for light in plant populations with the porous
medium equation. Journal of Mathematical Biology, 70(3):533–547, 2015.
51
Christopher M Bishop. Pattern recognition and machine learning. Springer, 2006.
Franc¸ois Bolley, Jose´ A Canizo, and Jose´ A Carrillo. Stochastic mean-field limit:
non-lipschitz forces and swarming. Mathematical Models and Methods in Applied
Sciences, 21(11):2179–2210, 2011.
Jose´ A Carrillo, Massimo Fornasier, Giuseppe Toscani, and Francesco Vecil. Parti-
cle, kinetic, and hydrodynamic models of swarming. InMathematical modeling of
collective behavior in socio-economic and life sciences, pages 297–336. Springer,
2010.
Mikolaj Cieslak, Christiane Lemieux, Jim Hanan, and Przemyslaw Prusinkiewicz.
Quasi-monte carlo simulation of the light environment of plants. Functional
Plant Biology, 35(10):837–849, 2008.
Paul-Henry Courne`de, Ame´lie Mathieu, Franc¸ois Houllier, Daniel Barthe´le´my, and
Philippe De Reffye. Computing competition for light in the greenlab model of
plant growth: a contribution to the study of the effects of density on resource
acquisition and architectural development. Annals of Botany, 101(8):1207–1219,
2007.
Felipe Cucker and Steve Smale. On the mathematics of emergence. Japanese
Journal of Mathematics, 2(1):197–227, 2007.
Pierre Degond. Mathematical models of collective dynamics and self-organization.
arXiv preprint arXiv:1809.02808, 2018.
Arthur P Dempster, Nan M Laird, and Donald B Rubin. Maximum likelihood
from incomplete data via the em algorithm. Journal of the Royal Statistical
Society: Series B (Methodological), 39(1):1–22, 1977.
R. L. Dobrushin. Vlasov equations. Functional Analysis and Its Applications,
13(2):115–123, 1979. ISSN 0016-2663. doi: 10.1007/BF01077243. URL
http://link.springer.com/10.1007/BF01077243.
R. M. Dudley. The Speed of Mean Glivenko-Cantelli Convergence. The Annals of
Mathematical Statistics, 40(1):40–50, feb 1969. ISSN 0003-4851. doi: 10.1214/
aoms/1177697802.
Noe´mie Gaudio, Abraham J Escobar-Gutie´rrez, Pierre Casadebaig, Jochem B
Evers, Fre´de´ric Ge´rard, Gae¨tan Louarn, Nathalie Colbach, Sebastian Munz,
Marie Launay, He´le`ne Marrou, et al. Current knowledge and future research
opportunities for modeling annual crop mixtures. a review. arXiv preprint
arXiv:1902.10542, 2019.
52
Franc¸ois Golse. The Mean-Field Limit for the Dynamics of Large Particle Systems.
Journe´es e´quations aux de´rive´es partielles, 2434, 2003.
Franc¸ois Golse. Mean field kinetic equations. Course of Polytechnique, 2013a.
Franc¸ois Golse. On the dynamics of large particle systems in the mean field limit.
arXiv preprint arXiv:1301.5494, pages 1–144, 2013b.
MJ Gooding, E Kasyanova, R Ruske, Henrik Hauggaard-Nielsen, Erik Steen
Jensen, C Dahlmann, P Von Fragstein, A Dibet, G Corre-Hellou, Y Crozat,
et al. Intercropping with pulses to concentrate nitrogen and sulphur in wheat.
The Journal of Agricultural Science, 145(5):469–479, 2007.
Geoff M Gurr, Stephen D Wratten, and John Michael Luna. Multi-function agri-
cultural biodiversity: pest management and other benefits. Basic and Applied
Ecology, 4(2):107–116, 2003.
Leonid Vasilevich Kantorovich and Gennady S Rubinstein. On a space of com-
pletely additive functions. Vestnik Leningrad. Univ, 13(7):52–59, 1958.
Lambros S Katafygiotis and Konstantin M Zuev. Geometric insight into the chal-
lenges of solving high-dimensional reliability problems. Probabilistic Engineering
Mechanics, 23(2-3):208–218, 2008.
Fre´de´ric Lagoutie`re and Nicolas Vauchelet. Analysis and simulation of nonlinear
and nonlocal transport equations. In Innovative Algorithms and Analysis, pages
265–288. Springer, 2017.
Jing Lei. Convergence and concentration of empirical measures under wasser-
stein distance in unbounded functional spaces. arXiv preprint arXiv:1804.10556,
2018.
Qiming Lv, Manuel K. Schneider, and Jonathan W. Pitchford. Individualism in
plant populations: Using stochastic differential equations to model individual
neighbourhood-dependent plant growth. Theoretical Population Biology, 74(1):
74–83, 2008.
E Male´zieux, Y Crozat, C Dupraz, and M Laurans. Mixing plant species in crop-
ping systems: concepts, tools and models: a review. Sustainable, 29:43–62,
2009.
Yosra Marnissi, Yuling Zheng, Emilie Chouzenoux, and Jean-Christophe Pesquet.
A Variational Bayesian Approach for Image Restoration. Application to Image
Deblurring with Poisson-Gaussian Noise. pages 1–36, 2016. doi: 10.1109/TCI.
2017.2700203. URL http://arxiv.org/abs/1610.07519.
53
Yoshiaki Nakagawa, Masayuki Yokozawa, and Toshihiko Hara. Competition among
plants can lead to an increase in aggregation of smaller plants around larger ones.
Ecological Modelling, 301:41–53, 2015.
CE Timothy Paine, Toby R Marthews, Deborah R Vogt, Drew Purves, Mark Rees,
Andy Hector, and Lindsay A Turnbull. How to fit nonlinear plant growth models
and calculate growth rates: an update for ecologists. Methods in Ecology and
Evolution, 3(2):245–256, 2012.
Carl Edward Rasmussen. Gaussian Processes in Machine Learning. 2004.
Manuel K. Schneider, Richard Law, and Janine B. Illian. Quantification of
neighbourhood-dependent plant growth by Bayesian hierarchical modelling.
Journal of Ecology, 94(2):310–321, 2006.
Risto Sieva¨nen, Jari Perttunen, Eero Nikinmaa, and Pekka Kaitaniemi. Toward
extension of a single tree functional–structural model of scots pine to stand level:
effect of the canopy of randomly distributed, identical trees on development of
tree structure. Functional Plant Biology, 35(10):964–975, 2008.
Qiuxiang Tang, Haile Tewolde, Hongbin LIU, Tianzhi Ren, Pingan Jiang, Limei
Zhai, Baokun Lei, Tao Lin, and Enke Liu. Nitrogen uptake and transfer in broad
bean and garlic strip intercropping systems. Journal of Integrative Agriculture,
17(1):220 – 230, 2018. ISSN 2095-3119.
V S Varadarajan. On the Convergence of Sample Probability Distributions.
Sankhya¯: The Indian Journal of Statistics (1933-1960), 19(1/2):23–26, 1958.
Gautier Viaud. Me´thodes statistiques pour la diffe´renciation ge´notypique des
plantes a` l’aide des mode`les de croissance. PhD thesis, Universite´ Paris-Saclay,
2018.
Tama´s Vicsek, Andra´s Cziro´k, Eshel Ben-Jacob, Inon Cohen, and Ofer Shochet.
Novel type of phase transition in a system of self-driven particles. Physical
review letters, 75(6):1226, 1995.
Cedric Villani. Optimal transport: old and new. 2008. ISBN
978-3-540-71050-9. doi: 10.1007/978-3-540-71050-9. URL
http://cedricvillani.org/wp-content/uploads/2012/08/preprint-1.pdf.
Jonathan Weed and Francis Bach. Sharp asymptotic and finite-sample rates
of convergence of empirical measures in wasserstein distance. arXiv preprint
arXiv:1707.00087, 2017.
54
