Introduction
In this paper we develop a general abstract approximation framework for the identification of nonlinear distributed parameter evolution systems.
Our intent is to define relatively straightforward and easily verified criteria that are applicable to broad classes of nonlinear systems; these criteria will guarantee the convergence of solutions to a sequence of finite dimensional Galerkin approximation based parameter estimation problems to a solution of the original, underlying, infinite dimensional identification r problem.
The results that we present below generalize and extend the theory recently developed by Banks and Ito in [2] and [3] for regularly dissipative or abstract parabolic, linear systems. It is, to the best of our knowledge, the first such general approximation theory for inverse problems involving nonlinear distributed systems.
The sufficient conditions set down in our framework include a relatively mild continuity assumption with respect to the unknown parameters to be identified, an equi-boundedness and an equi-strong monotonicity assumption on the nonlinear operator describing the system dynamics. In addition our theory requires a standard approximation "* assumption on the Galerkin subspaces used to effect the finite dimensional, or finite element, approximations. We demonstrate that solutions to the 61 finite dimensional identification problems approximate a solution to the infinite dimensional identification problem via a convergence result for solutions to the forward problems. This result is obtained using the theory i For of nonlinear evolution systems and a nonlinear analog of the well-known
In the present paper, we are concerned only with theory;
implemcntation questions and conclusions drawn from our numerical or computational studies will be reported on elsewhere. Also, while we have tried to make our framework as versitile as possible, the treatment below does have limitations. For ebample, our theory can handle quasi-autonomous systems but it is not applicable in the fully nonautonomous case. The V development of a general theory which can handle nonlinear systems involving time dependent operators rcquires additional effort and is currently the focus of our ongoing investigations. The particular difficulties inherent in the time dependent case will be described in greater detail in our discussions below.
*
We provide a brief outline of the remainder of the paper. In Section 2 we state a fundamental existence and uniqueness result for infinite dimensional nonlinear systems and prove a general approximation result which is especially well suited for application in the context of the inverse problems which are the central focus of our study. In Section 3 we define a class of nonlinear distributed systems and the associated parameter identification problems. We define the Galerkin approximations and prove the general convergence result. Section 4 contains some examples.
We show that our nonlinear theory subsumes the linear theory presented in [21 and [3] as a special case; we also consider the application of our framework to a class of nonlinear elliptic operators and the corresponding nonlinear parabolic partial differential equations to which they lead. In particular, we look at the application of our results to a well known quasilinear model for heat conduction or mass transfer. In Section 5 we summarize our findings and provide some concluding remarks.
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An Approximation Result for Nonlinear Evolution Systems
Let X e be a Banach space with norm I.
We consider the nonlinear, quasiautonomous initial value problem in X 0 given by respectively. We say that the operator A is accretive if for every X > 0, xjx2 E Dom(A) and y, E Axl, Y 2 E Ax 2 we have
We say that A is m-accretive if A is accretive and R(I + )A) = X for some X > 0. We note that if A is m-accretive then R(I + XA) = X for every ), > 0 and for each X > 0 the resolvent of A at X, J(;A): X X, a single valued, everywhere defined, nonlinear operator on X can be defined as J(;A) = 
where f: [0,T] -X and x 0 C-X if x is absolutely continuous on compact * subintervals of (0,T), differentiable almost everywhere and satisfies f(t)- 
Then a unique, nonlinear evolution system (U(t,s): 0 < s < t < T) on Dom(A) can
be constructed which satisfies
and .
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Our approximation result is in the spirit of those given for nonlinear semigroups and evolution systems by Crandall and Pazy in [8] and Goldstein in [101. However, our theorem differs from these earlier treatments in two .
ways. First, we require that the time dependent perturbation f 0 be only L 1 as opposed to it being continuous as in [8] and it satisfying a Lipschitz-like condition in [10] . This distinction is especially relevant in the case of control systems where discontinuous input is common. The second difference is that we give our result in a form that is most appropriate for application to the development of a general approximation theory or framework and Then for each n E Z + there exists a unique nonlinear evolution system (Un(t,s): Proof. We follow Goldstein (see [10] , [111) and use an approach first suggested * bv Kisynski [131 for demonstrating the convergence of approximations to linear semigroups, to prove the theorem via an application of our existence result, Theorem 2.1.
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Let X = (x = {x }=o: xr E X, n =o0,12. and and therefore that A + wI is accretive. Now let y = (yn'= 0 E X and set x = (x n)=Owith Xn = J(Xo; A + W01)yn, n = 0,1,2, ... where X o is chosen as in (2.5) . It * is immediately clear that for each n = 0,1,2.
x n E Dom(An) C X n . Since ,0. ,;
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y E X we have limn y yo and therefore, by assumption (2. (2) given in the statement of Theorem 2.1. Therefore, a unique nonlinear evolution system {U(t,s): 0 < s ( t T) on Dom( A) corresponding to A and f can be constructed with U(ts) = (Un(t's))n*=O Using assumption (2.5) it can be shown that Dom(A) = (x = {Xn)n=0 E X E D., n = 0,1,2, ... and lim x = x 0 ). Since R(U(t,s)) C X, it follows that n, n "- -A-
We note that (2.5) is also a necessary condition for the conclusion to holO .e, for example, Theorem I in [14] ).
.iu,%.% .. p. We recall that a single valued operator A:V-V* is hemicontinuous if tim A(u+tv) = Au for all u,vEV where the limit is taken in the weak sense.
An Approximation Theory for Identification Problems
t-0o
For each q E Q let A(q): V -V* be a single valued, hemicontinuous, (in general, nonlinear) operator satisfying:
,, (B) (Equi V-monotonicity): There exist an w E R and an a > 0, both independent of q E Q, such that
for every u,v E V.
-0
,,
There exist a constant 13 > 0, independent of q E Q such that HA qvl.< 13(IlvH + 1),
'N.For each q E Q, let f( ;q) E L 1 (0,T;H) and uO(q) E H and assumc that the mapping q -uO(q) is continuous from Q C Q into H and that thc
is continuous from Q C Q into H for almost every t C
[0,T]. Also, for every z E Z, let u -4>(u;z) be a continuous map from
C(O,T;H) into R+.
We consider parameter identification or inverse problems of the form:
where u,(cj) = u,( .;q) is a mild solution to the initial value problem
corresponding to q E Q.
By a mild solution to (3.1), (3.2) we mean a solution in the sense of Theorem 2.1.
To be more precise, for each cj E Q we define the operator A 0 (q): Dom(AO(q)) C H -H to be the restriction of the operator A(q) to the 
which proves that Ao(q) + Wl is m-accretive on Dom(Ao(q)) C H.
To show Dom(Ao(q)) =H, we let u EH and for each n _-1,2,... we set % % -u. = J(I/n;Ao(q)+Wl)u E Dom(Ao(q)). Then, arguing as we have above, we
whcre e is again the zero vector in V. But then
from which it immediately follows that the u are uniformly bounded in H.
Indeed, from (3.3) we see that (1/n)ulur1 2 and, hence lunl/r"i, is bounded so that Ilun11/n-,O as n--* Also, assumption (C) yields
Since the last term in the estimate above tends to zero as n -, we find u -u in V* as n This, together with the fact that V is dense in H imply that u. --u weakly in H as nfrom which Dom(Ao (q)) =H immediately follows.
In light of Theorem 3.1, we may apply Theorem 2.1 with X = H, A = Ao(q) and f = f(.;q). We conclude that there exist a unique nonlinear evolution system (Uo(t,s;q): 0 4 s 4 t T) on H satisfying (i), (ii) and (iii). Note that fn( -;q) E L 1 (O,T;H n) C L 1 (0,T;H) and that Ifn(t;q)l < If(t;q)l for q -Q and almost every tE [0,T].
A
We consider the sequence of approximating identification problems given by:
where un(q) = un(.;q) is a mild solution to the initial value problem in H n (3.4) 6in(t) + An(q)un(t) = fn(t;q), 0 < t < T If we assume for the moment that the approximating identification problems (IDn) have solutions qn e Q. then it is desirable that they in some sense approximate a solution q to the original identification problem (ID). This is in fact the case. For suppose that it can be shown that for any 0sequence (qn) C Q with lim qn = q E Q we have which is independent of n. Thus, we need only to demonstrate that for some X0>0 we have Recalling assumption (A) and that lim wn = wo in H, we find that the desired uniform bound on lvnIi has been established.
Once again, from assumption (B), we find 
Remark.
In practice, the approximating identification problems (ID) are solved using standard iterative search techniques (for example, steepest descent, Newton's method, etc.) requiring the evaluation of on(q) for q EQ at each step. This in turn requires the integration of the finite dimensional initial value problem (3.4), (3.5).
Once a basis for H has been chosen, the solution to (3.4), (3.5) can be computed using any standard numerical integrator for ordinary differential systems. Also, the 
A(t).
To be more precise, the family of operators A(t): X -2 must be ,.P,. m-accretive on X for almost every t E [0,T] and must satisfy .-..
for each X E X, every X satisfying 0 < X < X. for some X. case, based upon some ideas in Tanabe [18] , and in the strongly monotone case, via a variational formulation which can be found in Barbu [6] ). These results will appear soon in forthcoming papers. 
Applications and Examples
We briefly describe some classes of systems to which the gcneral framework developed in the previous section applies. In our discussion below we consider theoretical aspects only. Implementation questions will be treated and the results of our numerical studies will be reported on elsewhere. 
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When conditions (A') -(C') are satisfied it is not difficult to argue that for each q E Q an operator A(q) E r(V,V*) can be defined by
u,v E V and that A(q): V -V* satisfies (A) -(C). It then follows from Theorems 2.1 and 3.1 that there exists a unique nonlinear evolution system {Uo(t,s;q): 0 < s < t < T) on H corresponding to the initial value problem
where for each q E Q, f(-;q) E L 1 (O,T;H), u°(q) E H and Ao(q): Dom(Ao(q)) C _*,
The operator -Ao(q) is the infinitesimal generator of an analytic semigroup {To(t;q): t > 0) on H (see [18] ) and for 0 E H (4.1) Uo(t,s;q)O = To(t-'s;q)O + T,(t-r;q)f(T;q)dT.
It can be shown that the semigroup {To(t;q): t ) 0) admits an extension {T(t;q): t ) 0) which is an analytic semigroup on V* with generator A(q): V C V* -V*.
Also the restriction of (To(t;q): t ) 0) to V, call it (T(t;q): t > 0), is a nalytic semigroup on V with generator A(q): Dom(A (q)) C V -V, the restriction of _ A(q) to the set Dom(,A(q)) = (v E V: A(q)v E V) (see [3] , [181). Consequently, with appropriate assumptions on f(.;q), the evolution system {Uo(t,s;q): 0 < s -t < T) admits an extension (U(t,s;q): 0 < s < t < T) which is an evolution system on V* and a restriction (U(t,s;q): 0 < s t < T) which is an evolution a, system on V.
It is clear from (4.1) that when A(q) is linear, we may take f(-;q) = 0 and consider only the approximation of the semigroup (To(t;q): t >, 0). For each n = 1,2, ... let the finite dimensional subspaces H of H and the corresponding orthogonal projections P be as they were defined in Section 3 and assume that condition (D) is satisfied. Denote the Galerkin approximations to A(q) (i.e. the restriction of A(q) to an operator from H into H* = Hn) by An(q) and n n n nq n set Tn(t;q) = exp(-tAn(q)), t >, 0. Theorem 3.2 then implies that lim IlTn(t;q )P u°(q ) -T(t;qo)u°(qo) 0 = 0 n nnb n I uniformly in t for t E [0,TJ whenever lim qn = qo, u°(q) E V and the map q -. u°(q) is continuous from Q into V (see also [3] ). Then for (P E H, setting Un(t,s;q)Pno = Tn(t-s;q )Pno + T n(t-T;q)P f(r;q)dT J.
under appropriate assumptions on f( -;q), (4.2) and (4.3) continue to hold with Tn(t;q), To(t;q), and '(t;q) replaced by Un(t,s;q), Uo(t,s;q), and -U(t,s;q), respectivcly, with the convergence being uniform in t, for t E [s,T]. Hence the linear theory and results of [3] are a special case of the nonlinear theory of Section 3.
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When an is sufficiently smooth, A(q) is the elliptic operator given by (4.4), and V is chosen to be either Hl(fn) or H'(fl), the equation ( We have shown that the linear theory presented in [2] and [3] is a special case of our nonlinear framework and that our results are applicable to a reasonably wide class of nonlinear elliptic I operators and corresponding nonlinear parabolic partial differential equations.
In particular, we have considered application of our theoretical framework to a quasi-linear model for heat conduction or mass transport.
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The general approximation result for nonlinear evolution systems discussed in Section 2 is applicable to a much broader class of nonlinear dynamical systems than we subsequently treated in Section 3. For example, this class of systems would include those with dynamics described by set valued maps or multifunctions, and (after minor modification to the general theory) time dependent or nonautonomous operators. We are currently investigating these features of the general approximation theory in the context of parameter estimation problems. Also, we would like to be able to weaken the somewhat restrictive strong monotonicity condition.
Any progress that we might make in these efforts would have the potential to significantly enlarge the class of nonlinear systems to which our theory * and framework would apply. Finally, extensive numerical or
computational studies designed to demonstrate the feasibility and point out the limitations of our schemes and general approach are currently underway and will be reported on in a forthcoming paper.
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