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WAVELET ANALYSIS ON ADELES AND PSEUDO-DIFFERENTIAL
OPERATORS
A. YU. KHRENNIKOV, A. V. KOSYAK, AND V. M. SHELKOVICH
Abstract. This paper is devoted to wavelet analysis on adele ring A and the theory of
pseudo-differential operators. We develop the technique which gives the possibility to
generalize finite-dimensional results of wavelet analysis to the case of adeles A by using
infinite tensor products of Hilbert spaces. The adele ring is roughly speaking a subring
of the direct product of all possible (p-adic and Archimedean) completions Qp of the
field of rational numbers Q with some conditions at infinity. Using our technique, we
prove that L2(A) = ⊗e,p∈{∞,2,3,5,...}L2(Qp) is the infinite tensor product of the spaces
L2(Qp) with a stabilization e = (ep)p, where ep(x) = Ω(|x|p) ∈ L2(Qp), and Ω is a
characteristic function of the unit interval [0, 1], Qp is the field of p-adic numbers, p =
2, 3, 5, . . . ; Q∞ = R. This description allows us to construct an infinite family of Haar
wavelet bases on L2(A) which can be obtained by shifts and multi-delations. The adelic
multiresolution analysis (MRA) in L2(A) is also constructed. In the framework of this
MRA another infinite family of Haar wavelet bases is constructed. We introduce the
adelic Lizorkin spaces of test functions and distributions and give the characterization
of these spaces in terms of wavelet functions. One class of pseudo-differential operators
(including the fractional operator) is studied on the Lizorkin spaces. A criterion for
an adelic wavelet function to be an eigenfunction for a pseudo-differential operator
is derived. We prove that any wavelet function is an eigenfunction of the fractional
operator. These results allow one to create the necessary prerequisites for intensive
using of adelic wavelet bases and pseudo-differential operators in applications.
1. Introduction
1.1. p-Adic and adelic analysis. During a few hundred years theoretical physics has
been developed on the basis of real and, later, complex numbers. The p-adic numbers
were described by K. Hensel in 1897 to transfer the ideas and techniques of power
series methods to number theory. According to the well-known Ostrovsky theorem, any
nontrivial valuation on the field Q of rational numbers is equivalent either to the real
valuation | · | or to one of the p-adic valuations | · |p. The corresponding completions
of Q give the fields R or Qp. The theory of p-adic numbers has already penetrated
intensively into several areas of mathematics and its applications. In the last 20 years
the field of p-adic numbers Qp (as well as its algebraic extensions, including the field of
complex p-adic numbers Cp) has been intensively used in theoretical and mathematical
physics, p-adic string theory, gravity and cosmology, the theory of stochastic differential
equations over the field of p-adic numbers, Feynman path integration over p-adics, the
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theory of p-adic valued probabilities and dynamical systems, in theory of disordered
systems (spin glasses) (see [8], [26], [27], [30], [38], [40], [64] and the references therein).
Applications were, however, not only restricted to physics. p-Adic models were also
proposed in psychology, cognitive and social sciences, and, e.g., in biology, image analysis
(see [27], [28]).
These applications induced and stimulated a development of new branches of p-adic
analysis, in particular, the theory of p-adic wavelets. Recall that nowadays wavelets are
applied in a lot of branches of modern mathematics and engineering area. The first real
wavelet basis (3.5), (3.6) was introduced by Haar in 1910. However, for almost a century
nobody could find another wavelet function (a function whose shifts and delations form
an orthogonal basis). Only in the early nineties a method for a more general construc-
tion of the wavelet functions appeared [46], [47], [50], [51]. This method is based on
the notion of multiresolution analysis (MRA in the sequel). In the p-adic setting the
situation was the following. In 2002 S. V. Kozyrev [39] constructed a compactly sup-
ported p-adic wavelet basis (3.21) in L2(Qp), which is an analog of the real Haar basis
(3.5), (3.6). J. J. Benedetto and R. L. Benedetto [10], R. L. Benedetto [11] suggested a
method for constructing wavelet bases on locally compact abelian groups with compact
open subgroups. This method is applicable for the p-adic setting. It is based on a theory
of wavelet sets and only allows the construction of wavelet functions whose Fourier trans-
forms are the characteristic functions of some sets (see [10, Proposition 5.1.]). Moreover,
these authors doubted that the development of the MRA approach is possible. In spite
of the above opinions and arguments [10], [11], in [57], the p-adic MRA theory in L2(Qp)
was developed and new p-adic wavelet bases were constructed. Some important results
in p-adic wavelet theory were obtained in [1], [2], [34], [35]. It turned out that the the-
ory of p-adic wavelets plays an important role in the study of p-adic pseudo-differential
operators and equations [3], [4], [5], [33], [39], [40], [57]. This theory gives a powerful
technique to deal with p-adic pseudo-differential equations. Recall that on complex-
valued functions defined on Qp, the operation of differentiation is not defined . As a
result, a large number of p-adic models use pseudo-differential equations instead of dif-
ferential equations. The p-adic multidimensional fractional operator Dα was introduced
by M. Taibleson [58] (see also [59]) in the space of distributions D′(Qnp ). The spectral
theory of this fractional operator was developed by V.S. Vladimirov in [62], in particular,
explicit formulas for the eigenfunctions of this operator were constructed (see also [64]).
In [63] (see also [64]) V.S. Vladimirov constructed the spectral theory of the Schro¨dinger-
type operator Dα+ V (x), which was further developed by A.N. Kochubei [36], [37] (see
also [38]).
The adele ring A is some subring of the direct product of all possible (p-adic and
Archimedean) completions Qp of the field of rational numbers Q. The group of ideles
was introduced by Chevalley in 1936 [16] as a part of his program to formulate class
field theory so that it worked for infinite-degree extensions. The adeles were introduced
by Weil in the late 1930s as an additive analogue of ideles. The ring A is often used
in advanced parts of number theory (for example, see [13], [15], [17], [48], [49], [65]).
For example, Tate’s proof (see in [15, J. T. Tate, pp.305–347]) of the functional equa-
tion Z(s) = Z(1 − s), where Z(s) = π−s/2Γ(s/2)ζ(s) for the Riemann zeta func-
tion ζ(s) =
∑
n∈N
1
ns
, ℜ(s) > 1, is based on the Fourier analysis on adeles A and
ideles (see also [17, 4.7]). Recently the theory of adeles has been successfully ap-
plied in various parts of contemporary mathematical and theoretical physics. Namely,
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there are adelic constructions, e.g., in statistical mechanics, stochastics, string the-
ory, quantum cosmology, and quantum mechanics (see [9], [14], [19]– [21], [25], [38,
5.8] [26], [27], [60], [61], [64], [66], and the references therein).
However it should be noted that in contrast to the real and p-adic analysis, the
adelic analysis practically (in particular, the adelic wavelet theory and the theory of
adelic pseudo-differential operators and equations) has not been developed so far. In
particular, the necessity of the development the wavelet theory on adeles was mentioned
in [10].
1.2. Contents of the paper. In this paper some problems of the adelic harmonic
analysis are studied. The points to be considered are, first, the theory of adelic Haar
wavelets; and second, the theory of simplest adelic pseudo-differential operators in con-
nection with wavelets.
In Sec. 2, some facts from the p-adic and adelic analysis are given. In Sec. 3, we recall
definitions of the real MRA and present some results on p-adic MRA and wavelet bases
from the papers [35], [57].
In Sec. 4, the theory of infinite tensor products of Hilbert spaces [52], [12] is used to
generalize finite-dimensional results to the case of adeles. We recall the constructions
of infinite tensor product of Hilbert spaces He = ⊗e,n∈NHn, the complete von Neumann
product of infinitely many Hilbert spaces. The space He can be obtained as the closure
of the union of some subspaces. We observe certain stability of the space He with respect
to the variation of the corresponding subspaces (see Lemma 4.2). In Subsec. 4.4, using
Lemma 4.2 for the special stabilizing sequence e = (ep)p, ep(xp) = φp(xp) = Ω(|xp|p)
(here Ω(t) is the characteristic function of the segment [0, 1] ⊂ R) we show that L2(A)
coincides with the infinite tensor product of the Hilbert spaces L2(Qp) over all possible
completions of the field Q: L2(A) = ⊗e,pL2(Qp) (see Lemma 4.3).
In Sec. 5, we apply the above scheme to construct adelic wavelet bases (5.5) on
L2(A, dx) generated by the tensor product of one-dimensional Haar wavelet bases (3.5),
(3.22), (3.25). We would like to stress that to construct adelic wavelet bases, we need
the p-adic wavelet bases that contain functions φp(xp) = Ω(|xp|p). Thus, instead of
the Haar wavelet basis (3.20) we will use modified Haar basis (3.22). According to [1],
there are no orthogonal p-adis MRA based wavelet bases except for those described in
Theorem 3.1 and Corollary 3.1. Thus, formula (5.5) gives all adelic Haar wavelet bases
generated by the tensor product of one-dimensional Haar wavelet bases. Here infinite
tensor product depends on the special stabilization e = (ep)p, where ep(xp) = Ω(|xp|p).
Recall that in [20, Sec.4, formula (4.1)], a basis in the space L2(A) associated with
eigenfunctions of harmonic oscillators was constructed (see Remark 5.1). To construct
adelic wavelet bases, we use the standard Haar measures on Qp and on the adele ring A.
For measures on Qp different from Haar measure, see [3, Appendix D], based on [42].
In Sec. 6, using the idea of constructing separable multidimensional MRA by means
of the tensor product of one-dimensional MRAs suggested by Y. Meyer [50] and S. Mal-
lat [46], [47], we construct adelic wavelet bases in L2(A). In a general situation we show
how using some system of closed subspaces V
(k)
j , j ∈ Z, in a Hilbert spaces Hn, n ∈ N,
with properties (a)–(c) of the MRA (see Definitions 3.1, 3.2) one can construct various
systems of subspaces with the same properties in the infinite tensor product of the spaces
Hn. In Theorem 6.2 adelic separable MRA is constructed. The refinable function of this
MRA given by (6.14) is an infinite product refinable functions of all one-dimensional
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MRAs. In the framework of this MRA an infinite family of adelic Haar wavelet bases
(6.25) are constructed.
In Sec. 7, we introduce the adelic Lizorkin spaces of test functions Φ(A) and distri-
butions Φ′(A). These spaces are constructed by using the original real Lizorkin spaces
introduced in [43]– [45] and the p-adic Lizorkin spaces introduced in [4] (see also [3,
Ch. 7]). A basic motivation for using Lizorkin spaces rather than the Schwartz and
Bruhat–Schwartz spaces of distributions S ′(R) and D′(Qp) is due to the fact that the
latter spaces are not invariant under the fractional operators. Next, in Sec. 8, the char-
acterization of the adelic Lizorkin spaces in terms of wavelets is given. Namely, it is
proved that any test function from Φ(A) can be represented in the form of a finite
combination of adelic wavelet functions (5.6), and any distribution from Φ′(A) can be
represented as an infinite linear combination of adelic wavelet functions (5.6) (in [7],
assertions of these types were stated for ultrametric Lizorkin spaces).
In the framework of our constructions the following three facts seem to have the
same deep reason: (1) functions φ(p)(xp) = Ω(|xp|p) are stabilization functions in the
adelic Bruhat–Schwartz space (see Definition 2.3), (2) we use the stabilization sequence
e = (ep)p where ep(xp) = Ω(|xp|p) in proving the fact that L2(A) = ⊗e,pL2(Qp), (3) under
the projection of the space L2(Qp) onto L
2(Zp) some elements of wavelet basis (3.20) and
Kozyrev’s wavelet basis (3.21) are transformed into functions which are proportional to
the same function Ω(|xp|p) (see Propositions 3.1–3.3).
In Sec. 9, by Definition (9.17), (9.18) a class of pseudo-differential operators on the
adelic Lizorkin spaces is introduced. The fractional operators Dγ̂, γ̂ ∈ C∞ (see Def-
inition (9.9), (9.10), (9.13)), and Dγ , γ ∈ C (see Definition (9.14), (9.15)) belong to
this class. We prove that the Lizorkin spaces of test functions Φ(A) and distributions
Φ′(A) are invariant under the above-mentioned pseudo-differential operators. More-
over, a family of fractional operators on the space of distributions Φ′(A) forms an abelian
group. Thus the Lizorkin spaces constitute “natural” domains of definition for this class
of pseudo-differential operators. Note, that in [31] the fractional operator was considered
in L2(A). In Subsec. 9.4, the spectral theory of adelic pseudo-differential operators is
developed. By Theorem 9.1, we derive a criterion for an adelic wavelet function to be an
eigenfunction for a pseudo-differential operator. It is proved that any wavelet function
is an eigenfunction of a fractional operator. Thus the adelic wavelet analysis is closely
connected with the spectral analysis of pseudo-differential operators. Using results of
Sec. 9, similarly to the p-adic case, one can develop the “variable separation method”
(an analog of the classical Fourier method) to reduce solving adelic pseudo-differential
equations to solving ordinary differential equations with respect to the real variable t
(for details, see [3, Ch. 10], [6]).
2. Preliminary results
2.1. p-Adic numbers. We shall systematically use the notation and results from the
book [64]. Let N, Z, Q, R, C be the sets of positive integers, integers, rational, real, and
complex numbers, respectively.
According to the well-known Ostrovsky theorem, any nontrivial valuation on the field
of rational numbers Q is equivalent either to the real valuation | · | or to one of the p-
adic valuations | · |p. This p-adic norm | · |p is defined as follows: if an arbitrary rational
number x 6= 0 is represented as x = pγ m
n
, where γ = γ(x) ∈ Z and the integers m, n are
not divisible by p, then
(2.1) |x|p = p−γ, x 6= 0, |0|p = 0.
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The norm | · |p is non-Archimedean and satisfies the strong triangle inequality |x+ y|p ≤
max(|x|p, |y|p). The completion of Q with respect to the usual absolute value | · | gives
the field of real numbers R. The field Qp of p-adic numbers is defined as the completion
of the field of rational numbers Q with respect to the norm | · |p. Next we will denote
|x|∞ = |x|, Q∞ = R and Z∞ = Z. By
(2.2) VQ = {∞, 2, 3, 5, . . .}
we denote the set of indices for all valuations on the field Q.
Any p-adic number x ∈ Qp, x 6= 0, is represented in the canonical form
(2.3) x =
∞∑
k=γ
xkp
k,
where γ = γ(x) ∈ Z, xk ∈ Fp = {0, 1, . . . , p − 1}, xγ 6= 0, γ ≤ k < ∞. The series is
convergent in the p-adic norm | · |p, and one has |x|p = p−γ. The fractional part of the
number x ∈ Qp (given by (2.3)) is defined as follows
(2.4) {x}p =
{
0, if γ(x) ≥ 0 or x = 0,
xγp
γ + · · ·+ x−1p−1, if γ(x) < 0.
The set Q×p = Qp \ {0} is the multiplicative group of the field Qp. p-Adic numbers
Zp = {x ∈ Qp : |x|p ≤ 1} are called integer p-adic numbers. In view of (2.3), Zp consists
of p-adic numbers
(2.5) x =
∞∑
k=0
xkp
k.
Zp is a subring of the ring Qp. The multiplicative group of the ring Zp is the set
Z×p =
{
x ∈ Zp : |x|p = 1
}
=
{
x ∈ Zp : x =
∞∑
k=0
xkp
k, x0 6= 0
}
.
Denote by Bγ(a) = {x ∈ Qp : |x − a|p ≤ pγ} the ball of radius pγ with the center
at the point a ∈ Qp and by Sγ(a) = {x ∈ Qp : |x − a|p = pγ} = Bγ(a) \ Bγ−1(a) the
corresponding sphere, γ ∈ Z. For a = 0 we set Bγ = Bγ(0) and Sγ = Sγ(0).
2.2. p-Adic distributions. A complex-valued function f defined onQp is called locally-
constant if for any x ∈ Qp there exists an integer l(x) ∈ Z such that
f(x+ y) = f(x), y ∈ Bl(x).
Let E(Qp) and D(Qp) be the linear spaces of locally-constant C-valued functions
on Qp and locally-constant C-valued compactly supported functions (so-called Bruhat–
Schwartz test functions), respectively [64, VI.1.,2.]. If ϕ ∈ D(Qp), then according to
Lemma 1 from [64, VI.1.], there exists l ∈ Z, such that
ϕ(x+ y) = ϕ(x), y ∈ Bl, x ∈ Qp.
The largest of such numbers l = l(ϕ) is called the parameter of constancy of the function
ϕ. Let us denote by DlN(Qp) the finite-dimensional space of test functions DlN (Qp) from
D(Qp) having supports in the ball BN and with parameters of constancy ≥ l. The
following embedding holds:
DlN(Qp) ⊂ Dl
′
N ′(Qp), N ≤ N ′, l ≥ l′.
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We have D(Qp) = lim
N→∞
indDN(Qp), where DN(Qp) = lim
l→−∞
indDlN(Qp) (see [64, VI.2]).
These representations give us the inductive limit topology on the corresponding spaces.
Denote by D′(Qp) the set of all linear functionals (Bruhat–Schwartz distributions) on
D(Qp) [64, VI.3.].
The Fourier transform of ϕ ∈ D(Qp) is defined by the formula
ϕ̂(ξ) = F [ϕ](ξ) =
∫
Qp
χp(ξx)ϕ(x) dx, ξ ∈ Qp,
where dx is the Haar measure on Qp such that
∫
|x|p≤1
dx = 1, and
(2.6) χp(x) = e
2πi{x}p
is the additive character on Qp (see [64, III.1.]), {x}p is the fractional part (2.4) of the
number x ∈ Qp. The Fourier transform is a linear isomorphism D(Qp) onto D(Qp) [59,
III,(3.2)], [64, VII.2.]. Moreover,
(2.7) ϕ ∈ DlN(Qp) iff F [ϕ] ∈ D−N−l (Qp).
The Fourier transform of a distribution f ∈ D′(Qp) is the distribution f̂ = F [f ] defined
by the relation
〈F [f ], ϕ〉 = 〈f, F [ϕ]〉, ∀ϕ ∈ D(Qp).
Here and in the sequel 〈f, ϕ〉 denotes the action of a distribution f on a test function ϕ.
If f ∈ D′(Qp), a ∈ Q×p , b ∈ Qp, then [64, VII,(3.3)]:
(2.8) F [f(ax+ b)](ξ) = |a|−1p χp
(
− b
a
ξ
)
F [f(x)]
(ξ
a
)
, x, ξ ∈ Qp.
According to [64, IV,(3.1)],
(2.9) F [Ω(p−k| · |p)](x) = pkΩ(pk|x|p), k ∈ Z, x ∈ Qp,
where Ω(t) is the characteristic function of the segment [0, 1] ⊂ R. In particular,
(2.10) F [Ω(|ξ|p)](x) = Ω(|x|p).
2.3. Adeles. We use the notation and results from [24, Ch. III,§1,2] and [17].
Definition 2.1. The adeles of Q are
A = AQ =
{
(xp)p∈VQ ∈
∏
p∈VQ
Qp : xp ∈ Zp for almost all p 6=∞
}
,
and the ideles of Q are
J = JQ =
{
(xp)p∈VQ ∈
∏
p∈VQ
Q×p : xp ∈ Z×p for almost all p 6=∞
}
,
where VQ = {∞, 2, 3, 5, . . .} is the set of indices.
The adele ring A is the restricted direct product of R and Qp for all p = 2, 3, . . . with
respect to the integer rings Zp (see [17]). If componentwise operations of addition and
multiplication are introduced, A is a ring of adeles and J is a multiplicative group. The
additive group of the ring A is called the adelic group.
There is a natural imbedding Q 7→ A given by
Q ∋ r 7→ (r, r, . . . , r, . . . ) ∈ A.
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Indeed, any constant sequence (r, r, . . . , r, . . . ) is an adele since r ∈ Zp for any p not
dividing the denominator of r. The adeles (ideles) of the form (r, r, . . . , r, . . . ), where
r ∈ Q, are called principal adeles (respectively, ideles).
To define a topology on A, we show that A is a union of locally compact groups. Note
that the direct product
∏
p∈VQ
Qp is not a locally compact group.
Definition 2.2. Let S be a finite subset of VQ such that ∞ ∈ S ⊂ VQ. Define the
S-adeles of Q as
AS = AQ,S =
∏
p∈S
Qp ×
∏
p 6∈S
Zp.
For an arbitrary S, the space AS of S-adeles is locally compact (in the Tikhonov
product topology) as the product of a finite product of locally compact spaces Qp,
p ∈ S by an infinite product of compact spaces Zp, p 6∈ S. Since we have A =
⋃
S AS
[17, Theorem 2.15], the adele group A is locally compact (i.e. any neighborhood of a
point contains a compact neighborhood of this point). A fundamental system of open
neighborhoods of zero in A is the following set (see [17, Theorem 2.17])
(2.11)
∏
p∈S
Up ×
∏
p 6∈S
Zp,
where S is a finite subset of VQ that contains ∞ and Up is an open set in Qp containing
0 ∈ Qp for p ∈ S.
The non-Archimedean part A˜ of the adele ring A is defined (see [31]) as the set of
infinite sequences
x′ = (x2, . . . xp, . . . ), where xp ∈ Qp, p = 2, 3, . . . ,
and there exists a prime number P = P (x′) such that xp ∈ Zp for p ≥ P .
The sequence of adeles {x(n), n ∈ N} converges to the adele x (x(n) → x, n→∞) if
(1) x
(n)
p → xp, n→∞, for any p ∈ VQ, where VQ is defined by (2.2);
(2) there exists N such that x
(n)
p − xp ∈ Zp for all n ≥ N .
Since the adele group A is a locally compact commutative group, it possesses the
Haar measure which will be denoted by dx, where x = (x∞, x2, . . . , xp, . . . ). The Haar
measure dx can be expressed in terms of the measures dxp on the groups Qp as follows:
(2.12) dx = dx∞ dx2 · · · dxp · · · ,
where ∫ 1
0
dx∞ = 1,
∫
Zp
dxp = 1, p ∈ VQ.
Here formula (2.12) is understood in the following sense: if
f(x) = f∞(x∞)f2(x2) · · ·fp(xp)
is a cylindrical function, then∫
A
f(x) dx =
∫
R
f∞(x∞) dx∞
∫
Q2
f2(x2) dx2 · · ·
∫
Qp
fp(xp) dxp.
Any additive character χ(x) on the adelic ring has the form
χ(x) = χ0(ax), x = (x∞, x2, . . . xp, . . . ) ∈ A,
8 A. YU. KHRENNIKOV, A. V. KOSYAK, AND V. M. SHELKOVICH
for some a = (a∞, a2, . . . ap, . . . ) ∈ A (see [24, Ch. III,§1.5,(3)]). Here
(2.13) χ0(a) =
∏
p∈VQ
χp(ap), a ∈ A,
where χ∞(a∞) = e
2πia∞ , and χp(ap) is defined by (2.6), p = 2, 3, . . . . It is clear that
for any a ∈ A there exists a prime number P = P (a) such that χp(ap) = 1 for p ≥ P ,
i.e., in fact, the product (2.13) is finite. In other words, χ0(a) = exp
(
2πiσ(a)
)
, where
σ(a) =
∑
p∈VQ
ap (mod 1).
Definition 2.3. (see [24, Ch. III,§2.1]) Let S(R) be the real Schwartz space of tempered
test functions. The space of Bruhat–Schwartz adelic test functions S(A) consists of finite
linear combinations of elementary functions of the form
(2.14) ϕ(x) =
∏
p∈VQ
ϕp(xp), x ∈ A,
where the factors ϕp(xp) are such that:
(i) ϕ∞(x∞) ∈ S(R);
(ii) ϕp(xp) ∈ D(Qp), p = 2, 3, . . . ;
(iii) there exists P = P (ϕ) such that ϕp(xp) = Ω(|xp|p) for all p > P (the number
P (ϕ) is called the parameter of finiteness of an elementary function ϕ).
In view of condition (iii) the space of test functions S(A) admits a natural represen-
tation
(2.15) S(A) = lim
m∈VQ\∞
indS [m](A),
where S [m](A) is the subspace of all test functions with the parameter of finiteness m,
m ∈ VQ \ ∞. The representation (2.15) equips the space S(A) with the inductive limit
topology.
The Bruhat–Schwartz adelic test functions are continuous on A. The Bruhat–Schwartz
space of adelic distributions S ′(A) was studied in [31], [22].
The spaces of test functions and distributions connected with the non-Archimedean
part of adeles A˜ we denote by S(A˜) and S ′(A˜), correspondingly (see [31]).
The Fourier transform of ϕ ∈ S(A) is defined by the formula
ϕ̂(ξ) = F [ϕ](ξ)
def
=
∫
A
χ0(ξx)ϕ(x) dx, ξ ∈ A,
where χ0 is defined by (2.13). It is clear that F [S(A)] = S(A). If f ∈ S ′(A), then
〈F [f ], ϕ〉 def= 〈f, F [ϕ]〉, ∀ϕ ∈ S(A),
and F [f ] ∈ S ′(A).
For f, g ∈ L2(A) we have
(2.16) (f, g) = (F [f ], F [g]), ||f ||2 = ||F [f ]||2,
where
(f, g) =
∫
A
f(x)g(x) dx
is the scalar product of the functions f and g in L2(A).
It is clear that the space S(A) is dense in L2(A).
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3. Real and p-adic MRAs and wavelet bases
3.1. Real MRA.. Now we recall the definitions of the real and p-adic multiresolution
analysis.
Definition 3.1. (for example, see [53, 1.2]) A collection of closed spaces Vj ⊂ L2(R),
j ∈ Z, is called a multiresolution analysis (MRA) in L2(R) if the following axioms hold
(a) Vj ⊂ Vj+1 for all j ∈ Z;
(b)
⋃
j∈Z
Vj is dense in L
2(R);
(c)
⋂
j∈Z
Vj = {0};
(d) f(·) ∈ Vj ⇐⇒ f(2·) ∈ Vj+1 for all j ∈ Z;
(e) there exists a function φ ∈ V0 such that the system {φ(· − n), n ∈ Z} is an
orthonormal basis for V0.
The function φ from axiom (e) is called refinable or scaling. One also says that a
MRA is generated by its scaling function. The function φ is a solution of a special kind
of functional equations which are called refinement equations. Their solutions are called
refinable functions.
According to the standard MRA-scheme (see, e.g., [53, §1.3]) for each j, we define
(wavelet spaces)
(3.1) Wj = Vj+1 ⊖ Vj , j ∈ Z.
It is easy to see that
f ∈ Wj ⇐⇒ f(2·) ∈ Wj+1, for all j ∈ Z
and Wj ⊥Wk, j 6= k. Taking into account axioms (b) and (c), we obtain
(3.2) L2(R) =
⊕
j∈Z
Wj = V0 ⊕
(⊕
j∈Z+
Wj
)
,
where Z+ = {0} ∪ N.
It is well known that the Haar refinement equation has the following form
(3.3) φH(t) = φH(2t) + φH(2t− 1), t ∈ R.
Its solution (the characteristic function χ[0,1](t) of the unit interval [0, 1])
(3.4) φH(t) = χ[0,1](t) =
{
1, t ∈ [0, 1],
0, t /∈ [0, 1], , t ∈ R,
generates the Haar MRA. In the framework of the Haar MRA one can construct the
well-known Haar wavelet basis in L2(R)
(3.5) ψHjn(t) = 2
j/2ψH
(
2jt− n), t ∈ R, j ∈ Z, n ∈ Z,
where
(3.6) ψH(t) =
 1, 0 ≤ t <
1
2
,
−1, 1
2
≤ t < 1,
0, t 6∈ [0, 1),
= χ[0, 1
2
)(t)− χ[ 1
2
,1)(t), t ∈ R,
is called the Haar wavelet function (whose dyadic shifts and delations form the Haar
basis (3.5)).
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Using the second decomposition (3.2), instead of the Haar wavelet basis (3.5) in L2(R),
one can consider the following wavelet basis
(3.7)
φH(t− n) ∈ V0, n ∈ Z,
ψHjn(t) = 2
j/2ψH
(
2jt− n) ∈ Wj , j ∈ Z+, n ∈ Z, t ∈ R,
where the wavelet function ψH is given by (3.6). Basis (3.7) will be called modified Haar
basis.
3.2. p-adic MRA.. In the p-adic case a “natural” set of shifts for Qp is the following
(see [39] and [57]):
(3.8) Ip = {a ∈ Qp : {a}p = a} = {a = a−γ
pγ
+ · · ·+ a−1
p
: aj ∈ Fp, −γ ≤ j ≤ −1}.
In [57], similarly to Definition 3.1, the following definition was introduced.
Definition 3.2. ([57]) A collection of closed spaces Vj ⊂ L2(Qp), j ∈ Z, is called a
multiresolution analysis (MRA) in L2(Qp) if the following axioms hold
(a) Vj ⊂ Vj+1 for all j ∈ Z;
(b)
⋃
j∈Z
Vj is dense in L
2(Qp);
(c)
⋂
j∈Z
Vj = {0};
(d) f(·) ∈ Vj ⇐⇒ f(p−1·) ∈ Vj+1 for all j ∈ Z;
(e) there exists a function φ ∈ V0 such that the system {φ(· − a), a ∈ Ip} is an
orthonormal basis for V0.
It follows immediately from axioms (d) and (e) that the functions pj/2φ(p−j · −a),
a ∈ Ip, form an orthonormal basis for Vj, j ∈ Z.
According to the standard scheme (see, e.g., [53, §1.3]) for the construction of MRA-
based wavelets, for each j, we define a space Wj (wavelet space) as the orthogonal
complement of Vj in Vj+1, i.e.,
(3.9) Vj+1 = Vj ⊕Wj , j ∈ Z.
It is not difficult to see that
(3.10) f ∈ Wj ⇐⇒ f(p−1·) ∈ Wj+1, for all j ∈ Z
and Wj ⊥Wk, j 6= k. Taking into account axioms (b) and (c), we obtain
(3.11) L2(Qp) =
⊕
j∈Z
Wj = V0 ⊕
(⊕
j∈Z+
Wj
)
.
In view of (3.9) and axiom (a), we have
(3.12) Vj = V0 ⊕
( ⊕
0≤k≤j−1
Wk
)
j ∈ N.
If we now find a finite number of functions ψν ∈ W0, ν ∈ A, such that the system
{ψν(x − a) : a ∈ Ip, ν ∈ A} forms an orthonormal basis for W0, then, due to (3.10),
(3.11), the system
{pj/2ψν(p−j · −a) : a ∈ Ip, j ∈ Z, ν ∈ A},
is an orthonormal basis for L2(Qp). Such functions ψν , ν ∈ A, are called wavelet
functions and the corresponding basis is called a wavelet basis.
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In [32], the following conjecture was proposed: to construct a p-adic analog of the
real Haar MRA, we can use the following refinement equation
(3.13) φ(x) =
p−1∑
r=0
φ
(1
p
x− r
p
)
, x ∈ Qp,
whose solution (a refinable function) φ is the characteristic function Ω
(|x|p) of the unit
disc. The above refinement equation is natural and reflects the fact that the unit disc
B0 = {x : |x|p ≤ 1} is the union of p mutually disjoint discs of radius p−1:
B0 =
p−1⋃
r=0
B−1(r), where B−1(r) =
{
x :
∣∣x− r∣∣
p
≤ 1
p
}
, r ∈ Fp.
This geometric fact is the result of the ultrametric structure of the p-adic field Qp.
The term p-adic Haar MRA is connected with the fact that for p = 2 the equation
(3.13) is a 2-adic refinement equation
φ(x) = φ
(1
2
x
)
+ φ
(1
2
x− 1
2
)
, x ∈ Q2,
which is a direct analog of the refinement equation (3.3) generating the Haar MRA and
the Haar wavelet basis (3.5), (3.6) in the real case.
In [57], using the above relation (3.13) as a refinement equation, the Haar MRA was
constructed for p = 2 (for the case p 6= 2, see [3, 8.4]). Here
(3.14) Vj = span
{
pj/2φ
(
p−j · −a) : a ∈ Ip}, j ∈ Z,
where φ(x) = Ω
(|x|p). In contrast to the Haar MRA in L2(R) (which generates only
one wavelet basis (3.5), (3.6)), in the p-adic setting there exist infinity many different
Haar orthogonal bases for L2(Qp) generated by the same MRA. Explicit formulas for
generating p-adic wavelet functions were obtained in [57] for p = 2 and later in [35] for
p 6= 2. Let us recall these results.
Theorem 3.1. ( [35]) The set of all compactly supported wavelet functions is given by
(3.15) ψµ(x) =
p−1∑
ν=1
ps−1∑
k=0
αµν;kψ
(0)
ν
(
x− k
ps
)
, µ ∈ F×p = {1, 2, . . . , p− 1},
(here supp ψµ ⊂ Bs(0), s ≥ 0), where
(3.16) ψ(0)ν (x) = χp
(ν
p
x
)
Ω
(|x|p), ν ∈ F×p , x ∈ Qp,
are Kozyrev’s wavelet functions, s = 0, 1, 2, . . . , and
αµν;k =
(3.17) =

−p−s∑ps−1m=0 e−2πi− νp+mps kσµmuµµ, µ = ν,
−p−2s∑ps−1m=0∑ps−1n=0 e−2πi− νp+mps k 1−e2πiµ−νp
1−e
2πi
µ−ν
p +m−n
ps
σνmuνµ, µ 6= ν,
|σµm| = 1, uµν are entries of an arbitrary unitary (p−1)× (p−1) matrix U ; µ, ν ∈ F×p ;
k = 0, 1, . . . , ps − 1.
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Corollary 3.1. ( [57]) Let p = 2. For every s = 0, 1, 2, . . . the function
(3.18) ψ(x) =
2s−1∑
k=0
αkψ
(0)
(
x− k
2s
)
,
is a compactly supported wavelet function (supp ψ ⊂ Bs(0)) for the Haar MRA if and
only if
(3.19) αk = 2
−s
2s−1∑
r=0
γre
−iπ 2r−1
2s
k,
where the wavelet function ψ(0) := ψ
(0)
1 is given by (3.16), γr ∈ C is an arbitrary constant
such that |γr| = 1; k, r = 0, 1, . . . , 2s − 1.
According to the general wavelet theory, all dilations and shifts of wavelet functions
(3.18), (3.19) or (3.15), (3.17) form a p-adic orthonormal Haar wavelet basis in L2(Qp):
(3.20) ψk;ja(x) = p
j/2ψk(p
−jx− a), k ∈ F×p , j ∈ Z, a ∈ Ip.
In particular, Kozyrev’s wavelet basis in L2(Qp) generated by wavelet functions (3.16)
is the following
ψ
(0)
k;ja(x) = p
j/2ψ
(0)
k (p
−jx− a)
(3.21) = pj/2χp
(k
p
(p−jx− a)
)
Ω
(|p−jx− a|p), k ∈ F×p , j ∈ Z, a ∈ Ip.
The wavelet functions (3.16) can be expressed in terms of the refinable function φ(x) =
Ω
(|x|p):
ψ
(0)
k (x) =
p−1∑
r=0
e2πi
kr
p φ
(1
p
x− r
p
)
, k ∈ F×p , x ∈ Qp.
It was proved in [1] that there are no orthogonal MRA based wavelet bases except for
those described in Theorem 3.1 and Corollary 3.1.
To construct adelic wavelet bases, we will need the p-adic wavelet bases that contain
the function φ(x). Therefore, taking into account the second decomposition (3.11),
instead of the p-adic wavelet basis (3.20) in L2(Qp), we consider the following wavelet
basis
(3.22)
φ(x− a) ∈ V0, a ∈ Ip,
ψk;ja(x) = p
j/2ψk(p
−jx− a) ∈ Wj, k ∈ F×p , j ∈ Z+, a ∈ Ip,
where the wavelet functions ψk, k ∈ F×p , are given by (3.15)–(3.17). In particular, we
have the following wavelet basis
(3.23)
φ(x− a) ∈ V0, a ∈ Ip,
ψ
(0)
k;ja(x) = p
j/2χp
(k
p
(p−jx− a)
)
Ω
(|p−jx− a|p) ∈ Wj , k ∈ F×p , j ∈ Z+, a ∈ Ip.
The fact that bases (3.22) and (3.23) contain the refinable function φ(x) = Ω
(|x|p) plays
a crucial role in our construction (see below Sec. 5). Bases (3.22), (3.23) will be called
modified Haar type bases.
Taking into account the second decomposition (3.11), we obtain the following state-
ment.
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Proposition 3.1. The restriction of basis (3.23) on Zp constitutes an orthonormal basis
in L2(Zp, dx
0
p):
(3.24)
φ(x) = Ω
(|x|p),
ψ˜
(0)
k;ja(x) = p
j/2ψk(p
−jx− a)Ω(|p−jx− a|p)∣∣Zp , k ∈ F×p , a ∈ Ijp , j ∈ Z+,
where dx0p = dxp
∣∣
Zp
and Ijp = {a ∈ Ip : pja ∈ Zp}.
Proof. It is easy to see that the restriction of Kozyrev’s wavelets (3.21) is the following
ψ˜
(0)
k;ja(x) = p
j/2χp
(k
p
(p−jx− a)
)
Ω
(|p−jx− a|p)∣∣∣
Zp
=

pj/2χp
(
k
p
(p−jx− a))Ω(|p−jx− a|p), k ∈ Fp, j ∈ Z+, a ∈ Ijp ,
pj/2φ(x), j ≤ −1, a = 0,
0, j ≤ −1, a 6= 0.
For j ∈ Z+, we have ψ˜(0)k;ja(x)
∣∣
Zp
6= 0 only if |p−jx−a|p ≤ 1. Let a = a−γp−γ+· · ·+a−1p−1
and x =
∑∞
k=0 xkp
k. Then we have
p−jx− a = (x0p−j + · · ·+ xj−1p−1)− (a−γp−γ + · · ·+ a−1p−1)+ ∞∑
k=j
xkp
k−j.
Since p−jx − a ∈ Zp, the latter relation implies that x0p−j + · · ·+ xj−1p−1 = a−γp−γ +
· · ·+ a−1p−1. Hence pja ∈ Zp.
Let us calculate the scalar product(
ψ˜
(0)
k;ja, ψ˜
(0)
k′;j′a′
)
= p(j+j
′)/2
∫
Zp
χp
(k
p
(p−jx− a)
)
χp
(
− k
′
p
(p−j
′
x− a)
)
×
×Ω(|p−jx− a|p)Ω(|p−j′x− a′|p) dx, k, k′ ∈ Fp, j, j′ ∈ Z+, a, a′ ∈ Ip.
Here
(
ψ˜
(0)
k;ja, ψ˜
(0)
k′;j′a′
) 6= 0 only if |p−jx − a|p ≤ 1 and |p−j′x − a′|p ≤ 1. Just as above,
we conclude that a, a′ ∈ Ip are such that pja ∈ Zp, pj′a′ ∈ Zp. Thus for a ∈ Ijp ,
a′ ∈ Ij′p , we have supp Ω
(|p−jx − a|p), supp Ω(|p−j′x − a′|p) ∈ Zp. Now, taking into
account orthonormality of wavelet functions ψ
(0)
k;ja, ψ
(0)
k′;j′a′ in Qp, one can conclude that(
ψ˜
(0)
k;ja, ψ˜
(0)
k′;j′a′
)
= δkk′δjj′δaa′ , where δss′ is the Kronecker symbol. 
Using Proposition 3.1 and Theorem 3.1, one can prove the following statement.
Proposition 3.2. The restriction of the basis (3.22) to Zp constitutes in L
2(Zp, dx
0
p)
the orthonormal basis
(3.25)
φ(x) = Ω
(|x|p),
ψ˜k;ja(x) = p
j/2ψk(p
−jx− a)∣∣
Zp
, k ∈ F×p , a ∈ I(j)p , j ∈ Z+,
where the wavelet functions ψk, k ∈ F×p , are given by (3.15)–(3.17), and the set I(j)p is
defined in Remark 3.1.
Remark 3.1. We note that the set I
(j)
p , for which the restricted functions ψ˜k;ja(x),
a ∈ I(j)p are nonzero, is finite and its description is similar to the description of the set
Ijp , though more complicated. For other wavelet bases, we will have a similar situation.
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Consider the orthogonal projection
(3.26) P [0] : L2(Qp, dxp) 7→ L2(Zp, dx0p),
given by
(3.27) L2(Qp, dxp) ∋ f(x) 7→ (P [0]f)(x) = f(x)Ω
(|x|p) ∈ L2(Zp, dx0p).
In our case, the projections of modified Haar bases (3.22) and (3.23) to the subspace
L2(Zp, dx
0
p) are also bases in L
2(Zp, dx
0
p), where dx
0
p is the restriction of the Haar measure
dxp on Qp to Zp. We note that the projections of some basis elements become zeros.
Proposition 3.3. The restriction of the p-adic Haar MRA (given by formula (3.14))
to the space L2(Zp) consists of the spaces
(3.28) V˜j = Vj
∣∣
Zp
= span
{
pj/2φ
(
p−j · −a), x ∈ Zp : a ∈ Ip}, j ∈ Z+,
where Vj
∣∣
Zp
= V˜0 = span
{
φ(·)} for all j ≤ −1, φ(x) = Ω(|x|p), and
V˜0 ⊂ V˜1 ⊂ V˜2 ⊂ · · · .
Here according to (3.9)–(3.11),
(3.29) L2(Zp) = V˜0
⊕(⊕
j∈Z+
W˜j
)
,
where
W˜j = V˜j+1 ⊖ V˜j
= span
{
pj/2ψk(p−jx− a)
∣∣
Zp
: k ∈ F×p , a ∈ Ip
}
, j ∈ Z+,
and the wavelet functions ψk, k ∈ F×p , are given by (3.15)–(3.17). In particular, we can
use the wavelet functions (3.23).
4. Basis in the space L2(A, dx)
4.1. Infinite tensor product of Hilbert spaces. We recall [52] (see also [12, Ch.1,
§2.3]) the definition of infinite tensor product He =
⊗
e,n∈N
Hn of Hilbert spacesHn, n ∈ N.
Fix the sequence
(4.1) e = (e(n))∞n=1, e
(n) ∈ Hn, ‖e(n)‖Hn = 1,
called a stabilizing sequence. Denote by E the set of all stabilizing sequences. Fix an
orthonormal basis (o.n.b) (e
(n)
k )k∈N in the Hilbert space Hn such that e
(n) = e
(n)
1 , n ∈ N.
Let Λ be the set of multi-indices α = (αn)n∈N, αn ∈ N, n ∈ N such that αn = 1 for
sufficiently big n depending on α.
By definition, the o.n.b. of the space ⊗e,n∈NHn with the stabilizing sequence e consists
of all vectors (eα)α∈Λ of the following form
(4.2) eα = e
(1)
α1
⊗ e(2)α2 ⊗ · · · ⊗ e(n)αn ⊗ e(n+1) ⊗ · · · , α ∈ Λ
where αn = 1 for sufficiently big n depending on α. An arbitrary element f of the space
He has the following form:
(4.3) f =
∑
α∈Λ
fαeα, with ‖f‖2He =
∑
α∈Λ
|f |2α <∞
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and the scalar product (f, g)He of two vectors f, g ∈ He has the following form:
(4.4) (f, g)He =
∑
α∈Λ
fαgα.
It will often be convenient for us (see [12, Ch.1,§ 2.3]) to represent the set Λ as the
union of disjoint sets, each consisting of “finite” sequences. Namely, for an α ∈ Λ let
ν(α) denote the minimal m = 1, 2, . . . such that αm+1 = αm+2 = · · · = 1. Let
(4.5) Λn = {α ∈ Λ : ν(α) = n}, n ∈ N.
Obviously, Λn
⋂
Λm = ∅ (n 6= m) and Λ =
⋃∞
n=1 Λn.
Example 4.1. ([12, Ch.1, § 2.3, example 1]) Let L2(Xk, µk), k ∈ N be the space of
square integrable complex functions on the measurable space Xk with a probability
measure µk. Choose the stabilizing sequence e = (e
(k))∞k=1, where e
(k)(x) ≡ 1, x ∈ Xk,
k ∈ N. In this case we have
Theorem 4.1. The following two spaces are isomorphic:
(4.6)
⊗
e, k∈N
L2(Xk, µk) ∼= L2
(∏
k∈N
Xk,⊗k∈Nµk
)
.
Example 4.2. If in the previous example the first m measures µk are not necessarily
probability, i.e., µk(Xk) =∞, then we get following statement.
Theorem 4.2. The following two spaces are isomorphic:
(4.7) L2
( m∏
k=1
Xk,⊗mk=1µk
)
⊗
( ∞⊗
e, k=m+1
L2(Xk, µk)
) ∼= L2(∏
k∈N
Xk,⊗k∈Nµk
)
.
Remark 4.1. Let us consider in the infinite tensor product space He =
⊗
e,n∈N
Hn the
infinite tensor product A = ⊗n∈NAn of bounded operators An acting in the space
Hn, n ∈ N. By definition, an operator A acts on the total set of well-defined vectors
f = ⊗n∈Nfn in the space He (see Lemma 4.1) in the following way:
(4.8) Af := ⊗n∈NAnfn = A1f1 ⊗ · · · ⊗Amfm ⊗ · · · ,
if the latter expression is well-defined in He. In the sequel we shall use the projections
P [m] : He → H(m), where the subspaces H [m] ⊂ He are defined on the total family of
vectors f = ⊗n∈Nfn as follows:
He ∋ f = ⊗n∈Nfn 7→ P [m]f := ⊗mn=1fn ⊗ e(m+1) ⊗ e(m+2) ⊗ · · · ∈ H [m],
and
H [m] =
m⊗
n=1
Hn ⊗ e(m+1) ⊗ e(m+2) ⊗ · · ·
We shall denote by A(m) the projections P
[m]AP [m] of the operator A in He onto the
space H [m], i.e. define A(m) := P
[m]AP [m]. It is clear that
A(m) =
m⊗
n=1
An ⊗
⊗
n>m
Idn,
where Idn is the identity operator in Hn. We have the strong convergence A(m) →
A as m → ∞ on a suitable set of vectors f = ⊗n∈Nfn. It is sufficient to estimate
‖(A− A(m))f‖He . For details, see [12, Ch. I, §2.7.].
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As usual, we denote by A|X the restriction of an operator A acting in a Hilbert space
H to the invariant subspace X ⊂ H .
4.2. Complete von Neumann product of infinitely many Hilbert spaces. The
complete von Neumann tensor product H = ⊗k∈NHk of Hilbert spaces Hk, k ∈ N is by
definition the orthogonal sum of the spaces He ([52], see also [12, Ch.1,§ 2.10])
(4.9) H =
⊕
e∈E/∼
He
over all possible equivalence classes E/∼ of stabilizing sequences e.
To be more precise, fix the space He =
⊗
e,n∈N
Hn. We define the vector f = ⊗n∈Nf (n),
where f (n) ∈ Hn, as the week limit (if it exists) in He of the vectors
(4.10) f [m] = f (1) ⊗ · · · ⊗ f (m) ⊗ e(m+1) ⊗ e(m+2) ⊗ · · ·
as m → ∞. Since the set span {eα : α ∈ Λ} is dense in He, the week limit of the
vectors f [m] exists if and only if: 1) the norms ‖f [m]‖He are uniformly bounded with
respect to m = 1, 2, . . . , and 2) limm→∞(f [m], eα)He exists for each α ∈ Λ. The following
statements are proved in [12, Ch.I,§ 2.10].
Lemma 4.1. The strong limit of vectors (4.10) exists in He, as m → ∞, if and only
if the product
∏∞
n=1 ‖f (n)‖Hn and
∏∞
n=q(f
(n), e(n))Hn (q = 1, 2, . . . ) converge to finite
numbers, and we have
∏∞
n=1 ‖f (n)‖Hn = 0 when
∏∞
n=q(f
(n), e(n))Hn = 0 for each q.
Corollary 4.1. If f (n) in (4.10) are taken to be unit vectors, then the strong limit
limm→∞ f [m] exists if and only if for some q = 1, 2, . . . the product
∏∞
n=q(f
(n), e(n))Hn
converges to a finite nonzero number.
Definition 4.1. (see [12, Ch. I, § 2.10, Theorem 2.9]) Consider the set E of all stabi-
lizing sequences e = (e(n))∞n=1 of the form (4.1). A stabilizing sequence l ∈ E is said to
be equivalent to a stabilizing sequence e ∈ E (l ∼ e), if each strong limit
l(1)
′ ⊗ l(2)′ ⊗ · · · = lim
m→∞
l(1)
′ ⊗ · · · ⊗ l(m)′ ⊗ e(m+2) ⊗ e(m+2) ⊗ · · · ,
exists in He, where (l(n)′)∞k=1 is the sequence (l(n))∞k=1, “diluted” by the vectors e(n), i.e.
each l(n)
′
is equal either to l(n) or to e(n). The relation ∼ is an equivalence relation and
we denote by E/∼ the set of all equivalent classes of E.
Theorem 4.3. Two infinite tensor products He =
⊗
e,n∈N
Hn and Hl =
⊗
l,n∈N
Hn cor-
responding to two equivalent stabilizing sequences e = (e(n))∞n=1 and l = (l
(n))∞n=1 are
isomorphic. For e 6∼ l, the spaces He and Hl are orthogonal.
4.3. On some subspaces of the infinite tensor products. Let Xn be some sub-
spaces in the Hilbert spaces Hn, n ∈ N and let (e(n)k )k∈Z be an orthonormal basis in Hn
such that the orthonormal basis in Xn is (e
(n)
k )k∈N, and let (e
(n))n∈N be the stabilizing
sequence e(n) = e
(n)
1 , n ∈ N. Note that
(4.11) e(n) = e
(n)
1 ∈ Xn ⊂ Hn, n ∈ N.
Consider two spaces He and Hle(X), l ∈ N, where
He =
⊗
e,n∈N
Hn = H1 ⊗H2 ⊗ · · · ⊗Hl ⊗Hl+1 ⊗Hl+2 ⊗ · · · ,
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(4.12) Hle(X) =
l⊗
k=1
Hk ⊗
∞⊗
e,k=l+1
Xk = H1 ⊗H2 ⊗ · · · ⊗Hl ⊗Xl+1 ⊗ · · · .
In the particular case Xn = Ce
(n) we have
Hle(X) = H1 ⊗H2 ⊗ · · · ⊗Hl ⊗ Ce(l+1) ⊗ Ce(l+2) ⊗ · · · , l ∈ N.
Lemma 4.2. For arbitrary subspaces Xn in Hn and a stabilizing sequence (e
(n))n∈N with
properties (4.11), we have
(4.13) He =
⋃
l≥1
Hle(X).
Proof. The basis in the space He is the following (see (4.2)):
(4.14) eα = e
(1)
α1 ⊗ e(2)α2 ⊗ · · · ⊗ e(n)αn ⊗ e(n+1) ⊗ · · · , α ∈ Λ =
⋃
n∈N
Λn,
where Λn is defined by (4.5), and the basis in the space Hle(X) is
elα = e
(1)
α1
⊗ e(2)α2 ⊗ · · · ⊗ e(l)αl ⊗ e(l+1)αl+1 ⊗ · · · ⊗ e(l+k)αl+k ⊗ e(l+k+1) ⊗ · · · ,
(4.15) α ∈ Λl =
⋃
k∈N∪{0}
Λl,k,
where
Λl,k = {α ∈ Λ : αi ∈ Z, 1 ≤ i ≤ l, αi ∈ N, l + 1 ≤ i ≤ l + k, αl+k+i = 1, i > 1}.
Obviously He ⊇ Hle(X) for all l ∈ N, hence He ⊇
⋃
l≥1Hle(X).
We show that He ⊆
⋃
l≥1Hle(X). It is sufficient to show that all vectors eα of the
form (4.14) are contained in the family of vectors elα of the form (4.15). Indeed, if we
take in (4.15) l = n and k = 0, we obtain all vectors eα of the form (4.14). 
4.4. Infinite tensor product of Hilbert spaces L2(Qp, dxp). Using the results of
the previous section we can define the infinite tensor product
(4.16) He(Q) =
⊗
e, p∈VQ
L2(Qp, dxp)
of Hilbert spaces L2(Qp, dxp) with an arbitrary stabilizing sequence e = (e
(p))p∈VQ e
(p) ∈
L2(Qp, dxp).
Let {e(∞)α∞ }α∞∈I∞ and {e(p)αp }αp∈Ip be arbitrary orthonormal bases in L2(Q∞, dx∞) and
L2(Qp, dxp), respectively, where I∞ and Ip are the corresponding multi-indices. Then
the orthonormal basis in the space He(Q) is the following:
(4.17) eα = e
(∞)
α∞ ⊗
⊗
p≤m
e(p)αp ⊗
⊗
m<p
e(p), α = (α∞, α2, α3, . . . ) ∈ Λ,
where (e(p))p∈VQ , e
(p) ∈ L2(Qp, dxp), is some stabilizing sequence and Λ is defined below.
Definition 4.2. Define Λ as the set of multi-indices α = (αp)p∈VQ , αp ∈ Ip such that
e
(p)
αp = e
(p) for sufficiently big p depending on α.
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Fix the stabilizing sequence of the form
(4.18) e = (e(p))p∈VQ e
(p)(xp) = φp(xp) = Ω
(|xp|p) ∈ L2(Zp, dx0p), p ∈ VQ.
Using Lemma 4.2, for the stabilizing sequence (4.18), we obtain the following descrip-
tion of the space L2(A, dx).
Lemma 4.3. We have
(4.19) L2(A, dx) = He(Q) =
⊗
e, p∈VQ
L2(Qp, dxp).
Proof. It is sufficient to use Lemma 4.2 and set Xp = L
2(Zp), Hp = L
2(Qp), Hpe =
L2(Ap, µp) =
⊗
q≤p
L2(Qq)⊗
⊗
q>p
L2(Zq), p ∈ VQ, where Ap = Q∞ ×
∏
p′≤pQp′ ×
∏
p′>p Zp′ ,
p ∈ VQ \∞ (see (4.27)), µp is the restriction on Ap of the Haar measure dx on A. 
4.5. Some remarks about the stabilizations. Consider the space (4.16)
(4.20) He(Q) =
⊗
e, p∈VQ
L2(Qp, dxp),
where the stabilizing sequence e = (e(p))p∈VQ has the special form e
(p)(xp) = φp(xp) ∈
L2(Qp, dxp). We show that the sequence e and M
j
VQ
e for j ∈ Z are not equivalent (see
Definition 4.1), where
(4.21) M jVQe := (M
j
pφ
(p))p∈VQ and M
j
pφ
(p)(xp) := p
−j/2φ(p)(pjxp).
Indeed, we have
(φ(p),M jpφ
(p))L2(Qp) =
∫
Qp
φ(p)(xp)p
−j/2φ(p)(pjxp)dx =
{
p−j/2, j ≥ 0,
pj/2, j ≤ −1.
Set c∞ = (φ
(∞),M j∞φ
(∞))L2(Qp∞), then we get
c−1∞ (e,M
j
VQ
e) =
∏
p∈VQ\∞
(φ(p),M jpφ
(p))L2(Qp) =

(∏
p∈VQ\∞
p
)−j/2
, j ≥ 0,(∏
p∈VQ\∞
p
)j/2
, j ≤ −1,
Thus in both cases the product is divergent, i.e., (e,M jVQe) = 0 hence the sequences e
and M jVQe are not equivalent!
A similar argument holds if we take as the stabilizing sequence some elements of
Kozurev’s basis ψ
(p)
αp in the space L
2(Qp), i.e., e = (ψ
(p)
αp )p∈VQ . In this case we immediately
get (ψ
(p)
αp ,M
j
pψ
(p)
αp )L2(Qp) = 0 for all j ∈ Z. Hence the sequences e = (ψ(p)αp )p∈VQ and
M jVQe = (M
j
pψ
(p)
αp )p∈VQ are not equivalent.
The above considerations force us to consider the following space
(4.22) He,Z(Q) = ⊕j∈ZHMjVQe(Q)
to be sure that the operator M jVQ is well-defined. Further we set
(4.23) Wk = HMkVQe(Q)
(4.24) Vj = ⊕jk=−∞Wk = ⊕jk=−∞HMkVQe(Q).
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Theorem 4.4. The collection of closed spaces Vj ⊂ He,Z(Q), j ∈ Z, defined by (4.24)
is a multiresolution analysis in He,Z(Q), i.e., the following properties hold:
(a) Vj ⊂ Vj+1 for all j ∈ Z;
(b)
⋃
j∈Z
Vj is dense in He,Z(Q);
(c)
⋂
j∈Z
Vj = {0};
(d) f(·) ∈ Vj ⇐⇒ f(M jVQ ·) ∈ Vj+1 for all j ∈ Z;
(e) there exists a basis (ei)i∈I in the space W0 such that (M
k
VQ
ei)i∈I is a basis in the
space Wk, k ∈ Z.
4.6. Complete von Neumann product of Hilbert spaces L2(Qp, dxp). It is nat-
ural to consider also the complete von Neumann product (see (4.25)) of Hilbert spaces
L2(Qp, dxp), p ∈ VQ
(4.25) H(Q) =
⊕
e∈E/∼
He(Q),
where He(Q) is defined by (4.20). Perhaps this space could be useful in further devel-
opment of analysis on the adele space A. The space He,Z(Q) defined by (4.22) certainly,
contains the space L2(A) and is roughly speaking an infinite direct sum of non isomor-
phic copies of the space similar to L2(A).
4.7. Basis on L2(A, dx). We can construct a basis in L2(A, dx) using description (4.19)
of the space L2(A, dx) in Lemma 4.3. Without using this description we can proceed as
follows.
We present A as the union of some subgroups Ap: A =
⋃
p∈VQ
Ap (see (4.27)), then we
realize L2(Ap, µp) as the infinite tensor product of Hilbert spaces (see (4.30)) and use
the following considerations.
Let (X, µ) be some measurable space and let X be the union of the measurable sets
Xn, X =
⋃
n∈NXn. Set µn = µ|Xn, νn = µ|Xn\Xn−1 , n ≥ 2, ν1 = µ1 and X0 = ∅. In
this case we have
(4.26) L2(X, µ) = ⊕n∈NL2(Xn \Xn−1, νn) =
⋃
n∈N
L2(Xn, µn).
For any prime p we denote by p− and p+ the previous and the following primes.
Define the subgroup Ap of the group A as follows:
(4.27) Ap = Q∞ ×
∏
p′≤p
Qp′ ×
∏
p′>p
Zp′ , p ∈ VQ.
We have A =
⋃
p∈VQ
Ap.
Let dx0p be the restriction of the Haar measure dxp on Qp to the subgroup Zp, let
dµp be the restriction to the subgroup Ap of the measure dx on A, and let dνp be the
restriction of the measure dx to the subset Ap \ Ap−. Then we have
(4.28) dµp = dx∞ ⊗
(
⊗p′≤p dxp′
)
⊗
(
⊗p′>p dx0p′
)
.
and using (4.26) we get.
Lemma 4.4. For an arbitrary prime p we have the following description:
(4.29) L2(A, dx) = L2(Ap, µp)⊕
(⊕
p′>p
L2(Ap
′ \ Ap′−, νp′)
)
=
⋃
p∈VQ
L2(Ap, µp).
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To construct a basis in the space L2(A, dx) using the latter description, it is sufficient
to construct a basis in the space L2(Ap, µp). The latter space L2(Ap, µp) is the infinite
tensor product of the spaces L2(Qp, dxp) and L
2(Zp, dx
0
p):
(4.30) L2(Ap, µp)=L2(Q∞, dx∞)⊗
(⊗
p′≤p
L2(Qp′ , dxp′)
)
⊗
( ⊗
e,p′>p
L2(Zp′, dx
0
p′)
)
.
Remark 4.2. Since the measures dx0p on Zp are probability measures, decomposition
(4.30) allows us to use an explicit description of the basis in the infinite tensor product
⊗k∈NL2(Xk, µk) of Hilbert spaces L2(Xk, µk) with probability measures µk, k ∈ N (for
example, see [12]) in order to construct a basis in the spaces L2(Ap, µp) and L2(A, dx).
Suppose that {e(∞)α∞ }α∞∈I∞ , and {e(p)αp }αp∈Ip are arbitrary orthonormal bases in the
spaces L2(Q∞) and L
2(Qp), respectively, I∞ and Ip are the corresponding indices. Fix
the stabilizing sequence (e(p))p∈VQ, where e
(p) is some element of the basis {e(p)αp }αp∈Ip
for all p ∈ VQ such that e(p)(x) ∈ L2(Zp, dx0p). We can construct a basis in the space
L2(Ap, µp) for all p ∈ VQ using decomposition (4.30). In such a way we can construct a
basis in L2(A, dx) using (4.29). As it was mentioned before, using Lemma 4.3 and the
basis in the infinite tensor product we obtain.
Theorem 4.5. The vectors
(4.31) eα = e
(∞)
α∞ ⊗
⊗
q≤m
e(q)αq ⊗
⊗
m<q
e(q), α ∈ Λ =
⋃
m∈VQ
Λm,
form the orthonormal basis in the space L2(A, dx), where Λ is the set of multi-indices
α = (αp)p∈VQ, such that e
(p)
αp = e
(p) for sufficiently big p depending on α (see (4.2)),
Λp = {α ∈ Λ : νa(α) = p}, p ∈ VQ, and νa(α) denote the minimal p ∈ VQ such that
e
(q)
αq = e
(q) for q > p.
Corollary 4.2. The vectors
(4.32) e˜α =
⊗
q≤m
e(q)αq ⊗
⊗
m<q
e(q), α ∈ Λ˜,
form an orthonormal basis in the space L2(A˜, dx), where Λ˜ is the set of multi-indices
α = (αp)p∈VQ\{∞} such that ψ
(p)
αp = e
(p) for sufficiently big p depending on α, i.e.,
(4.33) Λ˜ =
⋃
m∈VQ\∞
Λ˜m and Λ˜m = {α ∈ Λ˜ : νa(α) = m}, m ∈ VQ \∞.
5. Adelic wavelet bases generated by tensor product of
one-dimensional wavelet bases
To construct an adelic wavelet basis, we apply the above scheme from Subsec. 4.7
to the one-dimensional bases (3.5), (3.22), (3.25). In particular, one can use the Haar
wavelet bases (3.5), (3.23), (3.24). Let
(5.1) ψ(∞)α∞ (x∞) = ψ
(∞)
j∞a∞(x∞) = ψ
H
j∞a∞(x∞), α∞ = (j∞, a∞) ∈ I∞ := (Z,Z);
be the real Haar wavelet basis (3.5) in L2(R),
(5.2)
ψ(p)αp (xp) = ψ
(p)
kp;jpap
(xp), αp = (kp, jp, ap) ∈ I+p := (F×p ,Z+, Ip),
ψ(p)αp (xp) = ψ
(p)
ap (xp) = φ
(p)(xp − ap), αp = (0, 0, ap) ≡ ap ∈ Ip;
WAVELET ANALYSIS ON ADELES AND PSEUDO-DIFFERENTIAL OPERATORS 21
be the p-adic modified Haar wavelet basis (3.22) in L2(Qp), where Ip is defined by (3.8),
and let
(5.3)
ψ(p)αp (xp) = ψ
(p)
kp; jpap
(xp), αp = (kp, jp, ap) ∈ I+p = (F×p ,Z+, Ip),
ψ(p)αp (xp) = ψ
(p)
0 (xp) = φ
(p)(xp), αp = (0, 0, 0) = 0;
be the p-adic Haar wavelet basis (3.25) in L2(Zp), which is the restriction of the basis
(5.2) to Zp. We recall that the restrictions of some basis elements (5.2) are equal to
zero (see Remark 3.1 and Proposition 3.1). Here and in what follows, for a stabilizing
sequence we take (4.18).
Hence we have the following bases in L2(Qp) and in L
2(Zp), respectively,
(5.4) ψ(p)αp , αp ∈ Ip = I+p
⋃
Ip; ψ
(p)
αp , αp ∈ I(0)p := I+p
⋃
{0} ⊂ Ip,
where {ψ(p)αp }αp∈I(0)p is the projection of {ψ
(p)
αp }αp∈Ip on L2(Zp). Now, using Lemma 4.3,
we obtain the following orthonormal wavelet basis in the space L2(A, dx) (see (4.31)):
(5.5) Ψα = Ψ(k̂,ĵ,â)(x) = ψ
(∞)
α∞ ⊗
⊗
q≤m
ψ(q)αq ⊗
⊗
m<q
φ(q), α ∈ Λ =
⋃
m∈VQ
Λm.
and the orthonormal wavelet basis in the space L2(A˜, dx) (see (4.32))
(5.6) Ψ˜α = Ψ˜(k̂,ĵ,â)(x) =
⊗
2≤q≤m
ψ(q)αq ⊗
⊗
m<q
φ(q), α ∈ Λ˜,
with the stabilization φ = (φ(p))p∈VQ\∞. Here k̂ = (kp)p, ĵ = (jp)p, â = (ap)p (see (5.2)).
Remark 5.1. We note that in [20, Sec.4, formula (4.1)] the basis in the space L2(A, dx)
is constructed as follows
ψα,β = ψ
∞
n0
(x∞)
∏
p=2,3,...
ψαp,βp(xp),
where ψ∞n0(x∞) and ψαp,βp(xp) are orthonormal eigenfunctions (of harmonic oscillators)
in the real and p-adic cases, respectively, where ψαp,βp(xp) = Ω
(|xp|p) for almost all p .
Let us introduce the adelic set of shifts IA and dilations ZA:
IA =
{
â = (a∞, a2, . . . , ap, . . . ) : a∞ ∈ I∞ = Z, ap ∈ Ip,
(5.7) there exists n depending on â such that ap = 0 for all p > n
}
.
ZA =
{
ĵ = (j∞, j2, . . . , jp, . . . ) : j∞ ∈ Z, jp ∈ Z,
(5.8) there exists n depending on ĵ such that jp = 0 for all p > n
}
.
Set m(â) = min{p : aq = 0 for all q > p} and m(ĵ ) = min{p : jq = 0 for all q > p}.
On the space L2(A) we define the operators of shifts Tâ, â ∈ ZA, and multi-dilation
M ĵ , ĵ ∈ ZA which are defined as the infinite tensor product of one-dimensional operators
(4.21):
(5.9) M ĵ =M−j∞∞ ⊗
⊗
2≤q≤m
M jqq ⊗
⊗
q>m
Idq,
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where m = m(ĵ ) and Idq is the identity operator on L
2(Qq). We suppose that the
operators M j∞ and M
j
p in the spaces L
2(Q∞) and L
2(Qp) (on the functions f
(∞) ∈
L2(Q∞) and f
(p) ∈ L2(Qp)) act as follows
(M j∞f
(∞))(x∞) = 2
−j/2f (∞)(2−jx∞), (M
j
pf
(p))(x) = p−j/2f (p)(pjxp).
Let f(x) = ⊗q∈VQfq(xq) ∈ L2(A), where f (∞) ∈ L2(Q∞), f (q) ∈ L2(Qq), q ≥ 2, and
f (q) = φ(q) for almost all q > m. Then
(5.10)
(
Tâf
)
(x)
def
= f(x− â) = f∞(x∞ − a∞)⊗
⊗
2≤q
fq(xq − aq),
(
M ĵf
)
(x)
def
= 2−j∞/2f (∞)(2−j∞x∞)⊗
(5.11) ⊗
( ⊗
2≤q≤m
q−jq/2f (q)(qjqxq)
)
⊗
(⊗
m<q
f (q)(xq)
)
,
(
M ĵTâf
)
(x)
def
= 2−j∞/2f (∞)(2−j∞x∞ − a∞)⊗
(5.12) ⊗
( ⊗
2≤q≤m
q−jq/2f (q)(qjqxq − aq)
)
⊗
(⊗
m<q
f (q)(xq)
)
.
In the latter relation, we assume that m = m(ĵ ) = m(â ).
Now one can obtain the adelic wavelet basis functions Ψα given in (5.5) by all adelic
shifts and dilations of wavelet functions
(5.13) Ψ(k̂,0,0) := ψ
(∞)
(0,0)(x∞)⊗
⊗
q≤m
ψ
(q)
(kq , 0 0)
(xq)⊗
⊗
m<q
φ(q)(xq).
Namely,
Ψα(x) =: Ψ(k̂,ĵ,â)(x) =
(
M ĵTâΨ(k̂,0,0)
)
(x),
where k̂ = (0, k2, . . . , km, 0, 0, . . . ), kq ∈ F×q ; â = (a∞, a2, . . . , am, 0, 0, . . . ), a∞ ∈ Z,
aq ∈ Iq; ĵ = (j∞, j2, . . . , jm, 0, 0, . . . ), j∞ ∈ Z, jq ∈ Z+; m ∈ VQ \∞. We stress that here
m(â) = m(ĵ) = m(k̂) = m.
The wavelet systems (5.5) described above is of considerable interest and can be
useful in various situations. Nevertheless, they do not possess all the advantages of
one-dimensional wavelet bases, in particular, the localization property, which is of great
value for applications. In the one-dimensional case, the real Haar basis functions with
large indices j∞ ∈ Z and the p-adic Haar basis functions with large indices jp ∈ Z+, p =
2, 3, . . . , have small supports. Thus the support of the multidimensional basis function
may be large along one or several directions and small along some other directions. To
avoid these drawbacks, we shall use a different approach. Its main idea is using the
tensor product of the MRAs generating these bases instead of the tensor product of
available wavelet bases.
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6. Separable adelic MRA generated by tensor product of
one-dimensional MRAs
Using the idea of constructing separable multidimensional MRA by means of the ten-
sor product of one-dimensional MRAs (suggested by Y. Meyer [50] and S. Mallat [46], [47]
(see, e.g., [53, §2.1]), we construct wavelet bases for the space L2(A, dx).
We start with some general facts. Let we have a collection of closed subspaces V
(k)
j ,
j ∈ Z, in a Hilbert space Hk, k = 1, 2, . . . , m, having the properties (a), (b) and (c) of
the Definition 3.1: (a) V
(k)
j ⊂ V (k)j+1 for all j ∈ Z, k = 1, 2, . . . , m; (b) Hk =
⋃
j∈Z V
(k)
j ,
(c)
⋂
j∈Z
V
(k)
j = {0}. We use the following notations for the finite tensor product:
(6.1) H [m] =
m⊗
k=1
Hk, V
(k)
j+1 = V
(k)
j ⊕W (k)j , j ∈ Z, k = 1, 2, . . . , m,
V
[m]
j+1 =
m⊗
k=1
V
(k)
j+1 =
m⊗
k=1
(V
(k)
j ⊕W (k)j ) = V [m]j ⊕W [m]j ,
where
V
[m]
j =
m⊗
k=1
V
(k)
j , W
[m]
j =
⊕
(i1,i2,...,im;j)∈{1,2}m\{1,1,...,1}
W(i1,i2,...,im;j),
(6.2) W(i1,i2,...,im;j) = Z
(1)
i1,j
⊗ Z(2)i2,j ⊗ · · · ⊗ Z(m)im,j,
and
(6.3) Z
(k)
1,j = V
(k)
j , Z
(k)
2,j = W
(k)
j , k = 1, 2, . . . , m.
For the infinite tensor product we keep the similar notations:
H = He =
⊗
e,n∈N
Hn, H
[m] = ⊗mk=1Hk
⊗
e(m+1) ⊗ e(m+2) ⊗ · · · , m ∈ N.
V
[m]
j+1 =
m⊗
k=1
V
(k)
j+1 ⊗ e(m+1) ⊗ e(m+2) ⊗ · · ·
=
m⊗
k=1
(V
(k)
j ⊕W (k)j )⊗ e(m+1) ⊗ e(m+2) ⊗ · · · = V [m]j ⊕W [m]j ,
where
(6.4) V
[m]
j =
m⊗
k=1
V
(k)
j ⊗ e(m+1) ⊗ e(m+2) ⊗ · · · ,
W
[m]
j =
⊕
(i1,i2,...,im)∈{1,2}m\{1,1,...,1}
W(i1,i2,...,im;j)
(6.5) W(i1,i2,...,im;j) = Z
(1)
i1,j
⊗ Z(2)i2,j ⊗ · · · ⊗ Z(m)im,j ⊗ e(m+1) ⊗ e(m+2) ⊗ · · · .
Define the space Vj as an appropriate limit of the spaces V
[m]
j
(6.6) Vj = span(V
[m]
j : m ∈ N).
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Theorem 6.1. Let subspaces {V (n)j }j∈Z of the space Hn, n ∈ N satisfy the following
properties:
(a) V
(n)
j ⊂ V (n)j+1 for all j ∈ Z and n ∈ N;
(b)
⋃
j∈Z V
(n)
j is dense in Hn;
(c)
⋂
j∈Z V
(n)
j = {0} in Hn.
Then the subspaces Vj , j ∈ Z of the space He = ⊗e,n∈NHn defined by (6.6) satisfy the
following properties:
(aH) Vj ⊂ Vj+1 for all j ∈ Z;
(bH)
⋃
j∈Z Vj is dense in He = ⊗e,n∈NHn;
(cH)
⋂
j∈Z Vj = {0}.
Proof. (aH) Since V
(n)
j ⊂ V (n)j+1 for all n ∈ N, we conclude that V [m]j ⊂ V [m]j+1, m ∈ N (see
(6.4)), hence Vj = span(V
[m]
j : m ∈ N) ⊂ span(V [m]j+1 : m ∈ N) = Vj+1.
(bH) It is clear that for any fixed m ∈ N the space ⋃j∈Z V [m]j is dense in the space
H [m] =
m⊗
k=1
Hk ⊗ e(m+1) ⊗ e(m+2) ⊗ · · ·
hence all vectors eα, α ∈ Λm of the basis (4.14) are contained in ∪j∈ZV [m]j . To finish
the proof, we note that all elements of the basis eα, α ∈ Λ in He = ⊗e,n∈NHn are given
by (4.14), where Λ = ∪m∈NΛm.
(cH) 1. Let us suppose that for any m ∈ N, we have
(6.7) ∩j∈Z V [m]j = {0}.
2. In this case we get
(6.8) ∩j∈Z Vj = ∩j∈Zspan(V [m]j : m ∈ N) ⊂ span(∩j∈ZV [m]j : m ∈ N) = {0}.
1. To prove (6.7), we shall use (c). We set W
(n)
j = V
(n)
j+1 ⊖ V (n)j for j ∈ Z and n ∈ N.
Then we get
(6.9) Hn = ⊕k∈ZW (n)k , and V (n)j = ⊕j−1k=−∞W (n)k .
Let (e
(n)
αn )αn∈I(n)k
be an orthonormal basis in Wk, then by construction, (e
(n)
αn )αn∈I(n) is an
orthonormal basis in Hn, where I
(n) =
⋃
k∈Z I
(n)
k . Define Λ(I) (see Definition (4.2)) as
the set of multi-indices α = (αn)n∈N, αn ∈ I(n) such that e(n)αn = e(n) for sufficiently big
n depending on α, here e = (e(n))n∈N is a stabilizing sequence. Using (6.9) and (6.4),
we get
V
[m]
j =
( m⊗
k=1
V
(k)
j
)
⊗ e(m+1) ⊗ e(m+2) ⊗ · · ·
=
m⊗
k=1
( j−1⊕
n=−∞
W (k)n
)
⊗ e(m+1) ⊗ e(m+2) ⊗ · · · ,
so the basis in the space V
[m]
j can be chosen as eα, α ∈ Λm,j(I), where
eα = e
(1)
α1
⊗ e(2)α2 ⊗ · · · ⊗ e(m)αm ⊗ e(m+1) ⊗ · · · ,
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Λm,j(I) =
(
α ∈ Λ(I) : α = (αn)n∈N, (α1, . . . , αm) ∈ (
j−1⋃
k=−∞
I
(1)
k , . . . ,
j−1⋃
k=−∞
I
(m)
k )
)
.
Note that
⋂
j∈Z Λm,j(I) = limj→−∞
(⋃j−1
k=−∞ I
(1)
k , . . . ,
⋃j−1
k=−∞ I
(m)
k
)
= ∅, this imply (6.7)
(compare also with Lemma 6.1 below, where Λ1,j(I) = (−∞, j − 1] ∩ Z). Indeed, for
f ∈ V [m]j we have
f =
∑
α∈Λm,j(I)
cαeα with ‖f‖2 =
∑
α∈Λm,j(I)
|cα|2 <∞.
If f ∈ ⋂j∈Z V [m]j then
‖f‖2 = lim
j→−∞
∑
α∈Λm,j(I)
|cα|2 =
∑
α∈∅
|cα|2 = 0.
2. To prove (6.8), using (6.4) we get
V
[m]
j = ⊗mk=1V (k)j ⊗ e(m+1) ⊗ e(m+2) ⊗ · · · , m ∈ N,
V
[1]
j = V
(1)
j ⊗ e(2) ⊗ · · · ⊗ e(m) ⊗ e(m+1) ⊗ · · · ,
V
[2]
j = V
(1)
j ⊗ V (2)j ⊗ · · · ⊗ e(m) ⊗ e(m+1) ⊗ · · · ,
V
[m]
j = V
(1)
j ⊗ V (2)j ⊗ · · · ⊗ V (m)j ⊗ e(m+1) ⊗ · · · .
Denote by V
(k)
j (e) = span(e
(k), V
(k)
j ) for k − 1 ∈ N, then we get
span(V
[1]
j , V
[2]
j ) = V
(1)
j ⊗ V (2)j (e)⊗ e(3) ⊗ · · · ⊗ e(m) ⊗ e(m+1) ⊗ · · · ,
span(V
[1]
j , V
[3]
j , V
[2]
j ) = V
(1)
j ⊗ V (2)j (e)⊗ V (3)j (e)⊗ · · · ⊗ e(m) ⊗ e(m+1) ⊗ · · · ,
span(V
[k]
j , k = 2, . . . , m) = V
(1)
j ⊗ V (2)j (e)⊗ V (3)j (e)⊗ · · · ⊗ V (m)j (e)⊗ e(m+1) ⊗ · · · .
Since V
(n)
j (e) = span(e
(n), V
(n)
j ) ⊂ V (n)0 for j ≤ 0, we conclude that
Vj = span(V
[k]
j : k ∈ N) = V (1)j ⊗
⊗
e,n≥2
V
(n)
j (e) = V
(1)
j ⊗
⊗
e,n≥2
V
(n)
j (e) ⊂ V (1)j
⊗
e,n≥2
V
(n)
0 .
So ⋂
j∈Z
Vj =
⋂
j∈Z
span(V
[k]
j : k ∈ N) ⊂
⊂
⋂
j∈Z
(
V
(1)
j ⊗
⊗
e,n≥2
V
(n)
0
)
=
⋂
j∈Z
(
V
(1)
j
)⊗ ⊗
e,n≥2
V
(n)
0 = {0}.

Remark 6.1. We can give another definition of the spaces Vj, j ∈ Z, namely, for fixed
n ∈ N denote by Vj(n), j ∈ Z the following family of spaces
(6.10) Vj(n) = span(V
[m]
j : m ∈ N, m ≥ n).
For this system of spaces, an analog of Theorem 6.1 holds. Moreover, in the proof of
(cH) we have the following formula (see the end of the proof of the Theorem 6.1):⋂
j∈Z
Vj(n) ⊂
⋂
j∈Z
( n⊗
k=1
V
(k)
j
)
⊗
⊗
e,k>n
V
(k)
0 = {0}.
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We would like to present the following elementary lemma.
Lemma 6.1. Let we have the decomposition of the Hilbert space H = ⊕k∈ZWk and let
(eα)α∈Ik be an orthonormal basis in the space Wk. Set Vj := ⊕j−1k=−∞Wk, then
⋂
j∈Z Vj =
{0}.
Proof. By construction, (eα)α∈J is an orthonormal basis in H , where J =
⋃
k∈Z Jk. We
have for any f ∈ H
(6.11) f =
∑
α∈J
cαeα =
∑
k∈Z
(∑
α∈Jk
cαeα
)
and ‖f‖2 =
∑
k∈Z
(∑
α∈Jk
c2α
)
<∞.
If f ∈ Vn = ⊕n−1k=−∞Wk for all n ∈ Z, using (6.11), we conclude that
‖f‖2 = lim
n→−∞
n−1∑
k=−∞
(∑
α∈Jk
|cα|2
)
= 0.

Let {V (ν)j }j∈Z be one-dimensional MRA (see Definitions 3.1, 3.2), and let φ(ν) be its
refinable function, ν ∈ VQ. We introduce the spaces (see (6.4))
(6.12) V
[m]
j =
⊗
ν∈{∞,2,3,...,m}
V
(ν)
j ⊗ φ(m+) ⊗ · · · ⊂ L2(A, dx), m ∈ VQ, j ∈ Z.
Now we introduce in L2(A, dx) the delation operator M j , which is defined by its
projection M j(m) on any subspace V
[m]
j (for details, see Remark 4.1):
(6.13) M j(m) = M
−j
∞ ⊗
⊗
2≤q≤m
M jq ⊗
⊗
q>m
Idq, m ∈ VQ \∞,
where Idq is the identity operator in L
2(Qq). For f ∈ L2(A) we define M j(m)f and
(M−j(m)Tâ)f similarly to (5.11) and (5.12), respectively, where IA is given by (5.7). As
before, we assume that m = m(â ).
Theorem 6.2. Let {V (ν)j }j∈Z be the one-dimensional MRA (see Definitions 3.1, 3.2),
and let φ(ν) be its refinable function, ν ∈ VQ. Let
(6.14) Φ(x) = φ(∞)(x∞)⊗ φ(2)(x2)⊗ · · · ⊗ φ(p)(xp)⊗ · · · , x ∈ A,
and
Vj = span(V
[m]
j : m ∈ VQ)
(6.15) = span{(M−j(m)TâΦ)(·) : â ∈ IA, m(â) = m ∈ VQ}, j ∈ Z.
Then
(6.16) Vj =
⊗
e;ν∈VQ
V
(ν)
j ⊂ L2(A, dx), j ∈ Z+,
(where e = (φ(ν))ν∈VQ\∞ is the stabilization sequence (4.18) and the subspaces (6.15)
satisfy the following properties:
(a) Vj ⊂ Vj+1 for all j ∈ Z;
(b) ∪j∈ZVj is dense in L2(A, dx);
(c) ∩j∈ZVj = {0};
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(d) f(·) ∈ V [m]j ⇐⇒
(
M−1(m)f
)
(·) ∈ V [m]j+1 for all j ∈ Z, for any m ∈ VQ;
(e) the function Φ ∈ V0 is such that the system {Φ(x− â) : â ∈ IA} is an orthonormal
basis for V0.
Proof. 1. For each ν ∈ VQ, the system of functions {φ(ν)(· − aν)}aν∈Iν is an orthonormal
basis of the space V
(ν)
0 (see axioms (e) in Definitions 3.1, 3.2). Using the construction of
Sec. 4 and taking into account that any shift â = (a∞, a2, . . . , ap, . . . ) ∈ IA is finite and
φ(ν) ∈ V (ν)0 ⊂ L2(Qν , dxν) is a stabilization sequence (4.18) in L2(A, dx), we conclude
that the system {Φ(x− â) : â ∈ IA} is an orthonormal basis in V0 and
V0 =
⊗
e; ν∈VQ
V
(ν)
0 ⊂ L2(A, dx).
Using definition (5.12) we get for m(â) = m.(
M−j(m)TâΦ
)
(x) = 2j/2φ(∞)(2jx∞ − a∞)⊗
(6.17) ⊗
( m⊗
ν=2
νj/2φ(ν)(ν−jxν − aν)
)
⊗ φ(m+)(xm+)⊗ · · · ∈ V [m]j ⊂ Vj
for any â ∈ IA, m ∈ VQ.
Since {νj/2φ(ν)(ν−jxν − aν) : aν ∈ Iν} is the basis in V (ν)j and φ(ν) ∈ V (ν)0 ⊂ V (ν)j for
j ∈ N, using (6.15) and (6.17), we conclude that
Vj =
⊗
e; ν∈VQ
V
(ν)
j ⊂ L2(A, dx), j ∈ N.
Taking into account axioms (d) in Definitions 3.1, 3.2, one can see that Definitions
(6.15), (6.13) imply that f ∈ V [m]0 if and only if M−j(m)f( ·) ∈ V [m]j , j ∈ N, m ∈ VQ.
Thus representation (6.16) and properties (e) and (d) hold.
2. Due to [12, Ch. I, §2.2, Theorem 2.2], we immediately obtain that property (a)
holds for j ∈ N. For any j ∈ Z the property (a) holds by Theorem 6.1. Here we
give an independent proof. According to (6.15), V0 = span{Φ
(
x− â) : â ∈ IA}, where
Φ
(
x − â) = φ(∞)(x∞ − a∞) ⊗ φ(2)(x2 − a2) ⊗ · · · ⊗ φ(p)(xp − ap) ⊗ φ(p+)(xp+) ⊗ · · · .
Applying the refinement equation (3.13) to any factor of the above product and taking
into account that the numbers aν
ν
, aν
ν
+ r
ν
∈ Iν for all aν ∈ Iν and r = 1, 2, . . . , ν − 1,
ν = 2, 3, . . . , we conclude that V0 ⊂ V1. By Definition (6.15) of the spaces Vj and
property (d), this yields property (a).
3. The property (b) holds by Theorem 6.1. Here we give an independent proof. It is
clear that any element g ∈ L2(A, dx) can be approximated by a finite linear combination
of the basis elements Ψα(x) = Ψ(k̂;ĵ â)(x) of L
2(A, dx) given by (5.5). At the same time
any element Ψα(x) = Ψ(k̂;ĵ â)(x) is a finite product of the one-dimensional basis elements
(5.1)–(5.4):
ψ(∞)α∞ (x∞) = ψ
(∞)
j∞a∞
(x∞) ∈ L2(Q∞), α∞ ∈ (Z,Z),
ψ(q)αq (xq) = ψ
(q)
(kq ;jqaq)
(xq) ∈ L2(Qq), αp ∈ Ip = (F×p ,Z+, Ip)
⋃
Ip,
ψ(q)αq (xq) = ψ
(q)
(kq ;jqaq)
(xq) ∈ L2(Zq), αp ∈ I(0)p = (F×p ,Z+, Ip)
⋃
{0}.
In turn, it follows from the completeness property for each MRA {V (ν)j }j∈Z (see axioms
(b) in Definitions 3.1, 3.2) that any element f∞ ∈ L2(Q∞) and fν ∈ L2(Qν) can be
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approximated by a finite linear combination of the functions 2j/2φ(∞)(2j · −a∞), a∞ ∈
I∞, and ν
j/2φ(ν)(ν−j · −aν), aν ∈ Iν , respectively, for sufficiently large j (j ∈ Z+),
ν ∈ {2, 3, . . . , p}. Hence any basis element Ψα(x) = Ψ(k̂;ĵ â)(x) ∈ L2(A, dx) can be
approximated by an element of the space Vj for some sufficiently large j (j ∈ Z+). This
implies that the element g can be also approximated by an element of the space Vj for
some j, i.e., the collection of all the spaces Vj, j ∈ Z, is dense in L2(A, dx).
4. The property (c) holds by Theorem 6.1. Here we give an independent proof. Let
us prove that the intersection of all Vj does not contain a nonzero element. Assume
that there exists an element g ∈ L2(A, dx) such that g ∈ Vj for all j ∈ Z and ‖g‖ 6= 0.
According to Sec. 5, the wavelet functions Ψα = Ψ(k̂;ĵ â) ∈ L2(A, dx) given by (5.5) form
an orthonormal basis in L2(A, dx), then g can be represented as g =
∑
α∈Λ cαΨα ∈ Vj for
all j ∈ Z, where the coefficients cα are independent of j. Here α = (αp)p∈VQ = (k̂; ĵ â),
α∞ ∈ (Z,Z), αp ∈ Ip = (F×p ,Z+, Ip)
⋃
Ip, p = 2, 3, . . . .
Consider a basis element Ψα = Ψ(k̂;ĵ â), ĵ = (j∞, j2, . . . , jm, 0, 0, . . . ). Let us take the
index jα = min(0, j∞, j2, j3, . . . , jm). For any wavelet function given by the first formula
in (5.2), we have ψ
(p)
αp = ψ
(p)
kp;jpap
⊥ V (p)0 , jp ∈ Z+, and V (p)j ⊂ V (p)0 , p = 2, 3, . . . . In
view of (3.1), (3.2) we have ψ
(∞)
α∞ = ψ
(∞)
j∞
⊥ V (∞)j for j < j∞. Consequently, the basis
element Ψα = Ψ(k̂;ĵ â) ⊥ Vj , j < jα, i.e., g ⊥ Ψα. In such a way we prove that g ⊥ Ψα
for all indices α ∈ Λ. The fact that the system {Ψα : α ∈ Λ} is an orthonormal basis in
L2(A, dx) contradicts the assumption ‖g‖ 6= 0. 
The collection of the spaces Vj, j ∈ Z+, satisfying conditions (a)–(e) of Theorem 6.2
will be called the adelic separable MRA in the space L2(A). The function (6.14) is a
refinable function of this MRA.
Next, following the standard finite-dimensional scheme (see [18, Ch. 10.1], [53, §2.1]),
we define the wavelet space Wj as the orthogonal complement of Vj in Vj+1:
(6.18) Wj = Vj+1 ⊖ Vj, j ∈ Z+.
It follows from properties (a) and (b) of Theorem 6.2 that (cf. (3.2) and (3.11))
L2(A) = V0 ⊕
⊕
j∈Z+
Wj.
Let us present some evident formulas in ⊗nk=1Hk. Namely, we have
(6.19) (a11 ⊕ a12)⊗ · · · ⊗ (an1 ⊕ an2) =
⊕
(i1,...,in)∈{1,2}n
a1i1 ⊗ · · · ⊗ anin ,
and similarly,
(6.20) (⊕mk=1a1k)⊗ · · · ⊗ (⊕mk=1ank) =
⊕
(i1,...,in)∈{1,...,m}n
a1,i1 ⊗ · · · ⊗ an,in,
Since according to (3.1), (3.2), (3.9)–(3.11), we have V
(ν)
j+1 = V
(ν)
j ⊕ W (ν)j , setting
Z
(ν)
1,j = V
(ν)
j and Z
(ν)
2,j = W
(ν)
j , using (6.19), (6.20), and taking into account (6.17), we
obtain
Vj+1 =
⊗
ν∈VQ
V
(ν)
j+1 =
⊗
ν∈VQ
(
V
(ν)
j ⊕W (ν)j
)
= Vj ⊕
(⊕
p∈VQ
⊕
(i∞,i2,...,ip)∈{1,2}♯(p)+1\{1,1,...,1}
W(i∞,i2,...,ip),j
)
, j ∈ Z+,
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where we set ♯(p) = ♯{2, 3, . . . , p} (♯(A) is the number of elements of the set A), and
(6.21) W
[p]
îp,j
= W
[p]
(i∞,i2,...,ip),j
= Z
(∞)
i∞,j ⊗ Z(2)i2,j ⊗ · · · ⊗ Z(p)ip,j ⊗ φ(p+) ⊗ · · · ,
îp = (i∞, i2, . . . , ip) ∈ {1, 2}♯(p)+1 \ {1, 1, . . . , 1}. Thus the space Wj given by (6.18) is a
direct sum of infinite number of subspaces (6.21).
Thus we have
(6.22) L2(A) = V0 ⊕
⊕
j∈Z+
Wj =
⊕
j∈Z+
(⊕
p∈VQ
⊕
îp∈{1,2}♯(p)+1\{1,1,...,1}
W
[p]
îp,j
)
.
It is clear that an orthonormal basis for the space
W0 =
⊕
p∈VQ
⊕
îp=(i∞,i2,...,ip)∈{1,2}♯(p)+1\{1,1,...,1}
W
[p]
(i∞,i2,...,ip),0
where
W
[p]
îp,0
= W
[p]
(i∞,i2,...,ip),0
= Z
(∞)
i∞,0 ⊗ Z(2)i2,0 ⊗ · · · ⊗ Z(p)ip,0 ⊗ φ(p+) ⊗ · · · ,
is formed by the shifts (with respect to â ∈ IA) of the functions
(6.23) Ψk̂,̂ip := Ψk̂,(i∞,i2,...,ip) = ϑ
(∞)
i∞ ⊗ ϑ(2)i2 ⊗ · · · ⊗ ϑ(p)ip ⊗ φ(p+) ⊗ · · · ,
where all factors in this product starting from a certain prime p constitute a stabilization
sequence (φ(ν))ν>p; ϑ
(∞)
1 = ψ
H , ϑ
(∞)
2 = φ
H (see (3.5), (3.4)); ϑ
(ν)
1 = ψ
(ν)
kν
, kν ∈ F×ν ,
ϑ
(ν)
2 = φ
(ν), (see (3.22), (3.25) or (3.23), (3.24)), ν = 2, 3, . . . , p; p = 2, 3, . . . ; îp =
(i∞, i2, . . . , ip) ∈ {1, 2}♯(p)+1 \ {1, 1, . . . , 1}.
According to (6.22), an orthonormal Haar wavelet basis in L2(A) is formed by all
shifts â ∈ IA of the refinable function (6.14)
φ(∞)(x∞)φ
(2)(x2) · · ·φ(p−)(xp−)φ(p)(xp)φ(p+)(xp+) · · · ,
and all shifts â ∈ IA and dilations j ∈ Z+ of wavelet functions (6.23):
(6.24)
ψ(∞)(x∞)ψ
(2)
k2
(x2) · · ·ψ(p−)kp
−
(xp−)ψ
(p)
kp
(xp)φ
(p+)(xp+) · · · ,
ψ(∞)(x∞)ψ
(2)
k2
(x2) · · ·ψ(p−)kp
−
(xp−)φ
(p)(xp)φ
(p+,0)
kp+
(xp+) · · · ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φ(∞)(x∞)ψ
(2)
k2
(x2) · · ·ψ(p−)kp
−
(xp−)ψ
(p)
kp
(xp)ψ
(p+,0)
kp+
(xp+) · · · ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ψ(∞)(x∞)φ
(2)(x2) · · ·φ(p−)(xp−)φ(p)(xp)φ(p+)(xp+) · · · ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φ(∞)(x∞)φ
(2)(x2) · · ·φ(p−)(xp−)ψ(p)kp (xp)φ(p+)(xp+) · · · ,
where p = 2, 3, . . . ; the real Haar wavelet function ψ(∞)(x∞) and refinable function
φ(∞)(x∞) = Ω(x∞) are given by (3.6) and (3.4), x∞ ∈ Q∞; the r-adic Haar wavelet
functions ψ
(r)
kr
(xr), kr ∈ F×, are given by formulas (3.15)–(3.17), the refinable function
φ(r)(xr) = Ω
(|xr|r), xr ∈ Qr; r = 2, 3, . . . .
Thus, this wavelet basis has the form
(6.25) TâΦ, Ψk̂,̂ip;j â := (2 · 2 · 3 · · ·p)j/2
(
M−j(p)Tâ
)
Ψk̂,̂ip,
where îp = (i∞, i2, . . . , ip) ∈ {1, 2}♯(p)+1 \ {1, 1, . . . , 1}, k̂ = (k2, . . . , kp), ks ∈ F×s , s =
2, 3, . . . , p; j ∈ Z+; â = (a∞, a2, . . . , ap) ∈ IA, p ∈ VQ. We stress that here p(â) = p(j) =
p(k̂) = p.
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Due to Theorem 3.1 and [1], by formula (6.25) all Haar bases generated by adelic
Haar MRA are described.
Corollary 6.1. Let (see (6.23))
(6.26) Ψ˜k̂,̂i′p(x
′) := Ψ˜k̂,(i2,...,im) = ϑ
(2)
i2
⊗ · · · ⊗ ϑ(m)im ⊗ φ(m+) ⊗ · · · .
The vectors (see (6.25))
(6.27) Tâ′Φ, Ψ˜k̂,̂i′p;j â′ := (2 · 3 · · ·p)
j/2
(
M−j(p)Tâ
)
Ψk̂,̂i′,
form the orthonormal basis in the space L2(A˜), where î′p = (i2, . . . , ip) ∈ {1, 2}♯(p−1)+1 \
{1, . . . , 1}, k̂ = (k2, . . . , kp), ks ∈ F×s , s = 2, 3, . . . , m; j ∈ Z+; â′ = (a2, . . . , ap) ∈ IA,
p ∈ VQ \∞. We stress that here p(â′) = p(j) = p(k̂′) = p.
7. Lizorkin spaces on adeles
7.1. Real and p-adic Lizorkin spaces. Recall some facts from [43]– [45], [54, 2.], [55,
§25.1]. Consider the following space
Ψ(R) = {ψ(ξ) ∈ S(R) : ψ(j)(0) = 0, j = 0, 1, 2, . . .}, .
where S(R) is the real Schwartz space of tempered test functions. The space of functions
Φ(R) = {φ : φ = F [ψ], ψ ∈ Ψ(R)}.
is called the real Lizorkin space of test functions. The Lizorkin space can be equipped
with the topology of the space S(R), which makes Φ a complete space [54, 2.2.], [55,
§25.1.]. Since the Fourier transform is a linear isomorphism S(R) onto S(R), this space
admits the following characterization: φ ∈ Φ(R) if and only if φ ∈ S(R) is orthogonal
to polynomials, i.e.,
(7.1)
∫
R
xnφ(x) dx = 0, n = 0, 1, 2, . . . .
The space Φ′(R) is called the real Lizorkin space of distributions .
According to [4], [3, Ch. 7] the p-adic Lizorkin space of test functions is defined as
Φ(Qp) = {φ : φ = F [ψ], ψ ∈ Ψ(Qp)}, where Ψ(Qp) = {ψ(ξ) ∈ D(Qp) : ψ(0) = 0}. The
space Φ(Qp) equipped with the topology of the space D(Qp) is a complete space.
Lemma 7.1. ( [4]) We have (a) φ ∈ Φ(Qp) iff φ ∈ D(Qp) and
(7.2)
∫
Qp
φ(x) dx = 0;
(b) φ ∈ DlN(Qp) ∩ Φ(Qp) iff ψ = F−1[φ] ∈ D−N−l (Qp) ∩Ψ(Qp).
The topological dual of the space Φ(Qp) is the space of p-adic Lizorkin distributions
Φ′(Qp). The space Φ
′(Qp) can be obtained from D′(Qp) by “sifting out” constants
(see [4]).
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7.2. Adelic Lizorkin spaces. Consider the subspace Ψ(A) of the space of test func-
tions S(A) (see Subsec. 2.3) consisting of finite linear combinations of elementary func-
tions (2.14) η(ξ) =
∏
p∈VQ
ηp(ξp) (where VQ is defined by (2.2)) with properties (i)− (iii)
of Definition 2.3, where ηp(ξp) = Ω(|ξp|p) for all p > P ) and such that
(iv)
ds
dξs∞
η(ξ∞, ξ2, ξ3, . . . , ξr−, ξr, ξr+, . . . , ξP , ξP+, . . . )
∣∣∣
ξr=0
= 0, s = 0, 1, 2, . . . ,
for all r ∈ {∞, 2, 3, . . . , P}, where P = P (η) is the parameter of finiteness of an elemen-
tary function η.
Let Ψ(A˜) be the space of test functions S(A˜) connected with the non-Archimedean
part of adeles A˜ (see Subsec. 2.3) consisting of finite linear combinations of elemen-
tary functions η(ξ′) =
∏
p∈VQ\∞
ηp(ξp) with properties (i)− (iii) of Definition 2.3 (here
ηp(ξp) = Ω(|ξp|p) for all p > P ) and such that
(iv∗) η(ξ2, ξ3, . . . , ξr−, ξr, ξr+, . . . , ξP , ξP+, . . . )
∣∣
ξr=0
= 0, r ∈ {2, 3, . . . , P},
where P = P (η) is the parameter of finiteness of an elementary function η.
Definition 7.1. The spaces
Φ(A) =
{
ζ : ζ = F [η], η ∈ Ψ(A)} and Φ(A˜) = {ζ : ζ = F [η], η ∈ Ψ(A˜)}
are called the adelic Lizorkin spaces of test functions.
Φ(A) can be equipped with the topology of the space S(A) (see (2.15)). Since the
Fourier transform is a linear isomorphism S(A) onto S(A) (see [24, Ch. III,§2.2]), we
have Φ(A) ⊂ S(A).
The Lizorkin spaces Φ(A) and Φ(A˜) admit the following characterizations.
Lemma 7.2. (1) Any elementary function
ζ(x) = ζ∞(x∞)
∏
p∈VQ\∞
ζp(xp) ∈ Φ(A)
(here ζp(xp) = Ω(|x|p) for all p > P ) if and only if ζ ∈ S(A) and
(7.3)
∫
Qr
xsrζ(x∞, x2, x3, . . . , xr−, xr, xr+ , . . . , xP , xP+, . . . ) dxr = 0,
where if r =∞, then s = 0, 1, 2, . . . , and if r = 2, 3, . . . , P , then s = 0.
(2) Any elementary function
ζ˜(x′) =
∏
p∈VQ\∞
ζp(xp) ∈ Φ(A˜)
if and only if ζ˜ ∈ S(A˜) and
(7.4)
∫
Qr
ζ˜(x2, x3, . . . , xr−, xr, xr+ , . . . , xP , xP+ , . . . ) dxr = 0, r = 2, 3, . . . , P.
Remark 7.1. In view of condition (iii), similarly to (2.15), the spaces Φ(A) and Φ(A˜)
admit a representation in the form
(7.5) Φ(A) = lim
m∈VQ\∞
ind Φ[m](A), Φ(A˜) = lim
m∈VQ\∞
indΦ[m](A˜),
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where Φ[m](A) ⊂ Φ(A) and Φ[m](A˜) ⊂ Φ(A˜) are subspaces of the corresponding test
functions with the parameter of finiteness m, m ∈ VQ. The representation (7.5) equip
the spaces Φ(A) and Φ(A˜) with the inductive limit topology.
The spaces Φ′(A) and Φ′(A˜) are called the adelic Lizorkin spaces of distributions.
We define the Fourier transform of distributions f ∈ Φ′(A) and g ∈ Ψ′(A) by the
relations
(7.6)
〈F [f ], η〉 = 〈f, F [η]〉, ∀ η ∈ Ψ(A),
〈F [g], ζ〉 = 〈g, F [ζ ]〉, ∀ ζ ∈ Φ(A).
By definition, F [Φ(A)] = Ψ(A), F [Ψ(A)] = Φ(A), i.e., (7.6) give well defined objects.
Moreover, we have F [Φ′(A)] = Ψ′(A), F [Ψ′(A)] = Φ′(A).
7.3. Adelic Lizorkin spaces and wavelets. It is well known that p-adic Haar wavelet
functions (3.20) from L2(Qp) satisfy the condition (see [3, Ch. 8])
(7.7)
∫
Qp
ψk;ja(x) dx = 0, k ∈ F×p , j ∈ Z, a ∈ Ip,
where ψk;ja(x) = p
j/2ψk(p
−jx − a) and wavelet functions ψk, k ∈ F×p , are given by
Theorem 3.1.
In view of the formula (see [3, Ch. 8] or [39])(
Ω(|x|p), ψk;ja(x)
)
=
{
pj/2, a = 0, j ≤ −1,
0, otherwise,
p-adic Haar wavelet functions (3.24) from L2(Zp) satisfy the following condition:
(7.8)
∫
Zp
ψ˜
(0)
k;ja(x) dx =
(
Ω(|x|p), ψk;ja(x)
)
= 0, k ∈ F×p , j ∈ Z+, a ∈ Ijp ,
where Ijp is defined in Proposition 3.1. It is easy to see that for the p-adic Haar wavelet
functions (3.25) from L2(Zp) we also have
(7.9)
∫
Zp
ψ˜k;ja(x) dx = 0, k ∈ F×p , j ∈ Z+, a ∈ I(j)p ,
where I
(j)
p is described in Remark 3.1.
Thus, taking into account relations (7.7)–(7.9),
∫
Qp
φ(x) dx = 1, and Lemma 7.2, we
conclude that the adelic wavelet functions (5.5) and (6.25) belong to the Lizorkin space
Φ(A˜) only if products (5.6) and (6.27) do not contain the functions φ(p)(xp − ap) as
factors for p ≤ m.
8. Characterization of the adelic Lizorkin spaces in terms of wavelets
To construct adelic wavelet bases in L2(A), we used the real Haar basis (3.5) in L2(R),
for which we have
∫
R
ψHjn(t) dt = 0. Since
∫
R
tnψHjn(t) dt = 0 does not hold for n ∈ N, it
is clear that ψHjn /∈ Φ(R). Therefore, in contrast to the p-adic case (see [3, 8.14]), the
characterization of the adelic Lizorkin spaces in terms of wavelets is possible only for
the space Φ(A˜).
For simplicity here and in what follows we will suppose that the adelic wavelets (5.6)
are constructed by using the one-dimensional wavelet basis (3.23) and its restriction
(3.24) to Zp.
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Lemma 8.1. Any test function ζ˜ ∈ Φ(A˜) can be represented in the form of a finite sum
(8.1) ζ˜(x′) =
∑
α∈Λ˜
cαΨ˜α(x
′), x′ = (x2, x3, . . . ) ∈ A˜,
where Λ˜ is the set of indices (4.33); cα are constants; Ψ˜α(x
′) are wavelet functions (5.6)
Ψ˜α = Ψ˜(k̂;ĵ â) =
⊗
2≤q≤m
ψ(q)αq ⊗
⊗
m<q
φ(q), α ∈ Λ˜,
which do not contain the factors ψ
(q)
αq (xq) = φ
(q)(xq − aq), ap ∈ Ip, (see (5.2), (5.3)) for
q ≤ m.
Proof. By definition of the space Φ(A˜) (see Subsec. 7.2), it is sufficient to prove this
lemma for the case of an elementary function ζ˜(x′) =
∏
p∈VQ\∞
ζp(xp), where ζp(xp) =
φ(p)(xp) = Ω(|xp|p) for all p > P , and P = P (ζ˜) is the parameter of finiteness of an
elementary function ζ˜. It is clear that ζ˜ ∈ L2(A˜). Then (8.1) holds. We will prove that
only the finite number of cα 6= 0.
According to Subsec. 7.3, Ψ˜α(x
′) ∈ Φ(A˜) only if the product (5.6) does not contain
functions φ(p)(xp − ap) as factors for p ≤ m. Now we need to calculate the coefficients
(8.2) cα = c(k̂;ĵ â) =
(
ζ˜(x′), Ψ˜α(x
′)
)
=
∏
p∈VQ\∞
(
ζq(xq), ψ
(q)
αq (xq)
)
,
where one-dimensional wavelet functions ψ
(q)
αq = ψ
(q)
kq;jqaq
(xq), αq = (kq, jq, aq) ∈ I+p =
(F×q ,Z+, Iq), are given by (3.23), (3.24), (5.2), (5.3), and among them there are no
wavelet functions φ(q)(xq − aq).
1. Suppose that m > P . Then we have
cα = c(k̂;ĵ â) =
(
ζ˜(x′), Ψ˜α(x
′)
)
=
∏
2≤q≤P
(
ζq(xq), ψ
(q)
αq (xq)
)×
×
∏
P<q≤m
(
φ(q)(xq), ψ
(q)
αq (xq)
) ∏
m<q
(
φ(q)(xq), φ
(q)(xq)
)
.
According to (7.7) and (7.8), (7.9), we have∫
Zq
ψ(q)αq (xq) dxq = 0, for P < q ≤ m,
i.e., cα = 0.
2. Let m < P . Consider the part of product (8.2)∏
m<q≤P
(
ζq(xq), φ
(q)(xq)
)
=
∏
m<q≤P
(
ζ0q (xq), φ
(q)(xq)
)
,
where ζ0q (xq) := ζq(xq)
∣∣
Zq
∈ Φ(Zq) and Φ(Zq) is the Lizorkin space of test functions with
support in Zq (see Sec. 7.1). Using the Parseval-Steklov theorem, we obtain∏
m<q≤P
(
ζq(xq), φ
(q)(xq)
)
=
∏
m<q≤P
(
F [ζ0q ](ξq), F [φ
(q)(xq)](ξq)
)
.
It is clear that ζ0q (xq) ∈ Φ(Zq) belongs to one of the spaces DlqNq(Zq), lq ≤ Nq ≤ 0, and sat-
isfies condition (7.2). Then in view of (2.7) and Lemma 7.1, F [ζ0q ] ∈ Ψ(Qq)∩D−Nq−lq (Zq),
and supp F [ζ0q ] ⊂ B−lq \B−Nq , 0 ≤ −Nq ≤ −lq. At the same time, F [φ(q)](ξq) = φ(q)(ξq).
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Thus supp F [ζ0q ] ∩ supp φ(q) = ∅ and, consequently,
(
F [ζ0q ](ξq), F [φ
(q)(xq)](ξq)
)
= 0,
m < q ≤ P . That is in this case cα = 0.
3. Let m = P . In this case, using the Parseval-Steklov theorem, one can rewrite the
product (8.2) in the form
cα = c(k̂;ĵ â) =
(
ζ˜(x′), Ψ˜α(x
′)
)
=
∏
2≤q≤m
(
ζq(xq), ψ
(q)
αq (xq)
)
=
∏
2≤q≤m
(
F [ζq](ξq), F [ψ
(q)
αq ](ξq)
)
.
Let ζq ∈ Φ(Qq) for 2 ≤ q ≤ p. According to Definition 7.1, Lemma 7.1, and relation
(2.7), any function ζq(xq) ∈ Φ(Qq) belongs to one of the spaces DlqNq(Qq) and satisfies
condition (7.2), i.e., F [ζq] ∈ Ψ(Qq)∩D−Nq−lq (Qq), and supp F [ζq] ⊂ B−lq\B−Nq , 2 ≤ q ≤ p.
For the wavelet function (5.2),
ψ(q)αq (xq) = ψ
(q)
kq; jqaq
(xq)
(8.3) = qjq/2χq
(kq
q
(q−jqxq − aq)
)
Ω
(|q−jqxq − aq|q), xq ∈ Qq,
we have
(8.4) F [ψ
(q)
kq ; jqaq
](ξq) = q
−jq/2χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)
, jq ∈ Z+.
Taking into account that supp F [ζq] ⊂ B−lq \ B−Nq and using formula (8.4), one can
conclude that
(8.5)
(
F [ζq](ξq), F [ψ
(q)
αq ](ξq)
) 6= 0,
only if q−Nq ≤ |ξq|q ≤ q−lq and kqq + qjqξq = ηq ∈ Zq for any 2 ≤ q ≤ p. Since
ξq = q
−jq
(
ηq − kqq
)
and |ξq|q = qjq
∣∣ηq − kqq ∣∣q = qjq+1, one can see that the product (8.5)
is nonzero only for finite number of indices jq such that
q−Nq < |ξq|q = qjq+1 ≤ q−lq , 2 ≤ q ≤ p.
Now we consider the scalar product
(
F [ζq](ξq), F [ψ
(q)
αq ](ξq)
)
, where ζq ∈ Φ(Zq) and
ψ(q)αq (xq) = ψ
(q)
kq; jqaq
(xq) = q
jq/2χq
(kq
q
(q−jqxq − aq)
)
Ω
(|q−jqxq − aq|q), xq ∈ Zq,
is a wavelet function given by (5.3), p < q ≤ m. Using the identity [64, VII.1], [39]
(8.6) Ω
(|pjxp − ap|p)Ω(|pj′xp − a′p|p) = Ω(|pjxp − ap|p)Ω(|pj′−jap − a′p|p), j ≤ j′,
by explicit calculation we obtain
(8.7) F [ψ(q)αq
∣∣
Zq
](ξq) = q
−jq/2Ω(|qjqaq|q)χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)
, jq ∈ Z+.
Next, using (8.7) and repeating the above calculation almost word for word, we find
that
(8.8)
(
F [ζq](ξq), F [ψ
(q)
αq
∣∣
Zq
](ξq)
) 6= 0,
only for finite number of indices jq, p < q ≤ m.
Thus cα = c(k̂;ĵ â) 6= 0 for finite number of indices jq, 2 ≤ q ≤ m. Moreover, for all
wavelet functions Ψ˜α(x
′), in the product (8.2) we have m = P .
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Now we consider the product (8.2) again
cα = c(k̂;ĵ â) =
(
ζ˜(x′), Ψ˜α(x
′)
)
=
∏
2≤q≤m
(
ζq(xq), ψ
(q)
αq (xq)
)
,
where according to the above calculation, m = P . Now let calculate the expression(
ζq(xq), ψ
(q)
αq (xq)
)
. Here the function ζq(xq) ∈ Φ(Qq) belongs to one of the spaces
DlqNq(Qq) and ψ(q)αq (xq) is given by (8.3). Using identity (8.6) we have
Ω
(|q−jqxq − aq|q)Ω(|qNqxq|q) =
{
Ω
(|q−jqxq − aq|q)Ω(|qN+jqaq|q), −jq ≤ Nq,
Ω
(|qNqxq|q)Ω(|aq|q), −jq > Nq.
This relation implies that
(
ζq(xq), ψ
(q)
αq (xq)
) 6= 0 at least for qN+jqaq ∈ Zq (−jq ≤ Nq) or
aq = 0 (−jq > Nq). Since the set of indices jq is finite, the set of the above indices aq is
also finite. Thus products (8.5), (8.8) are nonzero only for finite number of aq ∈ Iq. 
Corollary 8.1. Any test function ζ ∈ Φ(A) can be represented in the form of a finite
sum
(8.9) ζ(x) =
∑
α∈Λ˜
cα(x∞)Ψ˜α(x
′), x = (x∞, x
′) ∈ A,
where Λ˜ is the set of indices (4.33); cα(x∞) ∈ Φ(R) are some Lizorkin test functions;
Ψ˜α(x
′) = Ψ˜(k̂;ĵ â)(x
′) are wavelet functions (5.6) which do not contain factors ψ
(q)
αq (xq) =
φ(q)(xq − aq), ap ∈ Ip, (see (5.2), (5.3)) for q ≤ m.
Using standard results from the book [56], we obtain the following assertion.
Proposition 8.1. Any distribution f ∈ Φ′(A) can be realized in the form of an infinite
sum:
(8.10) f(x) =
∑
α∈Λ˜
bα(x∞)Ψ˜α(x
′), x = (x∞, x
′) ∈ A,
where bα(x∞) ∈ Φ′(R) are some real Lizorkin distributions; Ψ˜α(x′) are wavelet functions
(5.6).
Here any distribution f ∈ Φ′(A) is associated with representation (8.10), where the
coefficients
(8.11) bα(x∞)
def
=
〈
f(x∞, x
′), Ψ˜α(x
′)
〉
, α ∈ Λ˜.
And vice versa, taking into account Corollary 8.1 and the orthonormality of the wavelet
basis (5.6), any infinite sum (8.10) is associated with the distribution f ∈ Φ′(A), whose
action on a test function ζ(x) ∈ Φ(A) is defined as〈
f, ζ
〉
=
〈∑
β∈Λ˜
bβ(x∞)Ψ˜β(x
′),
∑
α∈Λ˜
cα(x∞)Ψ˜α(x
′)
〉
(8.12) =
∑
α∈Λ˜
〈
bα(x∞), cα(x∞)
〉
,
where the latter sum is finite.
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Proposition 8.2. Any distribution f˜ ∈ Φ′(A˜) can be realized as an infinite sum of the
form
(8.13) f˜(x′) =
∑
p
∑
α∈Λ˜
bαΨ˜α(x
′), x′ ∈ A˜,
where bα are constants; Ψ˜α(x
′) are wavelet functions (5.6).
It is clear that in Lemma 8.1, Corollary 8.1, and Propositions 8.1, 8.2 one can use
wavelet functions (6.27) instead of wavelet functions (5.6).
9. Pseudo-differential operators on adeles
9.1. Real and p-adic fractional operators. Let us introduce a distribution from
S ′(R) (we keep the notation | · | = | · |∞.)
(9.1) κ(∞)α (x) =
|x|α−1
γ1(α)
, α 6= −2s, α 6= 1 + 2s, s = 0, 1, 2, . . . , x ∈ R,
called the Riesz kernel , where |x|α is a homogeneous distribution of degree α defined
in [54, Lemma 2.9.], [55, (25.19)], [23, Ch.I,§3.9.], and γ1(α) = 2
απ
1
2 Γ(α
2
)
Γ( 1−α
2
)
. The Riesz
kernel is an entire function of the complex variable α.
One can define the Riesz kernel (9.1) in the real Lizorkin space of distributions Φ′(R)
(see [45], [54, Lemma 2.13.], [55, Lemma 25.2.]):
(9.2) κ(∞)α (x) =

|x|α−1Γ(1−α
2
)
2α
√
πΓ(α
2
)
=
|x|α−1
2Γ(α) cos(πα
2
)
, α 6= −2s, α 6= 1 + 2s,
(−1)s+1 |x|
2s log |x|
π(2s)!
, α = 1 + 2s,
(−1)sδ(2s)(x), α = −2s, s ∈ Z+.
According to [23, Ch.II,§3.3.,(2)], [54, Lemma 2.13.], [55, Lemma 25.2.],
(9.3) F [κ(∞)α (x)](ξ) = |x|−α, x ∈ R.
Define the real Riesz fractional operator Dα∞ on the Lizorkin space Φ(R) as a convo-
lution
(9.4)
(
Dα∞ϕ
)
(x) =
(
κ
(∞)
−α ∗ ϕ
)
(x) =
〈
κ
(∞)
−α (·), ϕ(x− ·)
〉
, ϕ ∈ Φ(R),
where κ
(∞)
α is given by (9.2). It is clear that [55, (25.2)]
(9.5)
(
Dα∞ϕ
)
(x) = F−1[|ξ|αF [ϕ](ξ)](x), ϕ ∈ Φ(R).
Lemma 9.1. The Lizorkin spaces of test functions Φ(R) and distributions Φ′(R) are
invariant under the Riesz fractional operator (9.5) and Dα∞(Φ
′(R)) = Φ′(R).
The p-adic fractional operator Dαp was introduced on the space of distributions D′(Qp)
in [58], [59, III.4.]. In [4], the fractional operator Dαp was defined in the Lizorkin space
of distributions Φ′(Qp) for all α ∈ C by the following relations:
(9.6)
(
Dαp f
)
(x) = F−1
[| · |αpF [f ](·)](x), f ∈ Φ′(Qp), α ∈ C.
Representation (9.6) can be rewritten as a convolution
(9.7)
(
Dαp f
)
(x) =
(
κ
(p)
−α ∗ f
)
(x) = 〈κ(p)−α(·), f(x− ·)〉, f ∈ Φ′(Qp), α ∈ C,
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where (see [4])
(9.8) κ(p)α (x) =

|x|α−1p
Γp(α)
, α 6= 0, 1,
δ(x), α = 0,
−1−p−1
log p
log |x|p, α = 1,
x ∈ Qp,
is the Riesz kernel, and
Γp(α)
def
=
∫
Qp
|x|α−1p χp(x) dx =
1− pα−1
1− p−α
is the p-adic Γ-function (see [59, III,Theorem (4.2)], [64, VIII,(4.4)]).
Lemma 9.2. ([4]) The Lizorkin spaces of test functions Φ(Qp) and distributions Φ
′(Qp)
are invariant under the fractional operator (9.6) and Dαp (Φ
′(Qp)) = Φ
′(Qp).
9.2. Adelic fractional operators on the Lizorkin spaces. Let us introduce on the
space Φ(A) the adelic fractional operator Dγ̂ of order γ̂ = (γ∞, γ2, . . . , γp, . . . ) ∈ C∞,
which is defined by its projection on any subspace of test functions Φ[m](A) ⊂ Φ(A) (for
details, see Remark 4.1):
(9.9) Dγ̂
∣∣
Φ[m](A)
def
= Dγ̂(m) =
⊗
p∈{∞,2,3,...,m}
Dγpp ⊗
⊗
p>m
Idp, m ∈ VQ,
where Dγ∞∞ and D
γp
p are defined by (9.4), (9.5) and (9.6), (9.7), respectively, Idp is
the identity operator in Φ(Qp). Here the fractional operator D
γ̂
(m) is an infinite tensor
product of one-dimensional operators.
If
ζ(x) = ζ∞(x∞)
∏
p∈VQ\∞
ζp(xp) ∈ Φ[m](A)
is an elementary function, i.e., ζp(xp) = φ
(p)(ξp) = Ω(|xp|p) for all p > m(ζ), then taking
into account Definition (9.9) and (9.5), (9.6), we obtain
(9.10)
(
Dγ̂
∣∣
Φ[m](A)
ζ
)
(x) =
(
Dγ̂(m)ζ
)
(x) = F−1
[| · |γ̂(m)F [ζ ](·)](x),
where
(9.11) |ξ|γ̂(m) =
∏
p∈{∞,2,3,...,m}
|ξp|γpp
∏
p>m
φ(p)(ξp), ξ = (ξ∞, ξ2, . . . ξp, . . . ) ∈ A,
is a symbol of the operator Dγ̂(m), m ∈ VQ.
It is clear that |ξ|γ̂(m) for all γ̂ = (γ∞, γ2, . . . , γp, . . . ) ∈ C∞ such that for all p > m,
γp = 0 is a multiplier in the space of test functions Ψ
[m](Qp), m ∈ VQ.
According to (9.4), (9.7), (2.10), relation (9.10) can be rewritten as
(9.12)
(
Dγ̂(m)ζ
)
(x) =
(
κ−γ̂;(m) ∗ ζ
)
(x) =
〈
κ−γ̂;(m)(·), ζ(x− ·)
〉
, ζ ∈ Φ(A),
where
κγ̂;(m)(ξ) =
∏
p∈{∞,2,3,...,m}
κ(p)γp (ξp)
∏
p>m
φ(p)(ξp)
is the adelic Riesz kernel, and κ
(∞)
γ∞ and κ
(p)
γp are given by (9.2) and (9.8), respectively.
For f ∈ Φ′(A) we define the distribution Dγ̂f by the relation
(9.13) 〈Dγ̂f, ζ〉 def= 〈f,Dγ̂(m)ζ〉, ∀ ζ ∈ Φ[m](A), m ∈ VQ \∞.
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It is easy to see that Lemmas 9.1, 9.2 imply the following statements.
Lemma 9.3. The Lizorkin spaces of test functions Φ(A) and distributions Φ′(A) are
invariant under the fractional operator Dγ̂(m) and D
γ̂
(m)(Φ
′(A)) = Φ′(A).
Proposition 9.1. The family of operators {Dγ̂ : γ̂ ∈ C∞} on the space of distributions
Φ′(A) forms an abelian group: if f ∈ Φ′(A) then
Dγ̂Dβ̂f = Dβ̂Dγ̂f = Dγ̂+β̂f,
Dγ̂D−γ̂f = f, γ̂, β̂ ∈ C∞.
For the case γ̂ = (γ∞, γ2, . . . , γp, . . . ) ∈ C∞ such that γ∞ = γ2 = · · · = γp = · · · =
γ ∈ C we shall write Dγ instead of Dγ̂. Similarly to (9.9), the adelic fractional operator
Dγ of order γ ∈ C∞ is defined by its projection on any subspace Φ[m](A) ⊂ Φ(A) (see
(7.5)):
(9.14) Dγ
∣∣
Φ[m](A)
def
= Dγ(m) =
⊗
p∈{∞,2,3,...,m}
Dγp ⊗
⊗
p>m
Idp, m ∈ VQ,
where Dγ∞ and D
γ
p are defined by (9.4), (9.5) and (9.6), (9.7), respectively, Idp is the
identity operator in Φ(Qp). If
ζ(x) = ζ∞(x∞)
∏
p∈VQ\∞
ζp(xp) ∈ Φ[m](A)
is an elementary function, i.e., ζp(xp) = φ
(p)(ξp) = Ω(|xp|p) for all p > m(ζ), then taking
into account Definition (9.14) and (9.5), (9.6), we obtain
(9.15)
(
Dγ
∣∣
Φ[m](A)
ζ
)
(x) =
(
Dγ(m)ζ
)
(x) = F−1
[| · |γ(m)F [ζ ](·)](x),
where
(9.16) |ξ|γ(m) =
∏
p∈{∞,2,3,...,m}
|ξp|γp
∏
p>m
φ(p)(ξp), ξ = (ξ∞, ξ2, . . . ξp, . . . ) ∈ A.
is the symbol of the operator Dγ(m), m ∈ VQ.
9.3. One class of adelic pseudo-differential operators. On the adelic Lizorkin
space of distributions Φ′(A) we introduce a pseudo-differential operators A with the
symbol
A(ξ) =
∏
p∈VQ
Ap(ξp), ξ ∈ A,
where A∞(ξ∞) ∈ C∞(R \ {0}) and
∣∣ ds
dξs
∞
A∞(ξ∞)
∣∣ ≤Ms|ξ∞|−ms (ms ≥ 0) in a neighbor-
hood of ξ∞ = 0; Ap(ξp) ∈ E(Qp \ {0}), p = 2, 3, . . . .
The adelic pseudo-differential operator A is defined by its projection on any subspace
of test functions Φ[m](A) ⊂ Φ(A) (see (7.5)):
(9.17) A
∣∣
Φ[m](A)
def
= A(m) = F
−1A(m) F, m ∈ VQ,
where
(9.18) A(m)(ξ) = A∞(ξ∞)
∏
p∈{2,3,...,m}
Ap(ξp)
∏
p>m
φ(p)(ξp), ξ ∈ A,
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is the symbol of the pseudo-differential operator A(m). If
ζ(x) = ζ∞(x∞)
∏
p∈VQ\∞
ζp(xp) ∈ Φ[m](A)
is an elementary function, i.e., ζp(xp) = φ
(p)(ξp) = Ω(|xp|p) for all p > m(ζ), then taking
into account Definition (9.17), (9.18), we obtain
(9.19) A
∣∣
Φ[m](A)
ζ = A(m)ζ =
(
F−1A(m) F
)
ζ,
where the symbol A(m) is defined by (9.18). For any test function ζ =
∑r
k=1 ζ
r ∈
Φ[m](A), where ζ r are elementary functions, the operator A is defined by the relation
(A
∣∣
Φ[m](A)
ζ)(x) = (A(m)ζ)(x) =
r∑
k=1
(A(m)ζ
r)(x).
Now we define a conjugate pseudo-differential operator AT on Φ(A). For any function
ζ ∈ Φ[m](A):
(AT
∣∣
Φ[m](A)
ζ)(x)
def
= (AT(m)ζ)(x) = F
−1
[A(m)(−ξ)F [ζ ](ξ)](x).
Then the operator A in the Lizorkin space of distributions Φ′(A) is defined in the usual
way: for f ∈ Φ′(A) we have
(9.20) 〈Af, ζ〉 = 〈f, AT(m)ζ〉, ∀ ζ ∈ Φ[m](A), m ∈ VQ \∞.
It follows from the latter relation and (2.8) that
(9.21) Af =
(
F−1AF )f, f ∈ Φ′(A).
Lemma 9.4. The Lizorkin spaces Φ(A) and Φ′(A) are invariant under the operator
(9.21).
Proof. It is sufficient to prove this lemma for elementary functions. Let ζ ∈ Φ[m](A) be
an elementary function. Since the functionA(m)(ξ) defined by (9.18) is a multiplier in the
space Ψ[m](Qp), m ∈ VQ, both functions F [ζ ](ξ) and A(m)(ξ)F [ζ ](ξ) belong to Ψ[m](A)
and, consequently, Aζ ∈ Φ[m](A), m ∈ VQ. Thus the pseudo-differential operator A (see
(9.17), (9.19)) is well defined and the Lizorkin space Φ(A) is invariant under its action.
Therefore, if f ∈ Φ′(A), then according to (9.20), (9.21), Af = (F−1AF )f ∈ Φ′(A),
i.e., the Lizorkin space of distributions Φ′(A) is invariant under A. 
The fractional operators (9.10) and (9.15) are particular cases of operator (9.19).
Similarly to the above constructions, we introduce the corresponding operators on the
Lizorkin spaces Φ(A˜) and Φ′(A˜) : the pseudo-differential operator
(9.22) A0ζ =
(
F−1A0)F
)
ζ, ζ ∈ Φ(A˜),
with the symbol
(9.23) A0(ξ′) =
∏
p∈VQ\∞
Ap(ξp), ξ′ = (ξ2, . . . ξp, . . . ) ∈ A˜;
the fractional operator
(9.24)
(
Dγ̂0ζ
)
(x′) = F−1
[| · |γ̂0F [ζ ](·)](x′), ζ ∈ Φ(A˜),
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with the symbol
(9.25) |ξ′|γ̂0 =
∏
p∈VQ\∞
|ξp|γpp , ξ′ = (ξ2, . . . ξp, . . . ) ∈ A˜;
and the fractional operator
(9.26)
(
Dγ0ζ
)
(x′) = F−1
[| · |γ0F [ζ ](·)](x′), ζ ∈ Φ(A˜),
with the symbol
(9.27) |ξ′|γ0 =
∏
p∈VQ\∞
|ξp|γp , ξ′ = (ξ2, . . . ξp, . . . ) ∈ A˜.
9.4. On the eigenfunctions of adelic pseudo-differential operators.
Theorem 9.1. Let A0 be a pseudo-differential operator (9.22) with symbol (9.23), and
Ψ˜α(x
′) = Ψ˜(k̂;ĵ â)(x
′) =
⊗
2≤q≤m
ψ(q)αq (xq)⊗
⊗
m<q
φ(q)(xq), α ∈ Λ˜, x′ ∈ A˜,
be wavelet functions (5.6) which do not contain factors ψ
(q)
αq (xq) = φ
(q)(xq− aq), ap ∈ Ip,
(see (5.2), (5.3)) for q ≤ m; Λ˜ is the indexes set (4.33). Then Ψ˜α is an eigenfunction
of the operator A0 if and only if
(9.28)
∏
q∈{2,3,...,m}
Aq
(
q−jq(−q−1kq + ηq)
)
=
∏
q∈{2,3,...,m}
Aq
(− q−jq−1kq), jq ∈ Z+,
holds for all ηq ∈ Zq, q = 2, 3, . . . , m. The corresponding eigenvalue is the following
λ =
∏
q∈{2,3,...,m}Aq
(− qjq−1kq), i.e.,
A0
∣∣
Φ[m](A˜)
Ψ˜α(x
′)
def
= A0(m)Ψ˜α(x
′)
=
( ∏
q∈{2,3,...,m}
Aq
(− qjq−1kq))Ψ˜α(x′), α ∈ Λ˜, x′ ∈ A˜.
Proof. In view of (9.23) and (2.10), we have
A0
∣∣
Φ[m](A˜)
Ψ˜α(x
′)
def
= A0(m)Ψ˜α(x
′) = F−1
[A0(m)(ξ′)F [Ψ˜α(ξ′)]](x′)
=
∏
2≤q≤p
F−1
[AqF [ψ(q)αq ]](xq) ∏
p<q≤m
F−1
[AqF [ψ(q)αq ]](xq)∏
q>m
φ(q)(xq),
where ψ
(q)
αq (xq) = ψ
(q)
kq ; jqaq
(xq) = q
jq/2χq
(kq
q
(q−jqxq − aq)
)
Ω
(|q−jqxq − aq|q) (see (5.2),
(5.3)), and xq ∈ Qq, 2 ≤ q ≤ p; xq ∈ Zq, p < q ≤ m.
If condition (9.28) holds, then using formulas (8.4), (8.7), we obtain
A0
∣∣
Φ[m](A˜)
Ψ˜α(x
′) = A0(m)Ψ˜α(x
′)
=
∏
2≤q≤p
q−jq/2F−1
[
Aq(ξq)χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)]
(xq)×
×
∏
p<q≤m
q−jq/2F−1
[
Aq(ξq)Ω(|qjqaq|q)χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)]
(xq)×
×
∏
q>m
φ(q)(xq).
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Making the change of variables ξq = q
−jq(ηq− q−1kq) and using formulas (2.8), (2.10),
we have for 2 ≤ q ≤ p
q−jq/2F−1
[
Aq(ξq)χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)]
(xq)
= Aq
(− qjq−1kq)qjq/2 ∫
Qq
χq
(
(−q−1kq + ηq)(−q−jqxq + aq)
)
Ω(|ηq|q) dηq
= Aq
(− qjq−1kq)ψ(q)αq (xq), xq ∈ Qq.
In the same way, we obtain for p < q ≤ m
q−jq/2F−1
[
Aq(ξq)Ω(|qjqaq|q)χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)]
(xq)
= Aq
(− qjq−1kq)Ω(|qjqaq|q)ψ(q)αq (xq)
= Aq
(− qjq−1kq)Ω(|qjqaq|q)qjq/2χq(kq
q
(q−jqxq − aq)
)
Ω
(|q−jqxq − aq|q).
The latter expression is nonzero only if qjqaq ∈ Zq and |xq− qjqaq|q ≤ q−jq . This implies
that xq ∈ Zq. Thus,
q−jq/2F−1
[
Aq(ξq)Ω(|qjqaq|q)χq
(
qjqaqξq
)
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)]
(xq)
= Aq
(− qjq−1kq)ψ(q)αq (xq), xq ∈ Zq.
Consequently, A0Ψ˜α(x
′) = A0(m)Ψ˜α(x
′) = λΨ˜α(x
′), where
λ =
∏
q∈{2,3,...,m}
Aq
(− qjq−1kq), x′ ∈ A˜.
Conversely, if A0
∣∣
Φ[m](A˜)
Ψ˜α(x
′) = A0(m)Ψ˜α(x
′) = λΨ˜α(x
′), then taking the Fourier trans-
form of both left- and right-hand sides of this identity and using formulas (8.4), (8.7),
we obtain (A0(ξ′)− λ) ∏
2≤q≤m
Ω
(∣∣∣kq
q
+ qjqξq
∣∣∣
q
)
= 0, ξ′ ∈ A˜.
If now kq
q
+ qjqξq = ηq, ηq ∈ Zq, then ξq =
(
ηq − kqq
)
q−jq for 2 ≤ q ≤ m. Thus,
λ = A0(m)
((
η2 − 2−1k2
)
2−j2, . . . ,
(
ηm −m−1km
)
m−jm
)
, ∀ ηq ∈ Zq, 2 ≤ q ≤ m.
In particular, λ = A0(m)
(
2−j2−1k2, . . . , m
−jm−1km
)
and consequently (9.28) holds. 
According to (9.24), (9.25), the adelic fractional operator Dγ̂0(m) has the symbol
A0(m)(ξ′) = |ξ′|γ̂0(m) =
∏
q∈{2,3,...,m} |ξq|γqp
∏
q>m φ
(q)(ξq), ξ
′ = (ξ2, . . . ξp, . . . ) ∈ A˜. It
is easy to see that the symbol A0(m)(ξ′) = |ξ′|γ̂0(m) satisfies condition (9.28):∏
q∈{2,3,...,m}
Aq
(
q−jq(−q−1kq + ηq)
)
=
∏
q∈{2,3,...,m}
∣∣∣q−jq(− q−1kq + ηq)∣∣∣γq
q
=
∏
q∈{2,3,...,m}
qjq
∣∣− q−1kq + ηq∣∣γqq = ∏
q∈{2,3,...,m}
qγq(jq+1)
=
∏
q∈{2,3,...,m}
Aq
(− q−jq−1kq), ∀ ηq ∈ Zq, 2 ≤ q ≤ m.
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Thus according to Theorem 9.1, we have
Corollary 9.1. The wavelet function (5.6)
Ψ˜α(x
′) = Ψ˜(k̂;ĵ â)(x
′) =
⊗
2≤q≤m
ψ(q)αq (xq)⊗
⊗
m<q
φ(q)(xq), x
′ ∈ A˜, α ∈ Λ˜ =
⋃
m∈VQ\∞
Λ˜m.
which does not contain the factors ψ
(q)
αq (xq) = φ
(q)(xq − aq), ap ∈ Ip for q ≤ m, is an
eigenfunction of the adelic fractional operator Dγ̂0 :
(9.29) Dγ̂0
∣∣
Φ[m](A˜)
Ψ˜α(x
′) = Dγ̂0(m)Ψ˜α(x
′) =
( ∏
q∈{2,3,...,m}
qγq(jq+1)
)
Ψ˜α(x
′), x′ ∈ A˜.
Corollary 9.2. The wavelet function (5.6)
Ψ˜α(x
′) = Ψ˜(k̂;ĵ â)(x
′) =
⊗
2≤q≤m
ψ(q)αq (xq)⊗
⊗
m<q
φ(q)(xq), x
′ ∈ A˜, α ∈ Λ˜ =
⋃
m∈VQ\∞
Λ˜m.
which does not contain the factors ψ
(q)
αq (xq) = φ
(q)(xq − aq), ap ∈ Ip, for q ≤ m, is an
eigenfunction of the adelic fractional operator Dγ0 :
(9.30) Dγ0
∣∣
Φ[m](A˜)
Ψ˜α(x
′) = Dγ0(m)Ψ˜α(x
′) =
( ∏
q∈{2,3,...,m}
qjq+1
)γ
Ψ˜α(x
′), x′ ∈ A˜.
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