In this paper, we investigate the possibility of computing quantitatively accurate images of mass density variations in soft tissue. This is a challenging task, because density variations in soft tissue, such as the breast, can be very subtle. Beginning from an image of refraction angle created by either diffractionenhanced imaging (DEI) or multiple-image radiography (MIR), we estimate the mass-density image using a constrained least squares (CLS) method. The CLS algorithm yields accurate density estimates while effectively suppressing noise. Our method improves on an analytical method proposed by Hasnah et al (2005 Med. Phys. 32 549-52), which can produce significant artefacts when even a modest level of noise is present. We present a quantitative evaluation study to determine the accuracy with which mass density can be determined in the presence of noise. Based on computer simulations, we find that the massdensity estimation error can be as low as a few per cent for typical density variations found in the breast. Example images computed from less-noisy real data are also shown to illustrate the feasibility of the technique. We anticipate that density imaging may have application in assessment of water content of cartilage resulting from osteoarthritis, in evaluation of bone density, and in mammographic interpretation.
Introduction
Diffraction-enhanced imaging (DEI; Chapman et al 1997) and multiple-image radiography (MIR; Wernick et al 2002 , Pagot et al 2003 , Rigon et al 2003 are closely related phase-sensitive x-ray imaging methods, which use a system of diffracting crystals to analyse the angular components of an x-ray beam after it traverses an object. DEI can produce images depicting the effects of absorption and refraction of the beam by the object. MIR produces one additional image which shows the effect of ultra-small-angle scattering. A further advantage of MIR is that it corrects significant inaccuracies present in DEI images because it uses a more accurate imaging model (Wernick et al 2003) .
The quantity depicted at each pixel in a DEI or MIR refraction-angle image is the angle θ by which an x-ray beam is refracted upon passing through the object. In the x-ray regime, the refractive index is always very nearly one; therefore, the measured refraction angles are very small. For example, refraction angles observed when imaging the breast are typically on the order of 1 µrad.
Thus, the x-component of the refraction angle can be represented by the following wellknown small-angle approximation (Hasnah et al 2005) :
where L is the path traversed by the beam (which is assumed to be approximately a straight line), (x, y) are spatial coordinates describing the image domain, and z is the spatial coordinate along the beam propagation direction. Equation (1) can also be written approximately in terms of mass density as follows (Hasnah et al 2005) :
where K = r e λ 2 /4πu, r e is the classical electron radius (2.82 × 10
−5Å
), λ is the x-ray wavelength (inÅ), u is the unified atomic mass unit (1.66 × 10 −24 g), and ρ T (x, y) = L ρ (x, y, z) dz is the projected mass density of the object along path L (in g cm −3 ). Thus, since the x-ray wavelength λ is on the order of 1Å, it is readily seen that the refraction angle θ is on the order of 1 µrad. The refraction-angle image produced by DEI or MIR can be very detailed and informative. For readers not familiar with these forms of imaging, an example refraction-angle image of a breast tumour is shown in figure 1. In this image, each pixel's value is equal to the angle of refraction experienced by the portion of the beam incident at a given spatial location. Thus, in figure 1 , bright values indicate regions where the beam is refracted to the left, and dark values indicate regions where the beam is refracted to the right.
As seen in figure 1, refraction-angle images exhibit startling levels of detail in the object. In part, this is due to the derivative operator inherent in the physics (see equations (1) and (2)), which produces an effect equivalent to computerized edge enhancement, but without the same sensitivity to noise. However, this advantage of the refraction-angle image is at once a limitation. Whereas planar medical images traditionally measure the projection of some object property (such as absorption coefficient in radiography), the refraction-angle image represents the gradient of the projected mass density, which confounds information about the mass density and its spatial distribution. In addition, because the gradient removes the DC value of the signal, it discards absolute quantitative information.
To produce an image that is more quantitatively useful than the refraction-angle image, Hasnah et al (2005) have proposed that equation (2) be inverted numerically to compute the projected mass densityρ T (x, y) , which has units of g cm −2 . Of course, the same principle could be applied to obtain the projected refractive index n T (x, y) = L n(x, y, z) dz.
The analytical solution of equation (2) is simply
where the integrating constant C = ρ T (a, y) is a boundary condition representing the value of the projected density at the reference edge of the image (i.e., at x = a). This boundary condition can be determined by imaging the object within a known medium, such as air, which provides a known reference at x = a. Unfortunately, when even a modest level of noise is present, a numerical implementation of equation (3) can yield significant artefacts (see examples in figure 2, centre column). This limitation will be particularly relevant in future clinical implementations of this technology, which will likely be photon-limited owing to the difficulty of producing small, bright x-ray sources. Therefore, it is important to consider how to mitigate the effect of noise. Refraction-angle images and reconstructed mass-density images of simulated sphere phantom of radius 2.5 mm with I 0 = 1000 ph/pixel. The images in the top row represent the mass-density difference between a breast tumour and average breast tissue; the images in the bottom row represent the difference between a mass and adipose tissue. In the higher-contrast case (top row), the CLS algorithm virtually eliminates the streak artefacts, but some coloured noise remains in the lower-contrast case (bottom row).
In the next section, we propose a simple constrained least-squares (CLS) method for recovering a mass-density image from a refraction-angle image. In section 3, we present evaluations of the proposed method using computer simulations, and also show examples computed from real data to demonstrate the feasibility of the technique. In section 4, we present our conclusions.
Constrained least-squares algorithm
In this section we use discrete versions of the images of interest. Thus, the refraction-angle image θ (x, y) and projected density image ρ T (x, y) are replaced by discrete representations θ (m, n) and ρ T (m, n), respectively, in which (m, n) are pixel indices. The index m = 0, . . . , M − 1 is the discrete coordinate corresponding to the x-axis, and the index n = 0, . . . , N − 1 is the discrete coordinate corresponding to the y-axis. We will also use vectors represent these discrete images by using lexicographic ordering, in which case θ (m, n) and ρ T (m, n) are denoted by vectors ∆θ and ρ T , respectively. Thus, we approximate equation (1) as follows:
where D is a matrix representing a difference operator acting along the horizontal axis of the image. Specifically, by introducing appropriate zero-padding of the image, we can define D as a doubly block-circulant matrix which has the effect of performing circular convolution with the kernel
The particulars of representing convolution by a doubly block-circulant matrix can be found in standard image processing texts (e.g., Jain 1988).
We have previously shown (Brankov et al 2004) that the noise in ∆θ is Gaussiandistributed; therefore, it is appropriate to employ a constrained least-squares (CLS) approach to invert equation (4), which is equivalent to maximum a posteriori (MAP) estimation of the density image under an assumption of Gaussian noise and a Gaussian prior on the true image (Kay 1993) .
Specifically, we form the following CLS objective function:
where γ is a regularization parameter and Q is a doubly block-circulant matrix which represents two-dimensional convolution with the Laplacian kernel
The purpose of the second term in equation (6) is to regularize the inversion problem. The kernel q is a high-pass filter along the vertical axis of the image; therefore, the regularization term in equation (6) penalizes image variations that are orthogonal to the refraction-gradient direction, thus suppressing the development of streak artefacts. The CLS estimate of the mass-density image is given bŷ
which has the following well-known solution (Jain 1988) :
Note that, throughout the paper, carets are used to denote estimated quantities While the matrix representations used in the preceding equations are helpful for analytical purposes, it is easier to perform these expressions as convolutions in the Fourier domain. Since D and Q are doubly block-circulant, they are diagonalized by the two-dimensional discrete Fourier transform (DFT), which is defined as
for an M ×N image f (m, n). Thus, one can readily show that equation (9) can be transformed to the DFT domain to obtain a form similar to that of the classical Wiener filter (Jain 1988) :
Note that for operators D and Q we have D(k, l) = 0 when k = 0, and Q(k, l) = 0 when l = 0. Consequently, it is not possible to recover the DC component ofP T (k, l) . This is not surprising because the difference operator D has removed the DC component from each row of the original image. In order to obtain a meaningful recovery of the DC component of the original signal, we must exploit additional prior information, such as the known boundary values used in the direction inversion method in equation (3).
Thus, we can obtain the general solution for the mass density image aŝ
whereρ * (11) withP T (0, 0) set to zero. That is,
T (n) is an estimate of the DC value of row n, andρ T ,0 (m, n) is obtained from the inverse DFT ofP T (k, l) in equation
whereP T (0, 0) = 0. Now, to complete the solution, the DC valueρ * T (n) must be estimated. If the object is surrounded on one side by air or water, then pixels in this region provide a known reference value. In this case, we know a priori that the projected mass density in this region should be ρ T ,ref 
where ρ ref is the density of the reference medium, and t is the thickness of the reference medium traversed by the beam.
In principle, the DC valueρ * T (n) can be calculated fromρ T ,0 (1, n), n = 1, . . . , N. However, in the presence of noise, we may not wish to rely on a single pixel to form the estimate of the DC value. Instead, we use all the image values in a B × N rectangular reference region lying along the left edge of the image to estimate theρ * T (n) as follows:
Experimental results

Phantom and experimental variables
To test the proposed algorithm we created a numerical phantom consisting of a small sphere of known mass density immersed in a homogeneous medium. To understand the factors determining the accuracy of mass-density estimation, we varied the following experimental variables of the phantom and imaging procedure: the radius R of the sphere, the difference ρ between the mass density of the sphere and that of the surrounding medium, the intensity of the incident x-ray beam (determining the noise level), and the regularization parameter γ .
Our ultimate goal is to use the DEI and MIR methods for diagnostic imaging of the breast or other soft tissue, where density variations are small and absorption contrast is very low. With this in mind, we allowed the sphere radius R to range from 0.5 mm to 5 mm, we allowed the mass-density difference ρ to range from 0.04 g cm -3 to 0.2 g cm -3 , and we set the absorption coefficient of the sphere equal to that of the surrounding material. The mass density differences we studied are similar to that encountered in actual breast tissue (Ullman et al 2003) . The absorption coefficient only determines the local noise level in the image, so its local variations play a secondary role in our application and were not considered in this study.
We anticipate that future implementations of DEI and MIR will be photon-limited (Brankov et al 2004) ; so we considered two beam intensity levels yielding 250 ph/pixel and 1000 ph/pixel when the object is absent. We varied the parameter γ from 0 to 20 to determine the optimal value. To simulate the effect of photon noise, we introduced simulated noise into the refraction-angle image. According to our analysis in Brankov et al (2004) , the noise in a given pixel of a DEI refraction-angle image is Gaussian, with zero mean, and variance given by
in which θ is the true value of the refraction angle at the given pixel, R(θ) is the intrinsic rocking curve of the crystal optics system, and θ L is the angular position at which one of the raw DEI images is acquired, and I r (x, y) ∼ = I 0 exp − L µ(x, y, z) dz is the attenuated beam intensity (in units of photons), in which µ(x, y, z) is the absorption coefficient distribution of the object and I 0 is the incident beam intensity. In equation (15) we have assumed that the two raw images that are used to perform DEI are acquired at symmetric points on the rocking curve, which is the standard procedure (Chapman et al 1997) . Our analysis in Brankov et al (2004) showed that acquisition of the raw images at symmetric points on the rocking curve is necessary to obtain unbiased estimates of the refraction angle. Figure 2 shows examples of simulated refraction-angle images of the sphere phantom, along with mass density images reconstructed using the proposed CLS algorithm and the direction inversion formula in equation (3). Results are shown for two different values of the mass-density difference ρ between the sphere and the surrounding medium. The value ρ = 0.058 g cm −3 is typical of the difference between a tumour mass and average breast tissue. The value ρ = 0.018 g cm −3 is typical of the difference between a mass and adipose tissue. The results shown are for a combination of beam intensity and integration time that yields I 0 = 1000 ph/pixel when the object is not present, which, at the assumed x-ray energy of 30 keV, corresponds to a surface dose for water of 0.03 mGy. In the simulations, the pixel size is 50 µm and the region of interest studied is 15 mm × 15 mm.
Simulated-data image results
The proposed CLS algorithm appears to perform very well in eliminating the streak artefacts that arise from using equation (3). In addition, the CLS algorithm yields estimated mass-density variations that are quantitatively accurate, as will be demonstrated in the next section.
Accuracy of mass density estimation
To measure the quantitative accuracy of mass density estimation, we assumed that the radius of the sphere is known, and attempted to estimate the mass-density difference at each pixel within the sphere as follows:
where ρ medium is the mass density of the medium in which the sphere is immersed, r is the distance from pixel (m, n) to the centre of the sphere, and S is the set of pixels in which the sphere appears. We then estimate the mass density of the sphere material as
where N S is the number of pixels in S.
To quantify estimation accuracy, we used the per cent root-mean-square (%RMS) error, which we defined as follows:
where E [·] denotes an ensemble average over 20 noise realizations. Figure 3 shows plots of the %RMS error achieved by the best choice of γ for the two different noise levels in the data. Note that the %RMS error is plotted on a logarithmic scale so that the entire dynamic range can be clearly seen. As expected, the accuracy of estimation improves as the sphere radius or the density difference becomes larger. For small spheres with weak density variation ρ, the CLS method improves the estimation accuracy by as much as an order of magnitude. For large, high-contrast objects (R = 5 mm, ρ = 0.2 g cm −3 ), the CLS algorithm provided %RMS error as low as about 2%.
The best choice of γ ranged from 0.5 to 5. In this study, we obtained the optimal value by trial and error; however, there are many well-known iterative approaches to automating the selection of the regularization parameter in CLS algorithms (Galatsanos and Katsaggelos 1992) . Implementation of such methods will be studied in future work. Figure 4 shows an example of a MIR refraction-angle image of a breast specimen, containing an invasive breast cancer, which is mounted in a 4 cm thick water tank. The image was computed from data acquired using 40 keV x-rays at the National Synchrotron Light Source at Brookhaven National Laboratory. A higher exposure was used than in the simulated data described earlier, which was measured as 3.5 mGy. The MIR data were acquired over a range of ±4 microrad.
Real-data image results
Because a synchrotron was used with an ample exposure, the refraction-angle image is virtually noise-free. Even so, when this image is used to compute a mass-density image by In this example, the specimen was surrounded on the left side by water, which served as the reference medium used by both algorithms.
Conclusions
We have shown that reasonably accurate images of mass density can be obtained from a MIR or DEI refraction-angle image by using constrained least-squares (CLS) estimation. We have also shown that the CLS approach mitigates the problem of streak artefacts that are obtained if one attempts to invert the model of the refraction-angle image directly by integration. The mass-density images computed by the proposed algorithm may find application in breast imaging, for quantification of lesions, in estimation of bone loss in aging patients, or in the detection of water uptake resulting from osteoarthritis. We will study these applications in future work.
While the proposed CLS algorithm was very successful in suppressing streak artefacts, and improved quantitative accuracy significantly, it still left a residue of coloured noise in the images. In future work, we will study whether improved estimation objective functions might perform even better in suppressing noise. We will also perform quantitative evaluations of the accuracy of density estimation using real data.
