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consiguiente f2 . f¡~ - u - iv - (1,0) - i(-2,1) 6 6 vector propio 
asociado a A, - XT -2 -¡ 
c) El conjunto {v,u}={(-2,1),(1,0)} es base para R , y en ese orden la matriz 
de paso de la base canónica a la base {v,u} es la matriz 
P -
'-2 r 
1 o ; 
-1 
4 
0 1 
2 j 
y con estas matrices la matriz A se 
puede representar como: 
A=PMP"1 con M 
/ \ 
a -b 
a 
- 2 - 1 
1 -2) 
pues a+bi=-2+i, o sea 
A -
( 
0 5 ^ f -2 
\ 
1 -2 
/ 
0 
\ 
1 
-4 , , 1 O, "2 y 2 , 
d) Ahora puesto que A=PMP"1 entonces 
e A - a pw,'>* , P a M P 1 
At . p e tMp -1 . 
. 1 o j , 
a 2 t c o s t -a 2 t s e n t 
2 e 21 sent«* "2t c o s t 5 a b s e n t 
- e 2 t s e n t e cost -2 e 2 t s e n t ; 
\ / 0 r 
> ,1 2 y 
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y así la solución de X'(t)=AX(t) será: 
x(t) - e AtK 2e ~
2t sent*e ~2t cost 5e "2t sent 
-e"2 tsent e *2t cost-2e-2tsentj 
(2e "2t sent*e 2t cost)K1+(5e "2t sent)K2 
^ (-e "2t sent)K1+(e 2t cost-2e "2tsent)K2 ; 
' K ; 
K y , 
o sea: 
x1(t)=K1(2e-2t sent+e^1 cost)+K2(5e^1 sent) ,-2t ,-2t 
x2(t)=K1(-e"2t sent)+K2(e_zl cost-2e'zl sent) 2t -2t 
RESUMEN 
1) Hallamos los valores propios de A: Á=a+bi (b>0), x =a-b¡ 
2) Hallamos un vector propio en C2 asociado a A: f=u+iv con 
u,v 6 R2 
3) Construimos con A=a+bi la matriz M 'a V 
v b a 
4) Construimos con f la matriz P, tomando como columnas los vectores v 
y u en ese orden. 
5) Como A=PMP_1, hallamos X(t)=PeMP_1K en donde eM se calcula como 
en el modelo (5). 
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MODELO (7). A ES UNA MATRIZ REAL DE ORDEN MAYOR QUE 2 
CON VALORES PROPIOS IMAGINARIOS DIFERENTES. 
Es evidente que si la matriz A solo tiene valores propios imaginarios su 
orden debe ser par por ser A real, pues cada vez que aparezca un valor 
propio A aparece también ^ . Además como se ha visto si el vector propio 
asociado a A es f, el correspondiente vector propio asociado a ^ es j . 
Suponemos aquí que no aparecen valores propios repetidos. 
La idea para resolver este problema es considerar cada valor propio con 
su conjugado/ y separar el problema de n valores propios en n/2 problemas 
con dos valores propios conjugados, cada uno de los cuales se puede 
resolver de acuerdo al modelo (6). Pero para realizar esta separación es 
necesario introducir los conceptos de descomposición en suma directa de 
espacios y operadores. 
Decimos que un espacio E es suma directa de los subespacios E1 ,E2,...,Ep 
de E y se nota: 
E=E1© E2© E p = 
K.1 K 
Si todo XeE se puede expresar de manera única como X=X1+X2+...+Xp 
donde XK e EK VK=1,2,...,p 
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También si y . g g es un operador lineal, y si E=E1© E2© Ep , 
si T , : E , -» E , para i=1 ...,p tal que T f E ^ c E , (E¡ invariante por T) y 
Tj(x)=T(x) para x e E¡ entonces decimos que el operador T es suma directa 
de los operadores T1 ,...,Tp y se nota: 
T=T 1 ©T 2 ©. . .©T p = e T ¡ 
i.i 
P 
como podremos apreciar en el siguiente ejemplo si ^ . ®j= , y 
i-i 
p 
T . 0 T - • y s i P a r a determinadas bases P 1 . , 3 p de E^.^Ep 
1.1 1 
respectivamente, las correspondientes matrices asociadas a T-p.-.Tp son 
A^.-.^Ap, entonces la reunión de estas bases forman una base para E, y la 
representación matricial para el operador T, en esta base es una matriz con 
los bloques matriciales A1 ,...,A como diagonales y en el resto ceros: 
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o 
o 
p / 
EJEMPLO 
Sean E=M4 
E1={(t,0 i0,0)lteR} 
E2={(0,a,Á,0)ja,Á e l } 
E3={(0,0,0,2s)js € M} 
observemos que E=E1© E2© E3, ya que si x=(a,b,c,d) e K4 entonces 
x=(a,0,0,0)+(0,b,c,0)+(0,0,0,d) y evidentemente (a,0,0,0) e E^ 
(0,b,c,0) e E2 y (0,0,0,d) e E3 y esta representación es única. 
Sean ahora: 
T; M4 > M4 
(x,y,z,w) —> (2x,y+z,-y,-w) 
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TV Ei >E 1 
(x.0,0,0) - > (2x,0,0,0) 
T2: E2 > E2 
(O,y,2,0) — > (0,y+z,-y,0) 
T3: E3 > E3 
(0,0,0,w) —> (0,0,0,-w) 
todos ellos son operadores lineales, y por su construcción se puede 
apreciar que 
T=T.j© T2© T3. 
(Observe que T(x)=T¡(x) si x e E¡) 
Tomemos ahora bases para cada uno de los subespacios E^, E2, y E3 asi; 
31 ={(1,0,0,0)} base de E1 
p2={(0,1,1,0),(0r1,3,0)}basede E2 
P3={(0,0,0,2)} base de E3 
Puesto que T1(1,0,0,0)=(2,0,0,0)=2(1,0,0,0) entonces A^(2) es la matriz 
asociada a T1 en la base (3. 
Análogamente como: 
T2(0,1,1,0)=(0,2,-1,0)=5/ 4(0,1,1,0)-3/4(0,-1,3,0) y 
T2(0,-1,3,0)=(0,2,1,0)=7/4(0,1,1,0)-1 /4(0,-1,3,0) 
entonces: 
A2 
5 / 4 7 /4 
-3 /4 -1 /4 
es la matriz asociada a T2 en la base (32. 
Y finalmente, ya que 
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T3(0,0,0I2)=(0,0,0)-2)=(-1 (0,0,0,2) entonces A3=(-1) es la matriz asociada 
a T3 en la base p3. 
Se puede apreciar fácilmente que la unión de estas bases, es decir: 
(M(1,0,0,0),(0,1,1,0),(0,-1,3,0),(0,0,0,2)} es una base de R4 y: 
T(1,0,0,0)=(2,0,0,0)=2(1,0,0,0)+0(0,1,1,0)+0(0,-1,3,0)+ 0(0,0,0,2) 
T(0,1,1,0)=(0,2,-1,0)=0(1,0,0,0)+5/4(0,1,1,0)-3/4(0,-1,3,0)+ 0(0,0,0,2) 
T(0,0,0,2)=(0,0,0,-2)=:0(1,0,0,0)+0(0,1,1,0)+0(0,-1,3,0)-1 (0,0,0,2) 
lo que indica que la matriz A asociada a T en esta base 3 es: 
' 2 0 0 ( r\ \ A, 0 
A2 A -
0 5 /4 7/4 0 
• 
0 -3/4 -1 /4 0 
, o A3, < 0 0 0 -1, 
A continuación vamos a ver como se aplican estos resultados para el caso 
que nos ocupa (modelo(7)): 
Sea A una matriz real asociada a un operador t : E - E 
subespacio de Mn) con valores propios imaginarios no repetidos: 
Á1,Á2,...,Ám, con ÁK=aK+bKi (bK>0) como estos valores 
propios de T en Cn lo son también de Tc entonces consideremos sus 
correspondientes vectores propios en Cn: 
Z1-Z2 Zrrv Z ; , Z ¡ Z ^ con ZK=uK+ivK uK ,vKeRn . 
75 
Con estos vectores se construyen m subespacios de Cn de dimensión dos: 
F k (K=1 m) generados cada uno de ellos, por los vectores ZK y . 
A partir de cada uno de estos subespacios FK construimos m subespacios 
de K n de dimensión dos: E K = F K fi En • C o n e s t o ^ P u e d e verificar 
que: e - © E V e lue 8 6 Puec*en construir operadores T1 ,...,Tm, tales que 
P-I P 
6 T k : E K - E K donde y - ©T K 
K-1 
Además de esto, de acuerdo a lo visto en el modelo (6), cada conjunto 
{vK,uK} en ese orden, es base de EK, y la matriz asociada a TK en esta 
base está dada por: 
y en consecuencia B={v1 ,u1 ,v2)u2,...,vm,um} es base de T y su 
representación matricial en esta base está dada por: 
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B 
o 
o 
siendo la matriz de cambio de base de la canónica a B, la formada por los 
vectores columna de B (en el orden indicado). Y así A=PBP~1 y por tanto 
eA_peBp-l c|0n<je p a r a calcular eB se procede en la forma: 
6 
e A 2 0 
e 
0 
e 
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teniendo en cuenta que sabemos calcular cada A k (modelo (5)) 
EJEMPLO: 
X (t) ' 0 5 0 1 N 
r 
x,(t) 
x'2(t) -1 -4 0 2 x2(t) 
X '3(t) 0 0 0 -2 X3(t) 
, 0 0 1 2 , V M*> y 
0 5 0 1 ' ' x t(t> 
-1 -4 0 2 x2(t) 
- x(t) _ 
0 0 0 -2 X3(t) 
, 0 0 1 2 > , X4(«> 
a) Los valores propios de A son Á1 =-2+i ^ =-2-i Á2='' +¡ ^ =1 -i 
pues 
det(A-AI)=0 
-A 5 0 1 
-1 -4-A 0 2 
0 0 -A -2 
0 0 1 2 -A 
0 - (A2+4A+5)(A2-2A+2)=0 
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Á=-2±i o A=1±i 
b) Para hallar un vector propio asociado a X1 =1 +i resolvemos el sistema [A-
(1 +i)l]x=0 en C4, es decir, hallamos (x,y,z,u) e C4 que satisfaga: 
0 5 0 1 
- 1 - 4 0 2 
0 0 0 -2 
0 0 1 2 
1*1 0 0 o 
0 1 A o o 
0 0 14 0 
0 0 0 14 
V 0> 
y 0 
z 0 
que es equivalente 
a: 
(-1 -i)x+5y+u=0 
-x+(-5-i)y+2u=0 
(-1-i)z-2u=0 
z+(1-i)u=0 
una de cuyas soluciones es: 
x=47-27i 
y=7+4¡ 
z=-39+39i 
u=39 
así x1=(47,7,-39,39)+(-27,4,3910)i es un vector propio asociado a X^ l+ i . 
En forma análoga se encuentra que: 
x2=(-2,1,0,0)+(-1,0,0,0)i es un vector propio asociado a -2+i 
Por tanto, de acuerdo a la teoría el conjunto 
{f-j ,f2.f3.f4}={("27,4,39,0),(47,7,-39,39),(-1,0,0,0),(-2,1,0,0)} es una base 
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para R . 
En esta base eí operador correspondiente a la matriz A tiene por matriz: 
r 1 -1 0 0 
1 1 0 0 
0 0 -2 -1 
l 0 0 1 -2 
siendo A=PSP"1 con: 
' -2 7 4 7 -1 -2X 
4 7 0 1 
3 9 -3 9 0 0 
0 3 9 0 0 
formada por los vectores de la base (en columnas) y 
- i 
3 9 
0 0 1 1 
0 0 0 1 
-3 9 -7 8 -1 9 4 2 
0 3 9 -4 -1 1 
y así e A = E PSP -1 p e sp 1 y e At = e pstp-1 p e stp i es decir 
x(t)=eAK=Pestp"1Kosea 
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-2 7 4 7 -1 -2 
x(t) 4 7 
3 9 -3 9 
O 39 
1 
39 
O 1 
O O 
o o 
e !co6t -e 'sent 
e 'sent e 'cost 
0 0 1 1 
0 0 0 1 
-3 9 -7 8 -19 4 2 
0 3 9 -4 -1 1 
0 
0 
i \ 
K 
K 
K 
K 
0 
0 
0 0 
0 0 
e_2tco6t -e*2t&ent 
e_2,sent e~2,costj 
4 7 
obteniéndose después de realizados estos productos que: 
x1t=(39e"2t cost+78e"2t sentJ^/39 +(195e*2t sent)K2/39 + 
(-2 7e4 cost+47et sent+27e"2t cost+34e"2t sent)K3/ 39 +(20et cost 
+74e* sent-20e"2t cost-95e"2t sent)K4/ 39 
x2t=(-39e"2t s e n i ^ / Z Q +(-78e"2t sent+39e"2t cost)K2/ 39 + 
(4e* cost+7et sent-19e"2t sent-4e"2t cost)K3/39 +(11 et cost 
+11 e* sent+42e'2t sent-11 e"2t cost)K4/39 
x3t=(39et costSSe1 sent)K3/ 39 - (78et sent)K4/39 
x4t=(39et cost)K^ 39 + (78et cost)K4/39 
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CAPITULO V 
SEGUNDOS MODELOS DE SOLUCION 
DE LA ECUACION X' = AX 
A continuación presentaremos la solución de la misma ecuación diferencial 
X'(t) = A X(t) pero para el caso en que la matriz A no se pueda 
diagonalizar. Para esto se escribe la matriz A como la suma de una 
matriz diagonalizable con una matriz nilpotente, es decir, 
A = S + N 
S diagonalizable y N nilpotente y tal que SN = NS pero, cómo construir la 
matriz S y la matriz N? 
Veamos algunos resultados importantes: 
5.1. Si T: e _ e es un operador,con E espacio vectorial complejo, el 
polinomio característico de T está dado por 
P ( t ) fl (t Ák )n* 
k . 1 
con x1, Aj \ raíces de la ecuación d e t ( T A I ) = 0 - n k 
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entero igual a la multiplicidad de ^ 
5.2. El espacio propio de T correspondiente a ^ es el subespacio 
N úc leo ( T \ I ) C E 
5.3. El espacio propio generalizado de T correspondiente a ^ es el 
subespacio e ( T, Ak ) Núc leo ( T \ I )"k 
5.4. Sea j : E - E u n operador, donde E es un espacio vectorial 
complejo. 
Entonces E es la suma directa de los autoespacios generalizados de T. La 
dimensión de cada autoespacio generalizado es igual a la miultiplicidad del 
valor propio correspondiente. 
5.5. Sea j . rn _ RN existe dos únicos operadores 3 N e cn t a , e s 
que T = S + N donde S es diagonalizable y N nilpotente tales que SN = NS. 
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Recordemos que: Si j . Rn _ Rn es un operador y T _ : cn - C e s 
su complejificación, si j es diagonalizable, decimos que T es 
C 
semisimple. 
Con esto el enunciado anterior para operadores en R„ queda como 
sigue: 
Sea T . Rn _ Rn Existen dos únicos operadores s N e Rn t a , e s 
que j = s • N S N = N S donde S es semisimple y N es nilpotente. 
Aquí tomaremos la complejificación de T en caso de que la matriz real A 
tenga valores propios complejos. 
5.6. Utilizando la descomposición en suma directa podemos demostrar que 
en una base B apropiada de Rn el operador S tiene una matriz de la 
forma 
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Si 
K 
s a s 
Aquí A.,, ...,Ap son los valores propios reales de T repetidos tantas veces 
como lo indique su multiplicidad y los números complejos 
3 i + j b 1, a s , ¡ b s son los valores propios complejos con parte 
imaginaria positiva repetidos tantas veces como lo indique su multiplicidad. 
La base B que asigna a S la matriz si se obtiene como sigue: 
Los P primeros vectores de B provienen de bases de los espacios propios 
generalizados de T correspondientes a los valores propios reales. Los 
restantes 2 S vectores son las partes reales y las imaginarias de bases de 
los espacios propios generalizados de j correspondientes a los 
valores propios a * i b, b > 0. 
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Con esta matriz s 1 se puede obtener la matriz s 0 del operador S en 
coordenadas canónicas ya que St = P S0 P 1 O S 0 = P 1 S 1 P 
donde P es la inversa de la transpuesta de la matriz cuyas filas son los 
vectores F f de la base B y así podemos hallar la matriz W del 1 ' • ' n 0 
operador N en coordenadas canónicas ya que N 0 = A - S 0 y así 
calcular e IA como e tA e »N0 e ts0 
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MODELO 8 
Matriz compleja A con valores propios complejos repetidos: 
Resolver la ecuación x ( t ) = A X ( t) s ' : 
í 3 i i -i 
2 i 2 i i 
\2\ 2 i 0 
Solución: 
a. Calculando det [ A - 21 ] = 0 obtenemos 
-A3 + 5 i A2 + 8 A - 4 i = - ( A - i ) ( A - 2 i )2 = 0 ,ue90 , o s valores 
propios de A son: 
A-, = i complejo 
A2 = 2i complejo con multiplicidad 2 
b. Hallamos los vectores propios asociados a cada valor propio: 
Para x1 = i resolvemos ( a - i I) x - 0 00 ,1 x + 0 y obtenemos el 
subespacio propio asociado 
E¡ = í(t, 0, 2t) | tec } = {(1 , 0, 2 ) t | t ec } 
Para ^ . 2 i resolvemos ( a - 2i I )2 x= 0 00 ,1 x * 0 y 
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obtenemos el subespacio generalizado 
E 2 i {(t, t, s ) | s e C, t e C } 
= { (0 , 0, 1 )s • ( 1 .1 .0 ) t / s e C, t e e } 
Una base de C3 es 
{(1 0 2 ) ( 0 0 1 ) (1 1 0 ) } yen esta base el operador semisimple 
S tiene por matriz 
r i 0 0 N 
S 1 = 0 2 i 0 
, 0 0 2 i 
c. La matriz de S en coordenadas canónicas es 
S 0 - P 1 S , P 
donde 
/ 1 0 1 N 
0 0 1 
v 2 1 0 / 
1 -1 0 N 
-2 2 1 
0 1 0 
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luego 
1 i o 
0 2i 0 
2 i 2 i 2 i 
La matriz nilpotente No está dada por 
N 
2 i 0 
2 i 0 
4 i 0 
-i 
-i 
2 i 
n0 es nilpotente de orden 2 ( n 02 = 0 ) 
Así que la solución de la ecuación x ' ( t ) A x ( t ) e s 
x ( t ) = e at k 
- e tN° e ts° k 
= [ I * tN0 ] P 1 e t S l P k 
es decir, 
/ / A \ \ x , ( t ) e " • 2 ite J i l e 2 N - e " - ite 2 " 
x 2 ( t ) • 2 ite 2i1 e 2 " - i te 2 H 
, X 3 ( t ) y , 2 e '' . ( 4 it - 2 ) e 2 n 2 e 2» . 2 e " ( 1 - 2 it ) e 2MI 
le * 1 
o sea 
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x ^ t ) = (k1 - k2) e ¡t • k2e 2it * (2k1 - k3) ite 2it 
x2( t) = k2e 2it - (2k, - k 3 ) i t e 2it 
x3(t) - 2 (k, - k 2 )e « * (2k2 - 2k 1 • k 3 ) e 2 i t • (2k, - k 3 ) 2 i t e 2 i t 
Para ver que la matriz A no es diagonalizable. Calculemos la dimensión del 
subespacio propio asociado a ^ = 2 i así: 
Resolvemos ( A - 2 I ) x = 0 c o n x = ( x, y, z ) * ( 0, 0, 0 ) 
y obtenemos x = t, y = t, z = 2t o sea 
E 2 i - {(t,t,21 ) | t e C ) - {(1 ,1 ,2 ) t | t e C ) 
dim e = 1 = multiplicidad 2i 
De donde se concluye que A no es diagonalizable. 
90 
MODELO 9 
Matriz real A con valores propios reales y valores propios complejos 
conjugados repetidos: 
Resolver la ecuación x ' ( t ) = A x ( t ) s ' : 
'1 0 0 0 
0 0 -1 0 0 
0 1 0 0 0 
0 0 0 0 
,0 2 0 1 0 , 
a. Calculando det ( A A I ) = 0 obtenemos: 
( 1 - A ) ( A2 • 1 )2 = 0 
lo que implica que A tiene un valor propio real ^ 1 dos valores propios 
complejos ^ = i, A¡~ = i de multiplicidad 2 
b Hallamos los vectores propios asociados a x1 = 1 , es decir, los 
vectores X = ( x, y, z ) no nulos que satisfacen la ecuación (A -1) X = 0. 
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' 1 0 0 0 
\ 
0 ' 1 0 0 0 
\ 
0 
/ \ 
X V 
0 0 -1 0 0 0 1 0 0 0 y 0 
0 1 0 0 0 - 0 0 1 0 0 z = 0 
0 0 0 0 -1 0 0 0 1 0 u 0 
, 0 2 0 1 0 , V 0 0 0 0 1, ,0 ; 
y z = O 
y -z = O 
u v = O 
,2y -u v =0 
con solución x = t, y = z = u = v = 0 luego el subespacio asociado a 
A1 - 1 es: 
E 1 = { ( t ,0 ,0,0,0) / t e R } = {(1 ,0 ,0 ,0 ,0 ) t / t e R > Y así 
{F,} - {(1 ,0 ,0 ,0 ,0 ) ) es una base para E 1 
Para = ¡ hallamos el subespacio propio generalizado o sea los 
( A - i I ) 2 X = 0 
vectores no nulos X = ( x, y, z, u, o ) que satisfacen 
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1 0 0 0 
\ 
0 
{ . I 0 0 0 2 
f \ 
X ' 0 
0 0 -1 0 0 0 i 0 0 0 y 0 
0 1 0 0 0 - 0 0 i 0 0 z = 0 
0 0 0 0 -1 0 0 0 i 0 u 0 
0 2 0 1 0 ; , 0 0 0 0 h , 0y 
r x = O 
o sea: J y - iz = O 
{ z - iu - v - O 
con solución: 
x = 0, y = i, z=1 , u = 0, v = 1 
x = 0, y = i, 2 = 1, u = -i, v = 0 
luego una base para el espacio de soluciones E ¡ son los vectores 
( 0, i, 1 ,0 ,1 ) y ( 0, i, 1 , - i ,0 ) 
( 0 , i, 1,0, 1) = (0,0, 1,0, 1) + i (0 , 1, 0, 0 ,0) 
(0, i , 1,-i, 0 ) = (0, 0,1, 0 , 0 ) + i (0,1, 0, -1,0) 
<M2,f3.f4.V - «1 ,0.0.0,0),(0.1 ,0,0,0),(0,0,1 ,0,1),(0,1 ,0,-1 ,0),(0,0,1 .0,0)) 
forman una base de Rs y en esta base se asigna a S la matriz s 1 
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1 o 
o o 
O 1 
o o 
V o o 
0 0 0 
1 0 0 
0 0 0 
0 0 -1 
0 1 o 
La matriz de S en coordenadas canónicas es § = p -1 S P donde 
1 0 0 0 0 1 0 0 0 0 
0 1 0 1 0 0 1 0 1 0 
0 0 1 0 1 ; P - 0 0 0 0 1 
0 0 0 -1 0 0 0 0 -1 0 
0 0 1 0 0, , o 0 1 0 1 
luego 
1 0 0 0 0 
/ 
1 0 0 0 0 
/ 
1 0 0 0 0^ 
0 1 0 1 0 0 0 1 0 0 0 1 0 1 0 
0 0 1 0 1 0 1 0 0 0 0 0 0 0 1 
0 0 0 -1 0 0 0 0 0 -1 0 0 0 1 0 
0 0 1 0 0, , 0 0 0 1 0 , , 0 0 1 0 1, 
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1 0 0 0 0 
0 0 -1 0 0 
0 1 0 0 0 
0 0 1 0 -1 
0 1 0 1 0 
es la matriz de S en coordenadas canónicas. 
La matriz de n , N 0 en coordenadas canónicas es: 
N 
o o o o o 
o o o o o 
o o o o o 
0 0 - 1 0 0 
0 1 0 0 0 
esta matriz es nilpotente de orden 2 
1 0 0 0 ' 0 0 0 0 o 1 ' 1 0 0 0 0 
0 1 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 1 0 0 0 0 0 0 • 0 0 1 0 0 
0 0 0 1 0 0 -t 0 0 0 0 -t 1 0 
0 0 0 0 > 0 t 0 0 0 , k 0 t 0 0 1 
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e , A . e ,N|> P 1 e , s ' P 
1 0 0 0 0 1 
0 10 1 0 
0 0 0 0 1 
0 0 0 -1 0 
0 0 1 0 -1, 
e ' 0 0 0 0 
0 c o s t - s e n t 0 0 
0 s e n t c o s t 0 0 
0 - t s e n t s e n t - t c o s t c o s t - s e n t 
l 0 t c o s U s e n t - t s e n t s e n t c o s t , 
1 0 0 0 0 1 0 0 0 0 e ' 0 0 0 o 1 
0 1 0 0 0 0 1 0 1 0 0 c o s t - s e n t 0 0 
0 0 1 0 0 0 0 1 0 1 0 s e n t c o s t 0 0 
0 0 -t 1 0 0 0 0 -1 0 0 0 0 c o s t - s e n t 
0 t 0 0 1 , > 0 0 1 0 > 0 0 0 s e n t c o s t , 
y la solución es: X ( t ) e tA K 
x 1 ( t ) - k , e « 
x 2 ( t ) = k 2 cos t - k3 sen t 
x 3 ( t ) k2 sen t • k3 cos t 
x 4 ( t ) = ( - k2 t • k3 k5 ) sen t • ( - k3 t • k4 ) cos t 
x 5 ( t ) = ( kt • k2 ) cos t • ( k2 - k3 t • k4 ) sen t 
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MODELO 10 
Matriz real A con valores propios reales repetidos: 
Resolver la ecuación x ( t ) = A x ( t ) s ' : 
/ 3 0 0 N 
0 2 0 
0 1 2 
a. Calculemos det ( A - A I ) = 0 para obtener los valores propios 
3 0 0^ 
0 2 0 
0 1 2 
A 0 0 
0 A 0 
0 0 A 
= ( 3 - A ) ( 2 - A 
luego, la matriz A tiene A1 = 3 como valor propio real y ^ = 2 como 
valor propio real de multiplicidad 2. 
b. Hallamos los vectores propios para A1 = 3 .es decir, los vectores 
X = ( x, y, z ) no nulos que satisfacen ( A - 31 ) X = 0 
' 3 0 0 > ' 3 0 o N ' X \ / 0 ^ 
0 2 0 - 0 3 0 y - 0 
, 0 1 2 , , 0 0 3. , Z > k 0 > 
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{ "y = 0 con solución y - z = 0 
x = t 
y = 0 
z = 0 
el subespac io propio asoc iado ^ = 3 
y 
es 
a s i E3 = { ( t,0,0 ) / t e 1 } - { ( 1,0,0 ) t / t e E } 
{ f1 } * { ( 1,0,0 )} es base para e 3 
Para ^ = 2 hallamos el subespacio generalizado solucionando la 
ecuación ( A - 2 I )2 X - 0 
( A I 0) 
con solución x = 0, y = s, í
 3 0 0' ' 2 0 0v 2 ' 0S 
0 2 0 - 0 2 0 y = 0 
0 1 2 j . 0 0 2 ) , 0, 
z = r 
El subespacio generalizado asociado a A, = 2 es 
E 2 - { (0 ,s , r ) | s, r e R } 
= { ( 0,1 ,0 ) s • ( 0,0,1 ) r I s, r e R } Y así 
98 
<<f2,f3> = 1(0,1 , 0 ) , ( 0 , 0 , 1 )} es base de E 2 LUEGO 
{ ( f1 , f2 , f3 ) } = { ( 1 , 0 , 0 ) , ( 0 , 1 , 0 ) , ( 0 , 0 , 1 ) } esbasede r 3 
esta base por ser la base canónica 
3 0 0X 
S = S 1 = s 0 2 0 
0 0 2 
y P = P -1 
1 0 0 
0 1 0 
0 0 1 
y la matriz N , N 0 en coordenadas canónicas es 
' 3 0 O N ' 3 0 0 > ' 0 0 0 ^ 
N O - A - S 0 = 0 2 0 - 0 2 0 = 0 0 0 
, 0 1 2 , , 0 0 2 > , 0 1 0 , 
La solución de la ecuación x ( t ) = A x ( t ) 
x ( t ) = e A t K e Nflt * S(,t K 
' 1 0 0X 
0 1 0 
V o 0 1 y 
/ 0 0 
0 0 0 
v o t o / 
k 1 e 31 
k 2 e 21 
( k 2 t - k 3 ) e 2t 
e 3t 
0 
o 
e 21 
0 
o 
e 2 t 
k 1 
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( t ) = k t e 3 t 
( t ) = k2 e 2t 
( t ) = ( k 2 t • k 3 ) e 2 t 
i 
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Apéndice: Solución de ecuaciones diferenciales lineales de orden 
n. 
Cualquier ecuación diferencial lineal homogénea de orden n con 
coeficientes constantes, „ (n) a w(n-n a w/*\ n yft> +  1 yft) + ••• + an y n ) • ° -
donde y:R~>R, a.,, a2, ...,an son constantes y y M significa, la derivada de 
orden k de y respecto a t; se puede escribir en la forma 
x'(t) = A x(t) 
Si se introducen variables X l ( t ) , x , ( t ) ... X n ( t ) . definidas de la 
siguiente forma: 
y( t ) = X1 ( t ) 
y ' ( t ) = x / 1 ( t ) = x 2 ( t ) 
y"( t ) - X", ( t ) - X 2 ( t ) - X3 ( t ) 
y ( n-1 )m - X'B.i ( t ) = x n ( t ) 
por tanto, puesto que y an y a n 1 y a1 y ( n 1 ) entonces 
y (n)( t) = X n a n X1 a n 1 X2 - ... a, Xn y asi la ecuación de 
orden n, se puede representar por el siguiente sistema en variables 
X , ( t ) f X 2 ( t ) ... X n ( t ) ; 
x ; = ox 1 • x 2 • ox 3 • . . . ox n 
X2 = 0 x 1 »0X2 • X j 1 ... 1 X 
Xn = - a n X1 - a n 1 X2 ... a1 Xn 
x;<t) ' 
X - M ^ 
• - ¿ \ - / 
X
3
( t ) _ 
/ 
0 
0 
0 
1 
0 
0 
0 . . 
1 . . 
0 1 . 
\ 
. 0 
. 0 
. 0 
( \ 
x,(f) 
*2(t) 
x„(t) , 3 n - 1 • a 1 , < Xn(f) J 
sistema que puede soiucionar según alguno de los modelos presentados; 
siendo la función x^ t ) que se encuentra, la solución de la ecuación 
diferencial de orden n dada, puesto que y(t) = x.,(t) 
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