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Abstract
Considering the current development of commercial head-mounted displays (HMD), it is likely
that HMDs will be widely used in the near future. Therefore, it becomes feasible to build
systems that rely on HMD technology. Real-world search engines aim at supporting the user’s
search capabilities in the real world. HMDs are a possible device to guide a user towards
the location of an object. To ensure a high usability, it is essential to find suitable location
representations of search results on an HMD. Based on previous findings, we present a novel
location representation called “last-seen image” to locate objects in a known environment
(e.g. the user’s home or office building). The last-seen image shows the picture of a sought
object including the surrounding context of the object. We implemented a prototype on an
HMD using WiFi indoor positioning to provide the proposed visualization as well as a map
visualization. We conducted a user study comparing our proposed last-seen image approach
to a map based approach. The last-seen image showed to be significantly faster for finding
harder hidden objects compared to the map representation. However, the map was favored for
finding the correct room. Therefore, we propose a hybrid system using the map representation
to find the correct room and using the last-seen image to find the object on room-level.
Kurzfassung
Aufgrund der aktuellen Entwicklung von Head-Mounted Displays (HMD) ist es sehr wahrschein-
lich, dass HMDs in Zukunft allgegenwärtig sein werden. Deshalb wird ein System, welches
auf der Benutzung von HMDs basiert, realisierbar. Real-World Search Engines unterstützen
einen User, verlorene Gegenstände wiederzufinden. HMDs eignen sich zur Repräsentation
solcher Suchergebnisse. Um die Benutzbarkeit solcher Systeme zu garantieren, ist es wichtig,
eine passende Repräsentationsart zu finden. Aufgrund vorheriger Ergebnisse stellen wir eine
neuartige Repräsentationsart zur Objektlokalisierung vor: das Last-Seen Image. Das Last-Seen
Image zeigt das Bild eines gesuchten Gegenstandes, welches nicht nur den Gegenstand selbst,
sondern auch die Umgebung zeigt. Wir haben einen Prototypen entwickelt, welcher auf einem
HMD eine Kartenansicht und das Last-Seen Image bereitstellt. Daraufhin haben wir eine Be-
nutzerstudie durchgeführt, um das Last-Seen Image mit der Kartendarstellung zu vergleichen.
Es hat sich gezeigt, dass schwer versteckte Objekte mithilfe des Last-Seen Image deutlich
schneller gefunden werden als mit der Kartendarstellung. Jedoch wurde die Karte bevorzugt,
um den richtigen Raum zu finden. Deshalb empfehlen wir die Benutzung eines Hybriden
Systems, welches die Kartendarstellung verwendet, um den richtigen Raum zu finden. Sobald
man sich in dem richtigen Raum befindet wird das Last-Seen Image angezeigt.
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1 Introduction
In 2014 a lot of people are eagerly awaiting the release of Google Glass1. Google Glass is a
wearable head mounted display (HMD). The release of Google Glass creates a lot of discussion
among data protection specialists, users, and the media. For the last decades HMDs have
been used almost exclusively in research, aviation, and other highly specialized fields, e.g. in
cockpits of modern helicopters. Due to the commercial uprising of HMDs a whole new field of
application scenarios is created.
Using an HMD offers numerous benefits compared to using a regular smartphone. The user’s
hands are free while using the HMD, since the display is mounted in front a user’s field of sight.
Particularly due to the fact that a lot of HMDs offer interaction based on speech recognition or
gestures. Tasks like navigation are improved, since the display is always in the field of sight.
Navigation in general demands the attention of the user to be on the street instead of being on
the display. Using an HMD a user is able to simultaneously keep an eye on the street and still
see the navigation instructions.
Augmented Reality (AR) describes the technology to superimpose an image on a users view of
the real world. Today, AR can be found in a lot of different ways. In Navigation, AR applications
typical highlight the path to take [Kim and Dey, 2009] [Narzt et al., 2006] or show waypoints
to follow [Reitmayr and Schmalstieg, 2004]. There are a lot of AR applications available
for Google Glass, e.g. “watchmetalk”2 or “Mobile Map Tools”3. A major business use case
using Google Glass describes the use of an HMD to show construction plans 4. For instance a
technician is supported by an HMD to assemble or disassemble some component. The HMD
shows the corresponding construction plans by highlighting the process step by step or even
showing a video 5. Every activity that requires the hands can potentially benefit from HMDs.
Considering the current development of commercial head-mounted displays (HMD), it is likely
that HMDs become ubiquitous. Not only Google Glass is about to enter the market. Meta6
for example offers a stereoscopic HMD fit inside an unobtrusive looking sunglasses. However,
1http://www.google.de/glass/start/
2http://getwatchmetalk.com/
3http://glasses.mobilemaptools.com/
4http://www.nytimes.com/2014/04/08/technology/google-begins-a-push-to-take-glass-to-work.html
5http://www.wearabletechworld.com/topics/wearable-tech/articles/367660-industrial-public-safety-
applications-abound-google-glass.htm
6https://www.spaceglasses.com/
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there are a lot of competitors offering or developing different kinds of HMDs7. With the idea
of commercial HMDs becoming ubiquitous, systems that entirely base on the usage of HMDs
becomes feasible.
Throughout this thesis we describe a system that enables one to find lost items. Due to the
fact that losing an object is a time consuming and annoying matter, people try to prevent
losing items. Probably everybody experienced the loss of a needed item. There are techniques
that can reduce the number of lost items due to improved organization8 of the environment
and one’s personal habits. The most common way to improve organization is to place items
according to their usage [Kirsh, 1995]. For instance people place their keys close to the exit of
the apartment to be able to pick them up when leaving.
We consulted 46 people on how often they are searching for objects that are not recovered
immediately. Almost everybody (89%) searches for an object at least once per week for an
object. About half of the interviewees (52%) searches for an object on a daily base. Recent
research shows that an average person spends 10 to 15 minutes per day searching for lost or
misplaced items [Esure, 2012]. According to this study 51% of the participants are claiming to
constantly search for lost or misplaced items.
Items seem to get lost even if we are trying not to lose them. A definition of lost items could
be: “things that are not where they are supposed to be” [Peters et al., 2004]. Thus, a system
representing the current location of each object available solves the issue of losing items.
There are solutions to find and locate people and places but there is no real solution to find
items or objects in general. People can be found on Facebook9, on Google+10, or with the help
of Find My Friends!11. While Facebook is more a check-in system that allows posting your
current location, Google+ and Find My Friends! are real-time tracking systems. Applications
like Google Maps12, Yelp13 or Foursquare14, enable a user to search for places in the area like
restaurants, bars, and so on. There are systems that can retrieve the place of a photo taken of a
landmark [Amato et al., 2010]. Similar technology is available for objects with Amazon Flow15
or Google Googles16. Both apps return information according to the recognized items in the
picture.
7http://www.glassappsource.com/google-glass/google-glass-competitors.html
8also see the National Association of Professional Organizers http://www.napo.net/
9https://www.facebook.com/
10https://plus.google.com/
11https://www.apple.com/apps/find-my-friends/
12https://www.google.com/maps/
13http://www.yelp.com/
14https://foursquare.com/
15http://www.amazon.com/A9-Innovations-LLC-Powered-Amazon/dp/B008G318PE
16https://play.google.com/store/apps/details?id=com.google.android.apps.unveil
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Figure 1.1: A user wearing the prototype. The direction, distance and last-seen image of a
sought image is displayed by the prototype.
The current commercial trend in lost item retrieval are key-finders. The are an electronic
device that can be attached to your keys or any vital item. Instead of searching for an item
in the traditional way, key-finders can support the search task. They can be activated by
different techniques depending on the implementation. Some use Bluetooth while others
respond to whistling. Once enabled, key-finders drag the user’s attention by some sort of signal
e.g. emitting an audible signal. A commercial key-finder using Bluetooth technology starts at
around 20$. Equipping a lot of items with such tags is highly uneconomic. Not only due to the
acquisition cost but due to maintenance costs as well. Additionally, not all items can be easily
equipped with Bluetooth tags.
The contribution of this thesis is threefold. (1) We introduce an image based representation
(last-seen image) for locating objects in indoor environments (see Figure 1.1). (2) The concept
and design space of a real-world search engine using visual object recognition has been
explored. (3) We conducted a user study throughout a whole building consisting of several
floors, comparing the last-seen image representation to a map based approach.
(1) The last-seen image is a novel object location representation based on the assumption that
the environmental context given in an image is sufficient to find an object. The basic suitability
of the last-seen image for object retrieval has already been shown in a preliminary study [Boldt
et al., 2013]. The challenge throughout this thesis is to show or refute the usability of the
last-seen image in a whole building.
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(2) The here described system uses wearable HMDs with an integrated camera to recognize
objects using visual object recognition. As the system uses camera streams to recognize objects
the last-seen image is created as a byproduct. Real-world search engines using visual object
recognition have been already proved to be suitable [Funk et al., 2013]. As the design space
of real-world search engines has not been explored in depth, we extend the already existing
design space.
(3) The last-seen image representation has not been proven to work on building-level. Thus,
we conduct a user study throughout the hciLab17. The study uses a prototype that was
implemented in this project.
If the last-seen image proves to be a suitable object location representation, this will also be
a hint towards using a real-world search engine based on visual object recognition. As the
last-seen image and a real-world search engine based on visual object recognition benefit
mutually from each other. Using the last-seen image as object location representation implies
the addition of cameras to the environment. Accordingly, a real-world search engine based
on visual object recognition implies the usage of the las-seen image, since the last-seen image
is created as a byproduct. However, the last implication is only true if the last-seen image is
shown to be the favorite object location representation. Otherwise, the last implication has to
be invalidated.
1.1 Structure of the Thesis
The structure of this thesis is described in the following paragraph. We start by showing related
work (starting on page 13). The related work covers the identification of objects, indoor
positioning systems, and visualization of location. Hereinafter we describe the related work we
describe the concept and design space (starting on page 21). The concept provides an in-depth
description of the term “real-world search engine”. The design space of a real-world search
engine is explored at the end of the concept chapter. As constantly recording images can be
highly privacy invasive, we provide an in depth discussion about how to protect the privacy
as far as possible. The system chapter (starting on page 33), describes a system that is able
to show the representations and navigate a user towards a sought object using an HMD. The
experimental evaluation of the system is reported in the study chapter (starting on page 43).
At the end of the thesis we give a conclusion (starting on page 53). The concept includes future
work and limitations of our proposed system.
17http://www.hcilab.org/
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1.2 Publication at the Augmented Human 2014
Parts of this thesis have been published on the “5th Augmented Human International Confer-
ence” in Kobe, Japan [Funk et al., 2014].
Markus Funk, Robin Boldt, Bastian Pfleging, Max Pfeiffer, Niels Henze, and Albrecht
Schmidt. 2014. Representing indoor location of objects on wearable computers with head-
mounted displays. In Proceedings of the 5th Augmented Human International Conference
(AH ’14). ACM, New York, NY, USA, , Article 18 , 4 pages. DOI=10.1145/2582051.2582069
http://doi.acm.org/10.1145/2582051.2582069
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2 Related Work
This project comprises different topics. Therefore, we want to provide the related work divided
in different topics to keep it lucid. A real-world search engine can be divided into three parts:
the identification (1) and localization (2) of objects, and the representation of their location
(3) to the user. We start describing, how existing systems identify objects and keep track of
them. As the major use case of a real-world search engine is indoors, we outline existing
indoor positioning systems. The related work ends with showing ways to visualize location,
comprising outdoor navigation, indoor navigation, and object localization on room-level.
2.1 Object Identification
The following section shows how existing systems identify objects. This is the most important
part of a real-world search engine. The architecture of the entire system is determined by
the object identification procedure. Each object identification mechanism implies distinct non
functional requirements like: scalability, privacy, reliability, or modifiability. Most of the systems
rely on a particular technology. Therefore, we decided to present this section divided into
the used technology. The covered technologies are: Bluetooth, radio-frequency identification
(RFID), visual markers, and visual feature detection.
Bluetooth is a widely used technology, which almost every smartphone, a lot of laptops, and
technical devices are already equipped with. In “Where’s my Stuff” [Kientz et al., 2006] a
system working with Bluetooth tags is described. Important objects are equipped with a tag.
The tag starts to emit audible signals, if a user is searching for an item. One of the main
problems of this solution is the range of Bluetooth signals. Therefore, an extension to the
above described system is shown in “Objects calling Home” [Frank et al., 2007]. A network of
mobile phones is created. Mobile phones share their objects in range in the created network.
Consequently, one can query for an object in the range of another mobile phone.
A lot of commercial systems using Bluetooth have been released recently. Most of them add
Bluetooth tags to important items. The current commercial trend in lost item retrieval are so
called key-finders. As described previously, key-finders are regular Bluetooth tags added to
important items. Even though there are key-finders using other technologies than Bluetooth,
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Bluetooth key-finders are the most common ones. The Cobra Tag1 utilizes Bluetooth to find
tagged items using a smartphone. However, things work the other way around as well, a
button attached to the tag can be pressed and the smartphone starts to emit an audible signal.
Sought items can emit an audible signal as well, as the attached tag is equipped with a speaker.
Another commercial system based on Bluetooth is Bringrr2. Bluetooth tags are attached to
important items and can be searched for by an app. However, the clue about Bringrr is a car
charger that notifies the user if an object is missing before driving away.
Today, RFID technology is ubiquitous in our daily life, e.g. in access management, tracking
of goods, toll collection, smartdust [Kahn et al., 1999], and contactless payment. Therefore,
researchers had the idea to use the already existing environment and extend it. Unfortunately,
reality shows that the use of RFID implies huge modification to the environment. A system
using RFID technology is practicable for one or two rooms but most probably not for a whole
building. Our concerns are especially caused by the unscalability of such systems. Systems
using RFID technology can be divided into systems that use mobile RFID readers and those
using static RFID readers.
We start by describing systems that use mobile RFID readers. “MagicTouch” [Pederson, 2001]
describes a RFID based object identification via wearable RFID readers attached to a users
hand. If a user touches a RFID tagged artifact, the reader is able to identify the object and send
the location to a backend. This is based on the trivial, nevertheless powerful, assumption that
objects are only moved by humans and therefore every movement can be tracked using that
system. Instead of using humans, “IteMinder” [Komatsuzaki et al., 2011a] uses an autonomous
robot that can automatically move around the room. If the robot finds a tag, it uploads its
position to a database.
In contrast to the above, the “LANDMARC-System” [Ni et al., 2004] uses static RFID readers.
Trackable objects are equipped with active RFID tags. The idea is to add additional RFID tags
named “landmarcs”. A “landmarc” provides a reference location to increase the accuracy of
an object’s location. The “MAX-System” [Yap et al., 2008], extends that idea and proposes a
hierarchical approach. Each room is equipped with a RFID antenna referred to as base station.
Each base station can consist of several sub stations, mostly static objects like furniture. At
the lowest level of the hierarchy there are RFID tags that are attached to movable objects like
books. The user is enabled to search for objects using query terminals. The terminals returns
user specific results according to a sophisticated privacy system. The position of a sought object
is stored in the same way as proposed by the hierarchy: base station, sub station, and tag.
Therefore, the results are returned in textual form, e.g. “my keys are on my desk”.
A combination of several technologies is proposed in “Find my Stuff” [Nickels et al., 2013]. In
general “Find my Stuff” uses the approach of the “MAX-System” for location representation
1http://cobraphonetag.com/
2http://www.bringrr.com/
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(e.g. “my keys are on my desk”), but in contrast “Find my Stuff” equips furniture with RFID
readers and ZigBee modules. ZigBee is a technology based on the IEEE 802.15.4 standard. The
IEEE 802.15.4 standard describes low-rate wireless personal area networks which focus on
ubiquitous communication between devices. “Find my Stuff” provides a robust and calibration
free environment, but it is complex to setup, because furniture needs to be equipped with a
module setup, as well as objects need to be equipped with tags.
Most previously described systems require the modification of searchable objects as well as
the modification of the environment. However, all of them require at least a modification of
either one. For instance equipping searchable objects with RFID tags or adding RFID readers to
furniture. This is a huge implication to the environment. Imagine an office environment with
hundreds of employees and every object needs to be tagged to be searchable. In our opinion,
these systems are not practicable because the effort of setting them up does not justify the
benefits they offer. If at some future point almost all items are already equipped with RFID
tags, these systems will become feasible.
Objects can be detected by their visual features using either markers or object recognition. We
start describing approaches using markers. In general markers are adhesive stickers with a
printed barcode or a Quick Response Code (QR code) on it.
In “Searchlight” [Butz et al., 2004] objects are equipped with optical markers. The room itself
is equipped with a steerable camera and projector unit. Objects can be scanned by the camera
and sought objects are highlighted using the projector. Therefore, only objects that are in the
sight of the camera can be scanned. Due to the fact that the camera unit is mounted at a fixed
position, some objects are never indexed at all, because they are out of the camera’s sight.
However, this system was designed for finding books in a shelf which is achieved using the
system. We especially want to highlight the fact that “Searchlight” does not depend on an
environmental model. In “WebStickers” [Ljungstrand et al., 2000] a system is described that
uses barcode readers and adhesive stickers with barcodes to identify objects. Each barcode
leads to a web page. Hence, each “WebSticker” can be seen as a bookmark. A camera readable
barcode is presented in “CyberCode” [Rekimoto and Ayatsuka, 2000]. “CyberCode” does not
only recognize objects, but also retrieve it’s 3D location in the picture, using computer vision
technology. In “DrawerFinder” [Komatsuzaki et al., 2011b] a camera is mounted above a shelf.
Optical markers are attached to each drawer and will be scanned when the drawer is opened.
As soon as a drawer is identified by a visual marker, a picture of its content is taken and will
be uploaded. A user can browse through the different drawers and search for items. The
system, however, does not allow search queries for a certain object. Therefore, the user needs
to browse the images taken of each drawer until the sought object is found.
“Antonius” takes a step forward [Funk et al., 2013]. The authors present a prototype of
a real-world search engine that detects objects of the physical world based on their visual
appearance. “Antonius” uses a wearable camera system to detect objects and their location.
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The location of the wearable prototype is determined using an OptiTrack3 system. The location
of a found object is assumed to be 40 cm in front and 45 cm below the wearable prototype.
This assumption was determined experimentally. Users can search for objects and will be
shown their location in a 3D-model.
The idea of a wearable visual object detection device is one of the keynotes of the research
presented in this thesis. Therefore, no objects need to be marked or tagged in any way. Every
system presented in this paper except for “Antonius” requires marking or equipping every
searchable object with identifiers. “Antonius” uses an OptiTrack system that is not naturally
available in every environment. Thus, an adequate and non intrusive indoor location system
has to be found. The following section gives an overview over the existing indoor positioning
systems.
2.2 Indoor Positioning
The main use case for a real-world search engine takes place in indoor environments. Due to the
fact that the Global Positioning System (GPS) does not work properly in indoor environments,
we are in the need of an adequate indoor positioning technology. Our main objective is to
provide at least room level accuracy as well as no major changes that need to be done to the
environment. In that manner we can provide a scalable and modifiable system.
Over the years several indoor location techniques have been proposed. We start by describing
some early systems. On of the early systems is the “Active Badge” [Want et al., 1992]. A
user is equipped with a badge that transmits a unique infrared signal every 10 seconds.
Each room needs to be equipped with a sensor that receives the signals and therefore can
determine the position of the badge. The “Active Bat” [Harter et al., 1999] was developed
as an improvement to the “Active Badge”. It allows a 3D positioning on centimeter level
due to trilateration of ultrasonic receivers mounted at the ceiling. The ultrasonic sound is
emitted by a badge and the system measures the times-of-flight. Similar to the “Active Bat”,
the “Cricket Location Support System” [Priyantha et al., 2000] uses ultrasonic for indoor
positioning as well. “RADAR” [Bahl and Padmanabhan, 2000] measures the signal strength of
radio frequencies of multiple base stations. The location is calculated using triangulation of
the signal strengths and estimates the location within a few meters. With “Smart Floor” [Orr
and Abowd, 2000] the user does not need to carry any device which makes the difference to
the systems described beforehand. People can be tracked based on their footstep force profile
measured by sensors attached to the ground. A 93% accuracy could be achieved using this
approach.
3http://www.naturalpoint.com/optitrack/
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In the following passage we describe current approaches to indoor location. The “RF door-
mat system” [Ranjan et al., 2013] equips a user with a RF ankle bracelet that is tracked
when crossing a doorway. That way a users’ room location can be tracked with an accuracy
of 98%. Research on the field of WiFi indoor location [Woodman and Harle, 2008], shows
that throughout a building of 8725m2 a user can be tracked with an accuracy of 0.73m in
95% of the time. This accuracy is not only achieved by using WiFi fingerprints, but also by
using acceleration sensors. Visual position detection by scanning markers can be done discrete
[Mulloni et al., 2009], as well as continuous [Kalkusch et al., 2002]. Actual visual indoor
location based on feature matching is possible as well [Schroth et al., 2011]. A previously
recorded video that is tagged with geographic information is compared to visual input and a
location can be calculated accordingly.
Retrieving the indoor location by measuring disturbances of the Earth’s magnetic field, caused
by structural steel elements, in a building is described in [Chung et al., 2011]. Before a location
can be retrieved the whole building needs to be measured. The disturbances are measured
with an array of electronic compasses. An accuracy better than 1m could be in shown 88% of
the time across several buildings and floors.
Indoor positioning techniques have been explored throughout the last decades. There are
positioning systems for almost all use cases. Sub centimeter accuracy can be achieved with
the downside of high costs and major changes to the environment. The OptiTrack system, for
instance, can resolve a position with millimeter accuracy. Sub meter accuracy can be achieved
using WiFi indoor location. Multiple WiFi access points are available at almost every building.
Thus, WiFi indoor location can be done without major changes to the environment or having
high costs.
2.3 Visualizing Location
Visualizing a location to make it understandable to a user is a widely researched topic. A
lot of work has been done on the field of navigation, especially the outdoor navigation,
since it has been more feasible over the last decades by using GPS. We use a hierarchical
approach to describe the related work. We start with outdoor visualization, proceed with
indoor visualization, and finish with object localization on room-level.
A comparison of textual, map, arrow, and 3D navigation [Kray et al., 2003] concludes without
pointing out a favorite route representation. But it was stated that the user’s preferences and
abilities are vital factors for selecting a way of route instruction. These representations can be
seen as the traditional representations in navigation. Route instructions have been passed in
textual or audible way ever since, like “turn right onto Evergreen Terrace”. Not only textual
instructions but also maps have been used to navigate for hundreds of years. In contrast
the arrow and 3D navigation are new. These route instructions have been introduced with
the evolution of computers. A commonly proposed alternative to these representations is a
17
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navigation, based on waypoints to be followed, as described in [Reitmayr and Schmalstieg,
2004]. The user is wearing a head mounted display (HMD) and is shown the waypoints with
the use of Augmented Reality (AR). The idea of a waypoint based AR navigation was compared
with a map based approach for navigating users using a mobile device [Walther-Franks and
Malaka, 2008]. The authors conclude that in some cases the waypoint approach is even better
than the map approach. In “Halo” [Baudisch and Rosenholtz, 2003] a visualization technique
is described that makes off-screen locations visible to a user. Small displays make it hard to
zoom in a map to determine the correct path and still be able to see the destination on the
screen. Therefore the interface uses red semicircles at the edge of the screen if the location is
outside the screen range. The radius of the semicircle is used to determine the distance to the
location. A big radius is used for locations that are far away and vice versa.
Combinations of indoor and outdoor navigation are possible as well. With the “BMW Personal
Navigator” [Krüger et al., 2004] a system that combines 3D and map is proposed. The “BMW
Personal Navigator” provides navigation in the car as well as pedestrian navigation. With the
aid of infrared bacons attached inside a building the user is enabled to navigate inside that
buildings . “Drishti” [Ran et al., 2004] is a system supporting blind people in finding their way
through known areas as well as unknown areas. The blind receives audible signals to avoid
possible obstacles and support way finding. The outdoor positioning is done using Differential
GPS. Whereas the indoor positioning is using a ultrasound positioning system. Google Maps4
is offering outdoor as well as indoor navigation an positioning using maps. At the moment
there are more than 10.000 indoor maps available5 and the number is growing.
Indoor navigation can be handled like outdoor navigation. For example “Footpath” [Link et al.,
2011] proposes a map based approach for indoor navigation. But it seems like researchers are
taking new approaches. Indoor navigation offers distinct possibilities from outdoor navigation,
due to closer distances of junctions, compared with outdoors. Regular streets in a city are
several meters apart, in contrary doors inside a building are often less than 1 meter apart.
Hence, systems that switch representations based on the accuracy of the position and the
contextual information were developed. Accordingly a hybrid system [Butz et al., 2001]
that is able to switch between different 2D maps and 3D visualizations has been proposed.
Alternatively, a combination of different AR and map representations for indoor navigation is
proposed [Mulloni et al., 2011]. The representations are chosen according to the activity of
the user as well as the accuracy of the position. As an additional contextual feature info points
are introduced to further support the user by switching to an overview map, when the user
reaches an info point.
The most important part of finding an object happens on room-level. Different visualizations
on a smartphone, with the intend to raise the attention of a user towards an object, have been
experimentally compared with each other [Möller et al., 2014]. The authors introduce four
4https://www.google.com/maps/
5https://maps.google.com/help/maps/indoormaps/faqs.html last accessed May 2014
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Figure 2.1: A screenshot showing three of the four location representations used in a pre-
liminary study. (a) The map representation with the sought object denoted as
a red dot. (b) The 3D representation using the OGRE engine and denoting the
position of the sought object as a white rectangular solid. (c) The last-seen image
representation of a flying disc.
indicator types: text hint, blur, color scale, and spirit level. They are supposed to motivate a
user to aim the smart phone towards an object. If the object is in range of the camera it will
be highlighted in the viewport, e.g. a frame will be painted around the object. In Attention
Funnel [Biocca et al., 2006] users are equipped with an HMD. The Attention Funnel is an AR
technique to guide the attention of a user to any object, person, or place in space. A funnel of
rectangles is build that ends at the sought object.
The foundation of this thesis is a preliminary study in which object representations were
compared on room-level [Boldt et al., 2013]. Textual, 2D, and 3D representations were
compared to an image-based representation in a lab study (see Figure 2.1). The impact each
representation had on cognitive load, task completion time, and user experience was assessed.
The image-based representation referred to as last-seen image, which includes the object as
well as environmental context is shown to be appropriate for object retrieval on room-level.
Even though, the lab study could not reveal a statistically significant favorite representation,
the authors make statements about the feasibility of each representation. The most valuable
asset of the last-seen image would thus be its independence of any environmental models
that are mandatory for any of the other representations. Since the preliminary study is the
foundation for this thesis each representation is shown in detail.
The textual representation is based on nested zones. It returns the location representation
with the help of these zones. Zones are used like landmarks [Ni et al., 2004]. Therefore, a
textual representation looks like this: Building No. 101 -> Kitchen -> Table -> sunglasses (the
sunglasses are on the kitchen table in Building No. 101).
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The 3D representation offers a detailed model of the environment. The sought object will be
highlighted in that model to make it visible to the user. The user is enabled to move around
in the 3D representation as being in the physical world. However, all physical laws can be
violated in the virtual world. Thus, the user will be more powerful compared to a manual
search, especially because sought objects can be highlighted through walls and other objects.
The map representation shows a map on which sought objects are denoted as a red dot on the
map. The map offers a great overview over the situation and enables the user to plan a route
towards the objects. The map can even be improved by representing the current location of
the user. This could be achieved by denoting the position of the user with another color than
the sought object.
The last-seen image displays the last taken picture in which the object was recognized by the
system. The image does not only show the object, but also the surrounding context of the
object like other known objects or furniture.
The field of route representation has been deeply analyzed. There are lots of systems proposing
ways to find the best or shortest path from point A to point B in different environments.
Research, however, is lacking techniques to identify objects, especially in the context of a
real-world search engine. The next chapter compares the four representations, used in the
preliminary study, in terms of their usability in large scaled environments. Furthermore, the
concept and design space of a real-world search engine is outlined in the next chapter.
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We have mentioned the term real-world search engine several times to this point but never
provided a satisfying definition. This chapter provides a in depth analysis of the concept and
design space of real-world search engines. As previously mentioned in the related work (see
Chapter 2) this thesis is based on two previous projects. We use visual object recognition
based on visual features as object identification mechanism as proposed in “Antonius” [Funk
et al., 2013]. Furthermore, we use a subset of the location representations proposed in the
preliminary study [Boldt et al., 2013].
3.1 Definition of a Real-World Search Engine
Search engines for the world wide web are well-established. Commercial systems like Google1
or Bing2 have evolved over the last years. Searching for information on the Web is as easy as
entering a phrase as a search query to a website. The website is offering information about
the query, roughly everything one could know about the sought phrase. Accordingly to search
engines for the world wide web a search engine for the real-world is offering information
about physical objects, e.g. their location. This is part of the Internet of things (IoT) [Ashton,
2011]. The IoT describes a system that identifies objects and their virtual representation, but
in contrast to traditional data recording, humans do not need to manually record data. People
have limited time, attention, and accuracy and therefore they are inferior compared to an
automated recording of data. With the power of automated stocktaking people are enabled to
track and count all available objects.
3.2 Basic Assumptions
As shown in the related work (see Chapter 2) existing systems that are able to identify objects,
imply huge changes to the environment and therefore they are neither cost efficient nor
scalable. Our main goal is to provide a system that works out of the box without major changes
1http://www.google.com/
2http://www.bing.com/
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to the environment. We do not want to add any tags to objects or readers to a room or
furniture.
To enable an out of the box behavior we identify objects by their visual features using camera
streams. As we do not want to modify the environment, we do not add cameras to the
environment but use wearable cameras. Keeping in mind that commercial head mounted
displays (HMD), including a camera, (e.g. Google Glass3) are about to enter the market a
system relying on wearable cameras becomes feasible. The camera images that need to be
tagged with a geolocation will be analyzed by the system in real-time. If an object is detected,
the current position of the object will be saved as well as the image.
To be able to add a geolocation to the image we need to determine the location of the camera.
We showed several indoor-location technologies in the previously introduced related work (see
chapter 2.2).
Unlike most of the proposed indoor location technologies we do not want to modify the
environment. Therefore, we decide to use the infrastructure that had been already available
and should be available at most places: WiFi. By measuring the signal strength of the available
WiFi access points, adequate accuracy can be achieved [Woodman and Harle, 2008]. Therefore,
we use WiFi indoor location technology to determine the position of the camera.
3.3 Selecting the Appropriate Location Representations
The focus of this thesis is to evaluate the representation of an object’s location. Coordinates
that are stored in a database need to be translated into a human-readable format. As shown in
the related work (see Chapter 2) there was a preliminary study in which object representations
were compared on room-level [Boldt et al., 2013]. Textual, 2D, and 3D representations were
compared to an image-based representation in a lab study (see Figure 2.1). The main difference
of this thesis to the preliminary study is that first the environment is a whole building and
second the representations are shown on an HMD. The following chapter examines the four
location representations depending on these two aspects.
The textual representation worked well on room-level, even thought subjective feedback of
the participants discouraged the textual representation. With a growing area to be covered and
more detailed zones the representation will become hard to understand. If a piece of furniture
had been moved then the zones would have had to be changed accordingly. Therefore, we
decided not to use the textual representation for an area greater than a single room.
The 3D representation performed well on room-level and users were enthusiastic about it.
However, creation of a detailed enough model of the environment is a highly work intensive
3http://www.google.com/glass/
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job. The user needs to be provided a detailed model of the environment due to two reasons.
One reason is that the relation of a visual location to a physical locations will be way more
mentally demanding using a coarse 3D model compared to a detailed model including textures
and a realistic size ratio. The other reason is that objects will be drawn on or inside pieces of
furniture and therefore the furniture needs to be present in the model. Changes made to the
environment like moving a piece of furniture need to be changed accordingly in the model.
The coarse 3D model that was used in the preliminary study, was the main criticism of the 3D
representation. In the preliminary study the 3D representation showed only coarse models of
the furniture without any textures added to the model. Due to the work that is mandatory to
realize a 3D model we did a brief research on how to create 3D models of a complete building
and found several commercial providers of 3D laser scanners (e.g. faro4). Another possibility of
3D object scanning is the use of Kinect Fusion5. Both, Kinect Fusion as well as 3D laser scanners
can create 3D models of the environment. However, we believe that creating and maintaining
such 3D models will be highly uneconomic. Also, with a growing area that has to be covered
the representation will become hard to understand. According to the preliminary study, users
seem to like the 3D representation more than the textual representation. Nevertheless, we
decided not to use the 3D representation in this project. We are discouraging everybody to use
a 3D representation in the context of a real-world search engine due to the previously given
reasons.
The map representation performed best in the preliminary study. In order to implement the
map representation, a model of the environment is needed as well. Luckily, construction
drawings of almost every building are available and should be sufficient. A basic design
decision that need to be taken, regarding the map, is whether to shown furniture or not. If
furniture is shown, the map needs to be adjusted with each environmental change. Without
showing furniture the map is missing context but is more robust. In the preliminary study,
the map was favored even though no statistic significance could be shown. Due to the easy
implementation and robustness of the map we decided to use the map as a possible object
location representation. The map is used without showing furniture.
The last-seen image representation requires no model of the environment and is independent
of changes made to the environment. The hypothesis is that the last-seen image offers
environmental context which enables a user to determine the position of a sought object. The
hypothesis is supported by the findings of the preliminary study. Not only humans are able to
perform localization based on visual features. Robots equipped with cameras can calculate
their location by analyzing visual features of the environment [Se et al., 2002]. Human
beings are more powerful in image recognition than a machine, especially in understanding
the context given in a picture. Examples of human capabilities can be seen in the context
of crowd sourcing (e.g. Amazon Mechanical Turk6). There are a lot of problems that are
4http://www.faro.com/
5http://msdn.microsoft.com/en-us/library/dn188670.aspx
6https://www.mturk.com
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solved more efficient using human power than using artificial computation. An example for
the power of crowd sourcing can be seen at “fold it”7. “Fold it” is a game everyone can play
and simultaneously contribute to the scientific problem of protein folding. The last-seen image
proved to be really powerful in the past. Therefore, we decided to use the last seen image for
the outlined system.
Until now, an issue that has been concealed completely is the accuracy of the indoor positioning
system. The textual, 3D, and map representation struggle with the accuracy of the indoor
positioning system. For example: if an object lies in a shelf that consists of 5 ∗ 5 boxes, each
of which are sized 50 cm in length and height. The object is in the middle box (3,3). WiFi
indoor location has an accuracy of less than one meter (assuming the best case) and is only
offering a 2.5 dimensional location (returns only longitude, latitude, and level of the floor but
no exact height). The 3D representation cannot denote any position on or in the shelf because
the accuracy is to coarse. In the best case the 3D representation could denote the shelf as being
probably the furniture that contains the sought object. The textual representation and the map
are not as sensitive for these kinds of errors. However, these representations tend to fail, if the
location is too vague. In contrast, the last-seen image is robust against these kinds of errors.
In this section we made statements about the non functional requirements of each represen-
tation. We decided not to use the textual and 3D representation due to the unscalability,
development effort, and lack of robustness. The map is used in the system because it was the
most favored representation throughout the preliminary study. It offers scalability even though
effort needs to be taken to scale the environment. Maps for the newly added environment
have to be created, but the effort of creating maps from blueprints or even from scratch is
manageable. Due to the scalability, low development effort, and robustness we decided to use
the last-seen image system as well. The last-seen image offers an out of the box behavior that
is fully model independent. The only downside of the last-seen image is that it did not perform
best in the preliminary study, nevertheless it performed well.
3.4 User Stories
During the project we interviewed several people about the concept of a real-world search
engine. We asked them about the possibilities and the use cases in which they would utilize
the system. To provide a good understanding of the power of a real-world search engine these
scenarios are shown in this section.
7https://fold.it/
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3.4.1 Where Did I Put That?
As a user, I want to find a lost item so that I save time compared to a traditional search task.
This user story is the centric topic of this thesis. We spent most of our resources to provide
satisfying solution to this user story. The concept of a real-world search engine is not limited to
the type of the environment. It works at home, office, or even in warehouse environments.
Especially in office environments, where a lot of parties are involved, important items can get
lost easily. A real world search engine can tremendously support users in that context.
3.4.2 Where Did I Park?
As a user, I want to find my car so that I do not need to search the whole car park if I forgot where
my parking lot is.
Finding a parked car can be solved using visual object recognition. Automatic license plate
recognition is a widely researched topic [Chang et al., 2004]. Every car has a number plate
that can be read by the system. The system can save the current position of the car. However,
in general the use case for finding a parked car is outdoors. Outdoor environments are out
of scope of this thesis. Nevertheless, extending the scope seems to make sense and should be
researched with some caution in future work. The outdoor environment implies a lot of new
questions about privacy and the usefulness of the last-seen image in outdoor environments.
Especially in countries where people are sensitive about private data, the privacy issues of such
systems will most likely raise a lot of issues.
3.4.3 Where Is the Next?
As a user, I want to find the next elevator so that I feel comfortable in unknown environments.
The elevator in this context can be substituted with almost everything e.g. conference room.
When having an indoor-positioning system setup and running, it is not hard to setup points
of interest. The Navigation could be done equally to the location representations of object
search.
3.4.4 Where Is My Colleague?
As a user, I want to find my colleagues so that I do not need to search them manually.
With every user wearing a positioning device it would be easy to show the location of others
to a user. As this would be highly privacy invasive a detailed permission system is needed.
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However this idea is not new, sophisticated ideas for a permission system can be found for
instance at “Find My Friends!”8.
3.4.5 What Do I Need to Buy
As a user, I want to know what I need to buy so that I do not need to create a shopping list
beforehand.
If all consumables are tracked, the system would be able to generate lists of any missing items.
Hence, two possibilities arise, either create a shopping list or automatically order the missing
items online. Extensions to this system are imaginable as well. The system could be coupled
with a recipe database and create shopping lists according to the meals for the next days.
3.5 Design Space
The concept of a real-world search engine that tracks objects based on their visual appearance
offers a lot of opportunities. It allows the system to be non-intrusive to the environment, even
though it relies on the fact that everybody wears the system at least most of the time. No
markers are needed and no furniture needs to be equipped with any kind of readers or sensors.
However, the concept implies limitations as well. During the time we have been working on
this project, we received a lot of questions especially regarding privacy. The following section
addresses these concerns and limitations.
3.5.1 Privacy
The privacy concerns in the context of a real-world search engine that uses visual object
recognition are twofold. One concern is that taking pictures of people and afterwards showing
these pictures to other people is highly privacy invasive. The other concern is that people do
not want others to retrieve information about their personal belongings or view pictures of
their room taken in private. Therefore, guidelines need to be defined to protect the privacy of
people as good as possible.
Showing the last-seen image of an object can be privacy invasive. As the last-seen image
may contain some kind of sensible information. For example, a last-seen image may contain
business contracts or a person who does not want to be recorded. Obviously, privacy can
be restored at any time by taking off the system. However, in public rooms there may be
8https://www.apple.com/apps/find-my-friends/
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several people wearing the system. Until everybody takes off the system, privacy cannot be
guaranteed.
Automated disguise of people using algorithms is possible, e.g. “YouTube” proposed a technol-
ogy that automatically conceals every face in a video by means of face blurring9. Event though
these algorithms tend to fail if a face is not fully visible or in bad light conditions. Nevertheless,
privacy can be improved using such technologies. However, in the context of a home or the
work place, people will be able to identify their friends and colleagues without seeing their
faces but because of other visual hints, e.g. their shoes, body language, or any other individual
feature. Recent research [Rice et al., 2013] shows that the recognition of a person is not only
possible due to face recognition but also on body features.
Additionally, we also propose an extension to the previously described face blurring mechanism.
Nowadays, optical character recognition software is commonly used in a lot of applications
like: passport recognition10 or creating textual versions of printed books11. Automatic disguise
of all characters recognized in the last-seen image increases the privacy even more.
People do not want others to watch pictures taken in their private rooms. Consequently,
people do not want others to be able to track their private items. To address these issues, we
propose to declare objects as well as rooms to different distinct privacy types. These types
could be designed accordingly to the UNIX filesystem permissions12. We propose a hierarchical
approach to declare an entity (in this context a room or object), to be accessible: globally, to
a group, or only private. Global accessible entities can be accessed and viewed by everyone.
Group accessible entities can only be accessed by users that belong to a certain group, like a
department or a project. Private accessible entities can only be accessed by the owner of the
entity. Accessible in terms of a room means that images taken inside the room are viewable.
Accessible in terms of an object means that the object itself is searchable.
Some people have concerns regarding their privacy. They claim that uploading sensitive data
to a third party does not leave a good feeling [Funk, 2012]. Therefore, we propose to make
sure that the image processing and storage is only done using private servers. This ensures
that the images are not accessed by third parties. Thus, we are able to reduce a lot of concerns
people have regarding their privacy.
A system as previously described will always be privacy intrusive. However, we showed
possibilities to further support a users’ privacy. Setting up a sophisticated permission system
and sensible handling of data is highly recommend. These modifications can be done easily
and provide a useful base for a real-world search engine. Automatically disguised images are
not as easy to implement. Nevertheless, we highly recommend using disguise techniques in a
9http://youtube-global.blogspot.de/2012/07/face-blurring-when-footage-requires.html
10http://www.expervision.com/find-ocr-software-by-document-types/ocr-software-for-passport-processing-1
11http://www.gutenberg.org/
12https://www.freebsd.org/doc/handbook/permissions.html
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real-world search engine. Yet, systems recording sensible data are only feasible if all concerned
parties agree to the system.
3.5.2 Static vs. Mobile Cameras
Thinking about a system requiring camera images to provide any form of image processing
one of the major questions is: “How to achieve an apropriate coverage of cameras?”. We have
already explained the concept of using wearable HMDs with included cameras to retrieve
images. The following chapter motivates why statically mounted cameras are inferior to mobile
cameras.
Mounting cameras to the environment to be able to track the available items implies mounting
several cameras in each room. To be able to film inside a drawer and recognize objects, cameras
need to be mounted above drawers as described in Drawerfinder [Komatsuzaki et al., 2011b].
Static mounted cameras always have a blind angle. No objects will be detectable in the blind
angle. The only possibility to get rid of blind angles is mounting even more cameras. When
mounting cameras to the environment, users may feel observed [Funk, 2012].
Using a mobile camera does not imply blind angles. Less cameras will be used, as each camera
is moved throughout the environment. One camera per person will be enough. As objects
are only moved by humans almost every movement will be tracked by the camera [Pederson,
2001]. Obviously, the concept is not working if somebody is dropping an object without looking
at it and therefore filming it with the camera. The next person passing the object records it
again. In addition, mobile cameras are able to film places that are complicated to film with
static cameras, e.g. recording the contents of a drawer.
It can therefore happen that objects are registered at the wrong place for a limited time frame.
Faults are recovered without the need of human intervention. Thus, the proposed system is
robust and provides eventual consistency [Vogels, 2009].
We believe that a last-seen image recorded in point of view is easier to understand compared
to a last-seen image recorded from the ceiling. We do not want to modify the environment or
that users feel observed. People who care about privacy may take off the system at any time to
restore privacy. For this reasons, using mobile cameras is the better choice for the proposed
concept.
3.5.3 Object Recognition
The most valuable asset of using object recognition is the waiver of using tags attached to
objects. Objects can be added to the environment by taking a photo. It does not even need to
be an actual photo of the object. Most of the time an image found on the web is sufficient. It
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may even be possible to setup a community driven reference database containing information
about most daily items including reference images to identify these objects.
Visual object recognition implies limitations that need to be addressed in order to use a real-
world search engine based on visual object recognition in a productive environment. It is
possible that objects are not recognized or even worse that they are mistakenly recognized.
Recognizing objects on their visual features as well as their appearance does not show as
accurate results as tag based approaches like RFID. Visual object recognition is a growing field
and we believe that a lot of advantages will be made to existing algorithms. Results proof that
visual object recognition is adequate for the use with a real-world search engine in a lab study
[Funk et al., 2013].
Nevertheless, object recognition shows a major flaw that needs to be overcome. There are
objects that look alike or are the same, e.g. laptops or smartphones. There is no perfect
solution to differ between these objects without manipulating them in their visual appearance,
like adding visual markers. Techniques like mapping objects to people and analyze either who
filmed or who interacts with an object are prone to error.
Object recognition is a highly promising technology to setup a real-world search engine. We
believe that, until almost every object comes naturally equipped with a RFID tag or something
similar, visual object recognition is the only feasible technology to setup a real-world search
engine in a large scaled environment.
3.5.4 Centralized vs. Mobile Object Recognition
Visual object recognition is a performance intensive task. Our long-term goal is to provide a
scalable productive real-world search engine working out of the box. However, the decision
whether to use a centralized or a mobile object recognition cannot be answered without
sufficient experiments and tests. Using an HMD for object recognition retains our goal of an
out of the box behavior. In contrast, a centralized service is able to perform more complex
computations and therefore better object recognition.
Mobile phones are suitable for visual object recognition in real-time [Henze et al., 2009].
The computational performance of the mobile phone that has been used by Henze et al. is
inferior to the computational performance shown by current HMDs. But there are also possible
downsides of running the object recognition on mobile devices. With the growing number of
reference images the performance limits will be reached at some point. Consequently, mobile
object recognition is not scalable. Furthermore, using object recognition on mobile devices
highly utilizes the mobile devices. Therefore, the battery is drained. Current HMDs suffer on
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battery life. According to current reviews, the battery of Google Glass is wiped after one hour
of video recording13.
Using a centralized architecture performing visual object recognition may break with the out
of the box behavior. There are two scenarios available. Using a public image processing service
(e.g. recognize.im14) does not break with the out of the box behavior. But there are users who
do not want their pictures to be uploaded to a third party service due to privacy reasons (for
more information see Section 3.5.1). Setting up a centralized service in the local environment
implies extra work that needs to be done before being able to use the system. A centralized
service also implies high costs due to the environment that needs to be either setup or paid by
usage. A centralized service can nevertheless offer a highly scalable environment and complex
computations to evaluate the camera streams.
Using mobile object recognition breaks with the scalability of the system. Using a centralized
service breaks with the out of the box behavior of the system. A hybrid system could solve the
issue. Using a mobile device for object recognition seems to be suitable for small scenarios. In
large scaled environments the usage of a centralized service seems to be convenient.
3.5.5 Last-Seen Image
The concept of a system relying on visual object recognition implies not only the existence of
images taken of the environment, but also of sought objects. Therefore, the term last-seen
image was created. The last-seen image shows the most recently captured image of an object
including the environmental context of the surroundings.
We conducted two previous studies to proof the usability of the last-seen-image. One study
compared the last-seen image to 3D, map, and textual representations on room-level [Boldt
et al., 2013]. The last-seen-image was shown to be equally usable compared to the other
representations. As a followup the authors conducted an informative user study to proof the
useful amount of context, the last-seen-image is offering. Several objects were photographed
in an office environment. These photographs where then presented to participants that are
familiar with the environment. The office environment consists of 12 rooms and a hallway.
People could relate 93% of the pictures to the correct location. One image, only showing a
shelf and its content, was related wrong by more than half of the participants. An explanation
could be the missing environmental context in the picture.
Office environments differ from home environments. In office environments there is a lot of
look alike furniture and rooms. In contrast, in home environments there are a lot of different
looking rooms. The previously described issue, of a wrong related last-seen image, can be
tackled. We propose three modifications that can improve the last-seen image. The last-seen
13http://www.techradar.com/reviews/gadgets/google-glass-1152283/review/7
14https://www.recognize.im/
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Figure 3.1: The difference of a last-seen image providing almost no contextual information
compared to a last-seen image combination taken from three distinct angles
providing a lot of context. (a) A last-seen image providing almost no context. (b)
Three last-seen images creating a surrounding view of an object.
image can be extended by some sort of compass alike indicator that shows the direction and
distance towards the sought object. The second and third improvement only works if there is
more than one last-seen image (of the same object at the same place) available. The second
improvement is to select the best last-seen image. The third improvement comprises a merge
of several last-seen images.
It is hard to rate the quality of one last-seen image compared to another last-seen image. A lot
of items remain at the same position for some time, since nobody is moving them constantly.
Therefore, there will be several last-seen images of the same item at the same position. Picking
the latest image is not always the best choice.
Some HMDs feature a compass. When taking a photo the current orientation of the camera
can be stored for each image that was taken. If there is more than one last-seen image of the
same object at the same position available, a representation of several last-seen images can
highly increase the usability of the last-seen image (see Figure 3.1). Three last-seen images
would create some sort of a surrounding view of the object. The chance that at least one image
contains vital contextual information to determine the position of the object is increased.
We conducted a short interview to find out more about the last-seen image. We wanted to
find out how users rate different last-seen images against each other. The other information
of interest was whether users would want one high quality last-seen image or a collection
of several last-seen images. We therefore showed the participants different last-seen images
of the same object at the same position and asked them which image was their favorite one.
Afterwards, the participants were asked whether they prefer their favorite image compared to
a collection of three last-seen images taken from different angles. All images were taken in a
home environment.
We recruited 12 participants (7 female, 5 male), who agreed to take part in our interview.
Their age was between 21 and 48 years (M = 35.42, SD = 10.26). None of the participants
received a financial compensation. The participants had a wide range of professions. There
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were students, office workers, a hotel manager, a musician, and a project leader. All of the
participants know the environment in which the images were taken.
The interview showed that most of the participants favored a last-seen image that was taken
from about 1 to 2 meters distance of the sought object. Last-seen images showing the sought
object in the center of the picture were favored. In contrast, last-seen images showing the
sought object at the edge of the image, but offering a lot of environmental context, were
disliked in favor of the previously described image. Participants who were familiar with the
environment preferred last-seen images taken closer to the sought object since the given
context was still sufficient to identify the location of the sought object. If a valuable last-seen
image, providing enough contextual information, was available, the participants disliked a
merged representation showing the sought object from different angles. Participants stated
that the surrounding view would be too much information.
The last-seen image is a very powerful technique of representing an object location. It can
be improved by an algorithm that automatically selects the best last-seen image. If the user
is unable to identify the location of the sought object by using a single last-seen image, it is
recommend to use a collection of several last-seen images that shows the sought object from
different angles.
In this chapter we chose the last-seen image and the map representation to be convenient for
the use in a whole building. We showed scenarios that can be solved by a real-world search
engine. Additionally, we provided advice about the implementations of these scenarios. The
last part of this chapter deals with the design space of a real-world search engine based on
visual object recognition that uses the last-seen image as favorite representation.
We propose a real-world search engine based on visual object recognition. The HMD provides a
map and last-seen-image representation to guide a user towards a sought object. A prototypical
system enabling users to search for objects, using the two representations, is described in the
following chapter.
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This chapter describes the prototypical implementation of the previously described system
(see Chapter 3). The system provides a map and the last-seen-image representation on a
head-mounted display (HMD). Both representations have been introduced (see Chapter 2) and
discussed (see Chapter 3). We do not want to include any visual object recognition due to two
reasons. One reason is that visual object recognition has been explored in previous research
[Funk, 2012]. The other reason is that this project focuses on the location representations and
not on object recognition. The field of representing an objects’ location is lacking research.
4.1 Hardware
The perfect HMD for the system would be Google Glass1. Unfortunately we are not in possession
of a developer version of Google Glass (at the time, writing this thesis, Google Glass has not yet
been released). Therefore, we had to find an adequate replacement. We use an Epson Moverio
BT-1002 (hereafter referred to as "Moverio") as a replacement for Google Glass. It offers a
head-mounted see-trough display. The Moverio lacks a bunch of features and sensors that are
required in order to accomplish the task of navigating users towards objects. As mentioned
before, we want to rely on WiFi indoor positioning, therefore a good WiFi scan and refresh rate
is mandatory. According to our tests, the Moverio does not offer either. The Moverio does not
provide any acceleration sensors, gyroscope, or compass3. We decided not to use the Moverio
as the positioning device but use it as the user interface device. We use a Samsung Nexus S4
(hereafter referred to as "Nexus") to retrieve the indoor position. It supports everything that is
necessary: acceleration sensors, gyroscope, compass, and a good WiFi scan rate. The Nexus
streams the current location to the Moverio using the User Datagram Protocol (UDP). The
whole system can be seen in Figure 4.1.
1http://www.google.com/glass/
2https://www.epson.com/cgi-bin/Store/jsp/Moverio/Home.do
3Epson announced a successor to the Moverio BT-100, the BT-200 that includes a front facing camera, Bluetooth,
a gyroscope, and several other features. See: http://www.epson.com/moverio
4http://www.samsung.com/us/support/owners/product/GT-I9020FSTTMB
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Figure 4.1: The prototype uses an Epson Moverio BT-100 as user interface device and a
Samsung Nexus S to retrieve the position using WiFi indoor positioning.
4.2 WiFi Indoor Positioning
Due to the fact that there are a lot of commercial providers available that offer indoor posi-
tioning we decided not to implement our own indoor positioning application programming
interface (API). This decision was taken because this thesis focuses on object location represen-
tations and not on indoor positioning. Indoor positioning is mandatory to support navigation
towards a sought object, as well save the location of an identified object. We created a
comparison of several WiFi indoor positioning providers to select an appropriate one (see
Table 4.1).
We sent out several requests to non-free indoor positioning providers, asking for permission to
use their system for research purpose. Navizon5 generously allowed us to use Navizon Indoors
free of charge. This allows us to do a comparison between a non-free and a free provider to
decide which one is preferred in our environment. The environment for the indoor positioning
5http://navizon.com/
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Name Accuracy Notes URL
Qubulus <1m Not free, requires personal contact http://www.qubulus.com/
indoo.rs >2m Free with ads, well documented,
measurement is done on Win-
dows/Unix
http://indoo.rs/
Navizon <1m Not free, Android and IOS http://navizon.com/
Redpin room-level Opensource, Android and IOS http://redpin.org/
WiFiSLAM 2.5m Acquired by Apple, March 2013 Website has been taken down
Google <5m Free, indoor location implemented
in the Android App, more than
10.000 buildings mapped
https://maps.google.com/
help/maps/indoormaps/
Wifarer room-level Not free, in app positioning http://www.wifarer.com/
Polestar 2-5m Not free, Combination of WiFi and
GPS
http://www.polestar.eu/
QBengo Not free, not much information avail-
able
http://www.qbengo.com/
IndoorAtlas 3m Free, measures magnetic variations
of the building
https://www.indooratlas.
com/
Table 4.1: Comparision of indoor positioning providers: these data was last checked May 1st,
2014
is the hciLab6, an almost 500 square meters ground area consisting of three floors. The whole
building consists of a lot of concrete and due to the information technology background there
are a lot of interference waves, created by a huge mass of electronics. The indoor positioning
system thus needs to be robust to withstand these challenges.
We set up a small test scenario in a hallway that is about 20 meters in length and two rooms
that adjoin the hallway. We decided to compare indoo.rs7 to Navizon. The reason why we
chose these two competitors is the brilliant documentation that made setting them up easy.
Other free indoor positioning providers (see Table 4.1) are poorly documented so that even
setting them up for our test scenario would be hard work.
While calibrating the two systems, we discovered the first differences. Indoo.rs requires
calibration via a laptop. The calibration is done by standing at one point for about half a
minute measuring the signal strength of the available WiFi access points. As there are several
fingerprints needed to allow exact indoor positioning, the calibration of indoo.rs took roughly
6http://www.hcilab.org
7http://indoo.rs/
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an hour for the test scenario. Navizon’s calibration is done using a smartphone to collect
fingerprints while walking. Routes can be set up on a map and followed in the physical world
to measure the WiFi access points along this route. The calibration of Navizon took us less
than half an hour.
We compared the accuracy and the update interval of Navizon to indoo.rs. The accuracy as well
as the update interval of indoo.rs were inferior to the results provided by Navizon. Therefore,
we decided to use Navizon for providing an indoor location for our prototype. These tests took
place in November 2013 at the hciLab and therefore represent the development state of these
two indoor positioning providers at that time.
4.2.1 Integration of Navizon
As mentioned before the Moverio shows a poor WiFi scan rate and therefore we were in great
need of a device that offers a proper WiFi scan rate to be able to retrieve the current position.
We did a quick and informal comparison of a Samsung Nexus S and a Samsung Galaxy S3
using the Navizon App8 and found that the Nexus offers a better WiFi scan rate compared to
the Galaxy S3. Thus, we use the Nexus as positioning device.
The whole hciLab was calibrated using the Naivzon App. The integration of Navizon indoor
positioning service to our existing Android App was straight forward. Navizon offers a repre-
sentational state transfer (REST) interface to retrieve the current position without requiring
to implement a software development kit (SDK). We had to measure the signal strength of
the available WiFi access points and send them to Navizon. Navizon replies with the geodetic
coordinates (e.g. 48.746889N, 9.107988E) of the current position. As the positioning part of
the system is done using the Nexus, the Nexus streams the received coordinates including
the current compass data to the Moverio. The evaluation of the coordinates is done by the
representations on the Moverio.
4.3 Last-Seen-Image Representation
The last-seen-image representation shows a picture of an object in the context it has been
recognized by the system lastly. Surrounding furniture and other objects are shown to support
the localization of the sought object. Before showing an image we want to navigate the user
to room-level. This was proposed in the design space (see Chapter 3.5.5), due to possible
ambiguous context shown in the last-seen image. Indicating a user to switch floors is done by
showing a stairways symbol including an up or down arrow (see Figure 4.3). If the user is on
8https://play.google.com/store/apps/details?id=com.mexens.android.navizon
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Figure 4.2: Two screenshots of the system using the last-seen image representation. (a) An
arrow pointing towards the sought object and showing a distance to the sought
object. (b) A last-seen image representation showing the position of a cutter
including environmental information.
the correct floor but not in the correct room an arrow pointing towards the object including a
distance indicator is shown (see Figure 4.2).
The system is calculating the distance as well as the angle (referred to as bearing) of the arrow
by using the geodetic coordinates of the current position as well as the geodetic coordinates of
the sought object. To be able to calculate the bearing of the arrow the current azimuth is needed
as well. The azimuth is retrieved using the build in compass of the Nexus. Unfortunately it
showed that the compass is vulnerable to failures in indoor environments. Since we have not
implemented the object recognition part of the system, the coordinates of the sought objects
are at a fixed position. At the current state the focus is on comparing the representations to
each other.
If a user comes closer than 5 meters towards the sought object the last-seen-image is shown
(see Figure 4.2). Showing the last-seen-image in a 5 meter radius proved to be a good solution
during our tests of the system. Due to accuracy reasons and to prevent distraction the arrow
is hidden while the last-seen-image is shown. The indoor-location system is not sub-meter
accurate and therefore it can happen that the arrow is pointing into a wrong direction.
The sought object management including the location as well as the last-seen-image is loosely
coupled to the main program. As we proceed it is a good idea to completely decouple the
sought object management from the main program to enable manipulation of the data by a
third party. If somebody else has, for instance, moved an object you are looking for, you would
want the location to be updated, so the object is still findable. Therefore, it is a good idea to
move the sought object management to a webserver. But because of the fact that we focus on
the location representation we left this point open to future work.
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4.3.1 Calculating the Distance towards the Sought Object
To represent and calculate data of the real-world we need a model of the world. When
calculating distances of two points using coordinates we need a model representing the surface
of the earth. This is also known as calculating the geographical distance. While the earth
is round, it is neither a perfect sphere nor a perfect ellipsoidal. There are three common
abstractions: flat surface, spherical surface, and ellipsoidal surface. Spherical and ellipsoidal
abstractions of the surface are more exact than using the flat surface abstraction.
Nevertheless, we decided to use the flat surface abstraction due to several reasons. In general
the flat surface abstraction starts to show noticeable errors for distances larger 12 miles (20
kilometers) [Sinnott, 1984]. The biggest distance we want to calculate is about 100 meters.
For small distances the use of the flat surface abstraction is recommend, because it can be
computed very fast.
Using the flat surface approach, we ended up using basic Euclidean geometry. The shortest
path of two points with known coordinates in a two-dimensional coordinate system is a straight
line that can be calculated using the Pythagorean theorem.
In the following formulas we use the here declared variables. All coordinates are in radians. θ
is the symbol used for latitude values. ∆θ is the difference of the two latitude values of which
the distance shall be calculated. λ is the symbol used for longitude values. Accordingly, ∆λ
is difference of the two longitude values of which the distance shall be calculated. θm is the
arithmetic mean of the two latitude values. R is the radius of the earth in meters (6,371,009
meters). D is the difference of the two coordinates in meters.
Using regular geodesic coordinates, one needs to be aware of the fact that longitude and
latitude vary in their scale [Snyder, 1997]. This is known as equirectangular projection and
defines the scale between the latitude and the longitude to be:
(4.1) a = ∆θ b = cos(θm)∆λ
The Pythagorean equation is defined like this:
(4.2) c =
√
(a)2 + (b)2
Now substituting the a and b:
(4.3) c =
√
(∆θ)2 + (cos(θm)∆λ)2
The c-value is now a value calculated by two coordinates in radians, to convert that cryptic
value to a human readable value we need to multiply the value by the radius of the earth. And
concluding the final formula:
(4.4) D = R
√
(∆θ)2 + (cos(θm)∆λ)2
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Figure 4.3: Two screenshots of the system using the map representation. (a) The map rep-
resentation with the sought object denoted as red dot and the current position
denoted as a blue dot. (b) A staircase symbol indicating the user to move one level
up.
4.3.2 Calculating the Bearing to the Sought Object
A Bearing is defined as the angle between our forward direction and the direction from our
current position to another object (sometimes referred to as forward azimuth). So the bearing
is the angle of the arrow that points towards the sought object. The bearing can be calculated
by using the Haversine formula [Veness, 2012] as follows:
(4.5) B = arctan( sin(∆λ) ∗ cos(θ2)[cos(θ1) ∗ sin(θ2)]− [sin(θ1) ∗ cos(θ2) ∗ cos(∆λ)] )
The variables in the Haversine formula are defined as follows. All coordinates are used in
radians. θ is the symbol used for latitude values. θ1 is the latitude value of the current position.
θ2 is the latitude value of the sought objects. λ is the symbol used for longitude values. ∆λ is
the difference of the two longitude values of the sought object and the current position. B is
the bearing towards the sought object.
4.4 Map Representation
The map representation can be seen as the traditional location representation for indoor as
well as outdoor location representation in general. The basic idea in most implementations is
to denote the current position and the destination on the map. We created maps for each floor
by using the blue-prints of the hciLab. A map rotation was omitted intentionally, due to two
reasons. One reason is that we base the representations on the preliminary study that does not
include map rotation, since the representation was given on a desktop PC. The other reason is
that map rotation is vulnerable to compass errors which happen in indoor environments. The
current position is denoted as a blue dot on the map and the destination is denoted as a red
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Figure 4.4: Comparison of the alignment of the hciLab and the map representation given in
our app. (a) A screenshot of the HCILab taken of Google Maps aligned north up.
(b) The map of the ground floor as used in our app to map coordinates. Both
screenshots are rotated in different angles therefore the mapping of coordinates to
the map needs to be adjusted accordingly.
dot (see Figure 4.3). If the user is on a different floor a stairwell icon is shown that indicates
the change of the floor.
4.4.1 Mapping Coordinates to the Map
Mapping coordinates to the map means that for every given coordinate a position on (or
outside) the map can be determined. The map representation’s base function consist of
showing coordinates on a map. Our initial approach was to take a reference point on the map
with known coordinates. Determine how many pixels the given coordinates distinct from the
reference point. Map the coordinates accordingly to the map. Unfortunately, it is not that
easy.
The map of Google Maps is aligned north up (see (a) in Figure 4.4). In a north up aligned
map coordinates can be mapped as previously explained. If a map is not aligned north up it is
rotated (see (b) in Figure 4.4). Mapping coordinates as previously described is not correct if
the rotation is ignored.
In the following discussion we use notions as used in a two-dimensional Cartesian coordinate
system. The x-value (abscissa) is the horizontal value and the y-value (ordinate) is the vertical
value. The latitude is the synonym for the x-value. Consequently, the longitude is the synonym
for the y-value. To further ease the understanding, we use left as synonym for west and top as
synonym for north.
We propose to use two different reference points. One reference point is on the left edge. The
other reference point is on the top edge. Both can be calculated following the same schema.
Therefore, we present only the calculation for the top reference point.
The top edge of the map (the mapping is done in (b), see Figure 4.4) is rotated. Thus, we
need to calculate the y-value for a given x-value. The y-value of the top changes in some grade.
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Therefore, we can define the top edge as a first degree polynomial. The polynomial shall return
the y-value (f(x)) for a given x-value. Remember a first degree polynomial looks like this:
(4.6) f(x) = ax+ b
b is the y-value of the top left corner. x is the difference of the x-values of the top left corner
of the building and the x-value of the current position. a is the grade of the y-value variation
between the top left corner and the top right corner.
Substituting these values using the previously used symbols for coordinates, we conclude with
the following formula:
(4.7) f(λ) = θtr − θtl
λtr − λtl ∗ (λ− λtl) + θtl
λ is the longitude value of the position to be mapped. tl is the top left corner of the building. tr
is the top right corner of the building. λx is the longitude value of the x corner of the building.
θx is the latitude value of the x corner of the building.
Now that we know the top reference point as well as the left reference point depending on the
current coordinates, we can map the coordinates to the map. This is done by calculating the
difference of each pair of coordinates. We are left with calculating how many seconds9 equal
one pixel on the map. Thereafter, we can easily calculate the position of the given coordinates
on the map. This technique again uses the flat-surface model as described previously (see
Section 4.3.1).
9A second is a unit for measuring coordinates. For more information on representing coordinates see ISO 6709.
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5 Evaluation of the Last-Seen Image
As described in the related work (see Chapter 2.3), there was a preliminary study that compared
the last-seen image, textual, map, and 3D representations on room-level. We decided to use
the map and last-seen image representation (see Chapter 3). These representations have
been implemented for the use on a head mounted display (HMD) as described previously (see
Chapter 4). In the following chapter the map representation is compared to the last-seen image
representation in an experimental evaluation. The representations are compared in a building
consisting of three floors.
The study described hereafter was conducted using the wearable prototype, as described in
the previous chapter (see Chapter 4), consisting of the Epson Moverio BT-100 and the Nexus
S. The Moverio is an HMD that shows the two representations to the user. The participant
was followed by the experimenter who used the Nexus to stream the location to the Moverio.
Overall, the study consisted of six search tasks, three of each using one representation.
The results of the study indicate the use of a combination of the last-seen image and the map.
The map is more suited to find the way towards an object. On room-level the last-seen image
showed to be more suitable. Overall, hard hidden objects were found faster using the last-seen
image compared to the map approach.
Hypotheses
Our hypotheses is that using the last-seen image representation in a whole building is faster
and less mentally demanding than using the map. This results arise due to the context the user
is given with the last-seen image. People who are familiar with the environment can figure out
the location of an object by viewing the last-seen image [Boldt et al., 2013]. A sophisticated
discussion about the last-seen image can be found in the concept (see Chapter 3.5.5).
(H1) Using the last-seen image is more efficient than using the map representation.
5.1 Method
The study was conducted in a building consisting of three floors. Overall there were eight ob-
jects to search for. Two objects were dedicated to an introductive search for each representation.
Figure 5.1 shows the six objects that were dedicated to actual searching.
43
5 Evaluation of the Last-Seen Image
Figure 5.1: The sought objects used in the study. Each object was searched for one after
another. A contextless picture of the currently sought object was showed to the
participant before each search task. The names of the objects from left to right are:
cutter, remote control, water sprayer, phone box, vacuum, and first aid kit.
5.1.1 Design
This study used a repeated measures design [Vonesh and Chinchilli, 1996]. There were two
independent variables. One was the representation with two levels: the last-seen image
and the map. The other was the sought object with six levels. Each of the sought object
is a level. A condition consisted of three search tasks. Thus the experiment comprised of
six unique search tasks. The conditions were performed in a counterbalanced way using
Balanced Latin Square [Bailey, 2008]. The time to find an object was measured for each
search task. It is referred to as task completion time. It was measured from the moment on,
in which a participant started to movie until the sought object was touched. After finishing
three search tasks of one condition, the participant was asked to fill out the NASA Task Load
Index (TLX) [Hart and Stavenland, 1988] and the System Usability Scale (SUS) [Brooke, 1996]
questionnaires. We eliminated the pairwise comparisons of the Nasa TLX. This is often referred
to as Raw TLX [Hart, 2006]. There were three dependent variables: task completion time,
SUS, and TLX. Additional qualitative feedback was collected at the end of the user study.
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5.1.2 Participants
We recruited 16 study volunteers (9 male, 7 female), who agreed to take part in our study. Their
age was between 15 and 42 years (M = 25.31years, SD = 6.55years). Most of the participants
were students, studying computer science. There was one pupil and an administration secretary.
None of the participants received a financial compensation. At the beginning of the study the
participants were asked to state how often they are searching for an object and are not able to
retrieve it immediately. The results show that 6 of the participants stated to search on a daily
base, 14 participants stated to search at least once per week.
5.1.3 Apparatus
The study was conducted using the wearable prototype described beforehand (see Chapter 4).
The location was manipulated in a wizard-of-oz manner [Dahlback et al., 1993]. This decision
was taken, because the WiFi location appears to be unstable from time to time. So it can
happen that the location jumped more than 10 meters or was several meters off. Even though
most of the time the position’s accuracy was better than 3 meters, we did not want the user to
be influenced by an inaccurate position. Further, wizard-of-oz enables comparable conditions
for all participants. So we introduce a wizard-of-oz application to manipulate the location, level
and azimuth. The wizard-of-oz application consisted of a map to set the location, radio buttons
to set the level and a rotary knob to set the azimuth (see Figure 5.2). The task completion time
was measured using a stopwatch. The contextless pictures that were shown to the participant
in the beginning of the search task. The pictures were printed A4 pictures, taken in front of a
white background. Each printed picture contains only one object. All forms and questionnaires
that have been used can be found in the appendix (starting at page 65). Throughout the study
we used the following forms: a consent form, demographics, SUS, TLX, and final questions.
5.1.4 Procedure
After the participants were welcomed and introduced to the main topic of the experiment, they
were asked to fill out the consent form. They were also asked to fill out basic demographics and
introductive questions. The introductive questions covered the search habits of the participants.
Afterwards, the experimenter introduced the participant to the wearable prototype. Special
care needed to be taken if the participant was wearing glasses, since glasses tend to disturb the
view trough the HMD.
To become familiar with each representation, the participant was asked to search for one
object using our prototype. The preliminary search was not measured and the experimenter
guided the participant through the search. When the participant felt comfortable using the
representation the actual search task was started. Every search task followed the same pattern
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Figure 5.2: (a) A screenshot of the wizard-of-oz application. There is a rotary knob to set
the azimuth as well as buttons to set the current level. The most important part
is the map of the current level. Using the map the experimenter is enabled to
set the current position of the participant. (b) A participant is about to find an
object by touching it. The task completion time was measured until the object
is touched. (c) The participant is wearing the prototype to search for an object.
The experimenter is using the wizard-of-oz application to manipulate the location,
azimuth, and level.
and started at the exact same position, on the second floor in the middle of the main hallway.
Therefore, every task completion time measured for one object is comparable. Since the
distance from the start to the same object is always equal. After naming the sought object, the
participant was shown a contextless picture of the sought object. Thus, every participant knew
exactly what the sought object looks like. In follow of the introductive section, the participant
was shown the representation. As soon as the participant started to move away from the
starting point, the experimenter started the time measurement. Due to the fact that this study
was conducted using a wizard-of-oz design, the experimenter accompanied the participant
in about one meter distance to be able to adjust the current position as accurate as possible.
When the sought object was touched by the participant the task completion time measurement
was stopped. After each condition was completed the participant returned to the starting
point.
After the participants found three object using one representation they were asked to fill out
the SUS and the TLX questionnaires. At the end of the study, participants were asked for
additional qualitative feedback.
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Figure 5.3: The diagram shows the task completion time of each object, measured in seconds.
The task completion time of the cutter is significantly lower using the last-seen
image compared to the map representation.
5.2 Results
A participant needed about 45 minutes to participate in our study. We experienced a huge
variance in the completion time of the study. Some participants finished after less than
half an hour, others needed more than an hour. The main reasons for the variance in the
task completion time was that some participant rushed trough the study and gave almost
no qualitative feedback. In contrast, other participants were laid back and answered the
qualitative feedback in detail.
We compare three scores: the SUS score, the TLX score and the task completion time. In the
following section we report and analyze these measures in detail. The abbreviations follow the
recommendations of the APA Publication Manual [Association, 2012]. We start by reporting
the task completion time.
We decided to only compare the task completion time for each sought object and not for
each condition, since the objects are hidden in different distances and difficulties across
the building. The results show that the task completion time of finding an object using the
map (M = 41.37, SE = 1.78, SD = 11.97) is slightly increased compared to using the last-
seen image (M = 45.96, SE = 3.53, SD = 24.46). A paired t test on the task completion
time of each object could not reveal a significance for five objects. But using the last-seen
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Figure 5.4: The diagram shows the results of the task load index (TLX) and the system usability
scale (SUS) for each representation. We could not reveal a significant difference
using either one of the representations.
image representation was significantly faster than the map representation for the cutter
(t(7) = −3.64, p < 0.01, r = −0.67). The cutter has the highest mean (M = 71.91, SD = 25, 5)
compared with the others (see Figure 5.3). The mean task completion time for finding the
cutter using the map (M = 89.13, SE = 8.24, SD = 23.31) is significantly higher than using
the last-seen image (M = 54.69, SE = 4.64, SD = 3.13).
The results of the SUS indicate that the last-seen image (M = 79.38, SE = 1.94, SD = 13.44)
was easier to use compared to the map (M = 73.9, SE = 2.41, SD = 16.69) (see Figure 5.4).
We could not show a significant difference for using either representation, by using a paired t
test to analyze the given results (t(15) = 1.59, p = 0.13, r = 0.17).
Comparing the task load using Nasa TLX the last-seen image (M = 28.06, SE = 5.02, SD =
20.09) was less demanding than the map (M = 29.25, SE = 4.22, SD = 16.87) (see Figure 5.4).
Again a paired t test could not show a significant difference using one of the representations
(t(15) = −0.25, p = 0.81, r = −0.03).
One of the questions we asked the participants is: “what is your favorite representation”. The
results show that 9 participants stated that the map was their favorite, 5 voted for the last-seen
image and 2 thought both were equal.
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Figure 5.5: The difference between the cutter’s location represented as last-seen image (a)
and map (b). (a) The cutter’s last-seen image shows the cutter to be close to the
ground. A person who knows the environment can also detect that the cutter is
in one of the storerooms. (b) The cutter is in a room behind the stairs. Some
participants were irritated and started to climb the stairs.
5.3 Discussion
The results of this study are not promoting either one of the representations to be superior
to the other. The mean of the SUS and the Nasa TLX score of the last-seen image are slightly
better compared to the map, but not significantly. The mean of the task completion time also
promotes the last-seen image, however, significant differences could only be found for one
object. In contrast, the map was promoted the favorite representation by the participants. The
findings do not fully support our hypotheses. Especially for searching trivial hidden objects,
no significant difference can be shown. Yet, searching for harder hidden objects, the last-seen
image is faster than using the map and therefore supports our hypotheses. Most of the objects
are trivially hidden (lying on a couch or a table) and therefore can be located without the need
of the additional context provided by the last-seen image. Objects that are not in the field of
sight benefit from the context.
The only object that showed to be significantly faster using the last-seen image compared to
the map representation was the cutter (see Figure 5.3). The cutter lay in a room behind the
stairway and was positioned close to the ground (see Figure 5.5). Three participants were
irritated and started to climb the stairs. They searched in the area of the stairs, even though the
object lay in a completely different room. The context presented in the last-seen image would
most probably prevented the participants to search in the wrong area, as the room looks like a
storeroom and not like a stairway. Almost all participants that used the map representation
had problems to identify the sought object on room-level. They moved even further, into the
next room, because they were not able to identify the object. None of the participants that
used the last-seen image moved to the next or wrong room when searching for the cutter.
The subjective feedback points out that people like to plan their route towards the object using
the map. Participants are enabled to see their progress and can easier orientate themselves
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in the building. The participants missed the overview of the map when using the last-seen
image representation. Using the arrow, seems to be more difficult compared to using the map.
Participants stated that they did not know if they were heading towards the right room e.g. if
the object was behind a wall and they needed to switch rooms. During the study we observed
that the participants were faster when they were navigating with the map than when they
were using the arrow. On room level, the participants were faster when they were using the
last-seen image than when they were using the map.. Therefore, we propose a hybrid system
using the map for finding the correct room and using the last-seen image for finding the sought
object. In addition, the arrow caused problems due to the fact that the compass can be easily
irritated inside a building. Compass irritations happen irregularly, but often (every 1 to 2
minutes in average). This was one of the major reasons why we decided to conduct the study
in a wizard-of-oz manner (see Section 5.1.3 for details). The proposed system could therefore
be used without the need for a wizard-of-oz.
Interestingly, our results are partly in conflict with the results shown in the preliminary study.
In the preliminary study users voted the map as the most favored representation on room-level.
In contrast, our results showed the last-seen image as the most favored representation on
room-level. However, our results showed the map to be the most favored representation in
general. This is probably due to the fact that most participants disliked the arrow for finding
the correct room. The remaining findings support the results of the preliminary study, in
which we compared textual, map, 3D, and last-seen image representation on room level. The
differences of the SUS and TLX values are statistically insignificant.
The Google Maps Navigation bears an analogy to our proposed design. Using the Google Maps
Navigation, a user is shown a map to navigate to a destination. When reaching the destination,
an image is shown (most likely from Google Street view). The image shows the destination.
However, there is a factor which needs to be considered in evaluating the findings of the study.
All objects were hidden in an obvious way. No object lay in any container, like a drawer or a
locker, and was not covered in any way. The only object that was hidden a little harder is the
one we can show significant differences in the task completion time. Nevertheless, it’s position
was still trivial, on a stool next to a shelf. The object was not covered in any way. Participants
who did not use the last-seen image just passed by the object. Probably because the object was
not in their field of sight. In everyday life most irretrievable objects are hidden hard or at least
unconventional. In some drawer covered by paperwork or in a shelf behind other objects. A
future study should include harder hidden objects to be more realistic and therefore determine
if the task completion time using the last-seen image is significantly faster than using the map.
The current findings indicate that the last-seen image is faster and less mentally demanding for
hard search tasks. However, no throughout statistical significant results could be shown.
The study shows that, since all objects have been found, both object location representations
generally work in a large scale scenario. One object has been found faster using the last-
seen image representation. The other objects were not found faster using either one of the
representations. Subjective user feedback showed that people liked the map to plan their route
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towards the sought object. The last-seen image was preferred for object retrieval on room-level.
Therefore, we recommend using the map to find the correct room and using the last-seen
image on room-level.
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6 Conclusion and Future Work
In this thesis we explored a novel object location representation on building-level: the last-seen
image. The last-seen image is produced as a byproduct of a real-world search engine using
visual object recognition. The design space of the last-seen image is underexplored. To shed
some light on the usability of the last-seen image representation we conducted a user study to
evaluate the last-seen image compared to a map based representation.
We compared two object location representations on building-level. The hypotheses was that
using the last-seen image is more efficient than using the map representation. We were able to
show that both representations work properly throughout a building consisting of several floors.
The hypotheses was not fully confirmed even though the findings support the hypotheses. It
was shown that the last-seen image works better for hard hidden objects. The experimental
setup should nevertheless be improved in a followup study. Our experimental setup consisted
of trivially hidden objects and thus users were not challenged.
The user provided feedback hints to use the map as the room finding technique. The last-seen
image is favored in terms of object retrieval on room-level. Therefore, we propose a hybrid
system using the map for finding the correct room and using the last-seen image for finding
the sought object.
Overall, the last-seen image is a model-independent object location representation working
out of the box. A real-world search engine that only uses the last-seen image is suitable in a
small scaled environment. The visual object recognition can be done on the HMD. No server or
any additional setup is required. No calibration or model is needed as well as no WiFi indoor
positioning. Thus, a real world search engine using visual object recognition is feasible with
todays technology. That is the power of the last-seen image.
6.1 Future Work
The main focus of this thesis is on evaluating the last-seen image. We therefore decided to
touch only some topics of the concept and design space of a real-world search engine using
visual object recognition. However, in the future we want to provide a fully functional system
that works out of the box. A lot of design decisions have to be taken according to the used
technologies. If we focus on small scaled environments like homes or small offices, we will not
need WiFi indoor positioning. Relying exclusively on the last-seen image would be sufficient in
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that case. In large scaled environments like a campus or a company site indoor positioning is
mandatory.
6.1.1 Followup study using Harder Hidden Objects
A major limitation of the presented user study is that the objects were hidden trivially. All
objects were visible when entering the room in which they lay. Our results hint that the last-seen
image becomes significantly better than the map when used on hard hidden objects.
Therefore, we propose an experimental design using harder hidden objects. In reality, lost
objects that cannot be retrieved immediately are not visible when entering the room. We
recommend hiding all or a subset of all objects inside of drawers, covered by other objects,
inside of lockers, under a couch, and so on. We believe using such a setup will show significantly
better results for the last-seen image compared to the map. The residual setup may remain the
same (see Chapter 5.1 for more information).
6.1.2 Visual Object Recognition
The focus of this thesis lies on the comparison and exploration of object location representations.
To be able to provide a fully working real-world search engine the object recognition has to be
fully functional. Visual object recognition using a wearable camera has already been explored
[Funk et al., 2013].
We propose a setup using a centralized database that at least consists of the last-seen image
and coordinates of the last seen position of each object. The visual object recognition engine
detects an object and streams the last-seen image to the database. A user searching for an
object can query the database using the wearable system proposed in the system description
(see Chapter 4).
6.1.3 Future Work on the Design Space and Concept
We were not able to do a whole exploration of the design space, but we provide advice for
future attempts that should be considered in our opinion. In addition, we also provide future
work suggestions regarding real-world search engines using visual object recognition. As stated
before, this was not part of the thesis and therefore no further evaluation has been performed.
Thus, each topic is only touched.
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6.1 Future Work
Last-Seen Image
We showed the usability of the last-seen image throughout this thesis. A short discussion on
how to capture good last-seen images and how to rate them among each other has been carried
out (see Chapter 3.5.5). Most objects are not constantly moved, but are rather static. Thus,
after some time there will be a lot of look alike last-seen images showing the same picture from
different angles and distances. Consequently, some images provide more helpful contextual
information than others. An algorithm deciding which last-seen image shall be shown to the
user should be evaluated.
Handling Lookalike Objects
Lookalike objects are recognized as only one object. Therefore, a way to distinguish these
objects is needed . We proposed possible solutions in the design space (see Chapter 3.5.3).
Outdoor Usage
Scenarios in an outside environment are thinkable as well. For instance finding the parked car
(see Chapter 3.4.2).
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Appendix
The appendix contains the forms, as handed out to the participants, of the beforehand described
study (see Chapter 5). We provide the forms in the order they were shown to the participants.
The first appendix is the guideline that was used by the experimenter. Followed by the consent
form, demographics, system usability scale (SUS), task load index (TLX), and final questions.
Some of the appendix is in German since the experiment took place in Germany. However,
we used the English version of the tests (TLX and SUS). In our opinion the existing official
translations are insufficient. We used Google Forms1 in order to create the questionnaires.
1https://support.google.com/drive/answer/87809?hl=en
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Einführung: 
● Die Studie ist Teil meiner Bachelorarbeit. 
● Wir wollen die Repräsentationsarten einer tragbaren Real World Search Engine 
evaluieren. 
● Was ist eine Real World Search Engine ? 
○ Vergleichbar mit der Suche nach Informationen im Internet ­ Suchmaschine z.B. 
Google 
○ Es werden Informationen zu Gegenständen in der echten Welt gesucht ­ z.B. wo 
ist mein Schlüssel. 
● Wir wollen zwei Repräsentationsarten zur Gegenstandslokalisierung vergleichen. 
● Eine Suche wird folgendermaßen ablaufen: 
○ Nennung des Gegenstandes durch den Studienleiter und zeigen des Reference 
Images. 
○ Nach dem Gegenstand suchen (Starte Stoppuhr beim ersten Schritt des 
Probanden). 
○ Den Gegenstand antippen, dann gilt er als gefunden (Stoppe Zeitmessung). 
● Während der Durchführung unbedingt auf die persönliche Sicherheit achten! 
● Consent Form sowie Teilnehmernummer aufüllen lassen. 
● Den Proband mit der Brille und Suchengine vertraut machen. 
○ Suche nach Gegenständen. 
○ Mute­Knopf erklären. 
Durchführung: 
● Zu Beginn jeder Repräsentationsart, wird eine Testrunde durchgeführt (Kaffeemaschine 
bei Karte, Feuerlöscher bei Bild). 
● Blau Position ­ Rot Ziel 
● Jede Condition startet vor Raum 01.025. 
● Jede Condition beinhaltet 3 Gegenstände. Jeweils einen Small, Medium, Large. 
● Nach jeder Condition ein SUS und TLX ausfüllen lassen. 
Auswertung: 
● Aufteilung der Fragen nach Bild/Karte. 
○ Was fandest du gut? 
○ Was fandest du schlecht? 
○ Was könnte man verbessern? 
● In welchen Situationen würdest du so ein System einsetzen wollen? Warum? 
● Wie müsste das System aussehen, damit du es nutzen würdest? 
  
 
Human Computer Interaction Group (MCI), VIS 
Prof. Dr. Albrecht Schmidt 
 
 
Consent Form 
DESCRIPTION: You are invited to participate in a research study on object retrieval in                           
the context of a wearable real world search engine.  
 
TIME INVOLVEMENT:  Your participation will take approximately 45 minutes. 
  
DATA COLLECTION: For this study you will be asked to retrieve objects with the help of a                                 
wearable device. You will need to fill in questionnaires. Also, you will be interviewed at the end                                 
of the study. 
 
RISKS AND BENEFITS: There is the risk of a collision, while you walk through the building.                               
Never risk an accident. There is no need to hurry. The collected data is securely stored. We                                 
do guarantee no data misuse and privacy is completely preserved. Your decision whether or                           
not to participate in this study will not affect your grade in school. 
  
PAYMENTS:  You will receive sweets as reimbursement for your participation.  
 
PARTICIPANT’S RIGHTS: If you have read this form and have decided to participate in                           
this project, please understand your participation is voluntary and you have the right to                           
withdraw your consent or discontinue participation at any time without penalty or                       
loss of benefits to which you are otherwise entitled. The alternative is not to                           
participate. You have the right to refuse to answer particular questions. The results of                           
this research study may be presented at scientific or professional meetings or published in                           
scientific journals. Your identity is not disclosed unless we directly inform and ask for your                             
permission. 
 
CONTACT INFORMATION: If you have any questions, concerns or complaints about this 
research, its procedures, risks and benefits, contact following persons: 
Robin Boldt (boldtrn@gmail.com) 
Markus Funk (markus.funk@vis.uni­stuttgart.de). 
 
 
By signing this document I confirm that I agree to the terms and conditions. 
 
Name: _________________________      Signature, Date: _________________________   
Pow ered by
Teilnehmernummer
* Required
Teilnehmernummer *
Alter *
Geschlecht *
Studiengang/Beruflicher Hintergrund *
Wie oft suchen Sie durchschnittlich nach Gegenständen? *
Wie z.B nach Autoschlüsseln, Handy, Kamera etc.
This content is neither created nor endorsed by Google. 
Report Abuse - Terms of Service - Additional Terms
Submit
Never submit passwords through Google Forms.
Edit this form
System Usability Scale
* Required
Teilnehmernummer *
Repräsenationsart *
Map
I think that I would like to use this system frequently: *
1 2 3 4 5
Strongly disagree Strongly agree
I found the system unnecessarily complex: *
1 2 3 4 5
Strongly disagree Strongly agree
I thought the system was easy to use: *
1 2 3 4 5
Strongly disagree Strongly agree
I think that I would need the support of a technical person to be able to use this system: *
1 2 3 4 5
Strongly disagree Strongly agree
I found the various functions in this system were well integrated: *
1 2 3 4 5
Strongly disagree Strongly agree
I thought there was too much inconsistency in this system: *
1 2 3 4 5
Strongly disagree Strongly agree
I would imagine that most people would learn to use this system very quickly: *
1 2 3 4 5
Strongly disagree Strongly agree
I found the system very cumbersome to use: *
1 2 3 4 5
Strongly disagree Strongly agree
I felt very confident using the system: *
1 2 3 4 5
Strongly disagree Strongly agree
I needed to learn a lot of things before I could get going with this system: *
1 2 3 4 5
Strongly disagree Strongly agree
Submit
Never submit passwords through Google Forms.
Powered by Google Docs
Report Abuse - Terms of Service - Additional Terms
TLX
* Required
Teilnehmernummer *
Repräsentationsart *
Scales *
________________Very Low __________________________________________________Very High
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
 Mental Demand
- How mentally
demanding was
the task?
Physical Demand
- How physically
demanding was
the task?
Temporal
Demand - How
hurried or rushed
was the pace of
the task?
Performance -
How successful
were you in
accomplishing
what you were
asked to do?
Effort - How hard
did you have to
work to
accomplish your
level of
performance?
Frustration - How
insecure,
discouraged,
irritated,
stressed, and
annoyed
wereyou?
Submit
Never submit passwords through Google Forms.
Edit this form
Pow ered by This content is neither created nor endorsed by Google. 
Report Abuse - Terms of Service - Additional Terms
FinalQuestions
* Required
Teilnehmernummer *
Fragen zur Kartendarstellung
Was fandest du gut?
Was fandest du schlecht?
Was würdest du verbessern?
Fragen zum Last Seen Image
Was fandest du gut?
Edit this form
Was fandest du schlecht?
Was würdest du verbessern?
Allgemeine Fragen
In welchen Situationen würdest du so ein System einsetzen wollen?
Warum?
Wie müsste das System aussehen, damit du es nutzen würdest?
Pow ered by
Welche ist deine favorisierte Darstellungsart? *
This content is neither created nor endorsed by Google. 
Report Abuse - Terms of Service - Additional Terms
Submit
Never submit passwords through Google Forms.
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