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ABSTRACT
For most surfaces, an impacting water drop will stick upon contact; however, for
a superhydrophobic surface, an impacting water drop can spread out and recoil to
such an extreme that it can completely bounce off of the surface. The duration for
which a drop is in contact with the surface depends on a balance between inertial
and capillary effects, leading to a contact time often on the order of milliseconds.
Previous studies have focused on the dynamics of the drop interface during this short
time; however, it is unclear in what ways the inertia-capillary dynamics interact with
transport phenomena across the interface that might occur on similar timescales.
Here we combine modeling and experiments to investigate the relevance of the
inertia-capillary dynamics on three interfacial transport processes: superhydrophobic
heat exchange, microscopic phase change, and on the size and shape of dried blood-
stains. Our first study focuses on heat exchange between a bouncing drop and a
vi
superhydrophobic substrate. By measuring the thermal interaction between a super-
hydrophobic substrate and a heated or cooled drop, we demonstrate that the contact
time is short enough that only a small fraction of potential heat is transferred, and,
counter-intuitively, smaller drops transfer a larger fraction of their potential heat
than larger drops despite contacting the surface for less time. Our results indicate
that birds with superhydrophobic feathers will be warmer in cold rain than those
with feathers on which drops stick, and we envision that a better understanding of
these mechanisms can inspire the design of novel superhydrophobic materials to con-
trol heat exchange. Our next study focuses on certain superhydrophobic surfaces
that a water drop will stick on them rather than bounce if it is sufficiently hot. We
model two potential mechanisms in which a superhydrophobic surface could trap a
sufficiently hot drop within milliseconds: a microtexture melting mechanism and an
evaporationcondensation mechanism. Ultimately, we aim to address how one might
design a smart superhydrophobic surface in which the surface can sense a property of
the drop, here its temperature, and, if above a critical threshold, passively adjust its
functionality so that it will capture the drop and act as a rapid thermal fuse. Our last
study focuses on how microscopic coatings can modify bloodstain shapes and sizes
with the goal of challenging some tacit assumptions in forensics. We demonstrate
that the inertia-capillary dynamics sets the size of bloodstains on different coatings,
including on unintentional coatings, such as the sebaceous residue from a latent fin-
gerprint. Since the stain size and shape can be critical in conducting a bloodstain
pattern analysis, our results highlight the need for forensic analysts to exercise caution
when evaluating bloodstains on surfaces that might contain coatings or residues.
vii
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1Chapter 1
Introduction
1.1 General introduction
There has been considerable research in the last few decades on the interaction be-
tween drops and surfaces, and it has contributed significantly to a number of fields,
including industrial science (Leon Bolle, 1982; Kim, 2007; Deng and Gomez, 2011;
Thomas et al., 1996; McLoughlin and McGuire, 1990; Mishchenko et al., 2010;
Patterson et al., 2016; Golovin et al., 2016; Seifi and Park, 2017) and forensic sci-
ence (Comiskey et al., 2017; Chen et al., 2016; Osborne et al., 2016; Buck et al., 2011;
Illes and Boue´, 2013; Varney and Gittes, 2011; Knock and Davison, 2007; Carter,
2001). The subject also has commercial implications. For example, ice formation on
aircraft while in flight or even on the ground is a significant issue in the aerospace
industry, as it can compromise flight safety (Jung et al., 2011; Bragg et al., 2002) and
lead to extensive economic losses (Cober et al., 2001; Lasher-Trapp et al., 2008). The
traditional approach to prevent ice formation has been blowing hot air on the surface
of the aircraft. Recent progress in the method of liquid repellent coating inspired by
corresponding mechanisms found in nature, has prompted some researchers to inves-
tigate whether this speculated capability can be used to prevent icing on aircraft (Cao
et al., 2009; Farhadi et al., 2011; Varanasi et al., 2010). By constrast, some commer-
cial applications of the coating technique can also lead to unintended consequences.
For example, in the context of a crime scene, the use of liquid repellent clothing or
anti-graffiti paint may cause blood drops to slip over the surface and not leave behind
2any bloodstains (Lettieri and Masieri, 2014).
Given the importance of the interactions of various drops with various surfaces,
the aim of the research in this dissertation is to understand the physics behind these
interactions with the ultimate goals of improving efficiency, explaining existing limita-
tions, and introducing novel solutions to relevant problems in forensic and industrial
science. More specifically, this dissertation investigates the fluid dynamics and heat
exchange of drops impacting wetting and non-wetting surfaces with both experiments
and physical modeling.
A liquid drop placed on a wetting surface, such as clean glass, spreads on the
surface and makes it wet (Fig. 1·1A). However the same liquid drop, on a non-wetting
surface, beads up and may even roll off the surface if it is titled slightly (Que´re´, 2005).
A wettable surface can become non-wetting when its temperature is significantly
hotter than the liquids boiling temperature, a phenomenon known as the Leidenfrost
effect (Biance et al., 2003; Que´re´, 2013; Que´re´ and Ajdari, 2006; Adera et al., 2013).
This effect may be familiar to anyone who has deposited a drop of water onto a hot
pan while cooking. When a liquid drop approaches a surface above the Leidenfrost
temperature (Kwon et al., 2013), a small portion of the drop evaporates, providing a
thin vapor layer on which the rest of the drop can levitate. This vapor layer acts as
an insulator so that the drop persist longer and is able to move freely on the surface
(Fig. 1·1B). A liquid drop may exhibit nearly identical macroscopic behavior when
contacting a superhydrophobic surface at room temperature (Reyssat et al., 2010;
Tran et al., 2012).
A superhydrophobic surface combines chemical hydrophobicity with microscopic
texture such that a drop can roll of the surface easily (Lafuma and Que´re´, 2003; Gau-
thier et al., 2015). This property is used by certain plant leaves, such as the lotus, as
a self-cleaning mechanism to remove undesired particles from their surfaces (Wisdom
3Figure 1·1: Wetting and non-wetting surfaces. (A) A water
drop placed on a wetting surfaces like glass spreads on a surfaces and
make it wet.(B) A liquid drop on a wetting surface may bead up on
a surface and levitate on its own vapor layer if the surface temper-
ature Ts is significantly hotter than liquid’s boiling temperature, Tv.
This phenomenon is known as Leidenfrost effect. (C) A liquid drop
may show nearly identical macroscopic behaviour in its contact with
superhydrophobic surfaces at room temperature due to the air pockets
trapped between surface microtexture.
et al., 2013). The degree of surface water repellency depends on the cohesive force
within the liquid and the adhesive force between solid and liquid. For a perfectly
smooth and rigid surface, a force balance relates the surface energies between three
phases at the contact line (Fig. 1·2A) and predicts the equilibrium contact angle θc,
described by the Young-Laplace equation (Young, 1805), cosθc =
(
γsg−γs`
)
/γ`g. Here,
γ is the surface energy per area and the subscripts s, g and ` denote the properties
of the solid, gas and liquid respectively. However, superhydrophobic surfaces deviate
from ideality due to having their micro/nano structure, a degree of roughness that
enhances the contact angle of a water drop on a flat hydrophobic solids typical values
of 100◦ to 120◦ up to 160◦ to 175◦ (O¨ner and McCarthy, 2000; Bico et al., 2002).
There are two distinct classical states that a drop can adopt when placed on a
superhydrophobic surfaces: a Wenzel state and a Cassie state. In both states, the
apparent contact angle θ∗c is related to θc through minimizing surface energy. In the
Wenzel state (Wenzel, 1936), the water drop permeates the surface roughness and as
a result enhances the contact area between the liquid and solid, (Fig. 1·2B). To com-
pensate for this increase in the solid–liquid contact area, the contact angle increases
4to keep the system at its minimal surface energy. This apparent contact angle θ∗c
depends on the ratio of actual surface area to apparent (or projected) surface area r
and the contact angle described by the Young-Laplace equation θc and can be mod-
eled with the equation: cosθ∗c = r cosθc. For a drop in the Cassie state (Cassie and
Baxter, 1944), the drop resides on top of the air-filled microtexture of the superhy-
drophobic surface (Fig. 1·2C). Therefore the apparent contact angle for this air–solid
composite structure is an average value between the value for air (θ = 180) and
solid. For a simple texture geometry with roughness ratio rf and fraction of the solid
on wetted area f , the apparent contact angle for a Cassie drop can be defined as
cosθ∗c = rf f cosθc + f − 1. The air pockets under the drop in the Cassie state not
only lead to a large effective contact angle but also lead to a low contact friction,
a combination that can allow an impacting drop to rapidly recoil and completely
bounce off of the surface.
The duration for which a drop is in contact with the surface is called the residence
time tr, and it is on the order of the inertia-capillary timescale τ ≡
√
ρR3/γ, where
ρ is the density, R is the drop radius, and γ is the surface tension (Richard et al.,
2002). For a millimeter-sized water drop, this residence time is on the order of
10 milliseconds, which is short enough to limit certain time-dependent mechanisms,
such as heat exchange. Processes occurring during this short residence time can be
challenging to measure, and as a result, most studies on non-wetting surfaces focus on
steady state liquid-surface interactions or use, in calculations, average values resulting
from multiple drops impacting the surface. However, these approaches may not be
appropriate for phenomena in which time-dependent effects may be important.
This dissertation focuses on the transient behavior of a single drop impinging on
a surface. Using high-speed optical imaging and high-speed thermal imaging, we
are able to quantitatively analyze the interaction dynamics at the level of a single
5Figure 1·2: Surface energy and contact angle. (A) Minimizing
surface energy between three phases along liquid-surface contact line
predicts the equilibrium contact angle.(B) Wenzel-state. (C) Cassie-
state
drop. As a result, we have been able to study situations where the drop exhibits
unusual dynamics that cannot be explained or predicted by existing models. Using
a combination of experimentation and theory, we have extended existing models and
proposed new ones when necessary to explain these unexpected dynamics.
1.2 Specific introductions to each chapter
This dissertation addresses an important topic in the field of interfacial fluid dynamics,
combining experiments and analytical modeling to address problems related to surface
tension, energy transfer and complex fluids. Each of these problems identifies a
situation in which a drop exhibits counter-intuitive dynamics in its interaction with
a surface. Each chapter of this dissertation is self-contained and is dedicated to one
of these situations.
Chapter 2 discusses the heat exchange between a bouncing drop and a superhy-
drophobic substrate. The results have been published in Proceedings of the National
Academy of Sciences (Shiri and Bird, 2017). The ability to enhance or limit heat
transfer between a surface and impacting drops is important in applications ranging
from industrial spray cooling to the thermal regulation of animals in cold rain. When
these surfaces are micro/nanotextured and hydrophobic, or superhydrophobic, an im-
6pacting drop can spread and recoil over trapped air pockets so quickly that it can
completely bounce off the surface. It is expected that this short contact time limits
heat transfer; however, the amount of heat exchanged and precise role of various pa-
rameters, such as the drop size, are unknown. Here, we demonstrate that the amount
of heat exchanged between a millimeter-sized water drop and a superhydrophobic
surface will be orders of magnitude less when the drop bounces than when it sticks.
Through a combination of experiments and theory, we show that the heat transfer
process on superhydrophobic surfaces is independent of the trapped gas. Instead, we
find that, for a given spreading factor, the small fraction of heat transferred is con-
trolled by two dimensionless groupings of physical parameters: one that relates the
thermal properties of the drop and bulk substrate and the other that characterizes
the relative thermal, inertial, and capillary dynamics of the drop.
Chapter 3 focuses on predicting when superhydrophobic surfaces can selectively
trap a drop based on temperature. A paper reporting our findings has been published
in Micromachines (Shiri et al., 2018b). A water drop will bounce on a surface if the
surface is sufficiently superhydrophobic. The degree of superhydrophobicity can be
tuned by modulating the chemistry and microstructure of the surface, thus enabling
external control of whether a particular drop bounces or sticks. A challenge in these
approaches is that they require separate sensing, processing, and actuating steps. We
explore how one might design a smart superhydrophobic surface in which the surface
can sense a property of the drop, here its temperature, and, if above a critical thresh-
old, passively adjust its functionality so that it will capture the drop in the absence of
external control. We model two potential mechanisms in which a superhydrophobic
surface could trap a sufficiently hot drop within milliseconds: melting of microtex-
tured wax and condensation of the vapor within the superhydrophobic texture. We
then test these mechanisms through systematic drop impact experiments in which we
7independently vary the substrate and drop temperatures on a waxy superhydropho-
bic Nasturtium leaf. In this regime a critical temperature threshold for bouncing can
be controlled by considering the relative timescales between condensation growth and
drop residence time. We envision that these results can provide insight into the design
of a new class of superhydrophobic surfaces to act as a rapid thermal fuse to prevent
drops that exceed a critical temperature from bouncing onto a thermally sensitive
target.
Chapter 4 extends the investigation from a water drop to a blood drop. Many
aspects of spreading and retraction dynamics after impact are well known for simple
liquids, such as water. However, less is known about how blood drops interact with
surfaces, a question that has serious implications for forensic science as it can reveal
the story behind the final configuration of a bloodstain. In this study, we investigate
if surface coatings such as fingerprint residues can significantly alter the size and
shape of bloodstains. The related results have been published in Forensic Science
International (Shiri et al., 2018a). When conducting a Blood Pattern Analysis (BPA)
the size, shape, distribution, and location of bloodstains found at a crime scene may be
critical in forming a hypothesis as to what transpired during a bloody event. From this
data, impact angles and velocities may be estimated to approximate an area of origin
for the event. The underlying calculations tacitly assume that the final bloodstain
size and shape would be identical on any smooth surface under the same impact
conditions. We challenge this assumption and establish that the presence of certain
coatings, including the sebaceous residue from a latent fingerprint, can dramatically
alter the size and shape of the stain from the moment of impact through the drying
process. We also demonstrate that a superhydrophobic coating on a surface, such as
clothing fabric, can lead to a blood drop completely or partially recoiling from the
surface, and thus not leaving behind the anticipated bloodstain. Using a combination
8of high-speed and time-lapse photography, we identify the specific stages in the stain
evolution responsible for the unexpected deviations and highlight the contact angle
between the human blood drops and the coatings as a key parameter.
Finally, Chapter 5 summarizes the main findings of each chapter and discusses
directions for future research as well as potential ways of extending current ideas to
explore new questions that arose during the course of our research.
9Chapter 2
Heat Exchange Between a Bouncing Drop
and a Superhydrophobic Substrate
2.1 Introduction
[Adapted from Shiri, S., and Bird, J. C. (2017). Heat exchange between a bouncing
drop and a superhydrophobic substrate. Proceedings of the National Academy of
Sciences, 114(27), 6930-6935. http://doi.org/10.1073/pnas.1700197114]
An effective method to rapidly cool a surface is to introduce a stream of cold liquid
drops, a process referred to as spray cooling (Leon Bolle, 1982; Kim, 2007). Spray
cooling is advantageous in applications ranging from electronics (Deng and Gomez,
2011) to cryogenic dermatology procedures (Pikkula et al., 2001). However, there
are also situations in which this rapid exchange of thermal energy with droplets is
undesirable, such as in ice formation on the wings of an airplane (Thomas et al.,
1996), exposure to scalding liquids (McLoughlin and McGuire, 1990), or heat lost by
animals with wet fur and feathers (Kennedy, 1970b; Voigt et al., 2011). Here, there
is an effort to minimize heat exchange by designing superhydrophobic surfaces that
can rapidly shed drops from the surface (Mishchenko et al., 2010; Patterson et al.,
2016; Golovin et al., 2016). Indeed, a drop impacting a superhydrophobic surface can
completely bounce, leaving the surface before all possible heat is transferred. Yet,
there is likely some heat exchanged during the short residence time of the drop, and
even a small amount of exchanged heat could become significant following aggregate
10
exposure to multiple bouncing drops.
A similar bouncing phenomenon occurs when a drop impacts a surface that is
sufficiently hotter than the drop saturation temperature. Under this Leidenfrost
or superheated condition, the drop bounces on a cushion of its own vapor (Burton
et al., 2012; Shirota et al., 2016), preventing direct contact between the solid and
liquid and severely limiting the efficacy of spray cooling (Leidenfrost, 1966; Khavari
et al., 2015). Models have been developed to predict the partial heat transfer that
occurs when drops impact superheated surfaces (Guo and Mishima, 2002; Gradeck
et al., 2013; van Limbeek et al., 2016); however, it is unclear which aspects of these
models, if any, might extend to drops impacting on a superhydrophobic surface when
phase change does not occur. In particular, these models typically conclude that the
thermal properties of the vapor cushion determine the amount of heat transferred.
Our study addresses how much heat is transferred during the bounce of either a
warm or cold water drop on a superhydrophobic substrate in the absence of phase
change. Recording the bounce with thermal and high speed cameras simultaneously
enables us to experimentally measure the transferred heat by a single drop over a
short residence time. We use candle soot to create a superhydrophobic coating on
the substrate, both because it is a simple and effective technique (Bird et al., 2008;
Duez et al., 2010) and because the surface properties of soot are highly compatible
with thermal imaging. Soot, like other superhydrophobic surfaces, combines chem-
ical hydrophobicity with micro/nanoscale texture, a combination that can support
significant air under a water drop (Cassie and Baxter, 1944; Koishi et al., 2009). The
supported air leads to a large effective contact angle and low contact friction, which
together cause an impacting drop to rapidly recoil and completely bounce off of the
surface (Richard et al., 2002). Indeed, if air escaped from the microstructure, the drop
would transition from a Cassie to a Wenzel state, and bouncing would not occur (Lee
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et al., 2015). Replacing the vapor layer in previous superheated models (Guo and
Mishima, 2002; Gradeck et al., 2013) with this constant-thickness, air-filled layer pre-
dicts the transferred heat Q should scale with initial drop radius R as Q ∼ R3.5. This
scaling is different from the relation that we find for the superhydrophobic surfaces
in our experiments, Q ∼ R2.75.
We propose two different mechanisms that could result in this scaling: one in
which the heat transfer is dictated by a cushion of air separating the drop from su-
perhydrophobic surface, and the other in which the heat transfer is based on direct
thermal exchange between the drop and the substrate. To discern these mechanisms,
we modify the substrate material in our experiments and the subsequent results sup-
port the predictions of the direct contact model. We also demonstrate—on a bird
feather—an additional model prediction that, for a given flow rate, a superhydropho-
bic surface can be cooled faster by small drops than large ones.
2.2 Materials and Methods
2.2.1 Experimental methodology
High speed images are captured by using Photron camera at a frame rate of 10, 000
frames per second and a 200mm Nikon lens. A fiber optic light source provides cool,
high-intensity light to the samples during high-speed imaging. Thermographic images
are simultaneously recorded with a thermal camera at frame rate of 200 frames per
second with a close-up IR lens. To control the water temperature, a water bath is
connected to a syringe that can eject a single drop on demand. The drop velocity
is controlled by varying the height of the needle above the substrate. Velocity ad-
justments are made to limit the range of the spreading factor rm/R. In the cooling
from the multiple drops experiments, the feather is suspended by using a stand and
clamp. The top of the feather is subjected to two sets of water drops released from
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two different size of needles. A constant flow rate for both sets of drops is maintained
with a dual syringe pump. Finally, a heat gun is used to heat the feather from below.
2.2.2 Substrate Material Characterization
To measure heat capacity of substrate material, thermal analysis is conducted with
a Q2000 Differential Scanning Calorimeter (DSC). The DSC sample measurements
are referenced against pure indium metal and evaluated over a range of 15◦C to 45◦C
following standard procedures (Goldfarb and Ku¨laots, 2010). The heat capacity and
density of glass, rubber, and wood are measured experimentally and the thermal
conductivity values are obtained from the literature (Eugene A. Avallone, 2006; Ross
et al., 2010; Perry et al., 1997).
2.3 Results and Discussion
The heat exchange between a drop and substrate during a bounce is demonstrated
experimentally in Fig. 2·1. A glass slide is coated with a layer of soot with average
thickness δ ≈ 30µm (Fig. A.1). A hot water drop with radius R = 1.2 mm and
initial temperature T` = 52.7
◦C is released from a suspended needle and impacts,
at velocity U = 0.74 ms−1, a soot-coated glass substrate that is initially at ambient
temperature Ts = 23.4
◦C. Note that the substrate temperature Ts is significantly
lower than the saturation temperature for water. Even still, it is possible that the drop
might dimple as it nears impact, as has been documented for drops as they approach
smooth surfaces (Mandre et al., 2009; van der Veen et al., 2012; Li and Thoroddsen,
2015), trapping a cushion of air between the drop and the superhydrophobic surface
(Fig. 2·1A).
When the drop contacts the substrate, the chemistry and sub-micron structure of
the soot coating (Fig. 2·1B) repels the water so that the water drop bounces off of the
surface. The time that the drop resides on the substrate, defined as the residence time
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tr, is less than 15 ms (Fig. 2·1C). Simultaneous thermal images show that the drop
leaves the surface before reaching thermal equilibrium (Fig. 2·1D). The drop leaves a
thermal footprint on the substrate that decays over time (Fig. 2·1E). Due to the 8 ms
time-response in the uncooled sensor, there is motion blur during drop impact and
recoil that is responsible for the apparent smearing of the drop. Yet, these motion
blur effects are negligible over the longer timescales of the substrate footprint decay
used in our analysis.
Further details on the impact dynamics are revealed by plotting the contact radius
r(t) as the drop spreads and recoils on the superhydrophobic surface (Fig. 2·2A). From
high speed images, the contact radius and residence time are extracted for the drop
illustrated in Fig. 2·1. The drop spreads out to a maximum contact radius rm that is
larger than the initial radius of the drop by a spreading factor of rm/R = 1.24. The
drop then recoils until it loses contact with the surface at tr = 11.8 ms. The maximum
contact radius rm is known to depend on the Weber number We ≡ ρ`U2R/γ, a balance
of inertial and capillary effects where ρ` is the liquid density, γ is the surface tension
and U is the impact velocity(Clanet et al., 2004; Tran et al., 2012). In this paper,
we control the Weber number so that the spreading factor rm/R is limited to a
range between 1.2 and 1.7. In contrast, the residence time is largely independent
of the Weber number(Richard et al., 2002), and instead scales with the inertial-
capillary timescale
√
ρ`R3/γ. Indeed, the residence time is near the axisymmetric
hydrodynamic limit of tr = 2.3
√
ρ`R3/γ, suggesting that the soot microstructure
does not pin the drop as it recedes (Reyssat et al., 2010; Bird et al., 2013) and is
therefore macroscopically equivalent to a drop bouncing on a vapor layer.
As the drop departs the surface, it leaves behind a thermal footprint on the sub-
strate (Fig. 2·1D), which we use to calculate the transferred heat Q. Immediately
after an impact, this heat is concentrated near the substrate surface. We measure
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Figure 2·1: The finite-time heat exchange between a drop and
a superhydrophobic substrate. (A) A water drop impacts a glass
substrate coated with a thin layer δ ≈ 30µm of soot, measured with
a microscope. (B) A scanning electron microscope image of the soot
layer reveals the sub-micron roughness responsible for the substrate su-
perhydrophobicity. (C) High-speed images show that the water drop
bounces, residing on the surface for a finite time tr = 11.8 ms. Here the
drop radius is R = 1.2 mm and the impact velocity is U = 0.74 ms−1.
(D) Simultaneous thermographic images, from an orthogonal perspec-
tive, show a temperature map of the drop surface and substrate during
impact. (E) The drop leaves a thermal footprint on the substrate
which decays over time. Note that the spatial information from the
thermal camera suffers from motion blur due to the 8 ms time-response
in the uncooled sensor. This exposure time is too long to accurately
resolve details during the impact, but is short enough to characterize
the thermal footprint left from the drop.
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Figure 2·2: Extraction of the maximum contact radius rm and
transferred heat Q for the drop illustrated in Fig. 1. (A) Plot
of the contact radius r(t) normalized by drop radius R. (B) Average
temperature of the drop footprint T on the substrate surface (z = 0)
over time t. The transferred heat Q is calculated by fitting a one-
dimensional, semi-infinite heat exchange model (dotted line) as the
surface returns to its ambient temperature Ts. Here ks and αs are
the substrate thermal conductivity and diffusivity respectively
the average temperature T across the drop contact area for each thermal time-series
image, as noted in Appendix A (Fig. A.2). Plotting this footprint temperature T over
time t illustrates that the temperature rises rapidly during impact and then returns
asymptotically to Ts with a decay rate of approximately 50 ms (Fig. 2·2B). For the
conditions in this experiment, conductive heat transfer is expected to dominate both
convective and radiative heat transfer (see Appendix A.4). Additionally, during the
first 100 ms after contact, the heat would be expected to diffuse throughout the glass
substrate by a distance
√
αst ≈ 210µm, where αs is the thermal diffusivity of the
substrate (see Table A.1). Because this distance is much less than the millimeter
thickness of the glass and radius of the footprint, this early-time heat transfer can be
approximated as one-dimensional and semi-infinite.
After a pulse of energy, the surface temperature of a semi-infinite, one-dimensional
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substrate decays in time following the classic self-similar equation
T (z = 0, t)− Ts = Q
kspir2m
√
pit/αs
, (2.1)
where ks is the thermal conductivity and pir
2
m is the contact area over which the
energy Q is deposited. For a drop bouncing on a superhydrophobic surface, the energy
transfer is not instantaneous; however, the residence time is significantly shorter than
the subsequent temperature decay, so the heat transfer can be estimated by fitting
Eq. 2.1 to the average surface temperature in Fig. 2·2B (dotted line). For the drop
shown in Figs. 2·1 and 2·2, the estimated heat transferred is Q = 10 mJ.
2.3.1 Role of Drop Size and Temperature
To explore the physics underlying the finite-time heat transfer, we carry out a se-
ries of experiments in which we systematically vary the drop size R and its initial
temperature T`. In these experiments, we use water as the liquid and soot-coated
glass as the substrate. Additionally, we adjust the impact velocity U to constrain
the spreading factor to a range between rm/R = 1.2 and 1.7. Repeating the steps
illustrated in Figs. 2·1 and 2·2, we calculate the transferred heat Q for varying drop
sizes R and temperature differences ∆T = T` − Ts (Fig. 2·3). To illustrate the effect
of the temperature difference ∆T on the transferred heat Q, the data in Fig. 2·3 is
separated into 10 ◦C increments, each of which is represented with a different symbol
orientation. Note that ∆T is negative when cold drops, rather than hot drops, impact
the superhydrophobic surface. The high-speed optical images allow us to identify the
spreading factor rm/R for each drop, which are separated into 0.1 increments depicted
with symbol color and contrast (Fig. 2·3). As the temperature difference, drop size,
and spreading factor increase, the amount of heat transferred increases as well.
A key feature of bouncing drops on superhydrophobic and superheated surfaces is
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Figure 2·3: Measurements of heat transferred by drops. (A)
The exchanged heat Q varies with the drop size R, the temperature
difference ∆T between the drop and substrate (symbol orientation) and
the extent of spreading, or spreading factor, rm/R (symbol color). (B)
The data collapse onto single curves for fixed rm/R when the transferred
heat Q is normalized by the initial temperature difference ∆T , showing
a power-law dependence on the drop radius R. Note that the larger
triangle corresponds to the specific drop illustrated in Fig. 2·2.
the trapped gas or vapor under the drop. If this gas layer acts as a thermal barrier, we
might expect the heat flux to scale with an effective barrier thickness δ. For a given
spreading factor, this model would predict the amount of heat transferred to scale
as the conduction heat flux across the barrier q˙ ∼ kg∆T/δ—where kg is the thermal
conductivity of the confined gas layer—integrated over the contact area ∼ R2 for the
duration of the residence time tr ∼ (ρ`R3/γ)1/2. Given the importance of the air-filled
microscale roughness on the superhydrophobicity, a natural scale for the thickness δ
might be the thickness of the superhydrophobic coating itself, which would not vary
with drop size or contact time. From a simple scaling perspective, integrating with a
constant gap thickness would lead to Q/∆T ∼ (kg/δ )trR2 ∼ (kg/δ )(ρ`/γ )0.5 R3.5.
An alternative hypothesis is that the trapped gas within the superhydrophobic
microtexture has a negligible influence on the heat transfer and that the heat transfer
is dominated by the substrate below. In this case, the heat continues to propagate
downward into the substrate as the drop spreads and recoils; the characteristic length
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is self-similar and grows as
√
αt. By substituting this length into the heat flux, we
find Q/∆T ∼ (k/√αtr )trR2 ∼ (k/√α)(ρ`/γ )0.25R2.75. To evaluate this hypothesis,
the experimental results for the transferred heat Q (Fig. 2·3A) are normalized by the
temperature difference ∆T and plotted over a logarithmic scale (Fig. 2·3B). The data
collapse onto a single curve and are more consistent with a power-law scaling of R2.75
than R3.5.
It is also possible that the heat transfer is dictated by an air cushion above the
superhydrophobic surface, and that this gap depends on the radius R in such a
way to produce a scaling consistent with (Fig. 2·3B). Specifically, research on the
trapped air layer over smooth surfaces (Li et al., 2016) indicates that the cush-
ion thickness scales as δ ∼ R(ρ`UR/µg)−2/3, where µg is the viscosity of the air.
For a fixed spreading factor, the impact velocity scales as U ∼ γ/√ρR, so that
Q/∆T ∼ (kg/δ )trR2 ∼ kg(ρ`γ/µ2g)1/3 R2.8. It is noted that the thermal footprint
does not reveal any direct evidence of a dimple, such as a lower temperature in the
center; nevertheless, both the direct-contact and air-cushion models are consistent
with the power-law relationship in Fig. 2·3B. To adequately discern between these
models, we rely on differing predictions for the role of the underlying substrate. In
particular, the direct-contact model would be expected to depend on the substrate
thermal properties, and a more detailed analysis of this dependence is developed in
the next section.
2.3.2 Predicting the Amount of Exchanged Heat
The mechanism of finite-time heat exchange between a drop and a superhydrophobic
substrate in the absence of a gas layer and coating can be modeled analytically. Here,
we approximate the energy evolution as one dimensional and consider conduction as
the main mechanism of heat transfer (see Appendix A). If we model the heat flux q˙(t)
and contact radius r(t) as decoupled, then the total heat transferred by a single drop
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over a residence time tr can be estimated as Q =
∫ tr
0
q˙(t)pir(t)2dt. The contact radius
initially spreads to a maximum radius before retracting back to zero. This spreading
and retraction dynamics can be approximated (Leon Bolle, 1982) using the relation
r(t) = 2rm
√
t/tr − (t/tr)2.
To calculate the heat flux q˙(t), we model the drop and substrate as two semi-
infinite bodies at different initial temperatures, T` for the liquid and Ts for the sub-
strate, that are brought into contact and achieve temperature equality at the contact
surface, T (z = 0, t) (Fig. 2·4A). For conduction-dominated heat transfer, this semi-
infinite approximation is appropriate when the thermal diffusion length
√
αtr is less
than the thickness of the material. Provided that the drop does not spread too thinly,
this condition is met for both the drop and substrate during their rapid contact.
By imposing the condition that the two bodies have an equal contact temper-
ature during contact time, the standard heat equation can be solved analytically
(Bergman et al., 2011), revealing a time-independent contact surface temperature of
T (z = 0, t) =
(√
(kρcp)`T` +
√
(kρcp)sTs
)/(√
(kρcp)` +
√
(kρcp)s
)
. Here cp is the
specific heat and the subscripts s and ` denote the properties of the substrate and
liquid respectively. It follows from the self-similar analysis that the heat flux into the
substrate is q˙(t) = ks(Ts − T (z = 0, t))
/√
piαst . Combining the relations for the heat
flux and the contact radius, the amount of heat transferred Q =
∫ tr
0
q˙(t)pir(t)2dt is:
Q =
tr∫
0
q˙(t)pir(t)2dt
=
215/4pi
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(rm
R
)2 ksρ`1/4∆T
γ1/4
√
αs
(
1 +
√
(ρcpk)s/(ρcpk)`
)R11/4. (2.2)
From a scaling perspective, Eq. 2.2 is equivalent to the relation Q/∆T ∼ R2.75 pre-
sented in the previous section and thus also consistent with the data in Fig. 2·3A.
However in addition to providing a coefficient, Eq. 2.2 also provides falsifiable pre-
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dictions into how the spreading factor and material properties of the liquid and the
substrate affect the heat transferred.
A natural way to non-dimensionalize the transferred heat Q is to normalize it by
the maximum possible heat transfer mcp∆T , where m is a drop mass. Noting that
m = 4
3
piR3ρ`, the normalized heat exchange can be expressed as:
Q
mcp∆T
=
27/4
5
(rm
R
)2 ( ks√α`
ks
√
α` + k`
√
αs
)(ρ`α2`
Rγ
)1/4
≈ 0.7
(rm
R
)2( 1
1 +M
)(ρ`α2`
Rγ
)1/4
.
(2.3)
In this form, it becomes clear that for a given spreading factor, the model predicts
that the fraction of potential heat transferred is controlled by two dimensionless pa-
rameters: one related to the thermal-inertial-capillary dynamics of the drop ρ`α
2
`/Rγ
and the other related the thermal properties of the material M = k`√αs/ks√α`.
The first novel dimensionless group identified in our analysis, ρ`α
2
`/Rγ, may be
interpreted as the square of the ratio of residence time tr ∼
√
ρ`R3/γ to the thermal
diffusion time td ∼ R2/α`. For millimeter water drops, ρ`α2`/Rγ is of the order of
10−7, which implies that drop bounces approximately 2000 times faster than the time
needed for the heat to thermally diffuse across the the drop. The stark difference in
timescales supports the semi-infinite approximation. Furthermore, the scaling high-
lights the competing influence of drop size. A larger drop will have a longer residence
time than a smaller drop; yet the increase in diffusion time is greater and therefore
the ratio of these timescales tr/td decreases. These two timescales become comparable
for sufficiently small drops; yet for water, this size is less than a nanometer, or near
the molecular scale. Therefore, we would expect ρ`α
2
`/Rγ  1 for most water drops
and comparable liquids.
The other control parameter identified in our analysis is the material factor defined
as M = k`√αs/ks√α`. This factor relates the thermal heat transfer between the
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Figure 2·4: Comparison between model and experiment. (A)
The model assumes that during the residence time tr, the temperature
of the drop T` and solid Ts contact along a plane z = 0 and the heat
transfer leads to self-similar temperature profiles T (z, t). (B) For a
given spreading factor rm/R (symbol color), the portion of energy ex-
changed depend on two dimensionless groups, one based on dynamic
properties ρ`α
2
`/Rγ and the other on material thermal properties M
(symbol shape). The experimental data (symbols) is consistent with
the theoretical results with rm/R = 1.4 (solid lines).
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liquid and the substrate and therefore depends solely on the thermal properties of
these two materials. If the substrate transfers heat significantly faster than the drop,
then the heat transfer is rate-limited by the drop andM→ 0; whereas the substrate
transfers heat slower than the drop, then the heat transfer is rate-limited by the
substrate and M → ∞. For a water drop on a glass substrate, the relative heat
transfer rates are comparable and M = 1.
The experimental results illustrated in Fig. 2·3 are rescaled in terms of the di-
mensionless groups presented in Eq. (2.3) alongside the theoretical prediction for a
spreading factor of rm/R = 1.4 (Fig. 2·4B). The theoretical model is able to predict
not only the scaling trend in the data, but also the prefactor; both experiment and
model indicate that approximately 1% of the available heat is exchanged during the
bounce of a millimeter-sized water drops on a superhydrophobic-coated glass sub-
strate. Additionally, as the spreading factor is rm/R is increased, holding the other
parameters constant, the amount of heat transferred increases as well, as predicted
in the model.
Returning to the two potential models proposed earlier, the direct-contact model
depends on the substrate thermal properties, whereas the air-cushion model does not.
Specifically, the model predicts that less heat would be exchanged by the bouncing
water drop if the glass substrate replaced by more insulating materials, such as syn-
thetic rubber (M = 2.6) or natural wood (M = 4.2). To test this prediction, we
repeat the experimental procedure with Neoprene rubber and pine wood instead of
glass. The measured thermal properties of these materials are provided in Table A.1.
A thin superhydrophobic layer of soot is coated on the rubber and wood substrates
following the same procedure as had been used for the glass substrate. Thus the
superhydrophobic surfaces in all samples were nearly identical, while the underlying
substrates differed. Experimental data for heated water drops bouncing on the rub-
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ber (square symbols) and wood (circle symbols) are plotted along with the theoretical
predictions (Fig. 2·4B). The results confirm that the substrate material—even under
a layer of soot—affects the amount of heat exchanged Q during the drop bounce,
providing evidence for the direct-contact model.
An interesting feature of the direct-contact model is that, counter-intuitively, a
smaller drop can transfer a larger fraction of its potential heat than a larger drop
even though the smaller drop is in contact with the surface for less time (Fig. 2·4B).
This result is a consequence of the self-similar conductive heat transfer into the drop
and substrate. Indeed, the opposite trend—larger drops transferring a larger fraction
of potential heat—would be expected if the heat transfer was regulated by a layer of
trapped gas with a fixed depth. These trends are further complicated if the spreading
factor rm/R also varies. Nevertheless, our findings taken at a constant spreading
factor (Fig. 2·4B) illustrate an important concept: smaller drops may contact the
surface for a shorter time than larger drops, yet during this time, the smaller drop
encounters a larger average heat flux from the self-similar conduction.
2.3.3 Cooling from Multiple Drops
Although the focus of this paper has been on the heat exchange of individual drops,
most applications involve multiple drops. For example, many birds have feathers that
are superhydrophobic (Cassie and Baxter, 1944; Kennedy, 1970b); yet, exposure to
cold rain can adversely cool a bird (Webb and King, 1984; Wilson et al., 2004) and in
extreme cases has been linked to hypothermia and death (Odum and Pitelka, 1939;
Kennedy, 1970a).
Our results measuring the small fraction of potential heat exchanged with a drop
on a superhydrophobic surface (Fig. 2·4) suggest that a solid body would be noticeably
warmer throughout a cold shower if drops rapidly bounced off the surface rather than
becoming stuck. Additionally, these results suggest that at the same flow rate, the
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bouncing of smaller drops would exchange more heat than larger drops, provided that
the spreading factor for the smaller drops were similar to or greater than that of the
larger drops.
To evaluate these predictions, we measure the temperature T on the side of a
suspended duck feather opposite to which a steady stream of drops impact. These
feathers (Fig. 2·5A) have a barb and barbule microtexture (Fig. 2·5B) that enables
their natural superhydrophobicity. We compare identical experiments on a feather
that is superhydrophobic and a feather that has been made superhydrophilic through
plasma irradiation (Bormashenko and Grynyov, 2012), and indeed find that the un-
derside of feathers are warmer when cold droplets bounce rather than stick (Fig. A3).
A superhydrophobic feather can also be used to explore the extent that drop size
might affect the amount of heat transferred. To explore this possibility, two streams
of drops were released simultaneously, one larger (R ≈ 2 mm) and one smaller (R ≈
1.1 mm), with identical flow rates, 1 mL/min, similar spreading factors rm/R ≈ 1.7
and 1.3 respectively (Fig. 2·5C). Here the drops were at the ambient lab temperature
26◦C, whereas the feather was heated to 40◦C, the approximate body temperature of
a bird (Prinzinger et al., 1991) (Fig. A4).
A time-averaged thermal image from below the feather (Fig. 2·5D) reveals that
the regions under which the large and small drops fall are indeed cooler than the
surrounding regions, even though the drops are the same temperature as the ambient
air on the top side of the feather. The locations under which the drops fall, as well the
midpoint between these two locations, are denoted with black circles in Figure 2·5D.
The average temperature within these circled regions varies with time (Fig. 2·5E).
Before the experiment begins (t < 0), the temperature within these three regions
is indistinguishable. As drops bounce off of the feather, the midpoint temperature
remains steady whereas the temperature on the opposite side from where the drops
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Figure 2·5: Cooling from different-sized drops impacting at
ambient temperature onto a warmed feather. (A) A photo-
graph of a grey duck pennaceous feather used in the experiments. (B)
A scanning electron microscope image reveals the interlocking barb
and barbule microtexture that is responsible for the natural super-
hydrophobicity of the feather. (C) High-speed images show the two
different-sized streams of water drops at identical flow rates bounce off
of the top surface of the feather. (D) A heat map illustrates the tem-
perature underneath the warmed feather averaged over a 100-second
period. During this period, the two streams of ambient-temperature
water drops that bounce on the top side of the feather lead, on the bot-
tom side, to local cooling. The circles denote the location of the stream
of large drops (left), stream of small drops (right), and a midpoint in
which there are no drops (center). (E) The temperature within each
of these circled regions is plotted for ten seconds prior to the start of
the experiment, as well as two minutes during which the drops steadily
drip on the top side of the feather. The insets highlight the periodicity
of the temperature response on side of the feather opposite to where
the drops impact. Here the time between each falling water drop is 2
seconds for the large drops and 0.3 seconds for the small drops.
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fall cools. These temperatures fluctuate, with the region associated with the smaller
drop having a lower average temperature than that of the larger drop.
Closer inspection of these temperature fluctuations reveal that they are periodic
(Fig. 2·5E, insets). Indeed, the period of 2 seconds for the large drops and 0.3 seconds
for the small drops corresponds precisely with the time interval between the dripping
of the large and small drops respectively, providing additional evidence that the cool-
ing corresponds to the droplet bounce events. Although the cooling from these drops
might seem insignificant, it should be noted that the ambient temperature and water
drops are relatively warm (T ≈ 26◦C). More significant temperature drops would be
expected in colder conditions. Indeed, identical experiments conducted outdoors in
colder weather (T ≈ 3.9◦C) resulted in significantly larger cooling when the drops
bounced on the heated, superhydrophobic feather (Fig. A5).
2.4 Conclusion
The findings presented in this study add new insight into the finite-time heat transfer
that occurs when a hot or cold drop bounces on a superhydrophobic substrate. We
demonstrate experimentally and theoretically that a small fraction of available heat
is exchanged when a water drop impacts and bounces off of a superhydrophobic
substrate, and that the heat can be modeled as being directly exchanged with the
solid substrate. A consequence of this direct exchange is that a greater fraction of
available heat is exchanged for smaller than for larger drops, even though larger drops
are in contact with the surface for a longer period of time. Equally significant is the
role of the substrate material in the amount of heat exchanged. We highlight how
such principles extend to a more general case of multiple bouncing drops and identify
dimensionless parameters that can guide the design of new non-wetting materials
for which heat exchange with impacting drops may a factor, such as weather-related
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fabrics. In the context of avian hypothermia associated with cold rain, past work has
indicated that feather water repellancy mitigates evaporative cooling (Lustick and
Adams, 1977); our results highlight another important mechanism associated with
this process: direct heat exchange with the rain itself.
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Chapter 3
Trapping a Hot Drop on a
Superhydrophobic Surface with Rapid
Condensation or Microtexture Melting
3.1 Introduction
[Adapted from Shiri, S., Murrizi, A., and Bird, J. (2018). Trapping a Hot Drop
on a Superhydrophobic Surface with Rapid Condensation or Microtexture Melting.
Micromachines, 9(11), 566. https://doi.org/10.3390/mi9110566].
For most surfaces, an impacting water drop will stick upon contact; however, for
a superhydrophobic surface, an impacting water drop can spread out and recoil to
such an extreme that it can completely bounce off of the surface (Richard et al., 2002;
Que´re´, 2005; Yarin, 2006). The degree of superhydrophobicity can be tuned by mod-
ulating the chemistry and structure of the surface, thus enabling external control of
whether a particular drop bounces or sticks (Yu et al., 2005; Xia et al., 2007; Li and
Zhang, 2016). For example, by modulating the superhydrophobic properties of the
surface, a microdevice could be designed to prevent drops above a critical tempera-
ture from reaching a thermally sensitive region (Figure 3·1). A challenge with using
external stimulants to modulate such a device is that the control would likely involve
separate sensing, processing, and actuating steps. However, if a superhydrophobic
surface can be designed to passively adjust its functionality in response to a drop
property, then it can be used as a sensor or fuse. Here, we explore how one might
29
design a smart superhydrophobic surface in which the surface can sense the drop
temperature and act within milliseconds to selectively trap a drop that exceeds a
critical threshold. In particular, we identify thermally-induced sticking mechanisms
and predict the conditions that would be needed for them to act faster than the time
it takes for the drop to bounce off the surface. A superhydrophobic surface combines
chemical hydrophobicity with microscopic texture so that, in the Cassie–Baxter state,
a water drop resides on top of the air-filled microtexture (Figure 3·1B) (Cassie and
Baxter, 1944). The air under the drop leads to a large effective contact angle and low
contact friction, a combination that can enable the drop to bounce. By contrast, if
the drop enters a Wenzel state, the water drop permeates the microtexture (Wenzel,
1936). This attachment of water with surface roughness dampens the recoil following
impact so that the drop sticks to the surface. Whether a drop adopts the Cassie–
Baxter state or the Wenzel state strongly depends on the microtexture geometry and
surface chemistry, as well as the surface tension of the liquid (Koishi et al., 2009).
Indeed, attempts to create surfaces that can repel scalding water have been frustrated
in part by drop sticking, a result that has been largely attributed to the lower surface
tension associated with the hotter water (Liu et al., 2009).
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Figure 3·1: A schematic illustrating how a thermally respon-
sive superhydrophobic material could act as a fuse to prevent
water above a critical temperature from reaching a sensitive
surface. (A) If the superhydrophobic surface that is at Ts rapidly
pinned drops above a critical temperature T0, then a water drop with
temperature Td below T0 (top) would bounce off of the surface onto
the target, whereas a water drop with temperature Td above T0 (bot-
tom) would stick, protecting the target; (B) surface microtexture with
lengthscale L can trap air beneath the drop (Cassie–Baxter state), en-
abling the drop to bounce; (C) If heat from the drop melts the mi-
crostructure, the drop could enter a Wenzel state and stick; (D) Alter-
natively, if liquid from the drop evaporates and condenses within the
microstructure, the drop could also enter a Wenzel state and stick.
There is evidence that surface tension is not the only mechanism by which a
sufficiently hot drop could initiate a Cassie–Baxter to Wenzel state transition. Liu
et al. (Liu et al., 2009) found that drops would stick to lotus leaves when the drop
temperature exceeded 55◦C and speculated that the waxy microtexture could be
melting at these temperatures (Liu et al., 2009) (Figure 3·1C). Alternatively, if the
surface is below the dew point, water vapor from the air can condense within the
microtexture and drive the drop into a Wenzel state (Cheng and Rodak, 2005; Yin
et al., 2010). Even if the surface is above the dewpoint of the ambient air, the slight
evaporation of the water drop residing on the microtexture can locally saturate the
31
air, which can then condense on a slightly cooler microtexture (Figure 3·1D). In
fact, experiments of static drops resting on superhydrophobic surfaces have shown
that, when the surface temperature is lower than the drop temperature, then this
evaporation–condensation process can transition the drop into a Wenzel state (Yu
et al., 2014).
Past studies that have identified microtexture melting or evaporation-condensation
as processes that could initiate a Cassie–Baxter to Wenzel state transition have gen-
erally considered applications in which this transition is undesirable. In contrast, we
focus on exploiting the transition, appreciating that these mechanisms must suffi-
ciently modify the surface in a short enough time to trap the drop before it bounces.
The time that a drop is in contact with a superhydrophobic surface is predominantly
dictated by the inertia and surface tension of the drop with some additional tuning
possible by exploiting the texture or geometry of the surface (Bartolo et al., 2006;
Reyssat et al., 2010; Bird et al., 2013; Liu et al., 2014; Liu et al., 2015; Patterson
et al., 2016). For a millimeter-sized water drop, this contact time is on the order
of 10 ms, which can be short enough to limit certain transport properties such as
conductive heat exchange. Indeed, for these sized drops, it is expected that, if a drop
were to bounce rather than stick, only around 1% of the heat would be transferred
(Shiri and Bird, 2017). However, it is unclear under what conditions this heat or
any evaporation and condensation would modify the surface significantly enough to
trap the drop. To address this question, we combine experiments and modeling. We
carry out drop impact experiments on Nasturtium leaves at different temperatures
and compare the results to models in which we estimate the time it would take to
change the surface conditions relative to the time the drop takes to bounce.
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3.2 Materials and Methods
To explore the physics underlying the bouncing-sticking transition of a drop to a su-
perhydrophobic surface, we carry out a series of experiments in which both drop and
surface temperature are varied systematically. For each experiment, a single drop
of water is released from a suspended needle, falls, and impacts a superhydropho-
bic Nasturtium leaf. The drop temperature Td is controlled with a water bath, and
temperature of the leaf surface Ts is controlled using a hot plate. To ensure the
impact dynamics between experiments are similar, the height and gauge of the sus-
pended needle are fixed to maintain a radius of R ≈ 1mm and impact velocity of
V ≈ 0.75ms−1. The subsequent impact dynamics are recorded simultaneously with
high speed and thermal cameras. High speed images are captured with a Photron
Fastcame SA-X2 at a frame rate of 8000 frames per second and a 200mm Nikon lens.
Thermographic images are simultaneously recorded from an inclined perspective us-
ing an FLIR A655sc thermal camera at frame rate of 200 frames per second with a
close-up Infrared (IR) camera lens (Figure 3·2A). These thermographic images are
used to calculate Td and Ts.
Figure 3·2: (A) a schematic of the experimental set. Cameras film
a water drop at temperature Td as it falls from a suspended needle
and impacts a Nasturtium leaf heated to temperature Ts; (B) images
of a Nasturtium leaf taken at different magnifications illustrate the
hierarchical microstructure.
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Nasturtium leaves are ideal for these experiments for three reasons. First, these
leaves are naturally superhydrophobic due to a waxy microstructure that can melt
at temperatures below the boiling-point of water. Second, we find that condensation
can form within the microstructure when the surface is cooled below the dew point.
Finally, these plants are relatively simple to grow within in the lab, providing a reliable
source of waxy superhydrophobic material. Prior to an experiment, a leaf is cut from
the Nasturtium plant, secured to a glass slide, and placed on the hot plate. Images
of one of our leaves reveal the shape and hierarchical surface structure responsible for
the Nasturtium superhydrophobicity (Figure 3·2B).
3.3 Results
The interaction dynamics between a drop and Nasturtium leaf during an impact is
demonstrated experimentally in Figure 3·3. In the first set of images (Figure 3·3A),
a chilled water drop with radius R = 1 mm and temperature Td = 298K (25
◦C) falls
and impacts a surface that is at room-temperature and measured to be Td = 301K.
The impact dynamics are captured simultaneously with both a high-speed from the
side and thermal camera from an inclined perspective. The high speed images shows
that, when the chilled drop contacts the superhydrophobic surface, it bounces. The
time that the drop is in contact with surface, defined as the contact or residence time
tr, is approximately 10 ms. Thermal images of this bounce highlight that the drop is
at a lower temperature than the leaf. In the second set of images (Figure 3·3B), a hot
water drop with temperature Td = 323K falls onto a Nasturtium leaf under nearly
identical impact conditions. High speed images reveal that the hot drop is trapped
by the leaf and sticks to it. Thermal images of the impact confirm that the drop is
hotter than the ambient-temperature leaf.
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Figure 3·3: A superhydrophobic Nasturtium leaf that lets a
cold drop bounce off of its surface traps a hot drop. (A) A
cold water drop at temperatures 298K impacts a Nasturtium leaf that
is initially at ambient temperature 301K. High-speed images show that
the cold water drop spreads, retracts and leaves the surface at a finite
time 10ms. Simultaneously, thermal images show that the drop is at
the lower temperature than the leaf in this experiment; (B) a hot drop
at temperature 323K at the same impact condition sticks to a Nastur-
tium leaf that is initially at ambient temperature 301K. Simultaneous
thermographic images show a temperature map of the drop and sub-
strate during impact. The dotted line shows the contact line between
drop and leaf.
To evaluate the role of temperature in the trapping process, we extend the exper-
iments highlighted in Figure 3·3 to a variety of drop temperatures that range from
Td = 295K to 332K. Water drops that are colder than a threshold temperature of
approximately 307K bounce off of the surface (Figure 3·4, open circles), whereas wa-
ter drops hotter than that threshold temperature stick to the surface (Figure 3·4,
filled circles). The surface tension of many liquids, including water, decreases with
increasing temperature (Sugden, 1924). This relationship can be approximated as
γ(Td) = 75.7− 0.14Td, where γ(Td) is the surface tension in units of mN/m for a wa-
ter drop with temperature Td specified in
◦C (Loglio et al., 1978). Thus the surface
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Figure 3·4: Effect of surface tension γ and drop temperature
Td on the bouncing-sticking transition for a Nasturtium leaf
at ambient conditions. For water drops, the transition between
bouncing (open circles) and sticking (filled circles) occurs when the drop
temperature Td ≈ 307K, which corresponds to a surface tension γ ≈
70mN/m. For drops of varying ethanol-water concentrations at ambient
conditions, the transition between bouncing (open stars) and sticking
(filled stars) occurs when the surface tension is at γ ≈ 43mN/m. This
difference in surface tension suggests that surface tension alone cannot
account for the transition. Note that the larger circles correspond to
the specific drop illustrated in Figure 3·3.
tension of water drops at the threshold temperature is calculated to be γ ≈ 70mN/m,
although it is likely that this surface tension is slightly lower due to natural surfactants
that can accumulate on the water interface.
To assess whether this critical temperature can be explained solely as a conse-
quence of a critical surface tension, we compare the threshold surface tension for
varying drop temperatures with the threshold surface tension for varying drop com-
positions (Figure 3·4). Specifically, we repeat the drop impact experiments at ambient
conditions using drops that contain varying concentrations of ethanol and water. Due
to the low surface tension of pure ethanol (γ = 22mN/m), adding a small amount of
ethanol to water can dramatically lower the surface tension. Given that these experi-
ments were carried out at room temperature, we approximate the drop temperatures
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as remaining constant at T = 301K (Figure 3·4), and estimate the surface tension
based on the concentration of ethanol in the drop following the empirical analysis
by Khattab et al. (Khattab et al., 2012). At low ethanol concentrations, the drop
bounces off of the Nasturtium leaf (Figure 3·4, open stars), whereas, at sufficiently
high ethanol concentrations, the drop will stick on the surface (Figure 3·4, filled stars).
The surface tension that corresponds to this transition is γ ≈ 43mN/m, a value that
is far less than the surface tension of the water, even at the hottest temperatures.
Therefore, it appears that the critical temperature for a water drop cannot be ex-
plained solely as a consequence of a critical surface tension, and instead relies on a
mechanism in which the temperature modifies the surface during contact.
Given the importance of surface temperature in both the microtexture melting
mechanism and the evaporation–condensation sticking mechanism, experiments with
the water at varying drop temperatures are repeated at higher surface temperatures
by placing the leaf on a hotplate. The drop release height and drop size continue
to be fixed to maintain nearly identical impact conditions. Figure 3·5 illustrates the
results for ambient (circles), warm (squares), hot (diamonds), and scalding (triangles)
surface temperatures. Here, we categorize the surface temperature as warm when
it is between Ts = 313K and 321K, hot when it is between 322K and 333K, and
scalding when it is above 336K. When the surface is heated above Ts ≈ 335K,
the leaf begins to visibly deform and the drops stick for all drop temperatures Td
(gray region). These results suggest that the surface geometry or chemistry could
be changing, and we specify this transition as a microtexture melting temperature
Tm. At lower temperatures, the results show that, when a water drop is cooler
than the surface (purple area), the drop always bounces off of the surface. However,
when the drop is hotter than surface, it may either bounce off (yellow region) or
stick to the surface (white region). The drop temperature Td associated with the
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Figure 3·5: Effect of drop temperature Td and surface tem-
perature Ts on the bouncing-sticking transition on the leaf.
Surface temperatures are separated into four groups for comparison:
ambient (circles), warm (squares), hot (diamonds), and scalding (tri-
angles). The transition between drop bouncing (open symbol) and
sticking (closed symbol) is identified by a dashed line as a guide for the
eye. The shaded gray region indicates temperatures above a surface
melting temperature Tm. Below these temperatures, the purple region
denotes where drops are colder than the surface, and the lighter yellow
region highlights where drops bounce despite being warmer than the
surface.
bouncing-sticking transition (denoted by a dashed guideline in Figure 3·5) increases
with the surface temperature Ts before appearing to level-off as the drop temperature
approaches Tm.
3.4 Discussion
The results demonstrate that a Nasturtium leaf, and presumably any similar superhy-
drophobic surface, can selectively trap water drops that exceed a critical temperature
while permitting colder drops to bounce. Furthermore, the experiments indicate that
this phenomenon cannot be accounted for by a reduction surface tension alone. Specif-
ically, the results show that a hot drop would stick on the superhydrophobic surface
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when, at the same surface tension, an ambient-temperature drop would bounce (Fig-
ure 3·4). Additionally, a heated drop that would stick on an ambient-temperature
surface might bounce had the surface been heated (for example Td = 320 K in Figure
3·5). Thus, the temperature of the drop and the surface both appear to be important
parameters for the bouncing-sticking transition, independent of the surface tension.
This result is noteworthy because it suggests that the temperature of the drop can
significantly affect the properties of the superhydrophobic surface. Because the drop
and surface only interact during the bounce, the mechanism required to stop a bounce
must sufficiently modify the surface in the short time before the bounce is complete.
Drawing from past studies, we focus on two alternative mechanisms: melting
of surface microtexture and evaporation–condensation within the superhydrophobic
texture. The results in Figure 3·5 might appear inconsistent with both mechanisms.
Specifically, if a drop at Td = 310K were able to melt the microtexture, then it would
seem improbable that drops of any temperature would bounce if the surface were
above this temperature Ts = 310K, yet the results illustrate that they do (thus we
estimate Tm ≈ 335K). Similarly, the existence of the yellow region in Figure 3·5 is
in contrast with previous works for static drops, which predicts sticking for a drop
whenever its temperature is larger than that of the surface (Yu et al., 2014). However,
if the dynamics are considered, it might be possible that, depending on the conditions,
there could be regimes in which these effects are present but insufficient to inhibit
bouncing.
3.4.1 Melting of the Surface Microtexture
The height of surface microtexture is one of the physical conditions that can noticeably
influence transition from the Cassie–Baxter state (necessary for drop bouncing) to
the Wenzel state (Koishi et al., 2009). When the drop temperature is larger than
the melting point of microtexture material, melting may shorten and smooth the
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microtexture surface and thus create conditions that promote the Wenzel state (Figure
3·1C). To model this melting process, we approximate the superhydrophobic surface
as a semi-infinite body that undergoes phase change. We assume a uniform solid
surface temperature Ts that is cooler the material melting point Tm. Subsequently, at
t = 0, the drop contacts the superhydrophobic surface and resides on the surface over
the period of the residence time tr. If the drop temperature is cooler the substrate
melting point (Td < Tm), then the substrate remains intact and the drop bounces.
However, if the drop temperature exceeds the substrate melting point (Td > Tm), the
energy transfer can induce a phase change. The amount of material that can melt
will grow with the amount of time that that heat can transfer from the hot drop. The
extent of this melting can be estimated by the position of the self-similar melting front
xm, which we refer to as the melted length. Thus, this moving boundary problem
can be solved by using Neumanns solution for the melting of a semi-infinite body
(Rathjen and Jiji, 1971).
Based on Neumanns problem, when a solid–liquid interface forms as a result
of melting, two regions can be defined that obey the following governing equa-
tions: a liquid region (0 < x < xm) where
∂2T`
∂x2
=
1
α`
∂T`
∂t
and a solid region
(xm < x) where
∂2TS
∂x2
=
1
αS
∂TS
∂t
. Applying the boundary conditions T`(0, t) = Td
and T`(xm, t) = Tm for the liquid, TS (xm, t) = Tm and TS (∞, t) = Ts and the solid,
and the initial conditions TS (x, 0) = Ts, xm(t = 0) = 0 together with the interface
energy equation, leads to:
exp(−λ2)
erf(λ)
−
√
α`
αS
κS
κ`
Tm − Ts
Td − Tm
exp(−α`λ2/αS )
1− erf(√α`/αS )λ =
√
piLλ
c`(Td − Tm) . (3.1)
Here, the subscripts ` and S denote the properties of the liquid and solid phase,
respectively, κ is the thermal conductivity, c is the thermal capacity, α is the thermal
diffusivity, ρ is the density and L is the latent heat of fusion. This equation provides
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a value of λ that can subsequently be used to calculate the melted length, noting
xm ∼ λ
√
α`tr. Therefore, if melting occurs over the entire time that the drop resides
on the surface (tr), the length of surface microtexture would be L − xm, which—
depending on conditions—could transition the drop from the Cassie–Baxter to the
Wenzel state.
According to the solution of Equation (3.1), the melting mechanism predicts that
a drop would more readily melt the surface if the surface were warmer. Specifically,
if melting of the surface microtexture were responsible for the observed bouncing-
sticking transition, then the threshold drop temperature would be expected to de-
crease with increasing surface temperature Ts. This prediction is in stark contrast to
what is observed; the threshold temperature increases with surface temperature, at
least up to a point. Thus, it seems unlikely that melting of the microstucure would
be responsible for the transition for Td < Tm ≈ 335 K in these experiments (Figure
3·5).
3.4.2 Condensation of the Vapor within the Superhydrophobic Texture
Condensation is another mechanism that has been attributed to the transition from
the Cassie–Baxter to the Wenzel state (Figure 3·1D). Through this mechanism, liq-
uid evaporates from the drop to saturate the air within the microtexture and then
condenses. If air pockets within the microtexture fill with water, then the drop tran-
sitions to the Wenzel state. Here, we estimate the timescale associated with this
evaporation–condensation process. Specifically, we model the air within the micro-
texture between the surface and the drop, neglecting any fluxes to regions that are
not covered by the drop. Noting that condensation occurs only when the relative hu-
midity is maintained at 100%, we first calculate the timescale for evaporation to fully
saturate the air, and then we calculate the timescale for sufficient liquid to condense
to fill up the air gap within the microstructure.
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To estimate the time needed to saturate the microtexture air, we note that the
mass flux across the liquid interface can be modeled as: J = −D∂C
∂x
≈ DCs − C∞
L
≈
DCs
L
(1 − RH). Here, J is the evaporation rate, D = 2 × 10−5 m2/s is the diffusion
coefficient of water (Cussler, 2009), Cs is the concentration of the saturated vapor,
C∞ = CsRH is the concentration far from the evaporating liquid, RH is relative
humidity and L is a characteristic lengthscale on order of the surface microtexture. By
integrating the equation with respect to time, the relative humidity can be computed
as a function of time: RH(t) = 1 − (1 − RH0)e−t/τe , where RH0 is the humidity
of the ambient air and τe is the characteristic evaporation timescale. The value
of τe ∼ LV
DA
=
L2
D
where V is the total volume of gap between microstructure
and A is its projected area. Thus, the time for the air within the microtexture to
become saturated relative to the drop residence time is te/tr ≈ L
2γ
D(ρR3)1/2
. In the
experiments, the evaporation time is estimated to be on the order of a microsecond.
Because this timescale is more than a thousand times faster than the residence time,
the air within the microstructure can be estimated as being fully saturated.
We next estimate the condensation time tc, which we define as the characteristic
time needed for condensate to grow and fill the superhydrophobic microtexture. If
saturated air contacts a surface that is at slightly lower temperature, the saturated air
will locally cool and condensation will occur. Condensation will continue as long as
warmer saturated air is cooled on the surface. To estimate the condensation rate, we
adopt a condensation model proposed by Kim et al. (Kim and Kim, 2011) in which
the rate of condensation growth
dr
dt
can be approximated as
dr
dt
≈ hi
(Tsat − Ts
ρ`Hfg
)
.
Here, hi is the interfacial heat transfer coefficient, Tsat is the saturated air tempera-
ture, Ts is the surface temperature, Hfg is the latent heat of vaporization and ρ` is
the water density. This expression can be further reduced by modeling the interfacial
heat transfer coefficient hi =
( 2σˆ
2− σˆ
)(ρvH2fg
Tsat
)( M¯
2piR¯Tsat
)1/2
in terms of the vapor
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properties (Rykaczewski, 2012). Additionally, we estimate the time to fill a microtex-
ture with characteristic lengthscale L as tc ≈ L
(
dr
dt
)−1
, so that this time is modeled
in terms of the temperatures as:
tc ≈ 2− σˆ
2σˆ
(2piR¯
M¯
)1/2( ρ`L
ρvHfg
)( T 3/2sat
Tsat − Ts
)
, Tsat =
(Td + Ts)
2
. (3.2)
Here, σˆ is the condensation accommodation coefficient (Mills and Seban, 1967), R¯
is the universal gas constant, M¯ is the the molecular weight, ρ` is the liquid density,
ρv is the vapor density, and Tsat is temperature of the saturated vapor within the
microstructure, which is modeled to be halfway between the drop temperature Td
and surface temperature Ts.
Figure 3·6 shows plots of the condensation time, predicted from Equation (3.2),
as a function of the temperature difference between the water drop and surface. Here,
the characteristic microtexture length is L = 10µm, and the different curves represent
three different surface temperatures. The results show that this condensation filling
timescale tc is significantly larger than the evaporation timescale te, and therefore it
is reasonable to assume that the drop evaporation keeps the microtexture air fully
saturated as the condensate forms. Additionally, the results illustrate the importance
of the temperature difference Td − Ts, rather than the temperatures themselves, in
determining the condensation filling timescale tc.
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Figure 3·6: The time tc required for condensate to fill superhydropho-
bic microtexture is estimated and plotted as a function of temperature
difference Td−Ts for three representative surface temperatures (curves).
These values are calculated using Equation (2) assuming the properties
of a water drop on a microtexture with a characteristic lengthscale of
L = 10µm.
For the evaporation–condensation mechanism to trap a drop, the condensate must
sufficiently fill the microtexture air before the drop bounces off of the surface. There-
fore, it is natural to expect this process to depend on the relative scales of the con-
densation time tc and the drop residence time tr ∼
√
ρ`R3/γ. This ratio motivates
a dimensionless grouping of parameters, which we define as β:
tc
tr
∼ β ≡
(L
R
)(ρ`
ρv
)( Tsat
Tsat − Ts
)( R¯Tsatγ
M¯H2fgρ`R
)1/2
. (3.3)
Here, we have dropped all dimensionless prefactors, as the focus is on the scaling
relationship and the grouping of the dimensional parameters. Note that a condensa-
tion time tc requires Tsat > Ts; however, our definition for β is valid regardless of the
values of Ts and Tsat, which we have defined as Tsat ≡ (Td + Ts)/2.
The relevance of the parameter β in the drop trapping is illustrated in Figure 3·7.
Here, a value of β is calculated for each experimental data point in Figure 3·5 and
plotted in terms of the ratio Td/Ts (symbols in Figure 3·7). Small values of β are
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associated with drop bouncing and large values of β are associated with drop sticking.
Furthermore, the mechanics motivating the parameters suggest the data fall in one
of three regimes. When Td/Ts < 1, the surface is hotter than the drop, and therefore
even when the gap air is completely saturated, it will be below saturation directly on
the texture surface so that no condensation will form, the surface will remain dry, and
drops will bounce (purple region). When Ts/Td > 1, condensation would be expected
to form and, if β is above a critical value, it would sufficiently fill the microtexture
and trap the drop (white region). From the data, it appears that the critical value is
around unity, although caution should be taken interpreting this value too closely, as
estimates of certain parameters, such as the characteristic microtexture lengthscale of
the Nasturtium leaf, are less precise than others. Finally, our results indicate that if
β < 1, bouncing on the Nasturtium leaf occur even when Ts/Td > 1 (yellow region).
In our model, this region represents drops that bounce on superhydrophobic surfaces
that are filled with insufficient condensate to transition the drop into a Wenzel state.
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Figure 3·7: A phase plot illustrating the three condensate
regimes. The experimental data from Figure 3·5 is replotted in terms
of the temperature ratio Td/Ts and the proposed dimensionless group
β (Equation (3.3)). Here, only data below the melting temperature
Tm is considered. When no condensate is expected to form within the
microtexture (purple region), the drop is expected to bounce, whereas,
when significant condensation is expected within the microtexture, it
is expected to stick (white region). The finite timescale of the bounce
introduces a third regime (yellow region) in which condensate develops
but can be insufficient to trap the drop.
3.5 Conclusions
We model two potential mechanisms in which a superhydrophobic surface could trap
a sufficiently hot drop within milliseconds. The first is a mechanism by which the
superhydrophobic texture can be melted by the heat exchanged from the droplet dur-
ing contact. The second is a mechanism by which liquid evaporates from the drop
and condenses within the microtexture during contact. Because both of these mecha-
nisms require sufficient time to develop to a scale where they adequately influence the
microtexture, we highlight the importance of the residence, or contact, time of the
drop to propose regimes in which these mechanisms—while present—are insufficient
to prevent bouncing.
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Of particular interest is the evaporation–condensation mechanism, as condensate
can form under the drop whenever a drop is hotter than the superhydrophobic surface
and this condensate can compromise the air pocket within the microtexture (Cheng
and Rodak, 2005; Yin et al., 2010; Yu et al., 2014). However, the experimental results
in this study demonstrate that drops can bounce off of a superhydrophobic surface
even when condensate is expected to form. Motivated by a balance of condensation
and bouncing timescales, we propose a dimensionless group β, (Equation (3.3)), whose
value indicates the importance of condensation as a trapping mechanism. When β
is positive, condensate would be expected to nucleate; however, only for β greater
than approximately 1 would trapping be expected. We anticipate that this criteria
would extend to a wide range of superhydrophobic surfaces and could be relevant to a
variety of applications, including the design of smart superhydrophobic surfaces that
immediately trap drops that exceed a critical temperature.
47
Chapter 4
Surface Coatings including Fingerprint
Residues can Significantly Alter the Size
and Shape of Bloodstains
4.1 Introduction
[Adapted from Shiri, S., Martin, K. F., and Bird, J. C. (2018). Surface coatings
including fingerprint residues can significantly alter the size and shape of bloodstains.
Forensic Science International. https://doi.org/10.1016/j.forsciint.2018.12.008]
For over a century, blood pattern analysis (BPA) has been used by forensic scien-
tists with the intention of reconstructing crime scenes (Comiskey et al., 2017; Chen
et al., 2016; Osborne et al., 2016; Buck et al., 2011; Illes and Boue´, 2013; Varney and
Gittes, 2011; Knock and Davison, 2007; Carter, 2001) using the evidence in court
to either provide missing details or to challenge or support a witnesss testimony. In
situations where blood spatter is present, the size of blood stains are often associated
with the force involved, whereas the shape and location of the stains can provide
insight into an approximate area of origin (Bevel and Gardner, 2008). Here detectives
use a stringing technique to find a region of origin by assuming blood drops follow
straight lines (James et al., 2005), an assumption that can overestimate the height
by tens of centimeters (de Bruin et al., 2011; Carter, 2001). Within the last decade,
methods have been developed to back out the in-flight parabolic trajectories of the
drops that account for gravitational and drag effects (Laan et al., 2015). To apply
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theses methods, an accurate estimate for the initial drop size and impact velocity are
required.
Numerous studies have been carried out to relate the drop size and impact velocity
to the final size and shape of bloodstain (Hulse-Smith et al., 2005; Adam, 2012; Adam,
2013; Laan et al., 2014; Kim et al., 2016). These studies typically relate impact
conditions with the number of spines radiating from the dried drop (Hulse-Smith
et al., 2005) or—in the absence of spines—with the stain size itself (Adam, 2013).
These relations appear to depend predominantly on the impact conditions (Laan et al.,
2014), with some corrections based on the target properties (Adam, 2012; Kim et al.,
2016). Thus, under the same impact conditions, the bloodstain size might differ if
the target were glass as opposed to polycarbonate. It is noteworthy that in almost all
experiments investigating bloodstains, the target is cleaned before impact. However,
at a crime scene, a surface may have unknown coatings or contaminants which may
be invisible to the eye. For example, a window pane may be coated with fingerprints,
a kitchen counter with a microscopic layer of oil, or a storefront with commercially-
available, superhydrophobic, anti-graffiti paint (Lettieri and Masieri, 2014). Here, a
natural question arises: can the presence of microscopic coatings fundamentally alter
the size or shape of the dried stain?
This study investigates the effect of microscopic coatings on the final bloodstain
size and shape from the vertical impact of a single drop of human blood. Coatings
used here include natural secretions deposited as fingerprints, vegetable oil, and a
superhydrophobic coating. Experiments were conducted at impact velocities both
below and above values when splashing might be expected to occur. The study also
explored the influence of clotting in the final stain formation. In all experiments,
high-speed and time-lapse photography were combined to document the influence of
the coatings from the first milliseconds of impact to the final hours of drying. The
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experimental findings are contrasted with existing models to highlight that caution
should be used when conducting bloodstain pattern analysis on surfaces that might
be coated or contaminated.
4.2 Material and methods
To test effect of microscopic coatings on a bloodstain size and shape, systematic
experiments were conducted in a laboratory environment. In these experiments, dif-
ferent coatings were prepared on glass slides as outlined in Section 4.2.1. Drops of
blood impacted each of these surfaces. Section 4.2.2 reports the physical properties
of the human blood used in the experiments. The blood contained anticoagulants
to prevent clotting between experiments. To see influence of clotting on the blood-
stain pattern, in some experiments the anticoagulant was deactivated following the
protocol outlined in Section 4.2.3.
The drop impact setup and procedure are described in Section 4.2.4. In each
experiment, a single human blood drop was released onto one of the prepared glass
slides from a fixed height to set the impact velocity. By imaging the drop with both
high-speed and time-lapse photography, the drop dynamics leading to the final stain
were measured and quantified.
4.2.1 Surface preparation
Five different sets of surfaces were used in this study, all starting with cleaned glass
slides (VWR Plain Micro Slides). The first set of glass slides was cleaned and left
uncoated to be used as a control. To ensure there were no pre-existing oils or organic
residues, a three-solvent method was used. In this method, the glass slide was first
rinsed with acetone, then with isopropanol, and finally with methanol, after which it
was dried with pressurized air. These slides are referred to as ‘clean’.
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The second set of glass slides was coated with the natural secretions from a fin-
gerprint by a finger tapping across the slide. The commission of a crime can present
an extremely stressful situation for many individuals, resulting in excessive sweat-
ing (Folk and Semken, 1991). This situation may lead a suspect to deposit enough
secretions to form a comprehensive surface coating with minimal contact. The coated
surfaces were viewed under oblique lighting to confirm the residue was present.
The third set of surfaces were partially coated with fingerprint residue to create
a binary surface, referred henceforth as a ‘half clean–half fingerprint’ coating. To
prepare this coating, a glass slide is first cleaned with solvents. Half of the slide
is then covered with Scotch tape to serve as a mask and the edge of the tape is
identified on the reverse side of the slide with permanent ink. Natural secretions that
form fingerprints are deposited onto the masked slide by repeatedly tapping a finger
along the surface. When the tape is subsequently removed, there is a sharp boundary
between the portion of the glass that has been exposed to fingerprint secretion and the
portion that has not. The tape does not appear to leave a residue when it is removed
from the glass; indeed this clean removal has been documented in the microdevice
fabrication literature (Park et al., 2006).
The forth set of glass slides was coated with vegetable oil. To create a thin
uniform coating, 50µL of vegetable oil was deposited on a clean glass slide with a
micropipette. A second clean glass slide was placed over the oil, and the slides were
translated relative to one another to promote a uniform coverage of the oil. When
the slide were separated, conservation of mass suggests that both were slides were
coated with a 5-10µm-thick layer of vegetable oil.
The fifth set of target substrates consisted of a commercially-available super-
hydrophobic coating (Ultra-Ever Dry R©) applied to glass slides. By definition, su-
perhydrophobic surfaces combine chemical hydrophobicity with micro/nano-textured
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roughness. This roughness can trap air to create a surface that is so hydrophobic that
impacting water drops contact the surface and rapidly bounce off (Richard et al., 2002;
Shiri and Bird, 2017). Both a bottom and top coat were applied on to cleaned glass
slides, and once fully dried, water drops were placed on the surface to ensure the
coating was superhydrophobic.
4.2.2 Human blood characterization
Many recent blood impact studies have relied on swine blood (Hulse-Smith et al., 2005;
Knock and Davison, 2007; Kim et al., 2016). However when drawing inferences to
bloodstains in crime scenes, using human blood is preferable (Willis et al., 2001; Smith
et al., 2018). In the current experiments, whole human blood is drawn and certified
by a third-party company (Lampire Biological Laboratories) with a standard sodium
citrate anticoagulant. All experiments and measurements were performed within one
week of the blood being drawn, and no signs of degradation were apparent.
The fresh human blood was stored in a refrigerator at 5◦C. Prior to conducting
each set of experiments, the blood was placed in a water bath set at 37◦C to approx-
imate human body temperature and stirred with a vortex mixer to ensure a uniform
blood cell suspension.
Existing models for the impact dynamics of blood depend on the blood viscos-
ity µ, density ρ, and surface tension γ and therefore representative values of these
parameters needed to acquired (Adam, 2012; Attinger et al., 2013). The viscosity of
blood depends on its temperature, as well as the volume fraction of red blood cells,
often referred to as the hematocrit (Thurston, 1972; Chien et al., 1966). For the
blood in this study, the hematocrit was approximately 47%, determined by directly
measuring the blood cell sediments and comparing it to the total volume of blood.
The viscosity of this blood at 37◦C was measured to be µ = 4.2 mPa.s. This rep-
resentative measurement was obtained with a vibrational viscometer oscillating at a
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Figure 4·1: The properties of the Human blood used in the
experiments. (a) The dynamic viscosity µ of the blood decreases
with temperature. Repeated viscosity measurements for the sample,
which had a hematocrit of 47%, were taken to calculate a standard
deviation σ (shaded region). (b) A table illustrates the values of the
blood density ρ, surface tension γ, and contact angles θ on the various
surfaces.
constant frequency of 30 Hz and amplitude of less than 1mm. Although it is known
that blood is a shear-thinning liquid, bloodstain experiments and models have indi-
cated that accounting for this complex fluid behavior is generally unnecessary (Kim
et al., 2016; Smith et al., 2018). The role of temperature on blood viscosity has been
documented (Merrill et al., 1963). For completeness, the blood viscosity is the current
study is measured over a range of temperatures and plotted in figure,4·1a. Here the
confidence at each temperature is indicated with a standard deviation σ above and
below the mean. The other measured properties for the blood used in the experiments
are tabulated in Figure 4·1b. To find the density of the blood, blood samples were
weighed at known volumes, resulting in a measured density of ρ = 1021 ± 8 kg m−3.
The surface tension of the blood was measured to be γ = 61.1± 0.9 mN m−1 using a
standard pendant drop method (Andreas et al., 1938).
Another potentially important material property is the contact angle θ between
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the blood and the surface. For the oil-coated glass, the contact angle between the
blood, oil, and air can be calculated precisely with Young’s equation (Young, 1805)
since both the surface tension of the blood in air and the surface tension of oil in
air can be measured independently. For the other coatings, the less precise, but
reasonably accurate, sessile drop method is used (Good and Koo, 1979).
4.2.3 Enabling blood to clot
Most of the experiments carried out in this study were conducted with the blood
sample unaltered. However because this blood contains anticoagulant, the blood does
not clot as it spreads and dries on the surface. To evaluate if clotting significantly
effects bloodstain patterns on the tested coatings, experiments were also conducted
with the anticoagulant deactivated. There are several possible chemicals that will
act as an anticoagulant. In the current experiments, human blood with a sodium
citrate anticoagulant was chosen, as it can be deactivated by adding a 1:59 ratio of
0.5 molar calcium chloride solution (R˚anby et al., 2003). The material properties
of this mixture are not expected to vary significantly from the properties of the
blood itself. Measurements from pendent drop experiments indicate that the surface
tension decreases to γ = 60.7 ± 0.9 mN m−1, a volume fraction calculation suggests
that the density decreases to ρ = 1020±8 kg m−3, and from Grunberg-Nissan mixing
rule (Grunberg and Nissan, 1949), the mixture viscosity is estimated to decrease to
µ = 4.1 mPa.s.
4.2.4 Blood impact experiments
To explore the influence of the surface coatings on the final bloodstains, a series
of drop impact experiments are carried out (Fig. 4·2). After the human blood was
resuspended and warmed, it was placed into a syringe located at a height h above
the prepared surface. The radius of the released drop was selected to be either
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Figure 4·2: Experimental setup. A blood drop of radius R is
released from a syringe at height h above the target substrate. The
dynamics were filmed simultaneously with two high-speed cameras at
different vantage points. After impact, the sample was moved to a back-
lit stand and was photographed every minute as it dried. In addition
to the substrate coating, the size of drop R and release height h were
varied between experiments.
R = 1.0± 0.1 mm or R = 2.0± 0.1 mm. This size was controlled with the diameter of
the syringe needle, and because any dried blood on the needle might alter the drop
size, a new needle was used before each experiment. Upon detaching from the needle,
the drop would fall onto the target surface, accelerating under the influence of gravity.
Impact velocity adjustments U were made by changing the height h at which drops
were released.
The impact dynamics from a side perspective were captured with a high-speed
camera (Photron SA-5) filming at 10,000 frames per second. From these images,
the size R and velocity U could be calculated for each individual blood drop at the
moment of impact. A second high-speed camera (Photron SA-X2) was synchronized
to take simultaneous images from a top-down perspective (Fig. 4·2). The combination
of vantage points allowed for a more complete measurement of the droplet shape as
it impacted and spread along the surface, including measurements of processes that
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might break symmetry. Within a minute after impact, the sample was carefully moved
to a back-lit platform, and images were captured every minute for three hours with
a Nikon DSLR camera (Fig. 4·2).
4.3 Results and discussion
4.3.1 Bloodstains on clean glass
The results from the experiments on the clean glass are presented and discussed first,
as bloodstains on these surfaces have been studied in the past (Bevel and Gardner,
2008) and can provide a baseline from which to evaluate the other surfaces. Blood
drops of two sizes (R = 1 mm and 2 mm) were released from four heights: h = 10
cm, 20 cm, 100 cm, and 200 cm. The measured impact velocity ranged from U =
1.5 m s−1 to 6.1 m s−1, consistent with gravitational acceleration resisted by air drag
(Fig. 4·3a). Note that even when released from 200 cm, the drops are expected to be
below their terminal velocity Ut when they impact the substrate. Terminal velocity
can be estimated by balancing the weight of the drop and the drag force with the
coefficient of drag approximated to be 0.47 (black lines on left-side of Fig. 4·3a). These
terminal velocities are similar to what has been measured for rain drops (Foote and
Du Toit, 1969).
Figure 4·3b shows images of the blood stains that result from these blood drops
after they impact and dry on the glass surface. Each bloodstain is circular with a final
size rf that depend on the initial size R and release height h. More generally, the final
stain size on a given surface is considered to depend on the initial drop diameter 2R,
impact velocity U , density ρ, viscosity µ, and surface tension γ. Through dimensional
analysis, the parameter space can be reduced such that the spreading factor β = rf/R
depends only on two variables, the Reynolds number, Re ≡ ρU(2R)/µ and the Weber
number We ≡ ρ(2R)U2/γ.
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Figure 4·3: Comparison of the size of dried human bloodstains
on a clean glass surface with the published predictions. (a)
The impact velocity U increases with release height h and drop size R.
Theoretical predictions (curves) for drop sizes of R = 1 (yellow circle)
and 2 mm (red circle) indicate that the drops in the experiments have
not reached terminal velocity Ut. (b) The shape of the dried bloodstain
on the glass surface is circular with a final size rf that depends on the
initial size R and release height h. (c) The spreading factors rf/R = β
for the experiments are plotted in terms of the dimensionless groups of
Weber number We, Reynolds number Re, and contact angle θ so that
they can be directly compared with two published predictions (black
line).
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Figure 4·4: Top-down view of the final dried bloodstains on the
glass surfaces with the various coatings. Each row corresponds to
the same set of impact conditions. The blue dotted circle was added to
indicate the size of the stain relative to that on clean glass. All the glass
surfaces were flat, except for the far right images, which were slightly
inclined (7 degrees).
The results in Figure 4·3b are consistent with several existing models, two of
which are directly compared (Fig. 4·3c). The first expression (Adam, 2013) is based
on an energy balance and predicts that for horizontal surfaces
rf
R
= β =
(
We+ 12
3(1− cos θ) + 4WeRe−1/2
)1/2
, (4.1)
where θ is the equilibrium contact angle. Another expression (Laan et al., 2014)
is written in terms of a Pade´ approximant, an approximation that is written in terms
of a ratio of two power series. These series are advantageous in that they typically
converge rapidly relative to other standard approximations, and therefore can be more
accurate for a given number of terms. This approximation suggests that the extent
that blood drop spreads follows
rf
R
=
We1/2
1.24 +We1/2Re−1/5
. (4.2)
To compare the current experimental results with these previous model predic-
tions, the Reynolds and Weber numbers were calculated using the impact velocity and
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drop size observed with high-speed camera along with the measured liquid properties
(Section 4.2.2). Figure 4·3c shows the predictions from the first model, Equation 4.1,
plotted with blue diamonds. The measured spreading factor corresponds to the hor-
izontal axis and the predicted value corresponds to the right vertical axis. Similarly,
the predictions from the second model, Equation 4.2, are plotted with red squares
so that the predicted values correspond to the left vertical axis. If the predicted
measurements were the same as what was observed, these points would fall on the
black line. Figure 4·3c demonstrates that although these models are not identical,
both predict the observed spreading factor within 10% of the clean glass experimental
measurements.
4.3.2 Low impact bloodstains on microscopic coatings and residues
We next explore the bloodstains on all five surfaces in low impact conditions. The
images taken one hour after impact show that when bloodstains formed on the various
coatings they were remarkably different from those that formed on the clean glass
(Fig. 4·4). A dotted circle with the size of the clean glass stain had been added
to each image to highlight this difference. In these images, drops with 1-millimeter
radius were released from h = 20 cm and drops with 2-millimeter radius were released
from h = 10 cm. Because the impact velocity scales as U ∝ h1/2, doubling the height
for the smaller drops leads to a similar Weber number for both drop sizes in the
experiments, here approximately We = 160.
There are a few noteworthy features in these stains. Not only do the fingerprint
and oil coatings lead to smaller bloodstains, but these stains are irregular and fragile.
In particular, they more easily delaminate and fracture during drying. For the case
of the half clean-half fingerprint coated glass, the bloodstain captures the asymmetry
of the surface coating. On the clean half, the drop dries with the same shape and
size as if it were on a fully clean surface. Whereas on the coated half, the bloodstain
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Figure 4·5: High speed images of the initial impact dynamics
of the blood drops. (a) A top view perspective illustrates how
the contact radius r depends on time t and is affected by the various
surface coatings. (b) Simultaneous images from the side view provide
additional perspective. Here R = 2.0±0.1 mm and U = 1.5±0.1 m s−1.
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is more compact and shares similarities with those on the surfaces fully coated by oil
and fingerprint residues. For the case of superhydrophobic coating, when the surface
was flat, the blood dries as a beaded up drop, whereas when the surface was tilted
by a small amount (7◦), even less volume is left behind. Finally, a keen observer
will note that a ring stain surrounds the principal stain for the larger drop on the
fingerprint coated glass (Fig. 4·4, 2nd from left, bottom row). This ring is reminiscent
of a coffee stain (Deegan et al., 1997) and suggests that the contact line may have
been temporarily stuck or pinned at that position as it dried.
Additional insight into how these final stains developed can be gained by evaluat-
ing images of the stains taken at both the millisecond and minute timescale. Figure 4·5
shows a series of high-speed images taken at the time of impact for the larger drops
that developed the stains in figure 4·4 (bottom row). Each column corresponds to a
particular time t measured in millisecond relative to the time of impact (t = 0). Each
row corresponds to a different surface with either a top-view perspective (Fig. 4·5a)
or side-view perspective(Fig. 4·5b). The images show that the drops are spherical
with a radius of R = 2± 0.1 mm as they impact the surfaces at U = 1.5± 0.1 m s−1,
leading to a Weber number of We ≈ 160. The drops rapidly spread out, reaching a
maximum radius of approximately rmax = 6 mm in approximately 5 milliseconds. At
this point, the flattened drop is thicker along its perimeter than center. For the blood
drop on the clean glass, the drop stays at this size, but the thickness profile adjusts
so that the thickness decreases from the center outward.
By contrast, on the fingerprint-coated surface, the drop begins to retract after
reaching a maximum radius (Fig. 4·5). Indeed, on the half clean-half fingerprint sub-
strate, the stain retracts only on the fingerprint-coated portion. A similar retraction
is observed on the oil-coated glass. On the superhydrophobic surface, the retraction
dynamics are so extreme, that the blood drop forms an upward jet within 25 mil-
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liseconds after impact. When the superhydrophobic-coated glass is flat, the blood
drop adheres to the surface and the drop returns to the surface intact. However,
when the superhydrophobic surface is slightly tilted, the majority of the blood drop
can bounce off of the impact spot within a fraction of a second, leaving only a small
speck of blood behind (Fig. 4·5b). To be clear, these types of spreading and retraction
dynamics after impact are well known for simple liquids, such as water (Yarin, 2006;
Josserand and Thoroddsen, 2016). What is less clear is their relevance to forensic
science and the final configuration of a bloodstain.
To see how the coatings affect the longer-time stain formation, comparisons are
made between the top-view images of the drops over timescales of minutes to hours
(Fig. 4·6). Overall, the stain sizes and shapes doe not appear to substantially change
during the drying process. An exception occurs on the fingerprint-coated glass, as
there appears to be a stick-slip dynamic between the images taken at 30 and 60
minutes. Specifically, the contact line for this drop suddenly retracts as the drop
dries, leaving behind a faint ring of dried blood (Fig. 4·6, second row).
The drying dynamics on the clean glass is similar to what has been previously
documented (Brutin et al., 2011). Within 10 minutes of being on the surface, the
drop changes color as it solidifies and appears to form a thicker rim region. Within
30 minutes, the drop has completely dried, and cracks have formed along the rim.
On the coated surfaces, the drop takes longer to completely dry, perhaps because it
is thicker, as indicated by the darker color when backlit (Fig. 4·6).
Taken together, the short and long-time dynamics indicate that stain size on these
microscopic coatings (Fig. 4·4) is predominantly set within the first tenth of a second.
The early-time spreading and retraction can be quantified by measuring the contact
radius r over time t. Figure 7a plots this contact radius, normalized by the initial drop
radius, for the drops illustrated in figure 5. Note that during the spreading phase,
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Figure 4·6: Time series of the drying process for the blood
drops depicted in Fig. 4·5. All drops were in their final configura-
tion after two hours. Note that the line visible in the half clean-half
fingerprint binary coating is on the opposite side of the glass slide and
used to identify the edge of the coating.
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the dynamics are indistinguishable and the differences in the stain size appears to be
related to the speed at which the extended droplet retracts. The final spreading factor
β is also included for comparison. The retraction speed and timescale are consistent
with a mechanism in which the contact lines recede to lower the surface energy while
being resisted by the liquid inertia (De Gennes et al., 2004; Bartolo et al., 2005). This
mechanism indicates that the contact angle θ of the coating is likely an important
parameter when predicting the final stain size. Recall that contact angles between
each of the surfaces, blood, and air were measured and tabulated in figure 4·1b.
The spreading factor β of the blood stain decreased monotonically with increas-
ing contact angle θ for the different microscopic coatings (Fig 4·7b, closed symbols).
Although this wettability measure is often neglected when predicting bloodstain size,
it is included in some models, such as Equation 1. Yet the influence of contact angle
in the current results appears much greater than might be expected from this model.
To illustrate this point, results from the models (the ones that adequately predicted
the final stain size for the clean glass slides in Fig. 4·3c) are plotted alongside the
data in figure 4·7b. Note that these models predict that the drop will spread out to
approximately three times its initial radius for any contact angle. The bloodstain on
the clean glass slide spreads out to this size, but the other flat coatings result in final
stain diameters that are 35% to 72% smaller.
The primary source of discrepancy between these models and the current results
is likely the tacit assumption that droplet spreads to a particular size and remains
at this size as it dries. In other words, the final bloodstain size rf is identical to its
maximum size rmax. Had this constraint held for the current results and the final stain
were the same as the maximum spreading radius, the spreading factor would have
been much closer to the predictions (Fig. 4·7b, open symbols). It should be noted
that this assumption is completely appropriate for the clean glass slide, and likely
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Figure 4·7: Plot of the contact radius r(t) and final spreading
factor β for the blood drops depicted in Figures4·5 and 4·6.
(a) The normalized contact radius r(t)/R spreads to a maximum value
rmax/R milliseconds after impact. Subsequently, the drop can recede
and eventually reaches a final spreading factor β. (b) The final spread-
ing factor rf/R = β depends on the measured contact angle θ of the
coating (closed symbols) and is plotted along with the prediction from
current theories (Equation 4.1, blue line and Equation 4.2, red line).
The model is in closer agreement with the maximum extent that the
blood spreads (open symbols) than the final stain size (closed symbols).
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appropriate for other clean surfaces. Indeed, if this assumption were not made and
the drops were completely free to adopt a final configuration that minimized energy,
they would form spherical caps based on their initial size and contact angle. In this
case, the spreading factor would be completely independent of the impact conditions
and depend only on the surface conditions.
One reason why blood drops might stay at their maximum spreading size on a
clean surface is that the contact line becomes pinned. It is well known that colloidal
particle can jam at a contact line, preventing it from receding (Deegan et al., 2000;
Weon and Je, 2013). If this is the case, it makes the authors’ choice of forensically-
relevant coatings all the more noteworthy, as they prevent the blood drop contact line
from pinning, at least initially. A reduction in contact line pinning is also consistent
with a reduction in adhesion between the dried blood and the coatings. The dried
blood on the oil-coated glass can be readily displaced and can completely detach from
the superhydrophobic surface with a slight external force, such as a gentle breeze. The
blood drops on the fingerprint-coated glass appears to have more adherence, but still
noticeably less than on the clean glass surface.
4.3.3 High impact bloodstains on microscopic coatings and residues
It is natural to inquire whether the effects of the coatings that were observed at
relatively low impact conditions (Fig. 4·7) extend to higher impact conditions as well.
In particular, it is noteworthy that the impact conditions for the larger blood drop
(R = 2 mm) released at h = 100 cm (impacting the surface at U = 4.5±0.2 m s−1), are
substantial enough for splashing to be expected (de Goede et al., 2017), yet no clear
evidence of splashing is observed for the stain on the clean glass surface (Fig. 4·3b).
Figure 4·8 illustrates the final bloodstain configurations when the drops impact
the various surfaces at this higher release height and directly compares them to the
bloodstains released from the lower height. Here R = 2.0± 0.1 mm and higher height
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Figure 4·8: Comparison of bloodstain patterns at lower and
higher release heights h for the various coatings. The dried
stains can develop highly irregular shapes, and numerous tiny droplets
surround the principle stains on the bottom left two images (highlighted
with arrows). Here the initial drop sizes are all the same with radius
R = 2.0± 0.1 mm and release heights are h = 10 and h = 100 cm.
leads to an impact velocity of U = 4.5± 0.2 m s−1 and Weber number of We ≈ 1400.
The presence of the coatings has an even larger effect at this higher impact speed.
The principle stain is smaller on the coated glass surfaces than on the clean glass and
more irregular. Indeed on the oil-coated and superhydrophobic-coated glass, small
droplets surround the principle stain (denoted with arrows in figure 4·8).
High-speed imaging of initial impact dynamics of these stains illustrates the drop
on the clean surface spreads to a maximum size and the contact line remains pinned
(Fig. 4·9). By contrast, the contact lines on the coated surfaces retract to varying
degrees, similar to what was observed for the lower impact conditions. However,
unlike what was observed for the lower impact conditions, the initial spreading of the
high impact drops differs between the different coatings. In particular, spines and
ligaments develop on the oil-coated and superhydrophobic-coated glass and breakup
to form the tiny surrounding droplets (Fig. 4·9). On the superhydrophobic surface,
holes nucleate in the center of the film as it begins to retract. As these holes expand,
more ligaments are formed, although many of these recoalesce to form a principle
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Figure 4·9: High-speed images of the initial impact dynamics
for the blood drops illustrated in Fig.4·8. The top-view perspec-
tive illustrates how the surface coatings modify certain dynamics, such
as crown splashing and spine formation, characteristic of the faster im-
pact velocity. Here R = 2.0± 0.1 mm and U = 4.5± 0.2 m s−1 leading
to a Weber number of We ≈ 1400.
drop.
Over the drying timescale, the drop shapes changes only slightly, with the excep-
tion again being the stain on the fingerprint-coated glass (Fig. 4·10). As the drop
on the fingerprint-coated glass dries, the contact line appears to first stick and then
slip, creating small flakes of dried blood that are loosely connected to the surface.
The drops appear to fully dry within an hour. Fractures occur for the drops on the
coated surfaces, which may be due to a combination of them being thicker and less
well adhered to the surface.
The differences in the bloodstain sizes between the low and high impact conditions
for the various coatings offers a way to assess whether the ideas of contact line pin-
ning in the last section continue to be consistent with the data. With the assumption
that the contact line becomes pinned when the drop reaches its maximum extent, the
higher impact velocity should lead to a larger stain, as illustrated with bloodstains
on the clean glass (Fig. 4·8, first column). If no contact line pinning occurs, then the
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Figure 4·10: Longer time dynamics of bloodstain drying pro-
cess for blood drops depicted in Fig.4·8. In all coated surfaces not
only were the stains smaller than the clean surface, but drop spatter
was observed around the primary stain.
stain size should be independent of the impact velocity. This claim seems consistent
with the size of the bloodstains on the oil-coated glass (Fig. 4·8, third column). In-
terestingly, the size of the stain on the fingerprint-coated surface increases with the
impact velocity, but is smaller than the clean glass, suggesting a contact line pinning
that is between the two extremes.
4.3.4 Role of clotting on bloodstains
The final section of this study explores whether the bloodstain configurations on the
various coatings would be significantly modified if the blood were able to clot. Most
laboratory experiments of bloodstains include anticoagulant to keep the blood from
clotting between experiments; however, if the results are significantly influenced by
the presence of the anticoagulant, they would be less applicable to a crime scene where
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Figure 4·11: Images illustrating the effect of blood clotting on
the final stain pattern (a). Regardless of whether the anticoagulant
is activated or deactivated, the coatings have a similar effect on the
bloodstains. The conditions are identical to those in Fig. 4·4 bottom
row (here repeated in top row for comparison). Note a few distinct dif-
ferences that are repeatable and potentially significant including the
complete absence of a stain on the tilted superhydrophobic surface. (b)
High-speed images of the blood drop, with the deactivated anticoag-
ulant, completely bouncing off of the tilted superhydrophobic-coated
glass and leaving no stain.
bloodstains can clot. To provide evidence that the results in this manuscript extend to
blood that can clot, the anticoagulant is deactivated following the procedure outlined
in Section 4.2.3 and the low impact experiments are repeated with R = 2 mm and
h = 10 cm on the five surfaces (Fig. 4·11).
The final dried bloodstains demonstrated that the presence of these coatings no-
ticeably reduced the size of the bloodstain relative to the clean glass regardless of
whether the blood was able to clot. Given that the high-speed images indicate that
most of the stain reduction occurs within a fraction of a second upon impact, it is not
particularly surprising that clotting—which typically is associated with longer time
periods—has a negligible effect. Nevertheless, there are some aspects of the blood-
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stains that differ between the activated and deactivated anticoagulant experiments
that warrant closer inspection. In particular, the stain on the fingerprint-coated
glass appeared to undergo a sudden retraction on the hour time-scale (Fig. 4·6). One
might think that clotting might prevent the pinned contact line from retracting on
this timescale, and indeed no evidence of a stick-slip condition is observed. Yet the
size of the final stain is similar for the two anticoagulant cases (Fig. 4·11a, second
column), suggesting the possibility that the blood did not pin on the finger-coated
glass in the first place.
The notion that the contact line of the bloodstains with the deactivated antico-
agulant are less likely to pin than with the activated anticoagulant is supported by
additional stain features in figure 11. When the stain fragments, the fragments ap-
pear closer together when clotting can occur. Additionally, the small stain left on the
tilted superhydrophobic surface vanishes with the deactivated anticoagulant. Multi-
ple tests were done to demonstrate that this effect was repeatable. The highspeed
images of the impact show that the this drop completely detaches from the interface
(Fig. 4·11b), demonstrating that it is possible for a drop of blood to impact a coated
surface without leaving a visible trace.
A final curious discrepancy between the activated and deactivated anticoagulant
bloodstains is the stain profile and crack pattern on the clean glass (Fig. 4·11a, first
column). For the human blood with the activated anticoagulant, there is a rim sur-
rounding the stain that is darker than the interior, suggesting that it might be thicker.
Along this rim, there are regularly-spaced radial cracks. These crack patterns are sim-
ilar to those described by Brutin et al (Brutin et al., 2011). In contrast, the human
blood with the deactivated anticoagulant has a rim that is lighter than the interior,
suggesting that it might be thinner. Rather than form cracks at constant angles from
the center, a single crack is observed at a constant radius. This observation suggests
71
that the anticoagulant may fundamentally alter the drying process, which could have
implications to blood drying studies beyond forensics. It is important to note, that
the present evidence relies on experiments with blood that has been previously spiked
with anticoagulant, which could potentially differ from fresh blood. Nevertheless, the
presence of clotting itself does not appear to negate the results from this paper.
4.4 Conclusions
To investigate the effect of microscopic coatings on a bloodstain size and shape, sys-
tematic drop impact experiments were conducted using dual-view high-speed imag-
ing and time-lapse photography. Three nearly invisible coatings were applied to
glass slides: natural secretions of a fingerprint, vegetable oil and a superhydrophobic
coating. In contrast to prior studies in which surface conditions were essentially im-
material to the staining process, the results of this study illustrate that the effects
of these specific coatings on bloodstains can be dramatic. At low impact velocity,
the stain size relative to the clean glass reduced by 35% for fingerprint coated glass,
49% for oil coated glass, and 72% for flat superhydrophobic coated glass. When the
superhydrophobic coated glass was tilted slightly, the blood drop could leave the sur-
face with a minuscule stain (96% reduction) or no stain at all. At the higher impact
velocity, not only was the stain smaller than the clean surface, but drop spatter was
observed around the primary stain. High-speed imaging revealed that size differences
were largely due to drop receding dynamics within the first milliseconds of impact
and suggests that these coatings may have prevented the stain from pinning to the
surface at the point of maximum spreading. This reduction in contact line pinning
appears to allow the stain to continue shrinking during the drying stage. When the
anticoagulant in the human blood drops was deactivated to allow for clotting—a pro-
cess likely to occur in actual crime-scene situations—the results were similar to those
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for blood with active anticoagulant. Since the stain size and shape can be critical
in conducting a bloodstain pattern analysis, our results highlight the need for foren-
sic analysts to exercise caution when evaluating bloodstains on surfaces that might
contain superhydrophobic coatings or oil residues, including latent fingerprint residue.
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Chapter 5
Conclusions and future directions
This chapter summarizes the main findings of dissertation to provide rationale for
future studies. I then discuss some new questions that arose while completing these
studies and possible ways in which they could be addressed.
5.1 Heat exchange and phase change on superhydrophobic
surfaces
In the second chapter, we have added new insight into the thermal interaction be-
tween a superhydrophobic substrate and a heated or cooled drop during milliseconds
contact time period. We demonstrate that the contact time is short enough that only
a small fraction of potential heat is transferred, and, counter-intuitively, smaller drops
transfer a larger fraction of their potential heat than larger drops despite contacting
the surface for less time. We show experimentally and theoretically that approxi-
mately 1% of the available heat is exchanged between a bouncing water drop and the
superhydrophobic substrate As far as we are aware, this work is the first to measure
the transferred heat that is exchanged when a single drop impacts a superhydropho-
bic surface. In contrast with previous models derived for superheated surfaces, we
find that the heat is directly exchanged with the solid substrate. Taken to an ex-
treme limit, the model predicts that if the substrate had the thermal properties of
air (M = 0.003), the fraction of available heat transferred would decrease to 0.005%.
Our results indicate that birds with superhydrophobic feathers will be warmer in
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cold rain than those with feathers on which drops stick, and we envision that a better
understanding of these mechanisms can inspire the design of novel superhydrophobic
materials to control heat exchange. More generally, the new dimensionless parameters
that we present provide a better understanding of the relationship between capillarity,
inertia, and thermal diffusivity, a result that can be exploited in the design of new
superhydrophobic and superhydrophobic materials.
In the third chapter, we have focused on how one can manipulate the degree of
surface water repellency with external stimulators, here energy from a water drop.
Adding microscopic texture to chemically hydrophobic surface makes it superhy-
drophobic. This texture traps air between their roughness that leads to a large effec-
tive contact angle and low contact friction, a combination that can enable the drop to
bounce. Any mechanism which can influence effectiveness of this air layer may lead
to transition from bouncing to sticking of an impacted drop. In this research, we fo-
cus on exploiting the transition, appreciating that these mechanisms must sufficiently
modify the surface in a short enough time to trap the drop before it bounces. For a
millimeter-sized water drop, this contact time is on the order of 10 ms, which can be
short enough to limit certain transport properties such as heat exchanged. Drawing
from past studies, we focus on two mechanisms: melting of surface microtexture and
evaporation–condensation within the superhydrophobic texture. The first is a mech-
anism by which the superhydrophobic texture can be melted by the heat exchanged
from the droplet during contact. The second is a mechanism by which liquid evapo-
rates from the drop and condenses within the microtexture during contact. Because
both of these mechanisms require sufficient time to develop to a scale where they
adequately influence the microtexture, we highlight the importance of the residence,
or contact, time of the drop to propose regimes in which these mechanisms—while
present—are insufficient to prevent bouncing. We carry out drop impact experiments
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on Nasturtium leaves at different temperatures and compare the results to models in
which we estimate the time it would take to change the surface conditions relative to
the time the drop takes to bounce.
A future research direction would be to extend these studies to macrotextured
superhydrophobic surfaces. Surface macrotexture, which is much larger than surface
microtexture, has been shown to reduce the resident time of impacting drops through
multiple mechanisms including splitting an impacted drop to smaller ones (Bird et al.,
2013; Patterson et al., 2016). The effect of this drop splitting and contact time
reduction on heat exchanged between the drop and a surface has yet to be addressed
and may provide insight into how best to mitigate finite-time drop heat exchange.
5.2 Dynamics of bloodstains
In the forth chapter, we have demonstrated surface coatings including fingerprint
residues can significantly alter the size and shape of bloodstains. When conducting
a Blood Pattern Analysis (BPA) the size, shape, distribution, and location of blood-
stains found at a crime scene may be critical in forming a hypothesis as to what
transpired during a bloody event. Prior studies have demonstrated that the size and
shape of a bloodstain on a smooth surface are determined from impact dynamics and
to a lesser degree by the target material itself. Yet, these studies have relied on clean
surfaces, and it is unclear whether the presence of microscopic coatings and residues
could significantly alter the size or shape of the dried stain. Here, in the present work,
experiments are conducted to demonstrate that various coatings, such as the seba-
ceous residue from a latent fingerprint, can dramatically alter the size and shape of
the stain from the moment of impact through the drying process. These experiments
also highlight that a drop impacting a tilted superhydrophobic-coating glass substrate
can cause the blood drop to completely recoil without leaving a stain. Relying on a
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combination of high-speed and time-lapse photography, the specific stages in the stain
evolution responsible for the deviations from the current models are identified. At a
relatively low impact velocity, the stain sizes on the coated glass surfaces were 35% to
72% smaller than on the clean glass surface. At a higher impact velocity, the stains
on the coated surfaces were not only smaller, but also contained drop spatter around
the primary stain that was not observable in the absence of the microscopic coatings.
The reduction in bloodstain size did not appreciably change when a chemical was
added to deactivate the anticoagulant and allow the blood to clot.
A logical future research direction would be to develop a mechanistic model that
can discern when blood might be accurately described by only its impact conditions
(which we refer to as a fix-stain hypothesis) and when it might evolve after its initial
impact. The forensic community would benefit from a theoretical model that can
predict the initial drop size and impact velocity from the bloodstain size on a variety
of surfaces and coatings. I envision that both the advancing and receeding contact
angles would be critical to these models, and the interaction of blood constituents on
the receeding contact angle of various surfaces would also need to be addressed.
Another notable exception of this fixed-stain hypothesis follow impacting is for
bloodstains on fabric, as it is well documented that the blood can wick before it dries,
Fig.5·1; however, the forensic literature provides little insight into the conditions
when blood wicking might occur or quantitative predictions into the final drop shape.
Meanwhile, there is a rich literature on wicking processes within the multiphase fluid
dynamics community; yet, the current models on drop spreading and wicking are
not developed for the structured anisotropic surfaces, such as fabric and wood, nor
for complex fluids, such as blood. Thus it is currently assumed that blood drops
would never wick on a surface like wood, and it is unclear how to relate the stains
on fabrics to an area of converges for a drop, as there is no clear, theoretical frame
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Figure 5·1: The initial blood stain may change after blood
drop initially impacts the surface due to wicking. (a) The di-
rection and impact angle are determined based on the blood stain eccen-
tricity. (b) If this spreading and wicking is significant and anisotropic,
it may change completely the shape of bloodstain through the time.
(c) This final configuration of blood stain due to dynamics of spread-
ing after impact could lead investigators to incorrect conclusions about
the size and direction of the original drop.
work. For two dimensional imbibition from finite reservoir, Gillespie (Gillespie, 1958)
demonstrates for a non-volatile liquid such as oil this penetration length scales as t1/6.
Preliminary experiments that we have conducted suggest that a blood drop will follow
a similar scaling; however there appear to be some deviations as the drop dries. A
future research direction is to understand the dynamics well enough to provide scaling
predictions into what sets the stain size on isotropic and anisotropic porous surfaces,
such as wood and fabric.
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Appendix A
Supporting Information for “Heat Exchange Between a Bouncing Drop and a
Superhydrophobic Substrate”
A.1 Soot Layer
Substrates are coated with a thin soot layer to create a superhydrophobic surface.
To coat the surface, we hold a substrate in a flame so that the soot particles formed
a spongy black soot layer that makes the surface water repellent (Fig. 1B). The soot
deposition thickness can be controlled by varying the deposition time. In our experi-
ments, the average soot thickness is approximately 28± 2µm, as determined through
optical microscopy.
A.2 Material Properties
Table A.1 includes material properties used in the calculation of M.
Figure A·1: A composite image illustrating a soot layer coat-
ing on a glass slide obtained with an optical microscope. Here
the average thickness of the soot layer is δ = 28µm with a root-mean-
square roughness of 2µm.
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ρ` (
kg
m3
) cp` (
J
kg◦C
) k` (
W
m◦C
) α` (
m2
s
)
Water 998 4183 0.59 1.44×10−7
ρs (
kg
m3
) cps(
J
kg◦C
) ks (
W
m◦C
) αs (
m2
s
) M
Glass 2512 897 1.02 4.53×10−7 1.0
Rubber 1407 1376 0.19 0.98×10−7 2.6
Wood 559 1644 0.15 1.63×10−7 4.2
Air 1.2 1007 0.03 219×10−7 290
Table A.1: Liquid and substrate properties of the materials
used in the experiments. Here the density ρ, specific heat cp, ther-
mal conductivity k, and thermal diffusivity α are reported. M corre-
sponds to the material dimensionless group between the substrate and
water, as defined in the text.Values are obtained from direct measure-
ment and literature (Bergman et al., 2011; Eugene A. Avallone, 2006;
Ross et al., 2010; Perry et al., 1997).
A.3 Mean Temperature Calculation
The thermographic images provide a surface temperature (z = 0) as a function of time
t and space. Given the axisymmetry of these results, it is natural to cast the data in
cylindrical coordinates about the center of impact. Therefore the spatially-averaged
temperature over the footprint area—here approximated by pir2m—is calculated as
T (z = 0, t) =
1
pir2m
2pi∫
0
rm∫
0
T (r, z = 0, t)rdrdθ. (A1)
Figure A·2 depicts the measured footprint temperature distribution T (r, z = 0, t) for
the drop that is illustrated in the Fig. 1 of the main text. The surface temperature
is warmest in the center and decreases radially. The temperature also decreases with
time, as denoted by curves with different symbols at different time steps in Fig.
A·2A. The spatially averaged temperature T (z = 0, t) that corresponds to this drop
is plotted in Fig. A·2B.
Because the heat transfer process occurs over a sufficiently short period of time,
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Figure A·2: The footprint temperature as a function of radial
position r and time t for the drop illustrated in Fig. 1 of the
main text. The spatially-average of the temperature T (z = 0, t) for
each time is depicted in Fig. 2 of the main text.
we model it as a one-dimensional, semi-infinite body with a pulse boundary condi-
tion. With this simplification, the process becomes a function of depth z and time
t. Following classic self-similar dynamics, the spatially-averaged surface temperature
can be written as
T (z = 0, t) = Ts +
Q
kspir2m
√
pit/αs
, (A2)
Here ks and αs are the substrate thermal conductivity and diffusivity respectively and
Q is the impulse of heat transferred. To calculate Q form experimental data, we use
the 60 ms of measurements after the bounce to limit the influence of the longer-time
convective heat transfer.
81
A.4 Heat Transfer Mechanism
Heat can be transferred in three different modes: conduction, convection and radia-
tion. In our analysis, we assume that conduction is the dominant mode. To support
this assumption, we compare the rates of heat transfer expected for the parameters
corresponding to the experiments. The rate of heat transfer in each mode can be
scaled as:
Q˙cond =
ksAdT
dx
≈ ksA∆T√
αtr
(A3-1)
Q˙conv = hA∆T (A3-2)
Q˙rad = σA(T
2 + T∞2)(T + T∞)∆T (A3-3)
Here T is a substrate temperature, T∞ is the ambient temperature, h is convection
heat transfer coefficient (which varies between 2 and 25 ( W
m2K4
) for free convection
of gases), and σ = 5.67 × 10−8 ( W
m2K4
) is the Stefan–Boltzmann constant. In our
experiments, ks = 1.02 − 0.15 ( Wm◦K), αs = 4.53 × 10−7 − 0.98 × 10−7 m
2
s
, maximum
T = 310 ◦K and T∞ = 295 ◦K. In addition, tr varies between 10 and 14 ms for
drops used in our experiments. To confirm that conduction is the dominate mode,
in the following example, we calculate the ratios of heat convection and radiation
to conduction for a glass substrate (ks = 1.02
W
m◦K , αs = 4.53 × 10−7 m
2
s
) at the
maximum temperature T = 310 ◦K for a residence time of 15 ms assuming a free
convection coefficient h = 25 W
m2K4
:
Q˙conv
Q˙cond
≈ h
√
αstr
ks
≈ 2× 10−3 (A4-1)
Q˙rad
Q˙cond
≈ σ(T
2 + T∞2)(T + T∞)
√
αtr
ks
≈ 5× 10−4 (S4-2)
Because theses ratios are much less than unity, convection and radiation effects are
negligible relative to conduction, and it is reasonable to neglect them in our analysis.
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A.5 Hydrophobic and Hydrophilic Feather
Figure A·3: Heat transfer by cold water drops impacting a
feather. (A) A water drop beads up on the feather, illustrating nat-
ural superhydrophobicity. (B) Air plasma irradiation of the feather
changes it from being superhydrophobic to superhydrophilic. Here re-
flections barely can be seen on the surface of a water drop that has
completely spread over the now superhydrophilic feather. (C) The
temperature throughout a 3 minute period measured under a superhy-
drophobic and super hydrophilic feather both subjected to a stream of
cold (≈ 13◦C) water drops. Here the time between each falling water
drop is 0.6s.
The duck feather (Fig.5A) in our study is naturally superhydrophobic (Fig. A·3A)
and an impacting water drop bounces off the surface. The same feather can be made
superhydrophilic by an air plasma treatment [38] and an impacting water drop will
stick and spread along the surface (Fig. A·3B). Scanning electron microscopy rev-
els the barbed hierarchical structure that is typical in veined feathers (Fig.5B) and
responsible for the geometric component of the superhydrophobicity and superhy-
drophilicity. Before the cold drops impact the surface (t < 0), the feather is at ambi-
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ent conditions, with a temperature T ≈ 24◦C (Fig. A·3C). Once the drops impact the
top, outer surface of the feather, the temperature of the bottom, inner surface begins
to cool. For both the superhydrophobic and superhydrophilic condition, the millime-
ter water drops are the same temperature T` ≈ 13◦C and fall one after another with
the same separation time dt = 0.6s. Yet when the drops stick on the surface, the tem-
perature on the bottom of the feather is lowered noticeably more (∆T = 8.45◦C) than
when the when the drops bounce off of the feather (∆T = 2.65◦C). It is noteworthy
that even though the temperature reaches a steady-state, the temperature variability
around this steady state is larger when the feather is superhydrophobic than when it
is superhydrophilic. Closer inspection reveals that this variability is due to a periodic
temperature fluctuation with the same period as the separation between the drops dt
(Fig. A·3C, inset). This temperature periodicity can be interpreted as follows: each
drop removes heat during its 10-millisecond residence time and the temperature is
lowered over a 100-millisecond timescale from diffusive conduction between the top
and bottom of the feather. Because the feather temperature is below the ambient
temperature, it begins to draw in heat from the surroundings and warm up until the
process repeats from the impact of the next cold drop.
A.6 Experimental set up for Cooling from Multiple Drops
with Heated Feather
The experimental setup used to measure the aggregate cooling of drops dripping on
a heated feather is shown in Fig. A·4. To amplify cooling effect, we also setup the
experiment outdoors on a winter day (February 21, 2017) in Boston when the ambient
temperature was Tatm = 3.9
◦C. For this setup, a duck feather is clamped at one end
and subjected to two streams of water drops from the top. The drops are released
from two dispensing needles (16 gauge and 30 gauge) connected to syringes filled with
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ambient temperature water. To keep the flow rate of drop streams constant and equal
for both drop sizes, a double syringe pump is used. High speed imaging records the
dynamics of the bouncing drops on top side of the feather. The feather is warmed
from underneath to a temperature of approximately 40◦C with a heat gun, so as
to mimic the duck body temperature. A thermal camera measures the temperature
along the feather from below.
Figure A·4: Experimental setup to measure the aggregate
cooling of different-sized drops dripping on a heated feather.
This experimental set up includes: 1. suspended feather with clamp,
2. two dispensing needles (different gauges) connected to syringes filled
with water, 3. double syringe pump, 4. high speed camera, 5. heat
gun, 6.thermal camera. Here the experiment is conducted outdoors so
that the drops are at the ambient temperature of T` = 3.9
◦C. The same
setup was used inside the lab to collect the measurements illustrated
in Fig. 5 of the main text.
The experimental data collected from the outdoor experiment are illustrated in
Fig. A·5. The two streams of water drops — at an ambient temperature of 3.9◦C —
bounce on the top side of feather and reduce locally cool the feather. A heat map in
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Fig. A·5A shows the temperature of the feather from below, averaged over a 6-second
period. This temporal average shows that the location opposite to the small dripping
drops has a lower averaged temperature in comparison with location opposite of the
large dripping drops. The temperature within each location of small, large and no
drop are plotted in (Fig. A·5B) for the 30 seconds prior to the drops beginning to
fall, through the steady dripping, and continuing to a period slightly after the drops
dripping has stopped. Uncontrolled condition outside of the lab, such as a mild wind,
leads to fluctuations in the measured temperature. Despite these large fluctuations,
the cooling effect from the bouncing drops is apparent.
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Figure A·5: Cooling from different-sized ambient-temperature
drops onto a warmed feather conducted outdoors at a chilly
ambient temperature of Tatm = 3.9
◦C. (A) A heat map shows
the temperature underneath the warmed feather averaged over a 6-
second period. During this period, the two streams of water drops that
bounce on the top side of the feather lead to local cooling. The location
of the stream of large drops (left), stream of small drops (right), and a
midpoint in which there are no drops (center) are denoted with labels.
(B) The temperature within each of these location is plotted for the
30 seconds started before the drops begin falling through the steady
dripping that lasts for over 30 seconds and for a few seconds after the
dripping stopped. The mild wind in the outdoor environment likely
contributed to some of the larger temperature fluctuations.
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