Solution of inverse boundary-value problems for multicomponent parabolic distributed systems by I. V. Sergienko & V. S. Deineka
Cybernetics and Systems Analysis, Vol. 43, No. 4, 2007
SYSTEMS ANALYSIS
SOLUTION OF INVERSE BOUNDARY-VALUE
PROBLEMS FOR MULTICOMPONENT PARABOLIC
DISTRIBUTED SYSTEMS
I. V. Sergienko and V. S. Deineka UDC 536.24
Computational algorithms implementing gradient methods based on solution of direct and adjoint
problems in weak formulations are proposed for a number of complex-valued inverse problems of
parameter renewal in multicomponent parabolic distributed systems. This approach makes it
unnecessary to construct Lagrangian functionals explicitly and to use Green's functions.
Keywords: multicomponent parabolic systems, inverse problems, direct and adjoint problems in weak
formulations, gradient methods.
Lions [1] analyzed optimal control problems for linear distributed systems with quadratic cost functionals and showed
that it is possible to use solutions of direct and adjoint problems to obtain Frechet differentials. Alifanov et al. used this
possibility in [2–4] to develop gradient methods for solving inverse heat-conduction problems. Computational algorithms are
based on Green functions.
The application of gradient methods to solve such problems is also discussed in [5, 6]. Some problems adjoint to
optimal control problems are formulated in [7–9] for multicomponent distributed systems with different control and
observation.
We propose here algorithms that implement the gradient methods from [2] based on solutions of direct and adjoint
problems in weak formulations [7–9] without explicit use of Lagrangian functionals and Green’s functions to solve inverse
complex data renewal problems for multicomponent parabolic systems.
1. PROBLEM WITH NEUMANN BOUNDARY CONDITIONS
Let us consider a renewal problem for flux densities on the boundary    of a bounded connected strictly
Lipschitzian domain R
n
with the following mathematical formulation.
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is given on the boundary  T T  ( , )0 , where  is the unit outward normal vector to the .
With t  0 , the initial condition is





 ( ) is a known function.
Assume that the traces of the solution y y x t ( , ) of the initial–boundary-value problem (1)–(3)
y f i N
iT i
| , ,  1 , (4)
where  iT i T  ( , )0 , are known on N (n 1)-dimensional domains  j that divide the domain  into N  1 connected













It is required to find an unknown function u x t L T( , ) ( )  2  such that the solution y y u y u x t ( ) ( ; , ) of the
initial–boundary-value problem (1)–(3) satisfies Eqs. (4).
We will seek the solution u x t( , ) of problem (1)–(4) approximately, according to [4], minimizing the residual
functional
J u t A u f dt
i
N T
i i i L i













on a Hilbert space  on the assumption that Eqs. (1)–(3) hold, i.e., with constraints (1)–(3), where i t( ) are weight
coefficients,

A u y u x t i N t Ti i
  ( ; , ) , , , [ , ] 1 0 .
The iterative sequence to find the approximation u x tn  1 ( , ) of the solution u x t( , ) to problem (1)–(3), (5) has the form
u u p n nn n n n   1 0 1 , , , . . . ,
*
, (6)
and starts with the initial approximation u x t
0
( , ) , where the descent direction p x tn ( , ) and the coefficient n are
defined by the following formulas [4]:
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— and for the conjugate-gradient method,
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Following [1, 7] , we can write


    J u y u f y y uu L T





where y yi i
N


























  	 ( , ) ,( ) and y( ) is the
generalized solution of the initial–boundary-value problem (1)–(3) for u  .
508
Definition 1. For each fixed u, by the generalized solution of the initial–boundary-value problem (1)–(3) is meant















w a y w l u w t T, ( , ) ( ; ), ( , )0 ,
(11)
( , )( ) ( , )y w y w0
0
 , (12)
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( ) is the space of Sobolev functions
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cos   ,
(13)
 ( , ) ,x x0 0 .
Definition 2. By the generalized solution of the initial–boundary-value problem (13) is meant a function
















w a w l u w t T, ( , ) ( ; ), ( , ) 0 ,
(14)
( , )( ) w 0 0 , (15)
where
l u w u w L ( ; ) ( , ) ( )  
2
. (16)
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x y ucos ; , ) ( , )), ( , ) ,x t f x t x ti iT 
i N1, , 	( , ) ,x T x 0 ,
where y u y u x ti n n i i
( ) ( )| , [ ]| , ( , )    
   
      { } for ( , )x t i  1    i x t, ( , )
 
 { } , for






Definition 3. For each fixed u u x tn n ( , ) , by the generalized solution of the initial–boundary-value problem (17) is

















w a w l y w t Tn, ( , ) ( ; ), ( , )0 , (18)
( , )( )	 w T  0 , (19)
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where W T L T V V x t V i N td d d d i
( , ) ( , ; ), ( , ) : [ ] | , , ,0 0 0 1
2
     {    ( , ] ,0 T } V x td i { ( , ): | W i2
1
( ),
i N 1 1, ,    t T V x Vd d( , ] , ( ) :0
0 0
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Taking the difference y yn n 1 instead of the function w in (18) and (19) and using (14) and (15), we get
i
N T
i i n i i n i n L
T
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 	( ( ) , ( ) ( )) ( ,( )  n L T) ( )2  . (20)
With (10) and (20) we have

 J x tu Tn
~
, ( , )	  , (21)




, ( ( ); , )	 	 	 	 	

is a solution of problem (18), (19).
Thus, to implement the minimum-error method (6), (7) (to determine the (n  1)th approximation un  1 of the solution u
of problem (1)–(3), (5)), we can use the following formulas to determine the descent direction p x tn ( , ) and the coefficient n :
p J
e
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cos  	  , (22)
z x y x x( , ) ( ),0
0
 .
Definition 4. By the generalized solution of the initial–boundary-value problem (22) is meant a function















w a z w l w t Tn, ( , ) (
~
; ), ( , )	 0 , (23)
( , )( ) ( , )z w y w0
0
 . (24)
Solving the problem (23), (24) yields the vector














; , )|	 	  .
With (25), to determine the (n  1)th approximation un  1 of the solution u x t( , ) , we can use the steepest-descent














, we can calculate the descent direction
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Substitute the function pn for the function
~
	n in the functional l wn(
~
; )	 from identity (23). Solving the problem
(23), (24) with the functional l p wn( ; ) yields the solution z pn( ) , i.e., a vector







We use (26) and (27) and the conjugate-gradient method (6), (9) to determine the (n  1)th approximation un  1 of the
solution u x t( , ) of problem (1)–(3), (5).
2. THE PROBLEM WITH INTERFACE CONDITIONS
FOR A THIN COMPOSITE INCLUSION



































on the domain  T T  ( , )0 , where    1 2 ; 1 and  2 are bounded connected strictly Lipschitzian domains
from R
n
,      
 
1 2 1 2
1
 #    $ #   , , | | ( ) ( ); k k C Cij ji l l
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i j n k
i j
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const > C flT( ), | | ,   and  lT l T  ( , )0 , l 1 2, .








x u x t
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is specified on the boundary     T T   ( , ) ( ( ) \ )0 1 2
  . The inhomogeneous interface conditions for a thin
composite inclusion on the section  T T  ( , )0 have the form [10]
R q R q yy y1 2
 
  [ ] , (30)
[ ]q y  , (31)




















With t  0, the initial condition is
y x y x x( , ) ( ),0
0 1 2
    . (32)
Assume also that the surfaces  i i N, ,1 , divide the domain  into domains  i i,  1 as in Sec. 1, i.e., assume that
each surface  i divides one of the domains  l into two domains  i
l
i, ,1 2. The solution of the initial–boundary-value
problem (28)–(32) is known on these surfaces:
y f i N
iT i
| , ,  1 . (33)
Thus we have arrived at the following problem: find a function u x t L T( , ) ( ) 2  such that the solution y u x t( ; , ) of the
initial–boundary-value problem (28)–(32) satisfies Eqs. (33).
As in the previous section, we will seek the solution y x t( , ) approximately [4], by minimizing the residual functional
J u t A u f dt
i
N T
i i i L i













where A u y y u i Ni iT iT
  | ( )| , ,  1 .
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that minimizes functional (34) provided that Eqs. (28)–(32) hold.
Definition 5. For each fixed u L T L
2
2
0( , ; ( )) , by the generalized solution of the initial–boundary-value problem
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1 2
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Definition 6. By the generalized solution of the initial–boundary-value problem (37) is meant a function
















w a w l u w t T, ( , ) ( ; ), ( , ) 0 ,
(38)
( , )( ) w 0 0 , (39)
where the functional l u w ( ; ) is defined by (16).
Let us consider the following adjoint initial–boundary-value problem for each approximation u x tn ( , ) of the solution
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[ ] , [ ] ( ( ; , ) ( , )), ( , ) , ,	  	     0 1q y u x t f x t x t i Ni i n i iT , 	( , ) ,x T x 0 .
Definition 7. For each fixed u u x tn n ( , ) , by the generalized solution of the initial–boundary-value problem (40) is

















w a w l y w t Tn, ( , ) ( ; ), ( , )0 ,
(41)
( , )( )	 w T 0, (42)
where the functional l y wn	 ( ; ) is defined by (19).
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Replacing the function w with the difference y yn n 1 in (41) and (42) and considering (38), (39), and (42), we
arrive at Eq. (20).
Therefore,

 J x tu n Tn
~
, ( , )	  . (43)
Thus, to implement the minimum-error method (7) (to determine the (n  1)th approximation un  1 of the solution u of
problem (28)–(32), (34)), we can use expressions (21) to determine the descent direction p x tn ( , ) and the coefficient n .























































cos  	  ,
R q R q z x tz z T1 2
 
   [ ] , ( , )  , (44)
[ ] , ( , )q x tz T   , z x y x x( , ) ( ),0 0 1 2    .
Definition 8. By the generalized solution of the initial–boundary-value problem (44) is meant a function















w a z w l w t Tn, ( , ) (
~
; ), ( , )	 0 ,
(45)
( , )( ) ( , )z w y w0
0
 . (46)
Solving problem (45), (46) yields the vector











We can use (47) and the steepest-descent method (8) to determine the (n  1)th approximation un  1 of the solution
u x t( , ) . In calculating (from (26)) the descent direction pn and finding (from (9)) a function z p W Tn( ) ( , ) 0 that satisfies
( w V
0













w a z w l p w t Tn, ( , ) ( ; ), ( , )0 , (48)
( , )( ) ( , )z w y w0
0
 , (49)
we can use the conjugate-gradient method (9) to determine the (n  1)th approximation un  1 of the solution u x t( , ) of
problem (28)–(32), (34).
3. PROBLEM WITH MIXED BOUNDARY CONDITIONS



































on the domain T . The mixed inhomogeneous boundary conditions








x u x t
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x y u x t
,





   
1
2 2
cos    , (53)
are given on the boundary T , where      T
i
iT iT i i jT     #
1
3
0, ( , ), for i j i j$ , , , ;1 3 and  const > 0 .
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Inhomogeneous interface conditions for a thin composite inclusion are given on the section T :
R q R q yy y1 2
 
  [ ] , (54)
[ ]q y  . (55)
The parameters k fij , , , and  are defined in Sec. 2.
For t  0 , the initial condition is
y x y x x( , ) ( ),0
0 1 2
    . (56)
The traces of the solution y
iT
| (33) are known on the surfaces  iT , and the residual functional is defined by (34),
where u u u  ( , )
1 2





0 0( , ; ( )) ( , ; ( ))  . Thus, we have problem (50)–(56), (34): find a vector
function u that minimizes, on , the functional (34), with Eqs. (50)–(56) taken into account.
Definition 9. For each fixed u, by the generalized solution of the initial–boundary-value problem (50)–(56) is
meant a function y u x t W T( ; , ) ( , ) 0 that satisfies ( w x V( )
0













w a y w l u w t T, ( , ) ( ; ), ( , )0 ,
(57)
( , )( ) ( , )y w y w0
0
 , (58)
where W T L T V V x t V V x V
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holds   V
0
. With these assumptions, following [7], it is easy to show that there exists a unique solution y W T ( , )0
of problem (57), (58).
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Definition 10. By the generalized solution of the initial–boundary-value problem (60) is meant a function
 ( , ) ( , )x t W T
0
0 that satisfies ( w x V( )
0














w a w l u w t T, ( , ) ( ; ), ( , ) 0 ,
(61)
( , )( ) w 0 0 , (62)
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where W T L T V V x t V t T
T0
2 0 0
0 0 0 0
1
( , ) ( , ; ), ( , ) : | ( , )     { } 

, and
l u w u w u wL L ( ; ) ( , ) ( , )( ) ( )    1 2
2 2 2 3
. (63)
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[ ] , [ ] ( ( ; , ) ( , )), ( , ) , ,	  	     0 1q y u x t f x t x t i Ni i n i iT , 	( , ) ,x T x 0 .
Definition 11. For each fixed un , by the generalized solution of the initial–boundary-value problem (64) is meant a
function 	( , )x t W T
0
0( , ) that satisfies  w x V( )
0















w a w l y w t Tn, ( , ) ( ; ), ( , )0 ,
(65)
( , )( )	 w T  0, (66)
where the functional l y wn	 ( ; ) has the form (19).
Replacing the function w with the difference y yn n 1 in (65) and (66) and using (61) and (62), we get
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i i n i i n i n L
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For the Frechet differential, we have
( ( ) , ( ) ( )) ( ,
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 1 0
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  , (67)
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With (67), we have

 J u nn
~ ~
	 	 . (68)
Thus, to implement the minimum-error method (6), (7) (to determine the (n  1)th approximation un  1 of the solution
u of problem (50)–(56), (34)), we can determine the descent direction pn and the coefficient n from
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cos   	 
(70)
R q R q z x tz z T1 2
 
   [ ] , ( , )  , [ ] , ( , ) , ( , ) ( ),q x t z x y x xz T      0 0 1 2  .
Definition 12. By the generalized solution of the initial–boundary-value problem (70) is meant a function













w a z w l w t Tn, ( , ) (
~
; ), ( , )	 0 ,
(71)
( , )( ) ( , )z w y w0
0
 . (72)
Solving problem (71), (72) yields the vector









With (73), to determine the (n  1)th approximation un1 of the solution u x t( , ) , we can use the steepest descent
method (6), (8). Calculating the descent direction pn from (9) and determining a function z p W Tn( ) ( , ) 0 that satisfies
( w V
0













w a z w l p w t Tn, ( , ) ( ; ), ( , )0 , (74)
( , )( ) ( , )z w y w0
0
 (75)
according to (9), we can use the conjugate-gradient method (9) to determine the (n  1)th approximation un  1 of the
solution u x t( , ) of problem (50)–(56), (34).
4. PROBLEM WITH THE PRINCIPAL INHOMOGENEOUS INTERFACE CONDITION
Let the parabolic equation (50) be defined on the domain T , the mixed inhomogeneous boundary conditions
(51)–(53) be specified on the boundary T , and the initial condition (56) be given for t 0.
The interface conditions on the section T have the form
[ ]y , (76)
[ ]q y  . (77)
The traces of the solution y
iT
| (33) on surfaces  iT are known, and the residual functional is given by (34). Thus,
problem (51)–(53), (56), (76), (77), (34) is defined: determine a vector function u that minimizes the functional (34) on the





0 0( , ; ( )) ( , ; ( ))  under conditions (51)–(53), (56), (76), and (77).
Definition 13. For each fixed u, by the generalized solution of the initial–boundary-value problem (51)–(53),















w a y w l u w t T, ( , ) ( ; ), ( , )0 ,
(78)




where W T L T V V x t V t
T T
( , ) ( , ; ), ( , ) : | , [ ] | (0 0 0
2
1
      {     , ) ,T } V x V0 0
1
0 0   { }   ( ) : | ,[ ]| ,
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 
[ ] , [ ] , ( , ) ,   0 0q x t T  ( , ) ,x x0 0 .
Definition 14. By the generalized solution of the initial–boundary-value problem (80) is meant a function
 ( , ) ( , )x t W T
0
















w a w l u w t T, ( , ) ( ; ), ( , ) 0 ,
(81)
( , )( ) w 0 0 , (82)
where W T L T V
0
2 0




0  { ( , ) : |

, [ ]| T  0  t T( , )0 }, and the functional l u w ( ; ) is
defined by (63).
Let us consider the following adjoint initial–boundary-value problem for each approximation un of the solution u
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[ ] , [ ] , ( , ) ,	 	  0 0q x t T
[ ] , [ ] ( ( ; , ) ( , )), ( , ) , ,	  	     0 1q y u x t f x t x t i Ni i n i iT , 	( , ) ,x T x 0 .
Definition 15. For each fixed un , by the generalized solution of the initial–boundary-value problem (83) is meant a















w a w l y w t Tn, ( , ) ( ; ), ( , )0 ,
(84)
( , )( )	 w T  0 , (85)
where the functional l y wn	 ( ; ) is defined by (19).
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Replacing the function w in (84), (85) with the difference y yn n 1 and accounting for (81) and (82), we get
( ( ) , ( ) ( )) (
~
, )
( , ; )
y u f y u y u un n n L T   1 0
2
 	   , (86)
where the notation from the previous section is used.
From (86) it follows that

 J u nn
~ ~
	 	 . (87)
Thus, to implement the minimum-error method (7) (to determine the (n  1)th approximation un  1 of the solution u of
problem (51)–(53), (56), (76), (77), (34)), we can use expressions (69) to determine the descent direction pn and the
coefficient n .
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[ ] , ( , ) ,z x t T   [ ] , ( , )q x tz T   , z x y x x( , ) ( ),0 0 1 2    .
Definition 16. By the generalized solution of the initial–boundary-value problem (88) is meant a function
z x t z x t W Tn( , ) (
~















w a z w l w t Tn, ( , ) (
~
; ), ( , )	 0 ,
(89)
( , )( ) ( , )z w y w0
0
 . (90)
Solving problem (89), (90) yields the vector







To determine the (n  1)th approximation un  1 of the solution u with allowance for (91), we can use the
steepest-descent method (8). Calculating the descent direction pn from (9) and determining a function z p W Tn( ) ( , ) 0 that
satisfies,  w V
0













w a z w l p w t Tn, ( , ) ( ; ), ( , )0 , (92)
( , )( ) ( , )z w y w0
0
 , (93)
according to (9), we can use the conjugate-gradient method (9) to determine the (n  1)th approximation un  1 of the
solution u of problem (51)–(53), (56), (76), (77), (34).
5. PROBLEM WITH INTERFACE CONDITIONS
FOR CONCENTRATED HEAT CAPACITY



































on the domain T . The mixed inhomogeneous boundary conditions
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2 3
cos    ,
are specified on the boundary T . The interface conditions for concentrated heat capacity [7, 11]








are given on the section T . For t  0 , the initial condition reads
y x y x x( , ) ( ),0
0 1 2
    . (97)
The traces of the solution y
iT
| (33) of the initial–boundary-value problem (94)–(97) are known on the surfaces  iT
defined in Sec. 2, and the residual functional is defined by (34). Thus, we arrive at problem (94)–(97), (34): determine a
function u that minimizes, on , the functional (34) with constraints (94)–(97).
Definition 17. For each fixed u, by the generalized solution of the initial–boundary-value problem (94)–(97) is
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Definition 18. By the generalized solution of the initial–boundary-value problem (100) is meant a function
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0 that satisfies the identities
b
t












 , ( , ) ( ; ), ( , ) 0 ,
(101)
b w( , )  0 (102)
519
 w x V( )
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, where the functional l u w ( ; ) is defined by (63), W T0 0( , )  L T V V x t V
2 0 0














0 L T L
2
2
0( , ; ( ))  t T( , )0 }.




















































, 	  0
1





































 	cos  ,
(103)







x t T ,
[ ] , [ ] ( ( ; , ) ( , )), ( , ) , ,	  	     0 1q y u x t f x t x t i Ni i n i iT , 	( , ) ,x T x 0 .
Definition 19. For each fixed un , by the generalized solution of the initial–boundary-value problem (103) is meant a
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, where the functional l y wn	 ( ; ) has the form (19).
Replacing the function w with the difference y yn n 1 in (104) and (105) and accounting for (101) and (102), we
obtain
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Thus, to implement the minimum-error method (7) (to determine the (n  1)th approximation un  1 of the solution u of
problem (94)–(97), (34)), we can use expressions (69) to determine the descent direction pn and the coefficient n .
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Definition 20. By the generalized solution of the initial–boundary-value problem (107) is meant a function
z x t W T( , ) ( , ) 0 that satisfies,  w x V( )
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b z w b y w( , )( ) ( , )0
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Solving problem (108), (109) yields the vector









With (110), we can use the steepest-descent method (8) to determine the (n  1)th approximation un  1 of the solution
u x t( , ) . Calculating the descent direction pn from (9) and determining the function z p W Tn( ) ( , ) 0 that satisfies,  w V0 ,














  , ( , ) ( ; ), ( , )0 , (111)
b z w b y w( , )( ) ( , )0
0
 (112)
according to (9), we can use the conjugate-gradient method (9) to determine the (n  1)th approximation un  1 of the
solution u of problem (94)–(97), (34).
6. RETROSPECTIVE INVERSE PROBLEM
Let the parabolic equation (94) be defined on the domain T and mixed inhomogeneous boundary conditions (95) be
prescribed on the boundary T . The interface conditions for a composite thin inclusion hold on the section T :
R q R q yy y1 2
 
  [ ] , (113)
[ ]q uy  3 . (114)
The initial condition is specified for t  0 :
y x u x( , ) ,0
4 1 2
    . (115)
The traces of the solution y
iT
| (33) of the initial–boundary-value problem (94), (95), (113)–(115) are known on the
surfaces  iT , and the residual functional has the form (34). Thus, we arrive at problem (94), (95), (113)–(115), (34):
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 with the constraints (94), (95), (113)–(115).
Definition 21. For each fixed u, by the generalized solution of the initial–boundary-value problem (94), (95),
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, where the sets W T( , )0 and V
0
are defined in Sec. 3,
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Definition 22. By the generalized solution of the initial–boundary-value problem (118) is meant a function
 ( , ) ( , )x t W T
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Definition 23. By the generalized solution of the initial–boundary-value problem (121) is meant a function
	( , ) ( , )x t W T
0
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( , )( )	 w T  0 . (123)
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Selecting the difference y yn n 1 in (122) and (123) rather than the function w and using (119) and (120), we get
( ( ) , ) ( , )( )
(
( , ; )
y u f y y y y
y
n n n L T n n
T
n




























































d dt  







u x t d dt u x t d dt   
 
	 	( , ) ( , ) .
Therefore,











)	 	 	 	 	
1 2 3 4
, where
~























( , )	 	n x
4
0 .
Thus, to implement the minimum-error method (7) (to determine the (n  1)th approximation un  1 of the solution u of
problem (94), (95), (113)–(115), (34)), we can use expressions (69) to determine the descent direction pn and the coefficient n .
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Definition 24. By the generalized solution of the initial–boundary-value problem (124) is meant a function
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Solving problem (125), (126), we find the vector









To determine the (n  1)th approximation un  1 of the solution u with allowance for (127), we can use the steepest
descent method (8). Calculating the descent direction pn from (9) and determining the function z p W Tn( ) ( , ) 0 that satisfies













w a z w l p w t Tn, ( , ) ( ; ), ( , ]0 ,












Then we can use the conjugate-gradient method to determine the (n  1)th approximation un  1 of the solution u of
problem (94), (95), (113)–(115), (34) according to (9).
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7. RENEWAL OF INTERNAL SOURCES





































be defined on the domain T , and the mixed inhomogeneous boundary conditions (95) be specified on the boundary T . The
interface conditions (113) and (114) are given on the section T for a composite thin inclusion, and the initial condition (115)
is specified for t  0. The traces of the solution y
iT
| (33) of the initial–boundary-value problem (95), (113)–(115), (128) are
known on the surfaces  iT . The residual functional has the form (34). Thus, we have the problem (95), (113)–(115), (128),
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0 0( , ; ( )) ( ) ( , ; ( ))   with the constraints (95), (113)–(115), (128).
Definition 25. For each fixed u, by the generalized solution of the initial–boundary-value problem (95),
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Definition 26. By the generalized solution of the initial–boundary-value problem (131) is meant a function
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Let us consider the adjoint problem (121) for each approximation un of the solution u of problem (95), (113)–(115),
(128), (34).
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Selecting the difference y yn n 1 in (122) and (123) rather than the function w and using (132) and (133), we get
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Thus, to implement the minimum-error method (7) (to determine the (n  1)th approximation un  1 of the solution u of
problem (95), (113)–(115), (128), (34)), we can use expressions (69) to determine the descent direction pn and the
coefficient n .
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Definition 27. By the generalized solution of the initial–boundary-value problem (134) is meant a function
z x t W T( , ) ( , ) 0 that satisfies,  w x V( )
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Solving problem (135), (136) yields the vector









With (137), we can use the steepest-descent method (8) to determine the (n  1)th approximation un  1 of the solution u.













w a z w l p w t Tn, ( , ) ( ; ), ( , ]0 , ( , )( ) ( , )z w p wn0
4

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Then, according to (9), we can use the conjugate-gradient method to determine the (n  1)th approximation un  1 of
the solution u of problem (95), (113)–(115), (128), (34).
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