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Abstract
Local depletions in the equatorial ionospheric electron density, known as spread-F events,
have been an active area of scientiﬁc research in the last decades. These are of special
interest to the research community because of their potentially deleterious impact on trans-
ionospheric communication links and navigation systems. The impetus for focused modeling
and experimentation is the ultimate goal of predicting these events and subsequent mitigation
of their negative impacts.
A promising technique for direct imaging of these irregularities is based on a combination
of satellite-borne and ground instruments, together with tomographic inversion techniques,
to obtain multi-dimensional images of the ionospheric electron density. However, the inverse
problem has some noted challenges due to inherent constraints on the acquisition geometry.
One such system is based on coherent VHF and UHF transmission of radio signals by the
Coherent Electromagnetic Radio Tomography (CERTO) beacons on board the Communi-
cations/Navigation Outage Forecasting System (C/NOFS) satellite, measured by a ground
array of receivers located in a near-horizontal line around -12 degrees latitude. The result-
ing signals yield a set of electron density projections, known as the Total Electron Content
(TEC), which can subsequently be used to produce two-dimensional images of ionospheric
irregularities.
The inherently exotic sampling geometry yields an under-determined, limited-angle to-
mography problem making it diﬃcult to reconstruct accurate vertical variations in electron
density. Moreover, the non-uniform sampling dictated by the acquisition geometry demands
rigorous quantiﬁcation of the information content in the reconstructed images. In the present
work, we develop algorithms optimized for reconstructing ionospheric images containing such
irregularities and apply them to experimental data to illustrate the capability and limitations
of this approach for experimental investigation of this ionospheric phenomenon.
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Chapter 1
Introduction
1.1 Main Contributions of the Thesis
This thesis examines tomographic imaging of the ionosphere with radio waves, and speciﬁ-
cally a dataset collected by the Naval Research Laboratory (NRL) from a satellite-to-ground
imaging experiment that has been running for approximately half a decade. In this thesis,
we use edge-preserving regularization techniques to create a novel algorithm for generating
images from this dataset. In doing so, we present some of the ﬁrst images generated from
this data using a closed-form regularization technique. We then provide a pragmatic analysis
of the tomographic inversion process and resultant images, which will help scientists working
with this data in the future to better understand its characteristics and tendencies. This
analysis also gives insight into how to mitigate the eﬀects of some undesirable properties
inherent in the data.
1.2 Thesis Outline
The thesis is organized as follows: Chapter 2 presents a general background on the iono-
sphere itself and motivates the utility of imaging the ionosphere. We then discuss the basic
design of the NRL’s experiment and the data acquisition systems in Chapter 3. Next, we
change directions and introduce many of the ingredients necessary to build a successful im-
age reconstruction algorithm: Chapter 4 introduces the basics of linear inverse problems,
regularization techniques, and edge-preserving regularization. Chapter 5 then discusses how
these regularization techniques can be applied to inverting real-world data, presents other
necessary algorithmic ingredients necessary to perform the image reconstruction, and then
describes the full image reconstruction algorithm. Chapter 6 presents the results obtained
by using this algorithm on data from the NRL experiment along with analysis of how the
1
choice of parameters and idiosyncrasies of the algorithm aﬀect the reconstructed images.
Finally, Chapter 7 poses a couple of new unanswered questions and gives the concluding
remarks.
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Chapter 2
The Ionosphere
The ionosphere is a layer of electrically conducting plasma that circles the Earth in its upper
atmosphere, and it was postulated to exist as early as 1839 by the scientist Carl Friedrich
Gauss [1]. In 1901, Guglielmo Marconi had unknowingly leveraged certain reﬂective prop-
erties of the ionosphere when he performed his groundbreaking experiments in transatlantic
radio communication. Instead of communications being limited to distances within a line of
sight, the ionosphere reﬂected Marconi’s radio waves back towards the earth, which allowed
them to travel well beyond the horizon and make their way to the other side of the Atlantic
Ocean [2].
The ionosphere exists from 50 km to well past 1000 km in altitude and is formed because
the Sun’s radiation ionizes some of the common molecular species in the Earth’s atmo-
sphere [3].
N2 + h ! N+2 + e for  < 79:6 nm
O + h ! O+ + e for  < 91:1 nm
O2 + h ! O+2 + e for  < 102:7 nm
(2.1)
Due to various physical processes, the precise amount of ionization varies with altitude. At
high altitudes, the atmosphere is very thin, providing only a small number of molecules for
the Sun’s radiation to ionize. Because of this, the level of ionization at high altitudes is very
low. At moderate altitudes, the atmosphere is much more dense, providing a much larger
source of molecules to ionize, which results in a high level of ionization. At low altitudes, the
atmosphere is even more dense, but much of the Sun’s radiation has already been ﬁltered
out by the upper layers so the level of ionization in the lower ionosphere is much less due to
the limited supply of solar radiation [1]. The basic shape of the vertical ionization proﬁle is
shown in Figure 2.1.
In 1931, Sydney Chapman put forth the ﬁrst widely used theoretical framework in which to
model the ionosphere. Chapman created a simple model that captured much of the vertical
density variations present in the ionosphere, and this model is known as the Chapman
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Figure 2.1: Ionosphere Layers, Temperature, and Plasma Density [4]
production function, which is given by
q(z) = qmexp

1  z   zm
H
  e zm zH

(2.2)
In this formulation, q(z) is the rate of electron production at z km in altitude. qm is the
maximum production rate, zm is the altitude at which the production peaks, and H is the
scale height, deﬁned as H = kT
mg
. In this, k is Boltzmann’s constant, T is the temperature
in Kelvin, m is the molecular weight of the compound, and g is the acceleration due to
gravity [3]. The Chapman model is too simple to capture many of the intricate ionosphere
happenings that scientists know about today, so it has become somewhat antiquated. De-
spite its age, the Chapman proﬁle encompasses the basic structure of the ionosphere, so it
still forms the core of our understanding. It also drives much of our intuition about the
ionosphere’s coarse-grained vertical structure.
Analogous to terrestrial weather in the troposphere, the Sun’s unequal radiation in the
ionosphere creates all sorts of instabilities, and forms the phenomenon known as space
weather [5]. In the 1930s Berkner and Wells detected an anomaly in the equatorial iono-
sphere while observing it with a backscatter radar. When taking these radar measurements,
they noticed that at certain times the F region, the layer of the ionosphere extending from
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approximately 150 km to well past 500 km, would scatter back radio signals that were unex-
pectedly spread out in range and/or frequency, which did not line up with the pre-conceived
model of the ionosphere. Because of the spread out radar measurements returned by the
F-layer, these events were named equatorial spread-F [5].
As ﬁrst illustrated by Marconi’s transatlantic radio communication experiment, the iono-
sphere allows for terrestrial radio links to use sky waves, radio waves that are reﬂected back
to earth by the ionosphere in their course of travel [2]. In addition to sky waves, modern
radio communications employ satellites, which orbit either within or beyond the ionosphere.
Because of this, any radio communication to satellites must travel at least partway through
the ionosphere and is subject to any and all of the ionosphere’s deleterious eﬀects. These
eﬀects include, but are not limited to, signal attenuation and non-uniform phase and group
delay [2]. Many crucial systems such as the Global Positioning System (GPS) use commu-
nication satellites, so it is advantageous to understand and mitigate these eﬀects as much
as possible to ensure that these communication systems perform reliably. In addition to
communication systems, many of Earth’s man-made satellites, including the International
Space Station (ISS), have an orbit located within the ionosphere, so space weather may eﬀect
the well-being of the satellites’ electrical systems.
The main ionospheric event that we focus on in this thesis is equatorial spread-F. Our cur-
rent understanding is that spread-F events are “plasma bubbles” that form and ﬂoat through
the ionosphere [5]. Scientists have linked spread-F bubbles with many radio communication
outages [6], and because of this, the knowledge of their exact structure and genesis is of great
importance; therefore, these are the subject of very active scientiﬁc research.
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Chapter 3
Tomographic Imaging of the Ionosphere
3.1 Introduction to Tomography
Tomography is the reconstruction of an unknown quantity, or image, from a number of
measurements that are all limited in some way. A form of tomography of great practical use
is projection tomography, in which an image is reconstructed from any number of line-integral
measurements, or projections [7]. Given a ﬁgure and a set of line-integrals, it is logical to
index each line-integral with two parameters: the angle  in which the integral intersects the
horizontal axis, and the radial coordinate r of the line-integral’s closet point to the origin.
The set of all line integrals for r 2 ( 1;1);  2 [0; ) forms the Radon transform of an
image.
Deﬁnition 3.1.1. (Radon Transform)[7]: The Radon-transform of a two-dimensional image
f(x; y) is the set of projections s(r) 8 2 [0; ) such that:
s(r) =
Z 1
 1
f(r cos    t sin ; r sin  + t cos )dt (3.1)
Figure 3.1 depicts the particular line-integral used to compute the projection for a given
angle and oﬀset.
To invert the Radon transform we will need employ the use of one more theorem.
Theorem 3.1.1. (Projection-Slice Theorem)[7]: Given a function f(x; y), its Fourier trans-
form, F (!x; !y), the projection s(r) of f(x; y) at angle , and its Fourier transform S(!r),
then
S(!r) = F (!r cos ; !r sin ) (3.2)
which is simply the value of F (!x; !y) at radial coordinate r;  = (!r; ).
The proof of the projection-slice theorem is very straightforward and can be found in [7].
Equation (3.2) allows us to deﬁne F (u; v) completely in terms of S(!) for  2 [0; ); ! 2
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Figure 3.1: Radon Transform Geometry [8]
( 1;1). Because of this, inverting the Radon transform consists of simply inverting the
Fourier transform, F (!x; !y), of f(x; y). Since F (!x; !y) is given in terms of S(!), which
is indexed by polar coordinates, the appropriate Jacobian scaling needs to be incorporated,
which adds an extra j!j term to the integral. Putting it all together yields the inverse
operation, known as ﬁltered back-projection [7]
Deﬁnition 3.1.2. (Filtered Back-Projection)[7]: Given a function f(x; y) and its Radon
transform s(r), the inverse of the Radon transform is computed by
f(x; y) =
Z 
0
Z 1
 1
S(!)e
j!(x cos +y sin )j!jd!d (3.3)
where S(!r) is the Fourier transform of the Radon transform, s(r).
The Radon transform provides the theoretical back-end for projection tomography; how-
ever, ﬁltered back-projection fails when the Radon transform data is incomplete, when there
exists some (; r) for which s(r) is unavailable. This situation can arise in limited-angle to-
mography, in which the observed  value is limited to some set  2   [0; ). This situation
also arises when Radon transform data is available at only a ﬁnite number of points, which
is the case with practical data-collection systems. In each of these cases, the under-sampled
Radon transform is unable to be inverted, which means that we need to use other methods
to reconstruct the image.
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3.2 Introduction to Tomography of the Ionosphere
In this thesis, we are primarily interested in imaging the structure of spread-F bubbles, which
were ﬁrst introduced in Chapter 2. These spread-F bubbles exist as variations in plasma
density, and a good way to measure the plasma density at any given point is to measure
the number of free electrons, or the electron density. Some of the ionosphere’s electrical
properties can be leveraged to obtain these electron density measurements through tomo-
graphic projection. Since the ionosphere is an electrically dispersive medium, radio waves
will propagate at diﬀerent frequency-dependent velocities [2]. Moreover, these propagation
velocities are also dependent on the local electron density.
To put these properties into practice, imagine a two-dimensional region of plasma who’s
density varies according to the function f(x; y). A simple way to measure electron density is
to launch an electromagnetic wave of a known frequency at one side of the region, measure the
distance it travels through the region, and measure the time it takes to reach its destination.
Since the amount of time needed for the wave to propagate is dependent on the total number
of free electrons that the wave encounters; this number, the total electron content (TEC)
can be computed by performing a simple calculation with the wave’s travel time. The
obtained TEC measurement is a line-integral of the plasma’s density function f(x; y) along
the wave’s path of travel. If the wave travels in a nearly straight line, the TEC line-integral
can be viewed as a straight-line projection of the density function f(x; y) just as in the
Radon transform. We can then launch a number of waves at a variety of angles  and radial
oﬀsets r, and use the resulting TEC measurements to create a sampled version of the Radon
transform of f(x; y). f(x; y) can then be recovered from the measurements by approximating
the inverse to the Radon transform.
This case is somewhat ideal since we have complete control over the exact r and  coor-
dinates of each transmitted wave. With atmospheric imaging, we do not have this type of
ﬁne control over the sampling geometry. Instead, the available r and  values are heavily
constrained by the data collection apparatus. Because of this, the ideal approach of per-
forming plasma tomography via approximating the Radon transform is a far cry from what
can actually be done in real life. The exact reasons why are discussed in the next section.
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3.3 Satellites, CERTO Beacons, and Data Collection
Due to the inconvenient location of the ionosphere, there is no good way to get a full set of
TEC measurements; therefore we are limited to the set of measurements that are able to be
obtained in a practical manner. Most practical data collection techniques employ the use of
man-made satellites, and they come in two main ﬂavors. The ﬁrst is a satellite-to-satellite
imaging system. These systems employ satellites with two diﬀerent types of orbits; usually
one has a low earth orbit (LEO) and the other has a medium earth orbit (MEO). One of the
satellites is equipped with a radio transmitter, and the other with a radio receiver. Due to the
unique nature of each satellite’s orbit, the pair of satellites will often get into a conﬁguration
in which a region of the ionosphere lies in between them. When this happens, both satellites
will activate their radio instruments and generate TEC measurements. The constant change
in the satellites’ absolute position with respect to the ionosphere and relative position with
respect to each other provides a variety of diﬀerent paths for the radio waves to travel.
A second style of imaging is satellite to ground imaging. In this setup, a radio transmitter
is mounted on one or more satellites (both LEO and MEO satellites have been used), and
multiple receivers are placed at strategic locations on the ground. When the satellite comes
in view of the receivers, they begin to record TEC measurements, and continue to do so until
the satellite sets over the other horizon. The constantly changing position of the satellite
and the existence of multiple receivers create a variety of diﬀerent paths for the radio waves
to travel. With the CERTO beacons, the receivers use these measurements to compute
one TEC integral per second. Since the satellite is never stationary, each TEC integral can
be understood as the TEC in a very narrow region surrounding the wave’s path of travel
between the satellite and the receiver. A graphical depiction of the line integrals is given in
Figure 3.2. As shown here, the coverage of these line integrals is very irregular, and this is
a far cry from the systematic coverage of the Radon transform. In addition, we see that the
middle of the grid is sampled more often than the outsides, and contains ray paths coming
from many diﬀerent angles. In contrast, the edges of the grid only get sampled once. This
discrepancy in sampling causes an information non-uniformity in the grid, which will have
implications later on in the image reconstruction process.
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Figure 3.2: Two-Dimensional Space to Ground Imaging [9]
3.3.1 C/NOFS and CERTO
To perform space-to-ground imaging, we employ the Communications/Navigation Outage
Forecasting System (C/NOFS) satellite. C/NOFS was launched on April 16, 2008, and its
main purpose is to perform scientiﬁc research pertaining to the ionosphere. To achieve this
it uses a wide array of instruments. C/NOFS has an orbit with a 13 degree inclination which
means that its orbit intersects the equatorial plane at a 13 degree angle [6]. Due to its low
inclination angle, C/NOFS has a nearly equatorial orbit [10]. A satellite’s orbit type has
an enormous impact on the types of space-to-ground imaging it is able to perform. Since
C/NOFS’ orbit is nearly equatorial, it traverses a wide variety of longitudes in a short period
of time and using it as a radio source for imaging will provide good imaging resolution in
2-D planes of constant latitude. Furthermore, C/NOFS orbits in the direction of Earth’s
rotation, which means that for a ground-based observer it will rise in the west sky and set in
the east. On the other hand, C/NOFS has very little latitude variation so it would provide
very poor resolution for creating a 2-D image in a plane of constant longitude. Another
style of satellite orbit is the polar orbit, in which a satellite’s path passes directly over both
poles on each trip around the Earth. This is an extremely popular style of orbit and a large
number of currently deployed satellites travel in an orbit that is nearly polar [10]. Contrary
to equatorial orbit satellites, a polar orbit satellite will have excellent imaging resolution in
2-D planes of constant longitude but have poor resolution in 2-D planes of constant latitude.
C/NOFS’ equatorial orbit is important because the plasma depletions that make up
spread-F bubbles follow the earth’s magnetic ﬁeld lines; therefore, most of their structural
variations are in the longitudinal direction [11]. Because of this, C/NOFS will do a much
10
Table 3.1: CERTO Transmission Frequencies
Frequency Band
150.012 MHz VHF
400.032 MHz UHF
1066.752 MHz L-band
Table 3.2: Receivers: Geographic Coordinates
Receiver Latitude (Deg) Longitude (Deg)
Huancayo -12.040 -75.320
Ayacucho -13.160 -74.200
Cusco -13.530 -71.970
Puerto Maldonado -12.580 -69.180
better job in capturing a spread-F bubble’s structure than a satellite with a polar orbit.
To be useful for imaging, C/NOFS is equipped with a coherent electromagnetic radio to-
mography (CERTO) beacon instrument which provides the radio signal necessary to perform
tomography. The CERTO beacon transmits three radio signals simultaneously at the fre-
quencies listed in Table 3.1, all with a right-handed circular polarization [12]. These three
signals are all transmitted as pure sinusoids, without any sort of modulation, which simpliﬁes
the job of generating TEC measurements at the receiver. These speciﬁc frequencies were
chosen for a variety of reasons, and can be referenced in [12].
On the receiving end, four receivers are deployed in southern Peru, in a line of near
constant latitude, located near the cities of Ayacucho, Huancayo, Puerto Maldonado, and
Cusco [12]. The receivers’ geographic locations are given in Table 3.2, and are displayed as
a map in Figure 3.3.
11
Figure 3.3: The Four Diﬀerent Receivers (image generated by Google Earth)
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3.4 Diﬀerential Phase Technique for Measuring TEC
Due to the dispersion of the ionosphere, each of these three frequencies will travel at diﬀerent
velocities, given by [12]
Pa =

S  
Z
N
f 2a
ds

fa
c
+ a (3.4)
where S is the distance between the satellite and the receiver,  = 40:3 in mks units, fa is
the frequency of the transmitted signal, c is the speed of light, 3 108ms , ds is the increment
along the path, and a is the system phase bias, which is unavoidable in a practical system.
Given two waves with frequencies fa and fb, the phase delay diﬀerence, or diﬀerential phase
between the signals is [12]
Pab = Pa   Pbfa
fb
=
(fa   fb)(fa + fb)
cfaf 2b
Z
Nds+ ab (3.5)
where ab , a   b fafb is the diﬀerential phase bias.
Given a set of diﬀerential phase measurements, the software on the receivers inverts Equa-
tion (3.5) to estimate the TEC along the radio signal’s path of travel. Due to phase-wrapping,
there is an inherent 2 phase ambiguity in the measurements, which maps to an ambiguity
in the reported TEC. Using all three of the transmitted frequencies, the TEC ambiguity 	
is [12]
	 = 8:3165 1016m 2 (3.6)
Because of this, it is advantageous to use all three frequencies in the TEC calculation because
the TEC ambiguity due to the measurement of three frequencies is nearly 50 times larger
than it would be if only two diﬀerent frequencies were used [12]. Due to the presence of
this TEC ambiguity, the receivers cannot calculate the absolute TEC, so they calculate the
TEC relative to an unknown additive oﬀset, which is called the relative total electron content
(RTEC). The absolute TEC values will need to be estimated from the RTEC measurements
during the image reconstruction process.
3.5 Characterization of the Forward Problem
The set of TEC measurements generated with the satellite only correspond to relatively
few samples of an entire Radon transform, and the available samples give very non-uniform
coverage of the Radon transform space. Because of this, it is better to characterize the
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forward model not as a Radon transform, but as a more general class of problem, in which
the Radon transform belongs, called a Fredholm integral equation of the ﬁrst kind. The
general form of a Fredholm integral equation is
g(n; t) =
ZZ


h(n; t; x; y)f(x; y)dxdy (3.7)
In this equation, f(x; y) is the original quantity; h(n; t;x; y), commonly known as the obser-
vation kernel, describes the transformation applied by the observation geometry; and 
 is
the observation kernel’s region of support. g(n; t) is the measured quantity, and is parame-
terized by the receiver number n and the time of observation t. Writing the entire integral
equation as an operator h() yields the compact notation
g(n; t) = h(f(x; y)) (3.8)
Furthermore, the Fredholm integral operator h() is linear since it only performs scalar
multiplication and integration on its input. Because of this linearity, inverting h() to get
f(x; y) is a linear inverse problem, a class of problems that have been, and still are, heavily
researched.
The continuous formulation of the Fredholm equation as an integral works well in analytical
derivations; however, the integration must be discretized when working with real data on a
computer. To perform discretization, a basis fi(x; y)g is chosen for the input space and the
initial quantity f(x; y) is approximated as a ﬁnite linear combination of these basis functions
f(x; y) 
X
i
fii(x; y) (3.9)
where vector f contains the approximate coordinates of f(x; y) with respect to the basis.
A widely used family of basis functions is the set of “unit boxes” that make up a regularly
spaced grid in the input space. The grid of “unit boxes” is a very intuitive way to discretize
the ionosphere, and it is what will be used for the image reconstruction in later sections.
Any real-world observation g(n; t) is already discrete so it can also be converted into a
vector g 2 Rm. h() can then be represented by a matrixH 2 Rmn, in which elementHij is
the degree in which coordinate j in vector f inﬂuences measurement i in vector g. Therefore,
the complete observation relationship becomes a matrix-vector multiplication g =Hf , and
recovering the original quantity f is accomplished by inverting this linear system. Ideally, the
inversion would only involve computing the matrix inverse H 1; however, life is never that
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simple. Due to the limited-angle and irregularly-sampled nature of the problem, matrix H
is far from invertible, so other techniques need to be used to recover f from the observation
g. The next two chapters will present some of these linear inversion techniques and how
they can be used to perform successful image reconstruction.
Chapter 4 introduces a set of linear inversion concepts which apply to a wide variety of
problems, and then Chapter 5 describes how to apply these general concepts to create an
image reconstruction algorithm to deal speciﬁcally with the C/NOFS-CERTO data.
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Chapter 4
Linear Inversion
As described in Chapter 3, satellite to ground imaging is well approximated by a linear
operation of the form g =Hf . However, the inverseH 1 does not exist, so invertingH will
need to be done in a more strategic fashion that exploits H ’s linear structure. This chapter
will discuss some of the main strategies for inverting problematic linear operations such as
H . We begin by introducing two classic cases of non-invertible matrices, then present the
singular value decomposition (SVD), an important method to analyze the internal structure
of linear operations, and ﬁnally introduce more advanced linear inversion techniques, all of
which rely on the general intuition provided by the SVD.
4.1 Least-Squares and Minimum-Norm Solutions
Given that X and Y are n and m dimensional Euclidean vector spaces of complex numbers,
(denoted as Cn and Cm respectively), any linear transformation, f() : X 7! Y , can be
represented as an m  n matrix A of complex numbers. The space of these matrices is
denoted as Cmn.
Another important, and closely related, vector space is the n dimensional space of real
numbers, denoted Rn. Many of these preliminaries are presented in terms of the complex
vector spaces. However, they all hold for the real spaces as well, since any vector x 2 Rn is a
vector in Cn with all imaginary parts set to zero. The only diﬀerence in notation that comes
up when working with Cn vs. Rn is when dealing with adjoint operators. For A 2 Cmn,
the corresponding adjoint operation is the Hermitian transpose AH which is the complex
conjugate of AT . For A 2 Rmn, complex conjugates do not matter so AH = AT . For
working with purely real vector spaces, simply take any AH deﬁned in this section and
replace it with an AT .
The number of linearly independent rows in a matrix A is the same as the number of
linearly independent columns, and this number is called the rank of matrix A [13]. If
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A 2 Cnn and Rank(A) = n, thenA is full-rank, and its linear mapping on a vector, denoted
by the equation b = Ax, is both one-to-one (injective) and onto (surjective). Because of this,
the matrix A is invertible; the inverse matrix A 1 exists. For the equation Ax = b, given a
vector b, x can be computed as x = A 1b. For a non-square A 2 Cmn, the largest its rank
can be is min(m;n), since there cannot be more linearly independent row/columns than the
total number present in the entire matrix. Next, we deﬁne two fundamental subspaces of a
matrix.
Deﬁnition 4.1.1. (Range Space): The range space of a matrix A, denoted as R(A) is the
set of vectors
R(A) = fAz;8z 2 Cng
The range space is simply the span of all column vectors in A, and is the space of all
possible vectors in Cm that A can map to given any possible input vector z 2 Cn.
If m > n and Rank(A) = n, R(A) is an n-dimensional subspace of Rm, so the mapping is
no longer onto (or surjective). Because of this, 9y 2 Cm : 8x 2 Cn;y 6= Ax, which means
that A is no longer invertible. In this case, A is over-determined.
Next, consider the case in which A 2 Cmn where m < n and Rank(A) = m. Here R(A)
is the full Cm space, but the transformation b = Ax needs to throw out some information
in x to allow b to ﬁt inside the lower dimensional range space. Speciﬁcally, transformation
b = Ax throws out all information in x living in an n m dimensional subspace of Cn called
the Null Space of A.
Deﬁnition 4.1.2. (Null Space): The null-space of a matrix A, denoted as N(A) is the set
of vectors
N(A) = fx : Ax = 0g
Conceptually the null-space of a matrix A is the set of all vectors that the matrix cannot
“see”, that is, all vectors that disappear after passing through A.
In the case when m < n, N(A) is non-trivial, that is N(A) 6= 0 and 8y 2 Cm; 9 inﬁnitely
many x : y = Ax. Because of this, the mapping is no longer one-to-one (or injective), so A
is not invertible and is called under-determined.
We can extend these concepts to the case where Rank(A) < m and Rank(A) < n. Here,
the system is neither injective nor surjective, and is simultaneously over-determined and
under-determined.
Many inverse problems that arise in real life may be either over-determined or under-
determined, so it is useful to develop notions of an “inverse” operation even though an exact
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inverse does not exist. The next section looks at two classic ways to do this.
4.1.1 Least Squares Solutions
Suppose A 2 Cmn is an over-determined system of rank n  k < m. The range space of
A is a k-dimensional subspace of Rm[13]. Given any vector b 2 Cm, it is very unlikely that
b 2 R(A), so a reasonable deﬁnition of x : Ax = b, would be the vector x^ such that Ax^ is
closer to b than any other such f~b : ~b 2 R(A)g. A good deﬁnition of this closeness is the
squared Euclidean distance, or kb Axk22. We can now use this to construct a useful notion
of “inverse”, called the least-squares solution xLS of a system Ax = b.
Deﬁnition 4.1.3. (Least-Squares Solution)[13]: Given b 2 Cm, xLS is a least-squares solu-
tion to Ax = b if:
kb AxLSk22  kb Axk22 8x 2 Cn (4.1)
To compute the least-squares solution, we need to use a few of other theorems and deﬁni-
tions.
Deﬁnition 4.1.4. (Projector)[13]: A mapping Ps : Cn 7! S is a projector associated with
subspace S if it satisﬁes
PS(x)  x 2 S?; 8x 2 Cn (4.2)
Theorem 4.1.1. (Nearest Point Theorem)[13]: Suppose that a projector PS exists for a
subspace S 2 Cn. Then for any x 2 Cn, PS(x) is the unique vector in S that is closest to x
kx  PS(x)k2  kx  sk2 8s 2 S;x 2 Cn (4.3)
with equality iﬀ s = PS(x).
The proof for this theorem can be found in [13].
Due to the nearest point theorem, the least-squares solution xLS of Ax = b satisﬁes
AxLS = PR(A)(b) (4.4)
So the solution to the least squares problem will involve projecting b onto R(A) and then
ﬁnding the coordinates of PR(A)(b) with respect to A. To do that, we will invoke one more,
very powerful theorem.
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Theorem 4.1.2. (Fundamental Theorem of Linear Algebra)[13]: If A 2 Cmn matrix, then
R?(A) = N(AH); N?(AH) = R(A) (4.5)
and
R?(AH) = N(A); N?(A) = R(AH) (4.6)
These theorems give three important facts about the least-squares solution to Ax = b.
The nearest point theorem says that AxLS is the orthogonal projection of b onto R(A). The
deﬁnition of projection states that (AxLS   b) ? R(A). Finally, the fundamental theorem
of linear algebra says that b ? R(A) ) b 2 N(AH). Noting these three facts, xLS must
satisfy the following equation:
AH(AxLS   b) = 0 (4.7)
Distributing the AH operation yields the normal equations
AHAxLS = A
Hb (4.8)
If A is full column-rank, then AHA is guaranteed to be invertible [13], so solving for xLS
gives
xLS = (A
HA) 1AHb (4.9)
The operation on the right-hand side of Equation (4.9) can then be written as a single linear
operator ALS such that xLS = ALSb; 8b 2 Cm.
4.1.2 Minimum Norm Solutions
Suppose A 2 Cmn is an under-determined system of rank m  k < n. Then given a
vector b 2 R(A), the system Ax = b has an inﬁnite number of possible solutions, x^. More
speciﬁcally, each solution x^ that satisﬁes Ax = b can be written in the form x^ = xp + s,
where s 2 N(A) and xp, the particular solution, satisﬁes Axp = b [13]. The set that
contains all possible solutions xp + s is a translated subspace, or linear variety[13].
It is beneﬁcial to determine which single solution in the entire linear variety would be
particularly useful to single out as the speciﬁc “inverse”. We may know prior information
about how the solution should behave, so one possible approach is to ﬁnd the solution that
is closest to a particular guess x0. Just as with the least-squares solution, we quantify the
notion of closeness with the squared Euclidean distance between the two vectors, kx x0k22.
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x0 could be any possible value in Cn; however, it is easy enough to deﬁne the solution for
x0 = 0 and then simply translate the system of equations to accommodate any other possible
x0. For the choice of x0 = 0, the squared Euclidean distance, kx^   x0k22, becomes kxk22,
the squared Euclidean norm of x^. Consequently, this solution is called the minimum-norm
solution xMN of the system Ax = b.
One extra theorem is needed to construct the minimum-norm solution.
Theorem 4.1.3. (Dual Projection Theorem)[13]: Let T = fxpg+S be a translated subspace
of Cn. Then the element of T with minimum norm, i.e.
tMN = argmin
t2T
ktk22
exists, is unique, and it is the only point that satisﬁes tMN 2 T \ S?. Furthermore tMN =
PS?t, the orthogonal projection of t onto S, for any t 2 T .
The proof can be found in [13].
In the Minimum-Norm problem, T is a shifted version of N(A), so xMN must satisfy
xMN ? N(A) (4.10)
Applying the fundamental theorem of linear algebra (Theorem 4.1.2),
xMN ? N(A)) xMN 2 R(AH) (4.11)
) 9z 2 Cm; st x = AHz (4.12)
(4.13)
Substituting x = AHz into Ax = b yields
Ax = b (4.14)
AAHz = b (4.15)
z = (AAH) 1b (4.16)
(4.17)
and ifA is full row-rank,AAH is guaranteed to be invertible [13]. Finally, since xMN = AHz,
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the minimum-norm solution is found by
xMN = A
H(AAH) 1b (4.18)
Similar to the least-squares solution, the operation in the right-hand side of Equation (4.18)
can be written as a single linear operator AMN where xMN = AMNb.
Finally, if A is neither full row-rank nor full column-rank, the system Ax = b is both over
and under-determined. In this case the standard least-squares solution is no longer unique.
Instead, it is another linear variety, in which there exists a unique vector of minimum-
norm [13]. In this case, the theory can be extended to ﬁnd the minimum-norm least-squares
solution xMNLS of Ax = b. Its derivation will not be presented here, but can be seen in [13].
4.1.3 The Pseudo-Inverse Operator
In addition to ALS and AMN, there exists another very powerful inverse operator of A called
the pseudo-inverse, notated as A+. Given a system Ax = b, application of the pseudo-
inverse A+b will generate either xLS, xMN, or xMNLS depending on how A is rank-deﬁcient.
If A is full-rank, then A+b equals x itself. This shows that A+ embodies the entire set
of inverse operations, A 1, ALS, AMN, and AMNLS so it is a very powerful operator. In
addition, the process used to construct A+, known as singular value decomposition (SVD),
gives us deep insight into the inner structure of A, which will be very useful in generating
good inversion methods.
4.2 Singular Value Decomposition
The singular value decomposition (SVD) of a matrix is a very important matrix factorization
and it has played a prominent role in advancing many disciplines in applied mathematics.
Singular value decomposition is an extension of the spectral decomposition of a Hermitian
symmetric matrix that can be applied to any matrix, no matter what its shape or structure.
In this section, we start by reviewing the classic spectral decomposition, and then explain
how it is built upon to create the SVD.
For any Hermitian symmetric matrix A, all of its eigenspaces are mutually orthogonal.
Given that each eigenvalue has multiplicity of at most one, the eigenvectors vi of A form
an orthogonal basis for R(A) and R(AH), that is 8i; j st i 6= j; hvi;vji = 0 and R(A) =
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R(AH) = Span(fvig). In addition, each of these eigenvectors can be normalized such that
8i; kvik22 = hvi;vii = 1. If there exists an eigenspace with multiplicity greater than one,
a method such as Gram-Schmidt orthogonalization can be used to create an orthonormal
basis for this multi-dimensional eigenspace. Therefore, given a Hermitian-symmetric matrix
A, there always exists an orthonormal basis for R(A) made up exclusively by eigenvectors
of A. This orthogonality of eigenspaces paves the way for the Spectral theorem.
Theorem 4.2.1. (Spectral Theorem)[13]: If A 2 Cnn is Hermitian, then there exists a
unitary matrix V 2 Cnn, and a real diagonal matrix  2 Rnn such that
 = V HAV (4.19)
or equivalently
A = V V H =
nX
k=1
kvkv
H
k (4.20)
For clarity, a unitary matrix V 2 Cnn is a matrix in which V HV = In, and the columns
of V form an orthonormal set in Cn [13]. The unitary matrix used in the spectral theorem
can be constructed from normalized versions of A’s eigenvectors. In this case, for each
column vi, of V
vHi Avi = iv
H
i vi
= i
(4.21)
since vHi vi = kvik22 = 1. Due to this and the fact that all vi are orthogonal, it follows
that V HAV , must be a diagonal matrix . In addition, Equation (4.21) says that the ith
diagonal entry of  must be the eigenvalue i corresponding to eigenvector vi 2 V .
Using the factorization A = V V H , let us walk through what happens when Hermitian-
symmetric matrix A is left-multiplied to a given vector x. First, we multiply d = V Hx.
Since V H = V  1, d will contain the coordinates of x with respect to the fvig basis. Next
f = d, and since  is diagonal, this operation just scales coordinate di up by a factor of
i. Lastly, y = V f simply maps the scaled coordinates in f back to their original vectors
in fvig. Putting this all together, what the operation Ax does is take each vi component
of x and scale it up by its corresponding eigenvalue i.
A good example of this diagonalization in action is with the ﬁnite impulse response (FIR)
ﬁltering of a ﬁnite-length signal s 2 Cn. FIR ﬁltering is performed by convolving the input
signal s with kernel h. Since convolution is a linear operation over a Euclidean space,
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there exists a matrix H that embodies the operation. From basic signal processing, we
know that convolution can also be performed by transforming s into the frequency domain,
multiplying the transformed version by the frequency response of h, and then transforming it
back. The transformation into the frequency domain, the discrete Fourier transform (DFT),
is an orthogonal transformation, so it can be computed with the unitary DFT matrix V H .
Multiplication by the frequency response of h is simply a diagonal scaling, so it can be
performed by multiplying with diagonal matrix . The inverse DFT can be accomplished
by multiplying by the inverse of V H , which is V since it is a unitary matrix. By doing this, we
have decomposed the ﬁltering operationH into three steps V V H , and this decomposition is
precisely the eigendecomposition ofH . Regardless of whether the FIR ﬁltering is performed
in one step or decomposed into three steps, the same diagonal scaling will happen to each
of the frequency components in s.
The SVD takes this intuition one step further. Just as the Spectral theorem did for
Hermitian symmetric matrices, the SVD generates a diagonal representation for any matrix,
no matter what its geometry. For a rank r matrixA 2 Cmn, there exist matrices U 2 Cmr
and V 2 Cnr, such that UHU = V HV = Ir, and diagonal matrix  2 Crr such that [13]
A = UV H =
rX
k=1
ukkv
H
k (4.22)
Furthermore, the diagonal entries k in  are non-negative and satisfy the ordering [13]
1  2  : : :  r > 0 (4.23)
The columns, ui, of U are called the left singular vectors; the columns, vi, of V are called the
right singular vectors; and the i values are called the singular values. The main diﬀerence
between the SVD and the eigendecomposition is that the SVD diagonalizes the matrix A
with respect to two separate orthonormal bases fuig and fvig, while the eigendecomposition
diagonalizes A with respect to only a single orthonormal basis fvig.
We use the SVD to analyze matrix multiplication in the same way as the eigendecomposi-
tion. A = UV H , so the ﬁrst two steps f = V Hx are exactly the same as working with
the eigendecomposition; we take the coordinates of x with respect to the fvig basis, and
then scale each coordinate by its corresponding singular value i. However, the last step,
y = Uf , diﬀers. Instead of mapping the scaled coordinates back to their original basis fvig,
they are mapped to a new basis fuig given by matrix U . Therefore, the operation Ax is
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accomplished by taking the coordinates of x with respect to the fvig basis, scaling these
coordinates by their corresponding i 2 , and mapping these coordinates into the fuig
basis.
This is the power of the SVD, that any linear transformation can be decomposed into a
simple diagonal scaling as long as the correct orthonormal bases fuig and fvig are chosen.
Each of the matrices U , V , and , can be analyzed to give the precise behavior of any linear
transformation and how it aﬀects each individual component of its input. We take a look at
some of this analysis in the next section.
4.3 Matrix Conditioning
The ﬁrst way in which the SVD can be used to analyze inverse problems is by providing the
matrix condition number. The condition number of a matrix A is deﬁned as [13]
Cond(A) = 1
n
(4.24)
where 1 is the largest and n is the smallest singular value of A. Using the understanding
from Section 4.2 in which the multiplication of a matrix is decomposed into separate parts,
each dealing with a pair of singular vectors, 1 gives the largest “Ampliﬁcation” of any
singular vector pair, and n gives the smallest ampliﬁcation. The condition number 1/n
gives the discrepancy in ampliﬁcation that occurs when multiplying by matrix A. For the
operation Ax = b, as the condition number of A increases, the disparity in resolution
between singular vector pairs increases, and the output vector b becomes dominated by only
a few singular vectors, the ones with the largest ampliﬁcation factors. Furthermore, as the
resolution of the smaller singular vectors becomes less and less, they get harder and harder
to distinguish from the noise. When the conditioning gets even worse, these singular vectors
essentially join the null space ofA, even though none of their singular values are exactly zero.
This illustrates an important diﬀerence between theory and practice with linear systems. In
theory, a linear system is either singular or non-singular with no gray area in between. In
practice, matrices exist in a full spectrum of near and not-so-near singularity, and a matrix
will become more and more “singular” as its condition number becomes larger and larger.
This notion of matrix conditioning is very important when inverting A. For a singular
value i 2 A, the corresponding singular value in A 1 is 1/i, which means that A 1 will
perform the inverse scaling on any given component. If A ampliﬁes a component, A 1 will
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suppress it, and ifA suppresses a component, A 1 will amplify it. This becomes problematic
when A has a large condition number since there exist components of x that A may nearly
annihilate. If this is the case, A 1 will perform the inverse of near-annihilation and amplify
these components of b by an obscene amount. In doing this, A 1 will also amplify all of
the noise and other errors that live in these observation components, which in turn will
dominate the recovered vector x. If the conditioning of A is bad enough, directly computing
x = A 1b will produce nothing but noise, giving an answer that is completely useless.
This can be likened to the scenario in which we are at a pier and wish to estimate the
length of a ship that is 500 yards away. We can estimate the ship’s length by ﬁrst holding
up a ruler to note how long the ship appears from our point of view, and then scale that
measurement out the 500 yards to get an estimate of the ship’s true length. Common sense
tells us that the best place to stand is with our line of sight perpendicular to the ship’s length,
which will give us the best resolution. However we could still estimate the ship’s length if
we observe it at 45 degrees from perpendicular. In this case we would also need to take
into account how the viewing angle aﬀects the perceived length and do the correct inverse
operation after obtaining our measurement with the ruler. We could do the same thing if we
were looking from a 60 degree angle too, but the inverse scaling would be more severe. As
our viewing angle gets further and further from perpendicular, the inverse transformation
becomes more and more severe, so any little error that we make with the ruler will have a
larger and larger eﬀect on our estimate of the ship’s length. At an extreme angle such as 85
degrees from perpendicular, any little error in the measurement with our ruler could result in
the estimated ship length deviating by hundreds of yards. This intuition encompasses exactly
what happens with matrix conditioning. As the condition number of matrix A increases,
any little error in the measurement b will eﬀect the estimate of x by a greater and greater
amount.
4.4 Analysis of the Singular Value Decay
In addition to the ratio between the ﬁrst and last singular values of a matrix, the shape in
which the singular values decay also plays an important role in how a matrix inversion should
be treated. Poorly conditioned problems can be separated into two main types based on their
pattern of singular value decay: rank-deﬁcient problems and discrete ill-posed problems [14].
In a rank-deﬁcient problem, the singular values decay gradually up until a certain point
and then drop oﬀ sharply to very small values. Most of the useful information is contained
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in the components that happen before the drop-oﬀ, and many inversion methods simply
extract this information to create a new matrix of lower rank without all of the tiny singular
values present in the original [14]. Because of this, we consider the number of singular values
occurring before the drop-oﬀ to be the practical “rank” of the matrix.
On the other hand, discrete ill-posed problems do not have a deﬁned drop-oﬀ in their sin-
gular values. Instead, the singular values decay fairly steadily toward zero [14]. Since there
is no deﬁned cutoﬀ between which components contain useful information and which com-
ponents contain noise, inversion algorithms for discrete ill-posed problems need to gradually
decrease the inﬂuence of the data components as the singular values of A decrease, and in
doing so strike a good balance between ﬁtting the data and ﬁtting our expectations of what
the solution should be [14]. Discrete ill-posed problems can easily be created by discretizing
a continuous ill-posed problem such as a Fredholm integral equation [14]. Since satellite-to-
ground imaging geometry presented in Section 3.5 is a Fredholm integral equation, we can
expect its matrix version to be a discrete ill-posed problem.
4.5 SVD Filtering
In Section 4.3, it was mentioned that for matrices with a large condition number, the small
singular values can blow up in the matrix inversion, causing the recovered signal to be
dominated by undesirable noise. One way to mitigate this problem is to modify the singular
values of the inverse matrix to suppress this undesired noise ampliﬁcation. This process is
called SVD ﬁltering and is a form of regularization, a process in which we take a poorly
conditioned problem and modify it to stabilize its inversion [13]. For a poorly conditioned
system Ax = b, the singular values of A 1 can be modiﬁed to create the regularized inverse,
denoted as A#. Note that changing the singular values of A 1 will obviously change the
transformation itself. However, if the singular values are modiﬁed with care, A#b will yield
a better estimate of x thanA 1b, sinceA# has greatly reduced the eﬀect of noise in b on the
estimate of x. Note that in the case of zero-noise, A 1b = x but A#b 6= x, due to the fact
that A# is not the actual inverse of A. Because of this non-equality, the expression A#b is
a biased estimator of x. This illustrates a relationship in statistics called the bias-variance
trade-oﬀ, which is the trade-oﬀ between over-ﬁtting and under-ﬁtting the data.
Two simple schemes for performing SVD ﬁltering are known as threshold and threshold
to zero. In the threshold method, we select a regularization parameter , and any singular
value 1/i in A 1 that is larger than  is clipped to equal  exactly [13]. Threshold to
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zero, on the other hand, will take any singular value 1/i that is larger than  and set
it equal to zero, completely removing that component from the inversion. Due to this,
threshold to zero is also called truncated singular value decomposition (TSVD), and is a
very popular method for approaching inverse problems. Since this completely removes the
oﬀending components from the inversion, the A# created by the threshold-to-zero method is
a lower-rank approximation toA 1, and it is an optimal approximation toA 1 as guaranteed
by the Eckart-Young theorem [13].
4.6 Tikhonov Regularization
A third method of SVD ﬁltering modiﬁes the singular values by a smooth function instead
of using hard cutoﬀs. Let i be the ith singular value of A and i be the ith singular value
of A#. Then i = g(i) [13], where
g() =

2 + 
(4.25)
If i is much greater than
p
, the mapping in Equation (4.25) starts to look like 1/i, which
is the corresponding singular value ofA 1. In this case, the singular value is barely modiﬁed.
If i is much less than
p
, the mapping begins to look like /, in which i ! 0 as i ! 0.
In this case, the singular value is almost truncated, similar to what would happen in the
threshold-to-zero method.
Given the smooth modiﬁcation of the singular values given by Equation (4.25), this reg-
ularization problem can be given a variational characterization, that is, the regularized
solution x^ can be expressed as the optimum of some cost function. In this case, the cost
function is [13]
x^ = argmin
x
kAx  bk2 + kxk2 (4.26)
where  is the same as in Equation (4.25). This method is called Tikhonov regularization,
and is a classic way to approach inverting poorly conditioned inverse problems.
Intuitively, Tikhonov regularization can be thought as a “tug of war” between the residual
kAx   bk2 and the regularization term kxk2. The regularization term pulls evenly on all
components of x. However, components in x corresponding to larger singular values of A
have a larger inﬂuence on the residual term, so the residual pulls much harder on them. Due
to the harder pull of the residual term on these components, they will adhere very well to
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the data. However, the other terms, which contain mostly noise, will get gobbled up by the
regularization term and will be barely present in the regularized solution.
The variational characterization given in Equation (4.26) is great because it provides
a much more eﬃcient method for computing the regularized solution x^ than performing
a complete SVD on the matrix A. Since both the residual and the regularization term
are quadratic, the x^ in Equation (4.26) can be computed by minimizing the augmented
system [13]
x^ = argmin
x
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for which there exist many fast methods for computing exact and approximate minimizers.
Because of this, a big advantage of Tikhonov regularization is that it can be computed
quickly.
4.7 Tikhonov Regularization with Modiﬁed Norms
Tikhonov regularization can be modiﬁed by changing the norm used in its regularization
term kxk2. For a matrix W , such that W is symmetric and positive-deﬁnite, we can
deﬁne a weighted norm kxkW as [13]
kxkW =
p
xTWx = kW 1/2xk2 (4.28)
whereW 1/2 is the square root ofW , that is (W 1/2)TW 1/2 =W . To perform regularization,
W can be tailored to penalize a speciﬁc characteristic of the solution x that is deemed
undesirable.
Sometimes, we desire a weighting matrix L which is not symmetric positive-deﬁnite. In
that case, L will not create a valid norm such as that presented in Equation (4.28), but we
can use L to create a seminorm by [14]
Seminorm(x) = kLxk (4.29)
This may not be a true norm because kLxk will equal zero whenever x is in the null-space
of L, and this violates the positive-deﬁniteness property of a norm, thus garnering the name
seminorm [14].
In imaging applications, a very popular choice of L is a discrete approximation to the
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spatial derivative. In many cases, the image of interest contains mainly smooth textures, in
which the spatial derivatives will have a relatively low magnitude. Choosing L to be the
spatial derivative will favor these smooth, realistic images over rough images that may never
arise in the real world. This notion of regularizing with respect to spatial derivatives will
play a very large role in the construction of a good algorithm to invert the C/NOFS-CERTO
image data.
4.8 Statistical Interpretation as MAP Estimation
So far, Tikhonov regularization has been presented as a variational problem, one in which
the optimal solution x^ is the optimal argument to some cost function. However, Tikhonov
regularization can also be cast in a statistical framework (where it may be referred to as
ridge regression[14]). Here, we cast Tikhonov regularization as maximum a posteriori (MAP)
estimation of one random variable from another
Given two random variable X and Y , the MAP estimate of X given a realization y of Y
is
x^ = argmax
x
p(xjy) (4.30)
where p(xjy) is the probability of x given y, and this can be constructed from the known
forward probability distribution p(yjx) via Bayes’ rule
p(xjy) = p(yjx)p(x)
p(y)
(4.31)
Given a realization y of random variable Y , the denominator of Equation (4.31) does not
depend on x; therefore, Equation (4.30) can be rewritten as
x^ = argmax
x
p(yjx)p(x) (4.32)
Every statistical estimation problem has a corresponding variational form in which the
solution is the optimum of some deterministic function. It turns out that Tikhonov regular-
ization (with or without seminorms) is just the variational form of MAP estimation when the
prior onX is Gaussian, and Y =HX+W whereW  N (0;W ) andH is a deterministic
m n matrix.
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The Gaussian prior on X is
p(x) =
1p
(2)njX j
e
  1
2
kx xk2
 1
X (4.33)
and the conditional distribution of Y given X is
p(yjx) = 1p
(2)mjW j
e
  1
2
ky Hxk2
 1
W (4.34)
Since ln() is monotonically increasing in its argument, the MAP estimator in Equa-
tion (4.32) is maximized if we maximize its log
x^ = argmax
x
p(yjx)p(x)
= argmax
x
[ln p(yjx) + ln p(x)]
= argmin
x
[  ln p(yjx)  ln p(x)]
= argmin
x
ky  Hxk2
 1W
+ kx  Xk2 1X
(4.35)
where the last step is accomplished by removing any terms that do not include x since they
do not aﬀect the solution.
There are many tools available for analyzing inverse problems and estimators that rely
on a statistical framework, so using any of these tools requires us to use the MAP esti-
mator deﬁnition of regularization. For non-Tikhonov regularization schemes, the statistical
interpretation can also be derived, but the form may not be as pretty.
4.9 Total-Variation (TV) Regularization
The general form of Tikhonov regularization, where x^ = argminx (residual + regularization
term), opens the door to a very general framework of regularization strategies that each use
an additive penalty term to bias the estimate in a desired way. The general form of these
regularization strategies is
x^ = argmin
x
J0(b Ax) +
nX
k=1
nJn(Lk(x  zk)) (4.36)
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where J0(); J1(); : : : Jn() : Rm 7! R+ are weighting functions, and L1; L2; : : : Ln : Rn 7! Rm
are linear transformations. All of these methods minimize a cost function combining the
residual term J0(b Ax) with any number of regularization terms Jk(Lk(x zk)) to get the
desired solution.
A popular method is to let L = In, z = 0, and J1() = k  k1 which creates total variation
(TV), or one-norm regularization. In one of its forms, total-variation regularization solves
the equation [15]
x^ = argmin
x
kb Axk22 + kLxk1 (4.37)
Total-variation regularization has become popular in part for the following reasons: First,
it penalizes large values in the regularization term Lx less heavily than the quadratic penalty
used by Tikhonov regularization. As mentioned before, many imaging applications let L be
the spatial derivative operator, and in doing so they favor smooth images over rough ones.
However, there are cases in which the desired image is piecewise-smooth, smooth in local
regions punctuated by fairly sharp discontinuities. TV regularization penalizes these sharp
discontinuities less harshly than Tikhonov regularization, so it will allow the reconstructed
image to form more edges [15]. This will be discussed in more detail in Section 4.10. Another
reason that TV regularization has become popular is because the 1-norm has been shown
to be a good approximation of the 0-norm, or sparsity norm [16]. Sparse recovery, also
referred to as compressive sensing in recent literature, deals with inverse problems in which
the desired solution is sparse, that is, the solution has a low 0-norm. TV regularization has
proven useful in some of these applications.
Since TV regularization has at least one term that is not quadratic, the solution to the TV
regularization problem is no longer a least-squares problem, so it must be solved by other
methods. The optimization in Equation (4.37) is still convex; however, it is not diﬀerentiable
at the point where kLxk1 = 0. This may create trouble for certain optimization algorithms,
so one method is to approximate the 1-norm by a smooth function where [15]
jwj 
p
w2 +  (4.38)
for a small value of . This approximation can then be solved using a variety of convex
optimization solvers.
A second method for computing the TV regularized solution switches Equation (4.37) for
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the modiﬁed equation [15]
x^ = argmin
x
kb Axk1 + kLxk1 (4.39)
Since Equation (4.39) uses the 1-norm exclusively, it can be rewritten as minimizing the
augmented system
x^ = argmin
x
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(4.40)
which turns into the form x^ = argminx kp   Gxk1. A computationally eﬃcient method
for computing the minimizer to Equation (4.40) is called iteratively re-weighted least-squares
(IRLS), and computes x^ by solving a sequence of standard least-squares problems [15]. The
main beneﬁt of this method is that it does not need to employ any sort of general nonlinear
optimization technique since all steps in computing the solution involve solving standard
least-squares problems, which have a closed-form solution. This process can be sped up
even more by approximating the solutions to each of the least-squares problems using an
iterative solver. In my experience, this method is a very good way to solve TV regularization
problems.
4.10 Edge-Preserving Regularization
Any reconstruction scheme that regularizes with respect to spatial derivatives favors smooth
images over rough ones, so it will suppress the formation of sharp gradients in the output
image. As mentioned in Section 4.9, there are times in which the desired image output
behaves like a piecewise constant function. That is, the image is relatively smooth in most
regions, but these regions of smoothness are punctuated by occasional sharp boundaries.
Consider reconstructing an image such as this using a Tikhonov regularization method
that penalizes the spatial gradient of the reconstructed image. Since the penalty term kLxk2
is quadratic in the magnitude of the derivative, any regions with a high gradient magnitude
will be heavily penalized, much more so than those with low gradient magnitudes. Because
of this disparity, Tikhonov regularization will inhibit the formation of edges, smearing a
sharp boundary out over a large area. Plainly stated, if there are any sharp boundaries in
the original image, Tikhonov regularization will destroy them. To counteract this problem,
we need to choose a regularization scheme that penalizes large gradients less harshly than
Tikhonov regularization. Section 4.9 mentioned that TV regularization does a good job at
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(a) Quadratic (b) Total-Variation (c) Non-Convex
Figure 4.1: Cost Function Varieties
preserving edges, and it does better than Tikhonov regularization because its penalty term
only scales linearly with the magnitude of the gradient instead of quadratically. Because of
this, we can expect TV regularization to allow some sharp edges to form in the reconstructed
image.
What if TV regularization still is not good enough at edge-preservation, and we desire
something that penalizes large gradients even less? This problem becomes more diﬃcult
because the l1 norm used by TV regularization is the smallest l-norm that is still convex.
This means that any l-norm that reduces the penalty disparity even more between large and
small gradient magnitudes will be non-convex, and this makes the optimization calculations
much more diﬃcult. Figure 4.1 depicts the cost functions used by Tikhonov regularization,
TV regularization, and a non-convex regularization method. Note how the scaling of the
penalty term becomes less severe as the level of edge-preserving utility increases.
Despite the woes that arise when optimizing non-convex functions, there has been research
done on this exact problem of non-convex regularization, and one such method to approach
it is presented next.
4.11 Non-Convex Regularization with Iterative Relaxation
In Section 4.10, we noted how useful it would be to perform regularization with non-convex
norms. Instead of using pure l-norms, we show how to perform regularization with a family
of non-convex weighting functions that provide the same utility as a non-convex l-norm.
[17] presents an algorithm that is able to perform regularization with non-convex weighting
functions as long as the functions satisfy certain regularity conditions. The functions that
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we choose to use are a family of () functions deﬁned as [17]
q;T (t) =
1
1 +
 
t
T
q (4.41)
where q and T are parameters that control the shape of Equation (4.41). These () functions
can either be convex or non-convex depending on the choice of parameters. For 0 < q  0:5,
Equation (4.41) is convex, and for q > 0:5 it is non-convex. The parameter T behaves much
like a horizontal scaling parameter, a smaller T will compress the function horizontally, and
a larger T will stretch it horizontally.
These () functions are used to deﬁne the regularization weighting function (t) where
(t) =
@(t)
@t
(4.42)
For q > 0:5, (x) is a decreasing function in x; therefore, its integral (x) will grow less and
less rapidly as x gets larger. An example of a possible (x) is given in the “Non-Convex”
pane of Figure 4.1. (x) is then used to perform regularization, and it will provide more
edge preserving utility than TV regularization because it penalizes large gradient magnitudes
even less than TV does.
Taking the general form of regularization given in Equation (4.36) and tweaking it to ﬁt
these new () functions yields a cost function J() where
J(f) = Q(f) + 
M 1X
m=0
[Vm(f)] (4.43)
For the optimization algorithm to work, the pieces of Equation (4.43) need to satisfy the
following regularity conditions: Q; Vm : Rn 7! [0;1), for m 2 f0; 1; : : :Mg and each of
them are convex functionals that are continuously diﬀerentiable. () : [0;1) 7! [0;1) is
a continuously twice-diﬀerentiable, strictly concave function where (0) = 0, 0(0) = 1, and
0 < 0(t)  1 [17].
Given that these conditions are met, the global minimum of J() can be found by iteratively
minimizing a sequence of local cost functions J0() whose minima gradually approach the
global minimum of J().
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The local J0() functions are given by[17]
J0(f ; e) = Q(f) + 
M 1X
m=0
emVm(f) (4.44)
where e is a vector of weighting values. Note that when e is held constant, Equation (4.44)
is convex in f .
So far, computing the optimum of J() involves sequentially minimizing the J0() functions
given by Equation (4.44), where each J0() function contains a diﬀerent weighting vector e.
Furthermore, the minimum f^k of the current function J0;k() is used to compute the weighting
vector e for the next function J0;k+1().
To compute the next iteration’s e vector, we deﬁne the set of scalar functions E : Rn 7!
(0; 1]M where [17]
Em(f) = [Vm(f)]; 8m 2 f0; 1; : : :M   1g (4.45)
These Em(f) functions are then applied to the current J0() minimizer, f^k, to generate the
weighting vector e for the next iteration. Intuitively, it makes sense to think of the regular-
ization term in cost function J0;k+1() as a convex approximation of the true regularization
term, PM 1m=0 [Vm(f)], taken at point f^k.
The complete algorithm proceeds as follows: After initializing f (0) to be the initial guess,
the algorithm iterates between
e(k)m  Em(f (k)) 8m
f (k+1)  argmin
f
J0(f ; e
(k))
(4.46)
until a suitable stopping point f  is found.
[17] then proves that this algorithm is globally convergent given that all of the regularity
conditions are satisﬁed.
4.12 Iterative Algorithms
In the past sections, all of the regularization methods presented have one thing in common.
They each augment the residual term with a set of regularization terms to generate a cost
function, which can be minimized to produce the estimate using some sort of closed-form or
iterative optimization technique. A diﬀerent class of methods called iterative reconstruction
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algorithms skip forming the cost function and proceed directly to iteratively computing the
estimate using just the residual.
In the ﬁrst iterations, these algorithms will resolve coarse structures in the image, and they
will continue to resolve ﬁner and ﬁner structures as the iterations progress. To regularize
with these algorithms they are simply stopped before convergence. Ideally, we stop the
iteration after all of the essential coarse-grained structures have been formed, but before the
algorithm ﬁts the image to all of the ﬁne structures due to noise and inconsistencies in the
data.
One of the most popular iterative algorithms in imaging is the algebraic reconstruction
technique (ART), which is based on a classic method called Kaczmarz’s method. Kaczmarz’s
Method and ART are called row-action methods because they compute updates to the current
guess xk only using one row of the model matrix at a time. To solve the system Ax = b,
Kaczmarz’s method uses a ﬁxed-point iteration, and its update equation is [14]
x(k+1) = x(k) +
bi   aTi x(k)
kaik22
ai (4.47)
Kaczmarz’s method cycles through each row ai of matrix A and projects x(k) onto the
hyperplane in Rn which satisﬁes aTi x = bi. It can be shown that the guess will then work
its way towards the intersection of all the hyperplanes, which is the solution to Ax = b. If
Ax = b is under-determined, then the algorithm will converge to the solution of Ax = b
that is closest to the initial guess, x(0) [15].
Another row-action technique, themultiplicative algebraic reconstruction technique (MART),
operates in a very similar way to Kaczmarz’s method, but it uses multiplicative updates in-
stead of additive updates. The general form of the MART algorithm iteration is [18]
x
(k+1)
j = x
(k)
j

bi
aTi x
(k)
jiAij
(4.48)
For MART, the update formula in Equation (4.48) is deﬁned individually for each element xj
of vector x. Recall that in the ART algorithm, each step calculates the additive residual bi 
aTx(k) corresponding to a matrix row ai and then adds it to the current guess x(k) to create
the new guess x(k+1). In MART, the multiplicative residual, rij = biaTi x(k) , corresponding
to matrix row ai is calculated, exponentially scaled by the j-th element in matrix row ai,
scaled by a damping factor ji, and then multiplied into the corresponding entry of x(k).
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This update is given by
x
(k+1)
j = x
(k)
j r
jiAij
ij (4.49)
Unlike ART, the convergence properties of MART are a little more subtle and use information
theoretic measures such as Shannon entropy and Kullback-Leibler (KL) divergence. More
information on the convergence of MART can be found in [18].
Recently, a researcher at the Naval Research Laboratory (NRL) used the MART algorithm
to reconstruct two images from data collected with the C/NOFS-CERTO system, and the
results look good [19]. This goes to show that the MART algorithm is something worth
considering when working with this and other similar datasets.
A big advantage of iterative algorithms is their simplicity. There are very few parameters
to tune, so they provide a great vehicle for rapidly characterizing some of the behavior of a
particular inverse problem. This lack of tunable parameters can also be a disadvantage since
we have less control over the exact form of regularization that is used. ART reconstruction
has had great success in tomography applications, but it may converge very slowly when
used for inverse problems that do not come from tomography [14].
4.13 Parameter Choice Methods
Each of these regularization procedures relies on a parameter  which is used to shift the
balance of power between the residual term and the regularization term. In statistical par-
lance, the precise choice of  determines where the given estimate will lie with respect to the
bias-variance trade-oﬀ. A lower  value will pull the solution closer to the exact prescription
of the data; however, in doing so it may over-ﬁt the data with all of its noise and defects.
Because of this, a lower  value will decrease the bias, but increase the variance of the esti-
mate. For higher , the algorithm will shift more weight onto the regularization term and
care less about strictly adhering to the data. Setting  too high may over-smooth the data
and remove meaningful information from the image. Because of this, a higher  reduces the
variance of the estimate, but at the expense of adding more bias.
Constructing the best solution to an inverse problem involves choosing a  value that
optimizes the balance between data-ﬁt and regularization. Methods for ﬁnding optimal 
values are still a very active and interesting area of research in the engineering and statistics
communities. This section describes two popular parameter choice methods.
The ﬁrst of these is L-curve analysis. When performing an inversion, if the regularization
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term kLxk2 is very large, it is an indicator that the solution may be over-ﬁtting the data.
On the other hand, if the residual magnitude kAx   bk2 is very large, it is an indicator
that the solution may be over-smoothing the data. Given the true solution and a set of
measurements, we can compute multiple solutions with diﬀerent levels of regularization and
trace out a curve comparing the regularization term and the residual magnitude for all
tested values of . For the family of discrete ill-posed problems, of which the C/NOFS-
CERTO imaging is a member, the plot of log kLxk2 vs. log kAx   bk2 will often have an
L-shape and is referred to as the L-curve [14]. An example of a possible L-curve plot is
shown in Figure 4.2. Both conventional wisdom and empirical studies say that the optimal
 parameter corresponds to the point in directly in the elbow of the “L”, since it provides
the greatest balance between regularization error and the residual error [14]. The biggest
drawback of the L-curve method is that it requires use of the ground-truth solution, which
is not very helpful since it is unavailable in real imaging problems. The way to get around
this is to perform L-curve analysis and parameter tuning on simulated data. If the simulated
data accurately models the actual system, then the optimal L-curve parameter taken from
the simulation may be a very good choice for reconstruction with the actual data. For the
particular case of Tikhonov regularization, other properties of the L-curve have been proven,
and some of these can be found in [14].
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In contrast to the L-curve criterion, the next method for parameter selection does not
need access to the ground-truth solution. Instead, it uses the notion of predictive risk. The
motivating intuition for this is that a well-chosen regularization parameter should be able
to predict any piece of missing data. Consider the case in which a single data-point bi is
intentionally left out of the observation vector b, the system is inverted with regularization
parameter  to generate solution x, and then x is fed forward through the model to
generate a guess b;i of the missing data-point bi.
Using the notion of predictive risk, the goal is to minimize the average error between each
of the actual data values bi and their guesses b;i. Under the assumption that the choice of i
is uniformly distributed on [0;M   1], we desire to choose the regularization parameter that
minimizes the mean-square predictive risk given by
^ = argmin

Ei[(bi   b;i)2] (4.50)
The cross-validation method directly estimates the optimal  value for m-dimensional vector
b via the equation [15].
^ = argmin

1
m
mX
k=1
([Ax]k   bk)2 (4.51)
A big drawback of using the cross-validation procedure presented in Equation (4.51) is that
for every value of , the method must compute an individual solution 8m 2 [0;M   1], and
this can take a long time if the data vector is large.
A more computationally tractable version is called generalized cross-validation (GCV). In
GCV, only one, not M computations need to be performed for each choice of . Here, the
optimal  value is chosen to minimize the generalized cross-validation function given by [14].
^ = argmin

kAx   bk22
Tr(Im  AA# )2
(4.52)
A drawback of GCV is that it assumes the regularized inverse A# exists in closed form.
This is true for Tikhonov regularization, but not for most other regularization methods.
Other forms of GCV have been proposed to deal with some of these other cases, and a brief
introduction to some of these can be found in [14].
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Chapter 5
Image Reconstruction with C/NOFS-CERTO Data
Chapter 4 presents a set of techniques that are useful in dealing with general linear inversion
problems, many of which will play a part in inverting the C/NOFS-CERTO data. This next
chapter will present some more techniques that are speciﬁcally needed for this particular
inverse problem, and it will then combine them with ideas presented in Chapter 4 to create
a complete algorithm capable of generating images from the C/NOFS-CERTO data-set.
Another topic presented in this chapter is how to deal with the actual C/NOFS-CERTO
data. As opposed to simulated data, real-world data is very far from ideal: the limited-
angle nature of this data is even more severe than initially hoped, with less than ten percent
angular coverage of any given voxel. There is also a lot of missing data due to technical
problems encountered in the data gathering. This data is also subject to noise that is not
white nor Gaussian. All of these facts can make working with real data a fairly challenging
task. An additional problem encountered when working with this data is that the process
of inversion is far from a controlled experiment; we are unable to load a test case into the
ionosphere, image it, and tweak variables to quantify each of their eﬀects. Instead, we can
only take measurements of what is already happening in the ionosphere, which will involve
many unknown variables and variable interactions. In addition, the inversion process will
also introduce many more variables that may interact with some of the physical variables
already present. To state it again, this is not a controlled experiment, and because of that,
we need to analyze the generated images with a discerning eye. Some structures that appear
in reconstructed images may be due to physical features in the ionosphere, and others may
be completely artiﬁcial, added in by the regularization process. In this case, there are no
good quantitative indicators as to which camp a structure is a part of. To deal with all
of this, we have to rely on human judgment and intuition to separate the real structures
from the fake. To be able to make this judgment, we need to develop a good intuitive
understanding of the data, and its structure and limitations. It is also important to develop
a deep understanding of the inversion methods used. Every inversion method will introduce
a unique set of artifacts into the image reconstruction, so it is important to understand these
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artifacts and be able to identify them when they appear.
Despite the obvious diﬃculties, analysis of datasets such as this are very useful and have
provided good knowledge into the workings of the ionosphere. Data sets such as this may
also exhibit new structures or phenomena in the ionosphere that other researchers may have
not considered.
5.1 Satellite Tracking
The ﬁrst necessary ingredient for interpreting the data is the ability to track the C/NOFS
satellite through its orbit and reconstruct its position at any given date or time. The North
American Aerospace Defense Command (NORAD) assigns satellites a unique identiﬁer called
a two-line element (TLE) [20]. These identiﬁers contain information about the satellite’s
orbit at a speciﬁc time, from which the orbit can be extrapolated to calculate the satellite’s
position at a future date and time. Due to imperfect orbit modelling and other physical
happenings, these TLE identiﬁers will be updated periodically, possibly multiple times a
day, to ﬁx any errors that creep in [20]. Two other things that are needed to track the
C/NOFS satellite are an Earth gravity model and a satellite orbit model. For the Earth
gravity model I use WGS84 and for the satellite orbit model I use SGP4. Information about
both of these can easily be found on the Web. For performing the orbit calculations, I use
a computer library called PyEphem, which at the time of writing is freely available on the
Python Package Index (PyPI). Calculating a satellite orbit is a fairly common procedure,
so in addition to PyEphem, there are many other computer libraries that will give similar
functionality.
5.2 Data-Stream Analysis
Each satellite pass recorded by the receivers generates a data stream covering approximately
11 minutes worth of observations. This data stream is then used by the reconstruction
algorithm to reconstruct a single image.
Due to inherent 2 phase ambiguities that are present in any phase-comparison algo-
rithm [12], the imaging data can only be reported as a relative quantity. Because of this, each
receiver records the current measured TEC relative to all other measurements it has taken
during the observation. It then reports all of its measurements as relative TEC (RTEC),
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relative to an unknown additive oﬀset. To compute the absolute TEC we need to estimate
what the unknown oﬀset should be and then add each of these reported RTEC measurements
to that estimate.
The measurements are reported in custom units, called TEC units (TECU), which are
equal to 1016 el
m2
. To intuitively motivate these units, the actual density is in el
m3
, but the line
integral integrates over one of the m 3 dimensions, leaving the units to be in terms of el
m2
.
The C/NOFS-CERTO data set contains observations scattered over a four-year span, from
2009 to late 2012, and each observation contains anywhere from one to four receivers. For
practical reasons, this thesis only looks at observations that contain three or four receivers.
The data set contains many three-receiver observations which are spread over the entire
four year window, and there are many fewer observations with all four receivers active, with
almost all of them occurring in 2012.
Figure 5.1 shows what a typical data-stream looks like. The ﬁrst thing to notice is that
only one receiver reports data from every point in time. The pragmatics of building and ad-
ministering a distributed data-collection system on the other side of the world are extremely
diﬃcult, so holes in the data streams are to be expected. The extreme example of missing
data is shown by the receiver at Ayacucho, which contains only one short burst of noisy data
near the beginning of the window. Most of the four-receiver measurements contain a stream
from Ayacucho that looks like this, so we might guess that the receiver has had some sort
of internal failure and will most likely require maintenance to get running at full capacity
again. Because of this receiver problem, many of the four-receiver observations gathered in
2012 are eﬀectively three-receiver datasets and this needs to be kept in mind when analyzing
the reconstructed images.
Many of the reported data-streams from a single receiver have a “Cup” shape in which
higher readings appear at the edges of the window, and the RTEC gradually decreases to
the center of the window. Many streams report a value near zero in the center, and this is
not a reading of 0 TEC. Instead, it is where the observed TEC is equal to the TEC oﬀset
for that receiver, that is, the reported RTEC is zero.
Typical measurement orders of magnitude are as follows: the electron density in the grid
usually achieves its maximum value somewhere near 1012 el
m3
, and the TEC measurements
will combine these densities to create measurements on the order of 1016 el
m2
.
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Figure 5.1: Sample Data Stream (11 Minute Window on 6/30/2012)
5.3 Grid Design
Section 3.5 discusses the fact that discretization of the ionosphere’s electron density is nec-
essary to perform image reconstruction, and that this is done by approximating the continu-
ously varying electron density with a ﬁnite set of basis functions. The set of basis functions
that we choose to use is a grid of polar “squares”. These polar squares are regions whose
bottom and top are given by two lines of constant altitude, and whose sides are given by two
lines of constant longitude. They are squares in the longitude vs. altitude coordinate space,
but after being transformed back to the standard Euclidean they are no longer completely
square, but close enough for practical purposes. Also note that the polar squares will no
longer be uniformly sized after their transformation back to Euclidean space, since a square
at higher altitude will be larger than one that is at lower altitude. One of these squares
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Figure 5.2: Full Grid Before Pruning
is known as a voxel, which is simply an n-dimensional generalization of a pixel. This grid
geometry is shown in Figure 5.2
With this grid set up, we are now able to specify the exact geometry of the forward
problem. Given the m n voxel grid G, each voxel in the grid is assumed to have uniform
electron density throughout. Every voxel in grid G is given a lexicographic ordering, and in
doing so the grid G can be written as an mn dimensional vector g, in which the element gi
contains the electron density contained in voxel i of the ordering. As discussed in Chapter 3,
the entire observation operation is linear, so it can be represented by a single model matrix
H , which maps from the space of electron density vectors to the space of observation vectors.
Let the observation vector b contain the observations from all receivers at all available times,
lexicographically ordered just as with the voxels in the grid. With this formalism, the entire
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observation equation reduces to a matrix multiplication.
b =Hg (5.1)
To build a grid to use the real data, the ﬁrst thing that is needed is to ﬁx a coordinate
system. The natural choice for this setup is Earth-Centered, Earth-Fixed (ECEF) coordi-
nates, which are Cartesian (x; y; z) coordinates that are ﬁxed in their position relative to
the earth. In ECEF coordinates, the origin is given by the center of the earth, the x axis
passes through the equator at 0 longitude, the y axis passes through the equator at +90
longitude, and the z axis passes through the North Pole [21].
Another coordinate system commonly used for satellites is geodetic coordinates, which are
indexed by latitude, longitude, and altitude. Geodetic coordinates approximate the earth
as a giant ellipsoid, and contain the latitude, longitude, and altitude of the satellite with
respect to this ellipsoidal approximation. Converting geodetic coordinates to ECEF requires
the use of a very simple formula which can be found in [21].
Next, we present how to use this grid to programmatically generate a forward model to be
used for the inversion. The program needs two things to work, a parameterized description
of the imaging grid and the location of the satellite and corresponding receiver for every data
point present in the observation. The program will then iterate through each data point in
the observation, and use the corresponding receiver/satellite position pair to generate the
appropriate row of the observation matrix H . It does this as follows: First, we generate a
straight line connecting the receiver and satellite of the form parameterized by value t.
x(t) = xrecv + t(xsat   xrecv) (5.2)
Next, all intercepts of the ray path with the elevation grid lines are computed. For this
calculation, the earth is approximated by a sphere, which is a reasonable approximation
since the grid only lives over a small portion of the earth. Elevation intercepts can be found
by simply equating the Euclidean norm of the parameterized line position x(t) with the
elevation of each grid-line ei.
kx(t)k = ei (5.3)
Next, the intercepts of the ray path with each of the longitude grid-lines are computed. To
do this, planes are constructed that radiate out from the center of the earth along each of
the longitudinal grid lines. Each of these planes can be parameterized by a normal vector
ni, and line x(t) intersects the longitude plane whenever its coordinates are orthogonal to
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the normal vector ni.
xT (t)ni = 0 (5.4)
For a detailed explanation of how these calculations can be implemented, refer to [3].
After the elevation and longitudinal intercepts are calculated, the algorithm needs to decide
whether this speciﬁc observation is valid or not. In most tomography applications, regions
outside the imaging grid have no eﬀect on the measurement. However, that is not the case
with the ionosphere since ionization does not just stop in a region because we have decided
not to include it in the imaging grid. Because of this, regions outside the grid can aﬀect the
TEC measurements if we are not careful. We do not need to worry about electron density
past the top of the grid since the top is bounded by the satellite’s trajectory, which means
the radio signals will spend little to no time radiating through space above the grid. We
also do not need to worry about density past the bottom of the grid since the grid extends
slightly past the bottom of the ionosphere. On the other hand, we do need to worry about
the sides of the grid. If the ray path enters or exits the grid from one of the sides, and not the
top or bottom, the extra density on either of those sides will aﬀect the TEC measurements
and possibly corrupt the reconstruction. An easy way to ﬁx this is to simply remove the
data point generated by any ray path that enters or exits the grid through a side, and not
the top or bottom. This can be accomplished in code by simply checking the ﬁrst and last
grid intercepts of any ray path.
After an observation is deemed valid, its grid intercepts are sorted and used to compute
which voxels the ray passes through. This is done by computing the midpoint between each
pair of adjacent grid intercepts and then using the parametric model of the grid to determine
which voxel it belongs to. The ﬁnal step is to calculate the distance that the ray path spends
inside each voxel, which is easily done with Equation (5.2). This distance is then entered
into matrix element Hij, where i is the observation index and j is the voxel index. The
operation is repeated for each satellite/receiver position pair available in the data.
5.3.1 Other Grid Variants
Due to the irregular sampling geometry generated by the imaging model, a square-shaped
grid will always contain voxels in its bottom corners that are never sampled. To ﬁx this
problem, I have tried using two separate modiﬁcations to a standard square grid.
The ﬁrst modiﬁcation is to create an “Extended Grid”, that is, to augment a standard
square grid with two extra grids on each side, which have larger voxels than the main center
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grid. These side grids allow more data points to be used, since many fewer ray paths will
enter or exit through the sides of this larger grid and need to be discarded. The voxels in these
side grids are then included as part of the inversion process, but are discarded afterwards
and not included in the output image. In doing so, the side grids allow the reconstruction
to focus on the same square area as the original grid, but use more data points to create
a better solution. The reason behind choosing large voxel sizes in the side grids is to keep
state dimension as low as possible while still enjoying the beneﬁts of more usable data.
In practice, this method has some serious problems. The sharp change in the voxel size be-
tween the grids triggered some very bad artifacts in the image near the boundaries. Initially,
I thought that this might be due to some faulty calculations in the regularization functions
since computing derivatives on non-uniform grids is more diﬃcult than with a uniform grid.
However, I then tried inverting with Kaczmarz’s method (described in Section 4.12) which
does not use any explicit regularization scheme. Even with this method, the reconstructed
images still contained the boundary artifacts; therefore, there must be something else re-
sponsible for creating the artifacts, and I currently do not know what that is. Due to these
problems, I abandoned the side grid method, and switched to the method described next. I
think that there may still be some utility in using side grids, but ﬁrst I would need to track
down the source of these artifacts.
The second grid modiﬁcation that I tried was simpler and worked much better. This
version starts out with a standard square grid and removes any dead voxel from the model
before the inversion process begins. Other than producing a non-square output image, there
were no added artifacts introduced by this procedure. Since this method works well, it is
what I use to create all of the images appearing in later sections.
Table 5.1: Grid Parameters Used for C/NOFS-CERTO Data Analysis
Parameter Value
Earth Radius 6378 103 m
Center Latitude: -13.16 degrees
Center Longitude: -71.5 degrees
Longitude Width: 50 degrees
# Horizontal Voxels: 100
# Vertical Voxels: 100
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5.3.2 Physical Grid Parameters
Table 5.1 lists the grid parameters used when inverting the C/NOFS-CERTO Data. A lon-
gitudinal width of 50 degrees means that each voxel covers 1/2 degree of longitude, which is
approximately 58 km at a 350 km elevation. This resolution will provide enough information
to distinguish neighboring spread-F plumes from one another. However, it will not provide
enough information to resolve intra-plume structures very well.
Another important detail to note is that we are interested in imaging in a 2-D plane despite
the fact that the physical acquisition geometry is inherently 3-D. To ﬁx this discrepancy, we
use 3-D voxels in the acquisition geometry. These voxels are split up in the longitude and
altitude directions as prescribed by Table 5.1 and shown in Figure 5.2; however, they extend
across all possible latitudes. In essence, this just ignores the fact that diﬀerences in latitude
even exist. This is ﬁne to do for a couple of reasons: First, the entire observation apparatus
is very localized in latitude; all receivers are within 1.5 degrees latitude of each other, and
the C/NOFS satellite orbit has a very low inclination to the Equator. The other reason that
this approximation is valid is that, as mentioned in Section 3.3.1, the structure of spread-F
bubbles tends not to vary much over diﬀerent latitudes due to the eﬀects of Earth’s magnetic
ﬁeld. Because of this, we can expect the electron density to be fairly constant over the small
range of latitudes that are observed. In addition, the location of this imaging grid is very
close to the Earth’s magnetic equator [5].
5.4 Construction of the Inversion Algorithm
5.4.1 SVD Analysis of the Imaging Geometry
After generating the forward model, image reconstruction now becomes a matrix inversion,
and one of the ﬁrst analysis tools presented in Chapter 4 is the SVD. This particular SVD
analysis was performed on the imaging geometry taken from a four-receiver observation in
2012, and most other datasets have very similar looking SVD analyses. Figure 5.3 shows the
normalized decay of singular values for this imaging geometry using a 100 100 voxel grid.
The singular values decay very smoothly throughout the entire plot, and decay very fast at
the beginning, faster than an exponential curve for approximately the ﬁrst 500 components.
Section 4.4 says that the satellite to ground imaging geometry is a discrete ill-posed problem
since it arises from the discretization of a Fredholm integral equation, which is ill-posed itself.
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Figure 5.3: Singular Values for a 100 100 Grid with Four Active Receivers
Section 4.4 also says that the singular values of a discrete ill-posed problem will smoothly
decay, and that is exactly what happens in Figure 5.3
The condition number of the model matrix is on the order of 1014, and from a practical
standpoint this says that direct inversion of the model matrix cannot be trusted at all. A
general rule of thumb in direct matrix inversion is that every order of magnitude increase in
the condition number results in one fewer signiﬁcant digit of accuracy in the reconstructed
solution. Given double-precision ﬂoating-point computations and noise-free data, directly
inverting this model would give a solution with only two signiﬁcant digits of accuracy. This
is certainly not good. Even worse, the measurement noise will eat into those two remaining
signiﬁcant digits of accuracy resulting in a reconstruction that cannot be trusted. Due to
this, direct inversion of the system is not at all practical.
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5.4.2 Estimating the Reference Image
Due to the limited-angle nature of this tomography problem, the data contains very little
information about the vertical textures in the ionosphere. Because of this, the reconstruction
algorithm needs a lot of extra help to reconstruct these textures. To give it this extra help,
we provide it with an external reference image which the algorithm will look to for guidance.
In the grand scheme of things, this reference image can be viewed as another regularization
parameter, albeit one that is multi-dimensional and has a very direct eﬀect on the structure
of the output image. Because of this, the reference image needs to be chosen carefully since
it will play a large role in deﬁning what the vertical proﬁles look like in the reconstruction.
This section presents a couple of techniques which can be used to generate the reference
image.
Chapter 2 presented a parameterized model for the ionosphere called the Chapman proﬁle,
given by Equation (2.2). Given estimates of the Chapman proﬁle parameters, Equation (2.2)
can be used to generate a basic reference image. When using the Chapman proﬁle to generate
a reference image, I did not develop any sophisticated methods for estimating the model
parameters. Instead, I set the peak altitude to 350 km, which is a safe value, and set the
other parameters so that the generated image looked reasonable. To estimate the electron
density in the proﬁle peak, I used a simple trial and error scheme in which I ran test images
with diﬀerent peak densities through the forward model and chose the one that generated
measurements that best lined up with the actual data streams.
Constructing a reference image with a lot of guesswork, as done here, is a good ﬁrst step,
but it is far from ideal. A much better way to generate the reference image is to build it
with data from other sources to create an image that better approximates the actual vertical
proﬁle. For external sources, there are two good candidates which this data could come
from. The Jicamarca Radio Observatory (JRO) is located near Lima, Peru, and is just a
little ways north of the four satellite receivers. Jicamarca uses many diﬀerent instruments
to observe the ionosphere, and much of the data that they collect is freely available online.
One of these instruments is a specialized radar called an ionosonde. An ionosonde transmits
a series of radio bursts at a range of diﬀerent frequencies up into the ionosphere. Due to
the range of plasma densities present in the ionosphere, radio waves of diﬀerent frequencies
will be reﬂected back by plasma at diﬀerent altitudes, and these reﬂections are then used to
generate a very accurate vertical proﬁle of the ionosphere’s electron density [5].
Another good source of information is in-situ or “in-place” measurements taken by instru-
ments on the satellite. An in-situ measurement will take physical samples of the ionosphere
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to generate very accurate measurements of the electron density along the satellite’s path of
travel. The C/NOFS satellite has multiple in-situ instruments on board [6], and this data
can be used to even further augment the image reconstruction.
5.4.3 Estimating Receiver Measurement Oﬀsets
Section 5.2 mentions that the receivers report their measurements in Relative TEC, which
means that the image reconstruction algorithm must estimate the TEC oﬀsets for each
receiver. This section provides a brief discussion as to how that estimation can be accom-
plished.
One way to estimate the receiver oﬀsets is to assume that all receivers have the exact same
TEC oﬀset. Given that most of the signals that the receivers see travel through the same
general regions of electron density, it is somewhat reasonable to assume that each receiver
is going to have oﬀset values that are not too disparate from each other. Experimentally,
I found that adding a constant oﬀset to the data-streams barely changes the shape of any
structures in the reconstructed image. Instead, it almost exclusively modiﬁes the scale at
which the electron density is reconstructed. That is, adding a positive oﬀset to the data-
stream will cause the image to have the same structure, but the reported electron densities
will be slightly higher than if the oﬀset was left out.
It turns out that this constant oﬀset approximation does not work well in practice because
it does not take into account the fact that all data streams may not be available at all times.
Consider a receiver that only reports data for the ﬁrst third of the observation window and a
second receiver that only reports data for the last third. The radio signals that generate these
observations will travel through completely diﬀerent parts of the ionosphere, so the oﬀsets
for these two receivers may have very little in common. A much better way to go about
estimating the receiver oﬀsets is to leverage what we know about the forward model. Under
the assumption that the true electron density follows what is prescribed by the generated
reference image, the reference image can be used to estimate the TEC oﬀset for each receiver.
To do this, the reference image is fed forward through the imaging model to generate an
artiﬁcial data-stream that is measured in absolute TEC units. Given a receiver, the minimum
value of this artiﬁcial data-stream is then as the estimate of its actual TEC oﬀset. Because
of its superior ability to deal with partial data streams, this estimation method is used when
reconstructing actual data-streams in Chapter 6.
51
5.4.4 Conjugate Gradient Method
Exact solutions to linear systems, computed using Gaussian elimination, etc., are useful in
many situations; however, they come with a O(n3) computational complexity, where n is
the number of unknowns. Because of this, calculating an exact solution becomes less and
less tractable as the size of the vectors increases. One way to signiﬁcantly speed up the
computation of these matrix inversions is to just approximate the solution. This works
really well for an iterative scheme such as the iterative relaxation algorithm presented in
Section 4.11, because each step of the iterative relaxation algorithm needs to compute a
minimizer that is just “good enough” to keep the algorithm moving in the right direction.
Because of this, signiﬁcant computational savings can be gained by replacing each exact
matrix inversion with an approximation. This section and the next present a few diﬀerent
iterative algorithms to perform approximate matrix inversion.
The conjugate gradient (CG) method is an iterative method to solve linear systems. It is
theoretically an exact method, since for an n dimensional system, running CG for n steps
will yield an exact solution. However, due to the eﬀects of ﬁnite-precision arithmetic, the
output of n steps of the CG algorithm will not be exactly equal to the true solution. Because
of this, CG tends not to be used as an exact matrix solver but is very useful at generating
approximate solutions, which can be done by stopping its iterations before convergence.
Given a matrix A that is symmetric and positive deﬁnite, the solution x to the system
Ax = b can be written as the minimizer of the quadratic form
x = argmin
x
1
2
xTAx  bTx (5.5)
Instead of obtaining x by solving the system Ax = b directly, it can be computed by
ﬁnding the optimizer to Equation (5.5). Substantial computational savings can arise if this
minimizer x is just approximated.
A classic method for computing minima is known as steepest descent. Given the current
guess xk for function f(x), steepest descent computes the next guess xk+1 by performing
a line-search, or 1-D minimization, in the direction of the negative gradient  rf(xk) since
that is the direction in which the value of f(x) decreases the fastest. The optimal line-search
parameter is then set as the step size k. This gives the iteration
xk+1 = xk   krf(xk) (5.6)
For the quadratic form f(x) = 1
2
xTAx bTx, rf(x) = Ax b, so the gradient at point xk
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is equal to the residual rk = Axk   b. Since A is positive-deﬁnite, the exact minimizer k
of the line-search can be found by setting the derivative along the search direction to zero.
@f(x  rf(x))
@
= 0 (5.7)
The derivative achieves this when the new residual/gradient, rf(xk+1), is orthogonal to the
current search direction rk, that is rTf(xk+1)rk = 0. Plugging this orthogonality into the
update equations gives the optimal choice of parameter k to be [22]
k =
rTk rk
rTkArk
(5.8)
Despite being intuitively satisfying, the steepest descent algorithm runs into many con-
vergence problems because choosing the negative gradient as the next search direction is far
from optimal. Consider the case in which there exists a long narrow valley at the bottom
of the f(x) surface, which will happen if matrix A is poorly conditioned, and suppose the
current guess xk sits close to the bottom of the valley. The optimal search direction choice
would be to travel along the bottom of the valley and land the next guess right on the
minimizer x. Instead, the residual points directly to the nearest dip in the valley, which
could be very diﬀerent from the optimal direction. In addition, since xk already lives close
to the bottom of the valley, xk+1 will not be very far away from xk even if the minimizer x
is still a long ways oﬀ. This sequence of estimates will just slosh around in the bottom of
the valley making their way to the optimizer x very slowly. At an intuitive level, consider
snowboarding on a half-pipe. The global minimum of the mountain is at the very bottom,
next to the chair-lift. Because of this, the optimal “search direction” is to travel straight
down the center of the half-pipe to the bottom. Most of the time, a snowboarder is not at
the center of the half-pipe, but instead up on the edges. When on the edges, the gradient
does not point down towards the bottom of the mountain, but instead back towards the
center of the half-pipe, which is certainly not in the optimal search direction.
One of the main reasons that the steepest descent can fail to converge is that it keeps
searching in the same directions over and over. It would be great if it could search in a
direction, ﬁnd the optimal value in that direction, and then never search in that direction
again. This may sound too good to be true, but it is very possible since f(x) is quadratic.
Consider the case in which A = In, the n-dimensional identity matrix. In two dimensions,
the contour plot of f(x) is a set of circular rings surrounding the optimal point x. Given
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any starting point x0, let the ﬁrst search direction be along the ﬁrst coordinate axis. After
this step, guess x1 contains the ﬁrst coordinate of x. Next, ﬁnd guess x2 by searching in
the direction of the second coordinate axis. x2 will pick up the second-coordinate of x,
and thus x2 = x. The reason that this case works is that the surface f(x) is completely
symmetric and the search directions are orthogonal. However, f(x) rarely has such a nice
contour plot, and instead the circular contour rings are all stretched out. Because of this,
instead of choosing the search directions to be orthogonal, as was done in this example, they
should be chosen to be A-orthogonal [22]; that is, given search directions pi,
pTi Apj = 0 8i 6= j (5.9)
The basic intuition behind this choice of directions is that A orthogonal search directions
will become orthogonal if the contour plot of f(x) is “un-stretched” to make it completely
circular again.
Choosing search directions in this manner gives rise to the celebrated conjugate gradient
(CG) method. The complete proof for CG is somewhat involved so it will not be explained
here. [22] provides a very in-depth explanation of the full CG derivation including much of
the motivating intuition, and [23] provides a more concise derivation of the method.
The last point to note is that the CG method involves orthogonalizing the current search
direction against all previous search directions, which could be computationally intensive if
done manually. However, due to some surprising properties of the search directions, this
full orthogonalization can be performed by manually orthogonalizing a new search direction
against only the one preceding search direction [23], which makes CG iterations very eﬃcient.
After setting the initial residual as the ﬁrst search direction
d0 = r0 = b Ax0 (5.10)
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the full CG iteration proceeds as follows [22]:
i =
rTi ri
dTi Adi
Compute the optimal step-size
xi+1 = xi + idi Compute new guess
ri+1 = ri   iAdi Compute new residual
i+1 =
rTi+1ri+1
rTi ri
Orthogonalize to the previous search direction
di+1 = ri+1 + i+1di Compute new search direction
(5.11)
5.4.5 CGLS/LSQR Methods
In the same way that the conjugate gradient algorithm computes the solution to a linear
system iteratively, there are a number of algorithms that can be used to compute the least-
squares solution to a linear system in the same iterative fashion. Iterative least-squares
algorithms share many of the same beneﬁts as iterative matrix solvers. These algorithms
will converge to an exact answer; however, their iterations can be terminated early to give
a good approximation of the true least-squares solution. Most times, this approximation is
achieved with much less computational eﬀort than an exact solution.
As shown in Section 4.1.1, the least squares solution x to a system Ax = b satisﬁes the
normal equations
ATAx = ATb (5.12)
As long as A is nonsingular, ATA is positive deﬁnite so the inversion of ATAx = ATb can
be recast as minimizing the quadratic form.
x = argmin
x
1
2
xTATAx  bTAx (5.13)
A sensible-sounding idea is to ﬁnd the minimum by application of the conjugate gradient
method, presented in Section 5.4.4. Direct application of CG creates a couple problems.
First, if A is large ATA may take a very long time to compute, and if A was initially sparse,
ATA may no longer be. Second and more important, the condition number of ATA is the
condition number of A squared, which means that all of the noise-sensitivity in A is going
to be magniﬁed that much more in ATA. A slight modiﬁcation of the CG algorithm gets
around having to compute ATA directly, and this modiﬁcation is the conjugate gradient
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least-squares (CGLS) algorithm. In CGLS, the extra AT is factored out of the calculation
for the majority of an iteration and is then put back at the end [15]. This bypasses the
expensive matrix-matrix multiplication to form ATA and avoids its associated conditioning
problems. The entire CGLS iteration can be found in [15].
Another iterative least-squares algorithm, the LSQR algorithm uses many of the same
principles as the CGLS algorithm, but in a much diﬀerent way. Just as with the CGLS
algorithm, the LSQR algorithm looks to iteratively build up the least squares solution xLS
as a combination of basis vectors. However, LSQR uses completely orthogonal vectors instead
of A-orthogonal vectors as CGLS does. Let these basis vectors vi be the columns of a matrix
V . Then LSQR gives the exact least-squares solution xLS by [23]
xLS = V yLS =
nX
i=1
yivi (5.14)
where y is the coordinate vector of xLS with respect to the fvig basis. Approximate least-
squares solutions can then be computed by truncating this sum to only p terms where p < n.
In each iteration of LSQR, another basis vector vk is added to the set, and the optimal
coordinates yk are found such that the current approximate xk minimizes kx xLSk22; 8x 2
Span(fvkg). Thus, after computing the optimal coordinates yk for iteration k, the current
guess xk is given by
xk = x0 + Vkyk (5.15)
Again, the desire at each step is to ﬁnd the yk such that
yk = argmin
y
kb A(x0 + Vky)k22 (5.16)
In LSQR the optimal guess xk is formed by a linear combination of x0 and each of the
vectors in Vk, while in CGLS, the optimal guess xk was formed by a linear combination of
x0 and each of the past search directions
To compute Vk for each iteration, an orthogonal decomposition known as bidiagonalization
is used. In bidiagonalization, a matrix A is transformed by two matrices with orthonormal
columns, U and V , into an upper bidiagonal matrix B where
UTAV = B (5.17)
Bidiagonalization is similar to singular value decomposition presented in Section 4.2, but
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it is faster to compute. One such method for computing the bidiagonalization is called
Lanczos bidiagonalization in which the matrices U , V , and B are all built up in an iterative
fashion [23]. LSQR needs to use a modiﬁed version of Lanczos bidiagonalization in which
the resulting B is lower bidiagonal instead of upper bidiagonal. With this modiﬁcation, the
partially constructed factorization satisﬁes the following relationship [23]:
AVk = Uk+1Bk (5.18)
where for a given matrix M , Mi denotes the sub-matrix containing the ﬁrst i columns of
M .
LSQR begins by seeding u1, the ﬁrst vector of U as [23]
u1 =
b Ax0
1
where 1 = kb Ax0k (5.19)
If we substitute the current guess of xk given by Equation (5.15) into the squared-error
term kAxk   bk22, this error term will simplify to [23]
kA(x0 + Vky)  bk22 = kUk+1Bky   1Uk+1e1k22 (5.20)
= kUk+1(Bky   1e1)k22 (5.21)
= kBky   1e1k22 (5.22)
(5.23)
where e1 is the vector [1; 0; : : : 0]T , and Uk+1 can be removed in Equation (5.22) since it has
orthonormal columns. Unlike minimizing kA(x0+Vky) bk22 over y directly, the minimizer
y^ for kBky   1e1k22 is very easy to compute since the expression is comprised of a lower-
bidiagonal matrix, Bk, and a vector with only one nonzero entry, 1e1. With a bit more
math, the simpliﬁed minimization given in Equation (5.22) can be performed in an iterative
fashion, in which xk is updated directly from xk 1. More information on LSQR, Lanczos
bidiagonalization, and orthogonal factorizations can be found in [23].
To sum it all up, the LSQR algorithm computes a better and better approximation to
the exact least-squares solution by iteratively computing the bidiagonalization of A and
using this partial factorization at each step of the process to update the guess xk by means
of solving the simpliﬁed least-squares minimization given in Equation (5.22). The LSQR
algorithm provides a more stable solution than the CGLS algorithm when run for many
iterations. However, there is no advantage if the algorithm is terminated after a small
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number of iterations [14]. So depending on the application, LSQR may be preferable to
CGLS.
5.4.6 Constructing the Variational Characterization of the Problem
Many of the ingredients necessary for performing a successful tomographic inversion of the
C/NOFS-CERTO data have been presented, so this section looks at how they can be com-
bined to create a suitable cost function, which can then be optimized to generate a recon-
structed image. The electron density in the ionosphere is a relatively smooth quantity which
may have sharp edges when irregularities are present. Section 4.10 gave a discussion about
how we might develop a regularization scheme which will preserve boundaries, and then
Section 4.11 presented an iterative relaxation algorithm which can be used to achieve this
edge-preserving regularization. This section will apply that exact algorithm to the problem
at hand. The use of this speciﬁc regularization scheme was originally presented in [24] in
which it was applied to imaging with GPS satellites.
As mentioned in previous sections, the C/NOFS-CERTO data provides much more in-
formation about horizontal textures than vertical; therefore, the reconstruction process will
employ a reference image to help create the vertical proﬁle, and this process is described
in Section 5.4.2. The reference proﬁle is generated with the Chapman production function
parameterized with a peak electron density of 4 1011 elm2 at a height of 350 km.
The general form of the cost function to be used is
J(f) = Q(f) + 
M 1X
m=0
[Vm(f)] (5.24)
which is described in detail in Section 4.11. We will use two regularization terms (M = 2),
the ﬁrst to regularize horizontal textures and the second to regularize vertical textures.
The ﬁrst regularization term penalizes the weighted magnitude of the horizontal spatial
derivative using the expression
Jhor(x) = hor
X
k
hor ([D1x]k) (5.25)
This regularization term uses a simple ﬁrst-order ﬁnite-diﬀerence approximation to the hor-
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izontal ﬁrst-derivative, where
f 0[x]   f [x] + f [x+ 1] (5.26)
The diﬀerentiation operation is denoted as multiplication by matrix D1.
The vertical regularization is slightly more involved since it involves penalizing a weighted
diﬀerence,  (x x0), of the solution image x and the reference image x0. [24] ﬁnds that the
second-derivative operation is particularly useful to use here, which essentially will penalize
the diﬀerence in curvature between vertical proﬁle and the reference proﬁle. [24] says that
using a ﬁrst derivative generally forces the reconstructed voxel values to conform too much
to the values presented in the reference image, not giving them enough freedom to follow the
data. Using the second-derivative in the penalty, the weighted diﬀerence can be written as
 ^(D2(x   x0)), where multiplication by the matrix D2 is used to denote evaluation of the
second-derivative. To compute the second-derivative, we use a second order ﬁnite-diﬀerence
approximation of the form
f 00[x]  f [x  1]  2f [x] + f [x+ 1] (5.27)
Combining all of these gives a vertical regularization term of the form
Jvert(x) = vert
X
k
vert ([D2(x  x0)]k) (5.28)
Combining the vertical and horizontal regularization terms with the residual gives the full
cost function
J(x) = ky  Hxk22 + hor
X
i
hor ([D1x]i) + vert
X
i
vert ([D2(x  x0)]i) (5.29)
As discussed in Section 4.11, both vert() and hor() are non-convex functions that satisfy
the regularity conditions, so Equation (5.29) can be optimized using the iterative relaxation
algorithm. Equation (5.29) will ﬁrst get broken down into local cost functions of the form
J0;k(x) = ky  Hxk22 + hor
X
i
ehor;i[D1x]
2
i + vert
X
i
evert;i[D2(x  x0)]2i (5.30)
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which means that at step k next guess xk will satisfy
xk = argmin
x
J0;k(x) (5.31)
= argmin
x
ky  Hxk22 + hor
X
i
ehor;i[D1x]
2
i + vert
X
i
evert;i[D2(x  x0)]2i (5.32)
(5.33)
Equation (5.32) is just a sum of expanded inner-products, so it can be rewritten as
xk = argmin
x
ky  Hxk22 + horkD1xk2Whor + vertkD2(x  x0)k2Wvert (5.34)
where Whor is a diagonal matrix with ehor as the main diagonal, and Wvert is a diagonal
matrix with evert as the main diagonal. These three terms can then be combined into a
single term which will be
xk = argmin
x
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(5.35)
where W 1/2hor/vert is the diagonal matrix with its main diagonal equal to
p
ehor/vert. Equa-
tion (5.35) has a simple x^ = argminx kAx   bk22 form, which can be solved directly via
QR factorization, or approximated with either the CGLS or LSQR algorithms, which were
presented in Section 5.4.5.
5.4.7 Sparse Matrix Formats
The ﬁnal ingredient needed make the inversion algorithm run is a set of special formats
for storing sparse matrices and eﬃcient matrix-vector multiplication algorithms that take
advantage of this sparsity.
For a standard nn matrix A the cost of a matrix-vector multiplication Ax is O(n2), and
the cost of a matrix-matrix multiplication AB is O(n3). As the matrix gets larger, repeated
computations can start to really slow down an algorithm. If a large matrix A is sparse, that
is, most of its entries are equal to 0, then substantial computational savings can be achieved
if all of the zero-entries in A are ignored. This idea is the core of all sparse matrix formats
and operations. There are a wide variety of formats for storing sparse matrices, and each
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one has its advantages and disadvantages depending on a matrix’s sparsity structure and
what operation need to be performed.
The two formats introduced here are compressed sparse row (CSR) and compressed sparse
column (CSC), which are useful in a wide variety of applications. The CSR format stores a
sparse matrix A in three separate arrays. The value array v stores every nonzero element
in A in a row-major format [25]. That is, it starts with the ﬁrst row of A, stores all nonzero
entries in that row in the order they appear, and then does the same with each subsequent
row. The size of v is precisely the number of nonzero entries in A, abbreviated as NNZ.
The column-index array c is the same length as the value array and each entry in this array
contains the column index of its corresponding element in the value array [25]. The row-
pointer array r is a smaller array whose length is equal to the number of rows in A plus
one [25]. The ﬁrst entry in r contains the index in v of the ﬁrst element in row 1, the second
entry in r contains the index in v of the ﬁrst element in row 2, and so on, with the last
entry in r containing administrative information. The combination of these three vectors
together (v; c; r) gives a full description of matrix A and contains all information about A’s
sparsity structure [25]. From this it is fairly easy to see that a matrix-vector multiplication,
Ax, will now only take O(NNZ) operations to compute, since only the nonzero entries are
stored and operated upon. If A is sparse this can be a signiﬁcant improvement over the
O(n2) operations requires for a full dense matrix-vector multiply.
The compressed sparse column (CSC) format is very similar to the CSR format, but it
stores all entries in v in a column-major format. That is, it stores the nonzero entries of the
ﬁrst column, followed by the nonzero entries of the second column, and so on [25]. Instead of
storing the column indices of the entries, CSC stores the row indices, and instead of storing
row pointers, it stores column pointers. Matrix-vector multiplications also take O(NNZ)
operations with the CSC format [25].
Due to the inherent compression of a matrix in the CSR and CSC formats, changes to a
matrix tend to take longer to do. Changes to the sparsity structure and matrix slicing in the
non-major direction can take much longer than with classic dense matrix storage due to the
fact that they involve searching through index lists and/or or moving large chunks of data
around. Because of this, sparse matrices may be constructed using other formats and then
converted to either CSR or CSC when it is time for the heavy computations to begin.
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5.4.8 Putting Everything Together
Every portion of the algorithm has been discussed in detail in the previous sections, so this
section will explain how each of these parts interconnect along with some of the extra “glue”
that holds them together.
Starting after the forward model matrix and observation vector are generated, the ﬁrst
step is to remove from the model matrix all voxels in the grid that are not sampled during
the observation, as discussed in Section 5.3.1. The next step is to use the reference image to
estimate each receiver’s TEC oﬀset, as described in Section 5.4.3.
Due to the nature of the observation geometry and the structure of ﬁnite-diﬀerence deriva-
tive approximations, the model matrix H and both derivative matrices, D1 and D2, are all
large and sparse. Because of this, these three matrices are stored in compressed sparse
row (CSR) matrix format and use sparse matrix-vector multiplications. This signiﬁcantly
improves the speed of the algorithm execution.
Getting to the meat of the algorithm, we set up the variational characterization of the
problem as presented in Section 5.4.6. In each step of the optimization the local cost function
J0() is constructed and its approximate minimizer is computed using the LSQR algorithm.
After this approximate minimizer xk is obtained, we clip all negative values of xk to zero
since negative electron density cannot physically occur. In many cases, a clipping operation
such as this can cause very undesirable artifacts. The main reason that it works here is that
the guess xk is clipped after every single iteration, so the hard clipping becomes more of a
gentle nudging of the guess towards the set of positive solutions. If the algorithm waited
until the very end to do any clipping, the results would be disastrous.
The optimization is either iterated a ﬁnite number of times (solving a ﬁxed number of J0()
local optimizations) or it is run until convergence, when the change between the current guess
xk and the previous guess xk 1 diﬀer from each other by a small enough amount.
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Chapter 6
Results
6.1 Discussion of Output Images
6.1.1 Structure of Spread-F
In this chapter we take a look at a few images generated by the reconstruction algorithm
laid out in Chapter 5. Before discussing the output images, it is instructive to get familiar
with the basic physical structure of spread-F irregularities. This background will allow us
to look at the images with a more discerning eye, and help identify structures that may be
due to spread-F events.
Spread-F irregularities are postulated to be driven by Rayleigh-Taylor instabilities that
happen due to a density inversion in the ionosphere’s plasma [11]. This inversion can be
thought of conceptually as a glass full of oil and water which is inverted so the water sits
above the oil. The oil has a lower density than the water, so it will naturally rise to the
top to correct the inversion, and it does this by rising up through the water in a number of
distinct plumes.
Spread-F irregularities form in much the same way; low density plasma that is trapped
below a higher density layer gets disturbed and rises through the high density plasma in a
number of distinct bubbles, each of which can have a ﬁnger-like shape [11]. A larger plume
may also split into several smaller plumes as it makes its way up through the high density
layer [5].
At times of active weather in the ionosphere, many spread-F bubbles may form, and
research suggests that these bubbles have a somewhat periodic spacing. Data analysis pub-
lished in 2010 using a multi-year dataset recorded the distance between bubbles when they
exhibited periodic structure and found that 200-300 km inter-bubble spacing was most com-
mon, followed by either 100-200 km spacing or 300-400 km spacing [26].
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Figure 6.1: Initial Fake Irregularity
6.1.2 Simulated Reconstructions
We ﬁrst run the reconstruction algorithm on a test image containing an artiﬁcially generated
ionosphere with an irregularity, shown in Figure 6.1. The test image was created by super-
imposing a simple approximation of three low-density bubbles on top of a basic Chapman
proﬁle with peak electron density at 350 km. The satellite trajectory is taken from an actual
observation, and three artiﬁcial receivers are spaced evenly across the bottom of the grid.
The inversion parameters are given in Table 6.1, and the reconstructed output is given in
Figure 6.2.
To visualize the receiver locations in Figure 6.2, look at the bottom boundary of the
image and discard all of the white un-sampled voxels to get the small region in the center.
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Figure 6.2: Inversion of Fake Irregularity
Table 6.1: Algorithm Parameters Used When Inverting the Test Image
Parameter Value
# of Iterations 50
hor 1
vert 100
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A receiver sits near each edge of this region, and one sits directly in the middle. Taking note
of where these receivers are located provides a good illustration of just how severe the angle-
limitation is in the tomographic reconstruction. For the majority of locations on the grid,
approximately ﬁve to ten percent of the possible observation angles are covered. Despite
this severe angle limitation, the algorithm is still able to accurately place the bubbles in the
reconstructed image. Also note that the center irregularity is resolved a little better than
the two irregularities on the outside. This is most likely due to the fact that the center
irregularity is seen by receivers from both the left and right, while the side irregularities are
only seen from one side.
As exhibited in Table 6.1, the  parameter for the vertical regularization is much larger
than that of the horizontal. This discrepancy arises because we use a limited-angle acqui-
sition geometry that ties all of the vertical textures to small singular values in the model
matrix. Because of this, the vertical textures need a lot of extra help during image recon-
struction, which requires us to set the regularization parameter higher. On the other hand,
the horizontal textures are tied to the larger singular values, so they need much less help
from the regularization term during reconstruction.
Figure 6.2 also exhibits some of artifacts that can arise during image reconstruction.
The ﬁrst artifact to notice is what I call the “Cat-Eye” eﬀect. The background density in
Figure 6.1 is spread evenly across the entire width of the image, but in Figure 6.2, the back-
ground density values in the center of the image are more extreme than they are at the edges.
This causes the higher electron density values to appear “smashed” toward the center of the
image. Another notable artifact is that the region directly above an irregularity is always
ﬁlled in with too much low density plasma, and this gives the appearance that the irregu-
larities extend farther up in the image than they actually do. This speciﬁc artifact happens
because the imaging geometry provides very little information about vertical textures. The
reconstruction algorithm knows that the receivers report low-density measurements when
they look towards an irregularity; however the data does not clearly communicate that the
region of low density stops abruptly once the bubble ends. Because of this, the reconstruc-
tion algorithm reconciles the reported low density measurements with the reference image’s
prescription of the ionosphere, in which low density plasma lives at the top and bottom, but
not in the middle. Given this information, the reconstruction algorithm concludes that this
low density measurement must have mainly come from the top and bottom of the image,
even though a great deal of it actually came from the middle. Despite this problem, the
plasma bubbles still show up in the ionosphere peak, albeit at a higher electron density than
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they actually are. In a way, this can be likened to a young kid using a coloring book who has
not yet learned how to color inside the lines. The outlines of the structures are all present,
but the ﬁll colors are not quite in the correct place.
Next we examine Figure 6.3, which also reconstructs the simulated image in Figure 6.1,
but under the inﬂuence of additive Gaussian white noise. This image was also reconstructed
with the same regularization parameters as Figure 6.2, which are listed in Table 6.1. At
ﬁrst glance, the overall structure is very similar between both of the images. This is good
because it shows that this particular style of noise at moderate levels will not compromise
the basic structure of the reconstruction. Other than that, the noisy reconstruction has more
noise-induced artifacts apparent in its reconstructed textures: The vertical and horizontal
gradients are less deﬁned, and there are streaks of high-density plasma that extend further
towards the top and bottom of the image than those in the noise-free version. A very
simple way to smooth out some of these noise-induced artifacts is to set the regularization
parameters higher. Doing this will partially eliminate these artifacts, but they will not
completely disappear.
Due to the application of regularization and its resulting artifacts, these images are biased
estimators of the actual quantity being observed. To successfully interpret these images,
we need to be aware of these biases and in a sense, “undo” some of their eﬀects in our
interpretation of the reconstructions. That is, we should imagine what possible “ground-
truth” models could have generated a given image reconstruction and then decide which
of these possible models best match the image given what we know about the ionosphere.
This imaging problem is far from a controlled experiment, and there are many unknown
variables, and interactions. Because of this, the most insight will be gained by a scientist
who has carefully studied the data and inversion techniques, knows their tendencies, and
can use that intuition to pull information out of the reconstructed images that may have
otherwise been overlooked or misinterpreted.
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Figure 6.3: Inversion of Fake Irregularity with Heavy Noise
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6.1.3 Inversion of the C/NOFS-CERTO Data
In this section, we examine the reconstructions of real data streams that were collected near
mid-summer 2012. Section 3.3.1 notes that the C/NOFS satellite rises in the West sky and
sets in the East, and this fact is very useful when interpreting the reconstructed images
and their corresponding data streams. A useful trick is to visualize the image formation as
the viewing of a weather radar. At the beginning of the observation each of the receivers,
which are located slightly below the center of the bottom image boundary, look towards the
C/NOFS satellite on the left side of the image. As time progresses, C/NOFS moves from
left to right just above the top of the image, and the receivers’ lines of sight follows it on
its travel. In addition to this, the receivers’ lines of sight sweep radially across the image,
just as if they were attached to hinges at the bottom of the plot. Another point to note is
that data points at the very beginning and very end of the observation window may not be
used in the image reconstruction since the satellite sits very low in the sky at those times,
resulting in ray paths that may exit the grid through the sides and be removed, as described
in Section 5.3. Finally, we need to remember that each of the data-streams are reported
in TEC relative to an unknown additive oﬀset; therefore, the absolute magnitudes of these
measurements have little meaning. Instead, the important features in these data-streams
are how they change with respect to themselves over the duration of the data collection.
Much of the following image analysis is going to refer to both the data-stream plots and the
reconstructed images, so it is important to understand these basic notions of how they relate
to one another.
June 30, 2012
The ﬁrst image is created from measurements taken on June 30, 2012, at 11:48 Universal
Time. The reconstruction is given in Figure 6.4, the data-streams are given in Figure 6.5,
and the regularization parameters are in Table 6.2.
Table 6.2: Parameters for June 30, 2012
Parameter Value
# Iterations 50
hor 1
vert 500
The ﬁrst structure to note in the reconstruction is that the high density in the peak drops
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oﬀ signiﬁcantly to the right of -76 degrees longitude. The data-stream shows that this change
in peak density occurs very close to when the receiver at Ayacucho stops reporting data. In
addition, at 11:51 the data-stream from Puerto Maldonado departs from its suspiciously
artiﬁcial looking ﬂat-line that it has been reporting up until this point. We now have two
possible culprits, and let us ﬁrst consider the case of the lost readings from Ayacucho. Losing
a data-stream at a given time tl will cause the forward-model A to become more under-
determined at all times t  tl. Due to this, the squared residual norm kAx bk2, which was
originally summing over four receivers worth of data, will now only sum over three receivers
worth. Since all terms in the sum are nonnegative, this means that the residual norm will
shrink as soon as a data-stream cuts out. Since the residual norm suddenly becomes smaller
and the regularization parameter  stays the same, the balance of power between the residual
and the regularization term will shift in favor of the regularization term. Stated again, when
the data-stream from Ayacucho drops out, the residual becomes weaker in its “tug-of-war”
with the regularization term. Because of this, the solution will shift towards higher levels
of regularization and possible over-smoothing. Another way to look at this happening is
that, for the small portion of the image in which all four data-streams are present, the image
has the ability to resolve structures that would otherwise remain invisible when observed by
fewer receivers. This may explain why the left side of the image is more structured than the
rest.
Even though the entrance and exit of data-streams have a large eﬀect on the left side of
the image, notice that the exit of Huancayo’s data-stream at 11:57 is barely noticeable in the
image reconstruction. This may suggest that the leap from three to four active data-streams
makes a large diﬀerence in the “tug-of-war” between the residual and the regularization
terms, while the jump from two to three data-streams may not aﬀect the balance of power
as much.
Next, consider the case in which Puerto Maldonado’s mysterious ﬂat-line may have caused
the artifact. This is an example multiple data-streams reporting very diﬀerent events, and
they may ﬁght with the rest of the data, causing undesired artifacts to form.
Since most of the variation in this image can be explained by fairly overt anomalies in the
data, it is fairly safe to say that no spread-F bubbles appear to be present. For the most part,
the data presented in Figure 5.1 is well-behaved and plays well with the inversion process.
The next two data-sets presented are a little more ornery, making their reconstructions a
little more diﬃcult.
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Figure 6.4: Reconstruction: June 30, 2012 11:48 UT
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Figure 6.5: Data Stream: June 30, 2012 11:48 UT
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June 25, 2012
Table 6.3: Parameters for June 25, 2012
Parameter Value
# Iterations 50
hor 5
vert 3000
The next image, given in Figure 6.6, is created from measurements taken on June 25,
2012, at 13:17 Universal Time (UT), with data-stream shown in Figure 6.7, and inverted
with the parameters given in Table 6.3.
The most striking feature in the image is the large gap in density right around -75 degrees
longitude. Looking at the data-stream in Figure 6.7, the large drop-oﬀ in reported density
from Huancayo slightly after 13:21 might explain why the giant gap appears in the peak.
This also may explain why there is a large area of high density plasma reported up at the
top of the image: Huancayo has dropped oﬀ and is reporting low measurements, but none
of the other data-streams do. In trying to ﬁt the geometry of the reconstructed image to
satisfy all four data-streams during this somewhat bizarre portion of the data-reporting, the
area of high density was placed way up at the top of the image.
Inside the density gap at -75 degrees latitude, there appear two small patches of higher
density. These may hint at the presence of a spread-F bubble, however it is somewhat wishful
thinking at this point. To conﬁrm spread-F, we would need more convincing evidence to
overturn the more likely alternative that these patches are simply artifacts of the edge-
preserving regularization.
The next feature to notice is the fact that the peak density falls oﬀ considerably to the
right of -65 degrees latitude. At this point, there are only two receivers active, Cuzco and
Puerto Maldonado, and they report less and less electron density as they near the end of the
observation. This does not make a whole lot of sense physically, but this is what the data
says. Also, if there is any useful information in the rightmost portion of the image, it may
have been over-smoothed by the regularization, since the regularization term will be much
more dominant when only two data-streams are present.
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Figure 6.6: Reconstruction: June 25, 2012 13:17 UT
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Figure 6.7: Data Stream: June 25, 2012 13:17 UT
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July 1, 2012
Table 6.4: Parameters for July 1, 2012
Parameter Value
# Iterations 50
hor 10
vert 1500
The ﬁnal image is created with measurements taken on July 1, 2012 at 17:00 UT, and
is shown in Figure 6.8, with inversion parameters listed in Table 6.4, and corresponding
data-stream given in Figure 6.9.
Here are some features to notice in the data-stream shown in Figure 6.9: First, Ayacucho
generated an observation ﬁle that had no data, so its data-stream is empty. Next, notice
that Huancayo’s data-stream is very clean and follows the “cup shape”, which is indicative
of a quiescent ionosphere. On the other hand, both Cuzco and Puerto Maldonado report
somewhat turbulent measurements with both small and large-scale oscillations. Mapping
each of these data-streams to the image in Figure 6.8, the reconstruction algorithm tries
to reconcile the “clean” measurement from Huancayo with the “dirty” measurements from
Cuzco and Puerto Maldonado, and it results in a very ugly looking region of high density
plasma appearing at the top of the image where it most deﬁnitely does not belong. This
artifact is reminiscent of the region of misplaced high density at the top of Figure 6.6, and
seems to be created by a somewhat similar problem, in which the reconstruction algorithm
attempts to reconcile multiple disparate data-streams. The small region of high density
plasma below 100 km altitude at approximately -73 degrees is most likely caused by the
same data discrepancy.
Looking to the right of -70 degrees longitude, the data-stream from Huancayo drops out
and we are free of its imposing artifacts. The remaining data-streams, Cuzco and Puerto
Maldonado, suggest the presence of multiple spread-F bubbles in this region. Looking at
the data-stream from Puerto Maldonado in Figure 6.9 for all times past 17:04, there are
a lot of tiny oscillations, which are probably caused by observation noise, but there also
exist larger scale oscillations with a period of approximately 45 seconds. These larger-scale
oscillations indicate that Puerto Maldonado is observing alternating regions of higher and
lower TEC. Looking at the spot in Figure 6.8 just to the right of -70 degrees, these oscillations
prominently appear in the rendering of the ionosphere peak. Furthermore, the regions of
lower density plasma that cut through the peak look very similar to the reconstructions of
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simulated spread-F bubbles exhibited in Figure 6.2. These bubbles even cause displaced low-
density plasma readings to form at the top of the image, just as discussed in Section 6.1.2.
These are all indicators that the structures are indeed caused by spread-F bubbles. The
three noticeable bubbles are spaced out approximately 3.5 degrees from each other, which
would translate to approximately a 400 km spacing at 350 km altitude. This 400 km spacing
lines up with what was discussed in Section 6.1.1.
77
.−90 −80 −70 −60 −50
Longitude: Degrees
100
200
300
400
500
600
Al
tit
ud
e:
km
0.0
0.6
1.2
1.8
2.4
3.0
3.6
4.2
4.8
5.4
ele
ctr
on
s/
m
3
1e11
Figure 6.8: Reconstruction: July 1, 2012 17:00 UT
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Figure 6.9: Data Stream: July 1, 2012 17:00 UT
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6.2 Dependence on the Reference Image
When presented with the results of an inverse problem, a question that every scientist should
ask is, “How physically accurate are these results expected to be?” Attempting to answer
this question helps us build a mental picture of which parts of the image are trustworthy,
which parts should not be taken too literally, and which parts may be improved with further
work.
Section 5.4.2 discusses the need to use a reference image to inﬂuence the formation of
vertical textures in the image. The reference image is needed because the actual data gives
very little information about these vertical textures. Section 5.4.2 also mentions that the
current form of the algorithm uses the Chapman proﬁle equation (2.2) to generate a simple
estimate of the vertical texture. Here we show how changes to the reference images can
aﬀect the reconstruction.
Figure 6.10 displays the test irregularity image (Figure 6.1) reconstructed two diﬀerent
times, in which all parameters are identical except the reference image. In these two recon-
structions, only the peak altitude in the Chapman proﬁle is modiﬁed. The original image
in Figure 6.1 has its background peak is at 350 km, and these two inversions are performed
with reference peak altitudes of 200 km and 500 km. In Figure 6.10 both of the reconstruc-
tions place the irregularities in the correct place; however, the vertical proﬁle peaks are very
diﬀerent, strictly adhering to what was prescribed by the reference image.
This experiment is repeated in Figure 6.11, but instead the scale height (peak width) of
the reference image is changed. The results are very similar to what happened in Figure 6.10.
The reconstructed images put all of the irregularities in the correct place, but the background
scale heights are very diﬀerent and closely follow what was provided by the reference image.
Both of these examples show that putting care into choosing the reference image is very
important if we desire the vertical proﬁle of the reconstructed images to have any physical
meaning. Because of this, it would be very useful to incorporate external data, such as
that from the ionosonde at the Jicamarca observatory, in future versions of this inversion
algorithm. This extra data will provide more information about the vertical behavior of the
ionosphere, and the reconstruction process will use this information to generate images in
which the vertical textures are more physically signiﬁcant.
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(a) 200 km Peak
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(b) 500 km Peak
Figure 6.10: Various Peak Density Altitudes
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Figure 6.11: Various Scale Heights
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Chapter 7
Conclusion
7.1 Dealing with Missing Data
One of the recurring themes throughout the inversion analysis presented in Section 6.1.3 is
that all four reported data-streams did not cover the complete image. Much to the contrary,
there were only small portions of each image covered by every data-stream. In addition
to this, the abrupt entrance and exit of data-streams during the observation shifted the
balance of power between the residual and the regularization term in the reconstruction
process, which caused some portions of the image to over-ﬁt the data and other portions to
under-ﬁt. These problems are brought on by the fact that our regularization scheme applies
the regularization uniformly to the entire image. To ﬁx this problem, we need to extend the
regularization scheme to something that can adaptively adjust the amount of regularization
to ﬁt the level of available data at any given point in the image. Doing this will eliminate the
disparity between regions of data over-ﬁtting and data under-ﬁtting. However, it is no small
task since adaptive regularization is still an open problem with a lot of exciting research
going on.
7.2 New Questions of Future Interest
The pragmatics of analyzing and generating images from real data sets such as this can help
inspire new questions in imaging, whether big or small. This section brieﬂy mentions two
questions that this speciﬁc problem poses, and some possible approaches to answering them.
Both of these questions deal with resolution: First, “What is the best possible resolution
given a speciﬁc sampling conﬁguration of satellite positions and receivers?” Second, “How
can the inversion algorithm be designed to have Temporal Resolution, or track changes to
the image as a function of time?”
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7.2.1 Grid Resolution
Section 3.3 mentions that the inherent physical limitations on the satellites and receivers
result in a grid with non-uniform sampling, in which the center of the grid is sampled more
often than the outsides. In addition, the receivers stay stationary during the entire data
collection, so each region of the grid will be sampled at a diﬀerent set of angles than all other
regions. Because of this, the best possible image resolution varies across the grid. This begs
the question, “What is the best achievable resolution given the physical conﬁguration of the
receivers and the satellite trajectory?” The center of the grid will certainly have a higher
possible resolution than the edges, but to be precise, the question becomes “What are the
analytical precision limits on the reconstructed image?”
One approach to this problem is to recast the inversion as maximum a posteriori (MAP)
Estimation as described in Section 4.8, and then use diﬀerent information theoretic tools
to place hard bounds on the achievable variance on this estimator, which could be used to
create bounds on the possible imaging resolution. After this, the next step is attempting to
achieve these analytical resolution bounds with a practical system that can be used with real
inversions, possibly designing an adaptive grid generation tool that would tailor the imaging
grid to the speciﬁc distribution of information given by the acquisition geometry.
7.2.2 Temporal Resolution
Decades ago, panoramic photos could not be taken in one single frame; instead, the photog-
rapher would pan the camera from one side to the other to collect the entire image. Suppose
the photographer panned the camera from left to right: a mischievous kid would start by
standing on the left side, quickly run behind all of the adults while the camera was panning
through the middle, and then get in position on the right side just in time to be imaged by
the camera again. Because of this, the kid appears in the photo twice, much to his mother’s
dismay. The reason that the family photo depicts something physically impossible is that
the imaging system incorrectly assumed that the quantity being imaged, in this case the
family, remained stationary over the entire image acquisition. However, this assumption
was incorrect, so the generated image will contain artifacts, which in the case of the family
photo, the little kid appears twice.
Panoramic photos are not usually taken in that fashion these days, so little kids will need
to ﬁnd new ways to cause their parents distress. However this assumption of stationarity still
generates artifacts with modern day cameras. Consider the case of photographing a sprinter
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at close range. If the shutter speed and the ﬁlm speed are too slow, the photograph will
not capture a clean image of the sprinter, but rather a blurred one, in which the sprinter is
smeared across the photo. Again, this happens because of the assumption that the quantity
being imaged remains static for the entire image acquisition.
The example of the sprinter and the slow ﬁlm is analogous to what may happen in the
imaging of the ionosphere. With the C/NOFS satellite, it takes approximately ten minutes
to collect all of the data to form an image, and the current version of the reconstruction
algorithm assumes that the ionosphere’s electron density remains relatively static for the
entire duration.
In the case of a quiescent ionosphere, very little does happen, so this static assumption is
perfectly valid. However, spread-F bubbles may move around and change shape over this ten
minute period. If this motion is signiﬁcant, the static imaging assumption may be invalid,
causing “smearing” artifacts in the reconstructed images. These artifacts are the same as
with the photographing of a sprinter; the spread-F bubbles will be smeared across part of
the image, which will occlude many of the bubbles’ ﬁne details.
The way to mitigate these smearing artifacts is to employ an imaging model that takes
into account the dynamics of the underlying system. Building an imaging model such as
this involves ﬁrst generating an underlying physical model that approximates the system
dynamics and then estimating this model’s parameters during the image reconstruction
process.
One big cause of spread-F bubble evolution is the presence of horizontal winds in the
ionosphere[5]. Because of this, spread-F bubbles may get blown sideways during the data
collection process. This sideways motion can cause the smeared plumes to appear wider in
the image than they actually are, and it can hide many of the bubble’s horizontal textures.
A very simple way to correct the eﬀects of horizontal wind is to assume that each bubble
has a constant shape, but moves horizontally across the image at a constant velocity. If
this velocity can be estimated beforehand, the only needed algorithmic modiﬁcation is to
“put the receivers on roller-skates”, that is, to pretend that the receivers move horizontally
relative to the grid at the estimated speed and direction of the wind. If this is done, the
bubbles will appear to stand still despite getting blown by the wind.
If we are unable to provide an a-priori estimate of the wind velocity, then the wind velocity
must be estimated during the image inversion. One eﬀective way to do this is to use a
recursive estimator such as a Kalman ﬁlter during the reconstruction process. [27] gives a
basic explanation of how Kalman ﬁltering can be used during image reconstruction. Using a
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Kalman ﬁlter, we also gain the ability to use more complex models of ionosphere dynamics
to provide even better removal of smearing artifacts. However, the computational cost of
the Kalman ﬁltering approach can become prohibitive when the dimension of the physical
model becomes too large.
7.3 Concluding Remarks
This thesis developed, demonstrated, and analyzed the very ﬁrst application of edge-preserving
regularization techniques to the C/NOFS-CERTO dataset. These regularization techniques
combine real data together with scientiﬁc models of the ionosphere to create a global inver-
sion cost function which can be minimized to generate a solution that strikes a good balance
between ﬁtting the data and ﬁtting the models.
These techniques, which use an explicitly deﬁned cost function, give the scientist a large de-
gree of control over the inversion process since the regularization parameters can be carefully
tuned to ﬁt the speciﬁc geometry and noise-level of the data. In addition, this thesis provides
analysis of an edge-preserving algorithm in action, working on the C/NOFS-CERTO data,
and then gives a discussion of how parameter choices and algorithm idiosyncrasies aﬀect
the reconstructed images. This analysis can be used as a basic set of guidelines from which
scientists can make a more informed analysis of images generated with the C/NOFS-CERTO
data. Scientists can do this by understanding which portions of images are generated by
physical occurrences, and which portions may just be artifacts of the inversion process.
Due to the fact that tomography of the ionosphere is an inverse problem with many
unknown factors, good intuition is necessary to help ﬁlter out what in an image is signiﬁcant
and what is not. As research in this style of tomography progresses, scientists will quantify
more and more of these unknown factors, and this will allow them to rely less on intuition
and more on provable facts, which will only improve the quality of images that they can
generate.
This thesis provides the ﬁrst step of many toward building interesting and useful images
from the C/NOFS-CERTO dataset. It also provides additional insight into the world of
limited-angle tomography as a whole.
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