Introduction

38
In luminescence dating methods, an age is obtained by dividing the dose absorbed by a 39 dosimeter from ionising radiation (this dose is known variously as the palaeodose, burial dose or 40 archaeological dose), by the time-averaged rate at which dose has been absorbed since the last signal 41 resetting event:
where t is the age (in ka), Δ is the absorbed dose (in Gy) and is the dose rate (in Gy.ka -1 ).
44
Because the palaeodose is not directly measurable, several luminescence signals whose 45 intensities vary as a function of dose are measured as proxies; thermoluminescence (TL: Aitken, 1985) , 46 Optically Stimulated Luminescence (OSL: Huntley et al., 1985) , Infra-Red Stimulated Luminescence 47 (IRSL: Hütt et al., 1988) are the most frequently used.
Here we discuss what is measured in the process 48 of dating sediment with such signals, and based on these measurements, how we derive the quantities 49 needed to calculate an age. Since both the numerator and denominator in the age equation are 50 average estimates based on various measurements of physical quantities (absorbed dose or dose rate), 51 one cannot discuss the statistical analysis of one term without the other.
52
We first discuss the concept of equivalent dose, D e , widely used to describe the measurements 53 made to estimate the absorbed dose, and the differing definitions of D e that exist in the literature. 54
Based on how dose rates are determined, we then argue for a change in the methods used to calculate 55 the palaeodose, characteristic of a sample age, which is determined from observed individual D e 56 estimates made on aliquots; for this purpose, we introduce a new model for statistical analysis of D e 57 distributions: the Average Dose Model. Tests of this model in comparison with the Central Age Model 58
(CAM: Galbraith et al., 1999 ) support a significant improvement of OSL ages for well-bleached samples 59 when using the Average Dose Model. Finally, consequences for the use of other age models, and in 60 particular of the Finite Mixture Model (Roberts et al., 2000) , as well as for multi-grain OSL age 61 calculation, are discussed.
62
The concept of equivalent dose
63
The equivalent dose (D e , in Gy) was originally defined as the beta or gamma laboratory dose 64 that results in the same signal intensity as the natural signal, i.e. the signal induced by the absorbed 65 dose. Here, it should be noted that we assume there were no residual charges left in the dosimeter of 66 interest at the time of zeroing; in other words, we focus only on well-bleached samples. Aitken (1985) 67 stated that palaeodose (see also Huntley, 2001 ) is the sum of an equivalent dose (his ED or Q) and an 68 intercept (see his Fig. 2 .1, p. 19). It now appears that the intercept, I, was largely an artefact of the 69 additive dose protocol used by Aitken for illustration; in the SAR protocol (Murray and Wintle, 2000) , 70 and thus in most current OSL and IRSL studies, this intercept does not exist (the dose response curve 71 passes through the origin, see, e.g., Banerjee et al., 2001 ). Thus, applying Aitken's definition to 72 regenerative protocols, absorbed dose is identical to equivalent dose (his ED, our D e ). As a result, the 73 equivalent dose, if measured accurately, is indistinguishable from the absorbed dose (i.e. the 74 palaeodose).
75
We note in passing that there is no alpha dose contribution to burial dose in multi-or single-76 grain dating when the grains have been etched to remove the outer alpha-irradiated layer. This is 77 standard practice in all coarse-grain quartz dating; as a result, in the following we do not consider alpha 78 irradiations (except from a generally small internal dose rate contribution, following e.g. 79 Vandenberghe et al., 2008) .
80
However Galbraith (2015) Thomsen et al., 2005 Thomsen et al., , 2012 . If the known dose was absorbed from gamma radiation, all grains can be 118 experimentally arranged to have absorbed the same dose, and so any overdispersion must arise from 119 the measurement process. In beta dose recovery experiments, where one is comparing beta D e values 120 with a given grain-specific beta dose (which does not need to be well known in absolute terms, i.e. in 121 Gy), grains are exposed to the same electron spectra, at the same location on the disc, resting in the 122 same position on the sample disc, etc., both for the given dose and for the regeneration doses; as a 123 result many or most of the potential sources of scatter are avoided. Ankjaergaard and Murray, 2007) . But for all these methods, the calibration is performed using 214 standards for which the known quantities are the radioelement contents of K, U and Th and daughters. 215
Thus, independent of whichever dose rate estimation method is used, the calculated dose rate 216 corresponds to the average (arithmetic mean) dose rate to individual grains:
Based on Eq. (3) we can now write: Fig. 4 shows a radial plot for sample BR-2011-8 271 (the same sample as that used for the radial plots in Fig. 2 
278
This inequality can be generalised whenever the extrinsic overdispersion is not null (provided that the 279 measurement uncertainties, including the intrinsic overdispersion, display multiplicative error 280
properties; see Galbraith and Roberts, 2012 
The Average Dose Model
289
The CAM appears to suffer from two main weaknesses: (i) all the overdispersion is treated as 290 a measurement uncertainty, whereas we argue that only the intrinsic overdispersion should be so 291 considered (see section 2 above); and (ii) the CAM dose estimator does not converge to the average 292 dose absorbed by the grains. where , , is the intrinsic overdispersion (e.g. determined by applying the = log (Δ ) = log ( , )
302
CAM to a dose recovery experiment), is the analytical uncertainty as defined in Eq. (7) For each sample, we re-calculated the ages using the ADM. Fig. 6 shows ADM and CAM-based 363 ages as a function of independent age (see also and 0.987 ± 0.021 for ADM-based ages (n=19 in both latter cases). The first conclusion that can be 369 drawn from these averages and standard errors is that CAM-based single grain ages are, on average, 370 not consistent with independent age (see also Thomsen et al., 2016) ; the CAM appears to lead to age 371 underestimations by on average 8 ± 2 %, even although such a systematic underestimation could not 372 be predicted based on the average dose recovery ratio ( 
386
In Fig. 8 , the ratio of single grain OSL to reference age is plotted as a function of reference age. It 387 appears that the accuracy of the OSL ages decreases with age (the slope of the fitted line is -2.2 ± 1.1 388 10 -3 ka -1 for ADM-based ages and -2.5 ± 1.0 10 -3 ka -1 for CAM-based ages and thus significantly differs, 389 in the latter case, from zero). This trend was already observed for CAM-based ages by Guérin et al. 390 (2015a; their Fig. 5b ). So, while the accuracy of ADM-based ages is generally better than that of CAM-391 based ages, a loss of accuracy seems to be associated with increasing age. Conversely, the Bayesian 392 model BaSAR of Combès et al. (2015) did not show such a trend (the slope of the line obtained by 393 Guérin et al., 2015a, is 0.2 ± 1.1 10 -3 ka -1 -cf. their discussion and Fig. 5a ). This might be explained by 394 the fact that the CAM and ADM require lists of D e,j and σ j values, i.e. simple parameterisations of 395 individual equivalent data: the probability density of the D e of each grain/aliquot is described by a 396 lognormal distribution (Eqs. (9) and (16)). However, when the natural signal lies on a non-linear portion 397 of the dose response curve (e.g., close to saturation for grains having a near-zero linear component), 398 the variance in the probability density of D e values becomes increasingly large and the lognormal 399 distribution may not satisfactorily describe this density. At present, we cannot think of a simple 400 function that would describe, better than lognormal distributions, both aliquots in the linear range of 401 the dose response curve and aliquots close to saturation. A way around this is provided, e.g. in the 402
Analyst software, by the use of Monte Carlo simulations of both L n /T n and dose response curves 403 (Berger, 2010; Duller, 2015) . In such a case, the D e probability density distributions are more complex; 404 but these distributions cannot be fed into the ADM (nor into the CAM) as these are simple parametric 405 statistical models. 406
In contrast, such complex D e probability distributions are taken into account in the Bayesian 407 model of Combès et al. (2015) , which leads us to hypothesise that the BaSAR model handles larger 408 doses better compared to the CAM and ADM. Thus, it seems that while in general quartz OSL age 409 underestimation is a widely acknowledged concern (e.g. Buylaert et al., 2007) , at least part of it can be 410 attributed to inadequate data analysis (see also the discussion in Guérin et al., 2015b 
422
We now turn to the implications of this discussion on the use of the FMM. The FMM is mainly 423 used to separate two -or more -discrete dose components in a sediment sample. These components 424 are generally presumed to have resulted from the mixing of grains from two different layers of 425 different ages (say, layers 1 and 2). While this assumption may be reasonable (although difficult to 426 prove) when a stratigraphic record has been affected by post-depositional processes, the effect of such 427 mixing has consequences on dose rates that have rarely been discussed. Deeben et al. (2013) noted 428 that the dose rate experienced by the grains before mixing is unknown and may be different from 429 today's measured dose rate (i.e. after mixing); as a result, the authors advocated caution in the 430 interpretation of FMM ages. To formalise the problem, if one assumes that the mixing of layers 1 and 431 2 occurred a time t m ago, then we can write that: 432 (27)
where is the age of sediment deposition of layer 1, and f 1 and f 2 represent the proportions of layer 1 434 1 and 2 in the mixing of these two layers (a similar equation can also be written for layer 2). This 435 equation quite simply states that any mixing of sufficient magnitude to be reflected in the dose 436 distribution must, in general, also have an impact on radioelement concentrations. We can rewrite Eq. 437 (27) as:
since the aim of using the FMM is to determine t 1 (or t 2 ). In this equation, the FMM may provide a 441 (biased, i.e. underestimated) value of and estimates of f 1 and f 2 (even although these estimates are Δ 1 442 likely to be significantly in error; cf. Roberts et al., 2000; Guérin et al., 2013) . However, both t m , and 1 443 are unknown, (obviously one would have taken a sample from layer 1, and another from layer 2, 2 444 had this been possible in the field). In other words, either the ingredients necessary for the age 445 calculation are absent, or modelling could be avoided. As a consequence, we must regard published 446 FMM ages as of doubtful value, except possibly in cases where dose rates do not vary significantly 447 through the section containing the layers of interest.
448
The only exceptions to this rule are (i) if dose rates from the original Layers 1 and 2 were 449 identical -but this assumption cannot be tested; or (ii) in the particular case where the originally upper 450 layer was simultaneously deposited and mixed with the older layer. In such a case, the lowest dose 451 component identified by the FMM could, in principle, be used in conjunction with the measured, mixed 452 dose rate to calculate the age of the grains in the originally upper layer. It should be emphasised here 453 that it is the dose value which identifies the grains that can be accurately dated by applying the FMM, 454 rather than the proportion of grains in the various components. It is usual in the literature to select 455 the component in which the majority of grains are found, but there is no a priori reason to expect that 456 the measured dose rate to this component has applied throughout the burial period. age. In both cases, the slope of the fitted line is statistically different from zero and thus seems to 653 indicate a loss of accuracy of OSL ages with increasing age.
Is σm is common to all grains? Thomsen et al. (2012) showed, for both a heated and a bleached samples given a 250 mGy dose, that there is a dependency of OD on brightness -the running mean of OD decreasing with increasing brightness. Furthermore, they also showed that the (relative) OD increases with increasing dose, which might be related to curve fitting or more precisely that the OD increases when the natural signal approach the OSL saturation level. This might mean that our assumption that the intrinsic overdispersion is the same for all grains is not valid -thus, we tested the assumption that OD neither depends on brightness nor on where the natural signal lies on the dose response curve.
To check these assumptions, we used two datasets 1 : first, calibration quartz allowed us to have a large dataset with highly variable sensitivities. We sorted the grains by increasing response to the first test dose (as a proxy for sensitivity) and separated them in deciles. In Fig. 1 , the OD is plotted as a function of the decile number, called brightness index; it appears that, except for the first decile, i.e. for the 10% dimmest grains where the OD is significantly larger than for the whole population (n=452 grains), there is no relationship between OD and brightness. This result is consistent with the decrease of the OD, observed by Thomsen et al. (2012: Fig. 5b ) when the number of grains included in the calculation, after sorting them by increasing brightness, is increased. To test the dependency of OD on where the natural signal lies on the dose response curve (i.e. how close to the saturation level the natural signal is), we used a sample (TA2255) from the same site as samples 092201-04, for which a large number of grains (n=907) were subject to a high dose (180 Gy) beta dose recovery test. The dose response curves were fitted using saturating exponential functions so that we would better see effects linked with saturation, and we sorted the grains by ascending De/D0. Here again, we then separated the grains in deciles and Fig. 2 shows the OD variations as a function of De/D0. It appears that, despite rather important fluctuations, there is no systematic relationship between OD and De/D0. As a result, we conclude that our assumption that the same intrinsic OD can be added to all grains is valid. 
