Abstract-Partial Volume (PV) correction techniques in PET or SPECT represents a key step in image quantification methods. The PV effect arises because of the blurring induced by the imaging system's Point Spread Function (PSF), producing intra-voxel mixing of the signals arising from different functional tissue classes. Quantification of this effect is often required to recover the mixing components within a group of voxels, from whence the true tissue concentration in a given volume or region can be estimated. In this work we consider a probabilistic methodology that uses a phenomenological distribution known as Benford's Law to quantify the partial volume effect. We establish for the first time, that the probability distribution of voxels subjected to the PV effect in discrete volumetric data can be well described by Benford's Law. The probabilistic framework devised here can be applied generically across different imaging modalities including PET and SPECT. Results from simulated data are presented, along with a PET phantom study utilizing registered processed CT data as ground truth, to determine the quality of the resulting probabilistic voxel classification scheme. For a water filled hot insert using a 5:1 insert:background activity concentration, we find an overall voxel RMS error of 3% (compared to ground truth) in the estimated voxel mixing vectors. This error rises to 8% for a cold air-filled insert in a warm background.
I. INTRODUCTION

P
ARTIAL VOLUME (PV) correction techniques in PET or SPECT represent a key step in image quantification methods. The PV effect arises because of the blurring induced by the imaging system's Point Spread Function (PSF), producing intra-voxel mixing of the signals arising from different functional tissue classes. Correction methods often rely on the use of high-resolution morphological data extracted from CT or MRI, registered onto the relatively low spatial resolution functional image data. This can then be used to associate structural boundaries with the observed over-and under-spill from the associated functional distribution, as reviewed in [1] , and references therein. To correct for PV mixing, the high-resolution anatomical data is segmented into functional tissue classes (e.g., Gray Matter, White Matter and Cerebrospinal fluid). Each tissue class is then assigned a binary mask or template derived from the registered high resolution segmented anatomical data, which is then convolved with the functional imaging system's PSF. These mixing templates can then be applied to the functional data to determine per tissue class mixing components or mixing vectors. Assuming system linearity, the component functional intensities of each tissue class can be estimated by using matrix inversion to solve (1) where is a column vector representing the true functional intensities of homogenous regions or tissue classes, is a column vector representing the observed average intensity for
Regions of Interest (ROIs) in the functional image, and , often referred to as the geometric transfer matrix, is an matrix containing the average mixing component for each tissue class within each ROI respectively, derived from the aforementioned mixing templates. However, this assumes that the functional distribution exactly coincides with the corresponding anatomical boundaries, and that there is no change in the assumed correspondence that these boundaries imply during, or in the interval between, when these two images are acquired. Whilst this is often a reasonable assumption in whole brain studies, it may not be so applicable in other applications, e.g., detecting active tumor volume. Frouin [2] describes published variations on the above using a per pixel analysis compared to ROI analysis, and the use of image-based, rather than sinogram-based, convolution of the system PSF. A complementary approach, but still also requiring anatomical information has been presented in [3] , using the extravascular density for PV correction and myocardial wall motion correction. Modification of assumed kinetic models to compensate for PV effect [4] has also been proposed for the same application.
In this work, we take an alternative approach. We consider a probabilistic methodology that enables quantification of voxels influenced by the PV effect (PV voxels) to be determined from the functional data directly using voxel intensities. In this respect, we are attempting to construct a voxel-based mixing template directly from the intensity values, without any a-priori, shape-based or registered, anatomical information. Our choice of a probabilistic framework allows us to mitigate the effects of statistical variation (noise) within the image data.
We have previously outlined a methodology in [5] , but we have now introduced some developments that enable explicit modeling of the voxels' observed intensity distribution as an a 0018-9499/$25.00 © 2007 IEEE priori (i.e. assumed) Probability Mass Function (PMF 1 ). This allows us to incorporate prior knowledge, in the form of a discrete statistical model, to describe the probability of occurrence of a particular discrete mixing value associated with a particular observed intensity, (in the absence of noise). The new formulation, detailed below, can be applied generically across different imaging modalities such as PET, SPECT as well as high-resolution techniques such as MR and X-ray CT.
The major contribution of this paper is to establish for the first time, (to the best of the authors' knowledge), that the normalized intensity histogram of voxels that arise from the PV effect in volumetric data can be well described, and conveniently represented, using a phenomenological observation known as Benford's Law [6] , as will be shown below. Following the statistical classification process that we propose, we generate a voxel classification map where the value in each classified voxel location corresponds to an estimate of the relative proportion of a particular mixture or partial volume component. This may be thought of as an estimate of the high-resolution image data processing used to produce the geometric transfer matrix [1] , but derived solely from the observed voxel intensities, and an assumed mixing model within a probabilistic framework.
The method therefore fundamentally relies on an a priori distribution for PV quantification describing the probabilistic behavior of the mixing that occurs within voxels affected by the PV Effect. The only alternative for statistical PV analysis is to rely upon heuristic descriptions of this underlying a priori distribution e.g. [7] or to assume linear mapping of the PV intensities across the boundaries between two adjacent objects. The heuristic techniques require additional parameters to describe the shape of the associated model distributions, in which accurately describing the true shape of the underlying PV distribution is difficult to achieve, whilst a naïve linear mapping produces a statistically incorrect description of the resulting mixing process. The new knowledge that Benford's Law provides excellent governance of the underlying a priori probability distribution in quantifying the PVE will be of interest to those concerned with image quantification in PET/SPECT and other imaging modalities.
II. PV QUANTIFICATION USING BENFORD'S LAW
A. Benford's Law
Frank Benford observed that the first few pages of books of logarithm tables exhibited greater wear due to greater usage at the beginning of the book, compared to the latter pages. He then went on to observe the same effect in many other seemingly unrelated sources such as the frequency of alpha-numeric characters in newspapers, or the ordering of the atomic weights of molecules and realized that the first digit of every observation followed a non-uniform probability distribution. The observed 1 We label this probability distribution as a PMF rather than the more commonly used Probability Density Function (or PDF), as the models we propose are based on Benford's Law, which, like the familiar Poisson distribution is only valid for discrete arguments. More formally, a PMF describes the range of probabilities that can be associated with a discrete random variable or vector. discrete distribution of these leading digits, , can be quantitatively described by a PMF given by (2) where the leading digits of a set of observed numbers (in a Base 10 counting system) take values . Thus, Benford's Law has also been referred to as the First Digital Law [8] . A plot of probabilities drawn from Benford's Law can be seen in Fig. 1 .
Benford's Law can be extended to any number of significant (leading) digits, , with specific order, by the general form of Benford's Law [8] , [9] : (3) e.g., if we have a number, say 134, then and . Note this is not scale dependent, and therefore the number '1.34' will also yield the same probability as the number '134'. We shall refer to (3) as the Benford distribution, representing the Benford-like behavior, but which can be applied to numbers of arbitrary precision, , rather than just leading numbers of single digit precision in the range .
B. PV Quantification
Hill [8] , provided an explanation of Benford's Law by showing that data derived from many different distributions that are scale and base invariant, will produce an overall distribution tending towards Benford-like behavior. Similarly, the result of the filtering process caused by the point spread function (PSF) on volumetric data produces data points that are governed by many different distributions due to the large number of different edge or boundary configurations and the result of their convolution with the PSF. The result of this filtering operation also produces intensity histograms that are scale invariant (the histograms are not dependent on the size of the voxels) and base invariant (independent of the number of signal levels between signal components). In our case, we can use the precision of the digits to refer to the discretized values of the partial volume mixing in each voxel. We have found, as will be shown, that the general form of Benford's Law (3) succinctly describes the random distribution of these digits to any precision, so that the Benford PMF can be used to derive an accurate model of the a priori (i.e. model) PV distribution.
Consider now the case of a two-class mixing problem. In functional imaging terms, these two voxel classes might correspond to voxels within a radioactively hot tumor and those corresponding to a warm background. The resulting intensity histogram will comprise two peaks, located at and , representing, for example, tumor and background voxel intensities respectively, joined by a broad interval of intensity values, representing the mixing between these two classes, i.e. the PV voxel intensities. These can be mapped to the percentage mixing within a given voxel, , as described below. Moreover, this means that can be fully specified as a scalar value, resulting in a single variate prior probability . To model the distribution of these PV voxels, we consider the prior mixing density, , (the argument being a scalar quantity for the exemplar 2-case problem) to be composed of two equal, but symmetrically opposite, ordered frequency components. Each component relates the idealized (no-noise) low-pass filtered signal, and is assumed to follow Benford-like behavior. The first of these, represents the mixing of class with class , and the second, describes the complimentary mixing component of class with class . We imagine this combined distribution to be broadly described by two Benford distributions (3) one of which is reflected about the midpoint PV intensity located midway between and . Within the context of PET or SPECT imaging, these two components are considered to represent the intrinsic over-spill from a high activity area with mean , surrounded by an underspilling lower activity area with mean intensity . Note in our definition of over-and under-spill, we are concerned with the blurring effects of the PSF, and ignore other processes such as scatter, which may also affect voxel quantification.
We now consider the specific issue of how to formally derive the link between the Benford distribution and the statistical intensity distribution that we observe in PV-affected data. We start by assuming that the PV effect can be modeled by a random vector of PV mixing variables, referred to as the PV random vector, , for different activity concentrations, or functional tissue classes, where each random variable is constrained to values between 0 and 1, and . For example, one might consider for anatomical neurological imaging data consisting of components representative of White Matter (WM), Gray Matter (GM) and Cerebrospinal Fluid (CSF) for MR or CT data, or for tumor or cardiac uptake in a uniform (but statistically noisy) background within a PET or SPECT Region of Interest (ROI).
For a two component problem, , then , where . A mapping can then be found between these PV mixing variables,
, and the denominator of the Benford distribution, re-defined for two components, (thus implementing the PV prior distribution), as so that substituting yields:
We now have to find a mapping between and where is a normalizing constant. The Benford distribution describes the distribution of digits only, irrespective of decimal place, so we therefore have to convert the PV random variable to a scaled integer, , via a function,
. The argument, , may be a real value number and the result of this function converts to an integer. Thus far, the unscaled PV random variables take values between 0 and 1 and the result of this integer conversion will always result in either 0 or 1. As the Benford distribution (3) is valid for any number of significant digits, we scale the PV mixing variables to a specific level of precision, . The resultant mapping between the PV random variable and the Benford distribution discrete value is therefore given by: (5) which is analogous with the denominator term given in (3) when . We relax this condition for our application, which is made possible by the renormalization of (3) using . Also, for 2-class mixing, note: (6) Equation (4) can now be stated in terms of the PV mixing random variables:
which, using (6) , is equivalent to (8) This now represents a PV prior distribution that can be quoted to any degree of precision, , which is particularly convenient for the digital representation of PV random variables. This is pertinent for the method that we have selected to infer the posterior PMF of our PV random vector, , given a measurement vector, (in this case given by the voxel intensity). The posterior PMF, , can be calculated via the well-known Bayes' theorem: (9) This formula provides a means of calculating the probabilities of PV mixing variables for a voxel with a particular intensity, so that we can see which particular PV is most likely for that voxel. We will return to the form of the PV prior distribution, , shortly, but first consider the remaining terms in this formula and their specific names and roles. The intensity likelihood, , is the intensity PDF for a particular PV mixing vector and can be described by a Gaussian PDF, with a mean, , and variance, , where and are the means and standard deviations of the unmixed or 'non-PV affected' voxel classes, and , respectively. This is possible due to a property of the sum of Gaussian random variables, which assumes linear mixing of the activity concentrations. The marginal PDF, 2 , describes the PDF of the intensities that the probabilistic model is proposing. In this work, this was calculated numerically by the method of Riemann sums [10] . The Bayesian model space is illustrated in Fig. 2 .
We consider the expectation of the PV mixing vector, with respect to the posterior PDF, in order to assign a value for the PV mixing vector that minimizes the mean square error between the true PV mixing vector, , and the PV mixing vector that we estimate, , i.e.
where is described by (8) for and using two scaled Kronecker delta functions, , for the non-PV voxel components when , i.e.
where for , and and are the prior probabilities for the unmixed (non-PV) and PV components respectively. In effect, the function acts to switch on and off the Benford PV mixing distributions at the extreme values of .
Equation (10), (with (11)) provides a method to estimate the mixing of each activity component within each voxel, given some imaging data, (real or simulated), and a particular intensity value, in a particular given voxel. This intensity value is then used by (10) , in combination with the estimated a priori probabilities for each activity concentration class together with the means and standard deviations for each pure (i.e. unmixed) component. The output of (10) thus provides a vector value of activity concentrations, , with elements, to , each taking values between 0 and 1, representative of an estimated value of the concentration of each activity component's concentration for that particular voxel. An exemplar classified slice is shown in Fig. 3 for a two-class classification, where white represents total content and black represents zero content . We have found that the above description can be utilized within probabilistic descriptions of 3-D medical imaging data that possess voxels affected by the PV effect. The output of such a classification process produces an image map where the value in each classified voxel corresponds to an estimate of the relative proportion of a particular mixture or partial volume component. However, in its current form, the method relies on the target objects being sufficiently large so that some of the voxels within the object are unaffected by the PV mixing process, and, in common with template based approaches [1] , an assumption that the target object was homogenous.
This formulation can also be extended to cases where . For instances where more than two activity concentrations are considered, each additional activity concentration contributes an additional component to (11) , while each possible pair of activity combinations must also be considered. Accounting for the parameters for these will be non-trivial. But in such cases it may be possible to utilize spatial/geometric constraints to reduce the total number of mixing combinations that need to be determined.
III. MATERIALS & METHODS
A. Partial Volume Data Simulation
We can illustrate the application of the Benford model with the use of simulated data, wherein the availability of user-defined 'ground truth' allows observation of the true PV mixing distribution. The simulated geometry used here represented a cylindrical phantom containing a Ga-68 aqueous solution, with a water-filled insert at higher activity concentration and a cold air-filled insert. The geometry was defined using a volumetric binary template, derived from simple image processing of an experimental CT phantom dataset, to represent a radioactively 'hot' lesion and an air-filled ('cold' spot) cavity (see Fig. 4 ). The simulated voxel dimension represented Fig. 4 . CT cross-sectional and sagittal slices through the CT phantom data used in this work. The (upper) air-filled insert and the (lower) 'hot' water-filled insert are clearly defined. The obvious gap between the phantom and the couch is due to the angle at which the phantom was propped in the axial direction, in order to experimentally better sample the partial volume voxel distribution. Further details appear in the text. , exactly matching the CT data. Two sets of analysis were produced from this process: one for the hot insert:warm background, where , and one for the (cold) air insert:warm background where . Further details of the ROIs used, image processing methods and phantom dimensions are described in Section III-B.
Simulated ground-truth, or an idealized representation of the PET image data in the absence of any corruption artifacts, was produced by ignoring any form of additive noise contribution. The mean values of each simulated phantom compartment were assigned using ROI analysis of corresponding experimental PET data (further described in Section III-B). To also then simulate various real data volumes, Gaussian distributed noise was added based upon the observed variance of background and insert components in the experimental data sets. All simulated data sets were then filtered with a kernel derived from an experimental Ga-68 Line Spread Function (LSF) obtained from a Phillips Gemini PET/CT imaging system as illustrated in Fig. 5 .
A Gaussian function with FWHM of 9.89 mm was found to provide a good characterization of the LSF (see Fig. 5 ). The equivalent 3-D PSF was assumed to be stationary across the entire image volume for a 3-D image acquisition protocol. Whilst (8)) and the synthetic data.
there are some small non-stationary geometry dependent effects in the PSF with position in the reconstructed volume, recent published work [11] suggests these are relatively insignificant for a 3D camera such as that used here, compared to the larger variations seen in PET cameras operating in 2-D mode (e.g. [12] ).
The filtering process introduces blurring of the insert edges, simulating the action of the scanner's point spread function, and thereby introducing boundary mixing artifacts that can be considered to simulate the PV effect. Fig. 6 illustrates a histogram taken from the ground truth of an exemplar simulated dataset. This shows an excellent fit between noiseless data and (8). Note, this was plotted using prior knowledge of the probability of occurrence of pure (i.e. unmixed or 'non-PV effected') and PV voxel membership defined by the aforementioned ROI templates. In a real imaging situation, the parameters could be estimated by least squares or Maximum Likelihood fitting over the observed intensity histogram.
Using the aforementioned ROI analysis of various experimental phantom datasets to set the parameters used in the simulation, a number of datasets with Contrast:Noise ratio (CNR) between 18-74 were obtained. CNR is defined here as the absolute difference in the mean class intensities, , divided by the standard deviation of the averaged variance from the two classes.
For simplicity, the simulation ignores modality-specific effects such as attenuation and scatter in PET/SPECT, (or similarly, beam hardening in CT etc), in order to demonstrate the intrinsic performance of the approach. However we return to these issues in the Discussion.
B. Experimental Data Acquisition
In order to investigate the practical imaging performance of the Bayes'/Benford Classifier, a PET-CT phantom study was undertaken. Experimental work was carried out using a Phillips Gemini PET/CT scanner and a cylindrical phantom filled with a Ga-68 solution. The higher energy positron emissions, and therefore the broader PSF associated with Ga-68, compared to, for example F-18, was utilized here to generate larger numbers of partial volume voxels in a relatively simple phantom geometry that could be replicated by simulation.
Registered CT data from the same scanner were acquired, and processed to represent an idealized PET image, as described below. This was to be used as an experimental 'ground truth' dataset upon which to compare the voxel classification based on the Benford model, described in Section II.
The phantom used comprised a main cylindrical compartment of 19 cm 20 cm diameter, containing axially parallel PTFE (polytetrafluoroethylene or Teflon), air and user-fillable inserts each having external diameters of 49 mm. Fig. 3 illustrates a cross section and sagittal section through the phantom obtained from the CT data used for generating simulated data, as well as defining the experimental ground-truth. For the purpose of the experiment, the PTFE insert was removed to provide a larger background region for subsequent analysis.
The fillable 'hot' insert and the sealed air-filled insert were used to generate partial volume measurements at their interface with the radioactively warm water-filled main phantom compartment. The 1 mm insert wall thickness could potentially result in PV underestimates in the classification process. However, initial PV data simulations using a hot insert/warm background/ cold wall thickness geometry suggested that for the scanner PSF and phantom geometry/activities used here, there was a maximum 3% estimated classification error ascribed to finite wall thickness. (In fact we found wall thickness only becomes significant when it approaches the scanner PSF FWHM).
To prepare the phantom, Gallium-68 was extracted from a Germanium-68 generator in the form of aqueous Gallium Chloride. The vial containing the radioactivity was then placed in a calibrator to determine the activity (227 MBq in 5.13 ml). This was used to produce a 5:1 activity concentration ratio between the hot insert and the warm background, considered to be similar to the uptake found in many hot spot imaging applications. The air-filled insert provided a more challenging experimental test of the methodology, wherein both activity concentration and material density changed across the PV interface. After injection of radioactivity into the water-filled phantom compartments, the phantom was shaken to ensure uniform mixing of the activity in each compartment.
The phantom was wedged at one end at an angle of to the horizontal, on the scanner bed, in order to improve the occurrence and distribution of Partial Volume Effect voxels around the inserts' boundaries. X-ray CT and PET image data were acquired using a modified Whole Body PET/CT acquisition protocol, and a 15% energy acceptance window centered on 511 keV for the PET data. The PET data were acquired for 50 minutes in a single bed position to give good count statistics (920 Million coincidence recorded). As the PET scanner field of view only covers 18 cm, the phantom was positioned to avoid obtaining PET image slices of the tilted and thereby incompletely sampled end faces.
The PET sinogram data were reconstructed on a grid using the RAMLA algorithm [13] , [14] and various applied corrections as summarized in Table I . The datasets were reconstructed using two iterations of the reconstruction scheme, which is standard practice at our institution. RAMLA is the preferred reconstruction approach with the Phillips Gemini   TABLE I  PET DATASETS GENERATED FOR PHANTOM IMAGING system, as, in common with many other iterative schemes supplied with modern commercial PET cameras, it produces considerably better image quality than analytical reconstruction approaches such as Filtered Back Projection. Note than unlike other iterative reconstruction approaches (e.g. [15] ) RAMLA is extremely stable, producing insignificant improvement (or indeed change) in the image after more than two or three iterations, regardless of object imaged. Each dataset was reconstructed onto the same size grid using Philips supplied software. The corrections applied to the data were implemented using Philips software, which uses registered CT data to determine attenuation correction factors at 511 keV. These attenuation correction factors are then utilized in a single scatter simulation to generate a scatter correction image. Random coincidences were acquired using a delayed anti-coincidence channel during acquisition. The various levels of post-acquisition correction used (see Table I ) were examined to study whether these corrections improved or degraded the assumed statistical behavior used within the classification performance given known visual 'intensity clustering' observed as part of the RAMLA regularization process.
CT data were acquired by translating the phantom through the CT part of the Gemini scanner. Following fan-beam reconstruction, the resultant CT image data set contained voxels of .
C. CT Derived Ground Truth
The CT data were processed to produce 'ground truth' or idealized noiseless PET datasets against which the classified experimental PET data would be compared. As shown in Fig. 3 , the CT voxel intensities of the phantom's hot insert and its surroundings were similar (as both contained water). Therefore, 3D seeded region growing was performed with a variety of thresholds on voxels representing the thin (1 mm) Perspex insert wall thickness. This produced an initial binary insert wall template. To determine a resultant 'hot' insert volume, this insert wall volume was then subjected to a further 3D region growing process, initiated inside the blank region enclosed by the segmented wall. Once thresholds had been optimized, the segmented CT insert volume was found to be within 3% of the calculated volume.
Determination of an equivalent template for the cold air-filled insert was relatively easily accomplished by, again, using seeded region growing. But in this case, the process was initialized inside the corresponding high contrast region in the image data. Optimization of the thresholds used produced a 5.9% template volume error compared to the known air-filled volume. Once filtered with the PET camera's PSF, these errors were considered negligible.
The resulting 3D binary templates (insert and background) were then assigned the corresponding mean values extracted from the datasets listed in Table I to generate unique experimental ground truth volumes for each reconstruction/correction combination investigated. Each dataset was then filtered using an experimentally derived Ga-68 point spread function, from the same scanner in a similar manner to that used in the PV Data Simulator. This produced idealized noiseless 'PET ground truth' representations of the acquired experimental datasets listed in Table I . These templates of the hot and cold insert volumes were also used to define the imaging geometry used in the data simulation, as previously described in Section III-B.
D. Experimental PET/CT Data Analysis
The Benford/Bayes classifier described in Section II assumes the voxel statistics are stationary across different slices. The validity of this was initially examined by considering the mean and variance found in an ROI defining the central part of the main phantom compartment in all contiguous transverse PET slices. As a result, only the central 14 PET slices were used for subsequent analysis, where the inter-slice ROI mean only varied by a maximum of 2% and the observed inter-slice ROI standard deviation changed by a maximum of 25%.
The PET datasets were then re-sampled and registered onto the CT grid using a rigid body transformation defined by the scanner manufacturer. Although the re-sampled voxel size of the PET data sets were the same as that of the CT, due to the differing fields of view, a further translation was required to register the data to the same origin in the analysis software. This was achieved by using 12 user-defined landmarks from which a mean displacement vector was calculated. The precision of the calculated transformation matrix was then verified by inspection of the registered profiles in the , and directions.
The various experimental PET datasets were used as input to the Benford Classifier, along with the corresponding ground truth derived from the registered CT data. In order to avoid unwanted multiple partial volume effects other than at the edge of the insert boundary, the experimental PV analysis was limited in each slice to an ROI defined by a binary template as illustrated in Fig. 7 . Note that in order to properly sample the background and the target insert, each ROI template explicitly included voxels from both classes. This is in contrast to more conventional ROI definition that requires expert guidance to define the boundary of a particular target object for subsequent analysis.
The quality of the classification process was judged using the Root Mean Square (rms) error, , defined overall all voxels, , as: (12) where is the number of voxels, , represents a particular voxel location and are the true and estimated mixture values, obtained from ground truth and classifier output values Fig. 7 . Exemplar ROI templates used to define the experimental PV analysis area in each slice: hot insert on left and cold air insert on right. Note, underlying grayscale image data has been independently scaled to better show phantom insert structures. These ROIs ensure air/outer wall mixing effects are avoided. Combining the ROI template with the CT-derived insert templates allowed the data simulator to reproduce the same imaging geometry used for experimental analysis. The apparent change in background gray level is due to grayscale autoscaling within the display software, described in [16] used to create these ROI templates.
respectively. This effectively represents the rms difference between the classified mixing values and the idealized mixing templates, that in prior work [1] , [2] would be used to determine the geometric transfer matrix.
The classified image data that the classifier produces were then further sub-divided into non-PV (i.e. unmixed) and PV voxel classes, using voxel class membership obtained from ground truth data. Equation (12) was then also used to calculate the corresponding RMS error for non-PV voxels and PV voxel groupings. This provides analysis of the classifier performance irrespective of the shape (i.e. compactness) of the target object with the ROI.
IV. RESULTS & DISCUSSION
A. Partial Volume Data Simulation
The results of the PV classification using simulated data, utilizing parameter values extracted from experimental phantom PET data, demonstrates the intrinsic performance of the classifier model. The use of the CT-derived templates and the same ROI allows exact duplication of the imaging geometry used in the phantom study. Thus, remembering that the experimentally derived PSF is used to duplicate the effective resolution (and PV mixing) of the PET imaging system (see Fig. 5 ), the relative weightings between non-PV and PV voxel class membership are considered identical across corresponding experimental and simulated datasets. Various histograms are now presented from the simulated and experimental datasets. These show the observed intensity distribution (data points) and the scaled marginal distribution (see Fig. 2 ), which describes the sum of all component mixing combinations considered by the model, projected onto the intensity axis. An exemplar histogram from the ROI (see Fig. 7 ) analysis is shown in Fig. 8 , demonstrating that the assumed Benford-like behavior provides an excellent fit to the synthetic noise-corrupted, filtered data.
The resultant voxel RMS errors for each simulated dataset are presented in Table II . This approach demonstrates the lower limit on classifier performance for different Contrast:Noise Ratios ranging from 10 to 70, using parameter estimates derived from the experimental data. The cold insert data generally TABLE I yielded parameters corresponding to lower CNRs compared to datasets associated with the hot insert, with corresponding decreases in classifier performance. We also observed that this lower bound on the classifier's performance in Table II follows an approximately reciprocal relationship with the Contrast:Noise Ratio, with an intrinsic limit of 1% rms error on the PV classification scheme for the two relatively higher contrast RAMLA datasets. However, classification on the PV simulated data only considers the assignment of voxel intensity data and PSF effects on the particular geometry used here: it does not consider the spatial modulation or statistical intensity effects of any potentially corrupting processes such as attenuation or scatter. The effects of these processes and the associated correction schemes on the classification performance are examined in the next section.
B. PET/CT Phantom Study
Using registered experimental PET and CT-derived ground truth data for each corresponding dataset listed in Table I , RMS error values were calculated following classification using the Benford classifier as shown in Table III . Note that the quoted RMS errors shown in Table III represent the deviation from ground truth datasets derived from mean and variance estimates taken from the corresponding PET data directly: thus, geometry is constant across all ground truth datasets, but PSF blur- ring (governing the cardinality of the non PV:PV voxels) and statistical parameters will vary. The quality of the PET/CT registration process was a key step for observing good experimental classifier performance, particularly over the PV boundaries, where alignment with ground truth data was critical. If the registration process were significantly in error, then there would be a systematic bias introduced on the reported RMS errors. The effect of the phantom insert wall thickness will also produce a small underestimate of PV mixing in each voxel, also contributing to the observed experimental RMS error. Comparing the hot insert RAMLA-AC and -FC simulated (Table II) and experimental datasets (Table III) demonstrates good agreement in a continuous density situation, suggesting that these processes contribute few % error, at most.
It can be seen that in the experimental situation (Table III) , overall classifier performance is lower to that predicted by simulation. This may be attributed to a number of physical and experimental issues. The most important of these is the assumed Gaussian noise model utilized in the classifier. In particular, the uncorrected RAMLA data exhibited clear deviations from this assumed behavior, as shown in Fig. 9 (compare with Fig. 8 ), along with spatial reconstruction artifacts associated with the inserts. Experimental classifier performance was correspondingly poor, demonstrating, perhaps unsurprisingly, that raw uncorrected RAMLA data is unsuitable for statistical PV quantification. In contrast, the -AC and -FC datasets exhibit much improved fits to the model as physical effects have been corrected, and the inherent 'regularization' process in the RAMLA algorithm, which clusters together similar gray level intensities, has also had a more desirable effect, both statistically and visually (see Figs. 10 and 11) .
The RAMLA-FC data provides the overall best classification result with 4 and 8% overall RMS errors for the hot and cold phantom inserts, respectively. In the case of the hot insert this represents a similar level of performance compared to the RAMLA-AC data. This may be because the effects of scatter correction might be expected to be less of an effect in the hot insert constant density situation. The slight decrease in non-PV voxel classification performance is attributed to the regularized corrected data producing a slight deviation from the assumed Gaussian noise model, as can be seen in Fig. 9 . But it is the cold insert RAMLA-FC datasets that better demonstrate Fig. 9 . Background peak appears left most; insert is represented by right most peak.
the benefits of post-acquisition correction for image quantification. Once again, the uncorrected RAMLA data produces poor performance, for similar reasons as seen in the hot insert. But in the cold air-filled insert, scatter may be expected to 'leak' into the insert preferentially near the insert boundary, therefore confounding PV quantification. The improvement observed between -AC and -FC datasets in the cold insert case is therefore attributed to the effectiveness of the scatter correction stage.
However, the classifier performance associated with the cold insert is rather lower than that achieved with the hot insert. This may be due to a number of physical (rather than scanner-dependent) factors: Ga-68 is a high-energy positron source providing a maximum range in water of 8.2 mm at 895 keV, and at the modal energy, a range of 5.8 mm. When imaging across Fig. 11 . Histogram of the RAMLA-FC data obtained from the ROI applied to the hot insert (symbols) capturing both insert and background. Note excellent fit of data points compared to the assumed marginal distribution (continuous line). Background peak appears left most, insert is represented by right most peak. Fig. 12 . Histogram of the RAMLA-FC data obtained from the ROI applied to the cold insert (symbols) compared to the assumed marginal distribution (continuous line). Background peak appears right most, insert is represented by left peak.
an air:water boundary, the extended positron range in air compared to water may affect the PSF in the PV region for such a high energy positron emitter. This may physically affect the spatial distribution of non-PV and PV voxels, which was ignored in the simple processing and class assignment used to obtain the ground truth. This might also explain the apparent difference in model fits of the PV component for the hot and cold -FC insert data shown in Fig. 11 compared to Fig. 12 , respectively.
V. CONCLUSIONS
We have outlined a method of quantifying PV effects in volumetric data, with particular reference to PET imaging, using the Benford distribution as a basis for describing the a-priori PV mixing distribution. The discrete Benford distribution can be thought of as describing the PV behavior on a discrete scale up to any precision that is very similar to the actual discretization process of the image acquisition and digitization stage. The demonstrated performance suggests that this may be used as the basis for determining metabolically active volumes, as well as 'cold spots' without recourse to a-priori knowledge of morphological tissue boundaries. The advantages of this approach are that (1) we make no prior assumptions about the physical boundaries of hot or cold objects; (2) , this new formulation is easy to use as Benford's Law requires no parameter estimation other than a scaling term, to determine the shape of the a priori PV probability distribution, and (3), the PV distribution arising from Benford's Law can be considered to provide a good statistical model of the physical under-or over-spill in high/low activity boundaries.
A phantom study using co-registered CT data has been completed in order to experimentally validate the quality of PV correction available with this approach. Various levels of postacquisition correction were used to study whether these corrections improved or degraded the assumed statistical behavior used within the classification performance given known visual 'intensity clustering' observed as part of the RAMLA regularization process. Out of the 3 methods used to reconstruct the PET images, the fully corrected RAMLA-FC data gave the smallest errors when compared to ground truth, with RMS errors of 4% for PV voxels and just over 1% for non-PV effected voxels for the hot insert, with an overall RMS error of 3%. The expected error of a few % induced due to finite insert wall thickness and registration error has produced experimental results, which are consistent with simulation of a uniform insert. This demonstrates, as might be expected, that these corrections have a positive effect on statistical PV image quantification.
The corresponding RMS errors associated with the cold insert were 17% and 1%, with an overall RMS error of 8%. The decrease in performance over a cold low-density region compared to a hot uniform density region may be explained by a number of physical effects including scatter and randoms changes. For Ga-68 imaging in particular, there may also be issues of changes in PSF across such a boundary due to increased positron range in air compared to water. Given that we found accurately accounting for the PSF for a particular dataset in the ground truth data was an important step in realizing good classifier performance, it may be possible to realize improved apparent performance by paying closer attention to PSF effects across such boundary density changes.
These first results demonstrate that using Benford's Law with a statistical partial volume classifier can provide accurate PV quantification in PET imaging, when the use of anatomical boundary information is either unavailable or inappropriate. Further work is currently under development to investigate how this framework can be used to quantify the PV effect in smaller target volumes where 1-D intensity-based analyses may require extending to higher order features [17] . This is the subject of on-going development.
