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ON CURVATURE AND THE BILINEAR MULTIPLIER
PROBLEM
S. ZUBIN GAUTAM
Abstract. We provide sufficient normal curvature conditions on the bound-
ary of a domain D ⊂ R4 to guarantee unboundedness of the bilinear Fourier
multiplier operator TD with symbol χD outside the local L
2 setting, i.e. from
Lp1 (R2) × Lp2 (R2) → Lp
′
3 (R2) with
P
1
pj
= 1 and pj < 2 for some j. In
particular, these curvature conditions are satisfied by any domain D that is
locally strictly convex at a single boundary point.
1. Introduction
The celebrated ball multiplier theorem of C. Fefferman ([Fef71]) states that the
characteristic function of the unit ball Bd in R
d, d ≥ 2, is not a bounded Fourier
multiplier on Lp(Rd) for p 6= 2. As an immediate corollary of the proof, one
obtains the corresponding result with the ball replaced by any connected domain
D in Rd whose boundary is a sufficiently smooth hypersurface with nonzero second
fundamental form (or equivalently a nonzero principal curvature) at some point.
Interest has arisen in studying analogues of the ball multiplier question in the
bilinear setting; namely, given a domain D ⊂ R2d, one may ask whether the bilinear
Fourier multiplier TD : S(Rd)× S(Rd)→ S ′(Rd) given by
TD
(
f, g
)
(x) =
∫
Rd
∫
Rd
χD(ξ, η)fˆ (ξ)gˆ(η)e
2pii(ξ+η)·x dξ dη
extends to a bounded bilinear operator from Lp(Rd)×Lq(Rd) to Lr(Rd) for suitable
ranges of p, q, r; here χD denotes the characteristic function of D. For dimension
d = 1, the case of D = B2 the unit disc of R
2 was treated by Grafakos and Li, who
showed in [GL06] that in fact TB2 is a bounded operator from L
p(R) × Lq(R) to
Lr(R) in the local L2 case (i.e. 1p +
1
q +
1
r′ = 1 with p, q, r
′ ≥ 2). However, the
status of the bilinear disc multiplier outside the local L2 case remains unknown as
of this writing, and for the majority of this paper we concern ourselves only with
dimensions d ≥ 2.
In the linear setting, Fefferman’s theorem and the boundedness of the Hilbert
transform give the following dichotomy: “Polyhedral” domains (with finitely many
faces) yield bounded Fourier multipliers, while domains whose boundaries possess
curvature (or simply a suitably rich collection of tangent hyperplanes) give rise
to unbounded multipliers, as noted above. By contrast, the situation is less well-
understood in the bilinear setting, largely because the boundedness properties of
even the half-space multiplier operators TP−→v are not well-understood for d ≥ 2;
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here P−→v = {
−→
ξ ∈ R2d | −→ξ · −→v > 0} (Theorem 5.1 below provides an unbounded-
ness result for TP−→v in a rather limited range of exponents). These operators are
essentially higher-dimensional analogues of the bilinear Hilbert transform and are
of independent interest (see Section 2; see also [DT08] for a discussion of related
operators and connections to ergodic theory).
Nonetheless, in high dimensions the ideas of Fefferman’s original argument have
been successfully adapted to yield unboundedness results for bilinear Fourier mul-
tipliers associated to domains with boundary curvature. For d ≥ 2 and B2d the
unit ball of R2d, Diestel and Grafakos ([DG07]) proved that TB2d is not a bounded
bilinear Fourier multiplier outside the local L2 setting; in [GR08], Grafakos and
Reguera generalized this result to replace the ball B2d with a compact, strictly
convex domain D whose boundary is a smooth hypersurface in R2d.
For both the statements and the proofs of our results, we will adopt a symmetric
presentation in terms of trilinear forms rather than bilinear operators; this approach
rids us of the inconvenience of dealing with duality, and more importantly it has
the decided benefit of placing our curvature conditions below in a natural geometric
setting. For now we restrict our attention to dimension d = 2; see Remark (2) of
Section 6 for a discussion of higher dimensions. To any bilinear operator T : S(R2)×
S(R2) → S ′(R2) we can associate a trilinear form Λ on S(R2) × S(R2) × S(R2)
defined by
Λ(f1, f2, f3) =
∫
R2
T(f1, f2)(x)f3(x) dx.
For triples −→p = (p1, p2, p3) with 1 ≤ pj ≤ ∞ for all j, the boundedness of T from
Lp1 × Lp2 to Lp′3 is equivalent to the boundedness of Λ on Lp1 × Lp2 × Lp3 :
|Λ(f1, f2, f3)| ≤ ‖T ‖
3∏
j=1
‖fj‖pj ;
in this case, we say that the form Λ is of “type −→p .” The natural range of ex-
ponent triples −→p under consideration is given by demanding that the trivial form
Λ0(f1, f2, f3) :=
∫
f1f2f3 be bounded; viz., we consider only “homogeneous”
−→p
with
∑
1
pj
= 1.
For the bilinear Fourier multiplier operators TD as above, the associated trilinear
forms are given by embedding D into R6 as follows: Let Γ be the subspace
Γ := {(ξ1, ξ2, ξ3) ∈ R2 × R2 × R2 | ξ1 + ξ2 + ξ3 = 0} ⊂ R6,
with Φ : R2 × R2 → Γ the obvious isomorphism given by
Φ(ξ1, ξ2) =
(
ξ1, ξ2,−(ξ1 + ξ2)
)
.
Then for D ⊂ R4, the trilinear form associated to TD is
ΛΦ(D)(f1, f2, f3) =
∫∫∫
δ(ξ1 + ξ2 + ξ3)χΦ(D)(ξ1, ξ2, ξ3)
3∏
j=1
f̂j(ξj) dξ1dξ2dξ3.
In the sequel, we will always identify R4 with R2 ×R2 and R6 with R2 ×R2 ×R2,
and by a “j-th coordinate slice” in R6 we mean a 4-plane of the form
{(ξ1, ξ2, ξ3) ∈ R6 | ξj = ξ0}
for some fixed ξ0 ∈ R2. Note that the intersection of Γ with any j-th coordinate
slice is a 2-plane.
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Our main result is the following:
Main Theorem. Let D˜ be a domain in Γ ⊂ R6 such that ∂D˜ ∩ U is a smooth,
connected (three-dimensional) hypersurface for some open neighborhood U ⊂ Γ.
Suppose that for some j ∈ {1, 2, 3} the intersection of ∂D˜ ∩ U with some j-th
coordinate slice is a plane curve of nonzero curvature. Then the trilinear form Λ eD
fails to be of type −→p = (p1, p2, p3) whenever 1p1 + 1p2 + 1p3 = 1, 1 < p1, p2, p3 <∞,
and pi < 2 for some i 6= j.
Of course, this can be translated to a direct statement about bilinear multiplier
operators associated to domains D ⊂ R4 by applying the theorem to Φ(D). First
and second coordinate slices in Γ correspond to their natural analogues in R4, while
third coordinate slices correspond to 2-planes of the form {(ξ1, ξ2) ∈ R4 | ξ1 + ξ2 =
constant}. Since any strictly convex set D is easily seen to satisfy all three of the
given curvature conditions, we obtain the following generalization of the Grafakos–
Reguera result:
Corollary 1.1. Let D be a domain in R4 whose boundary ∂D is smooth in some
neighborhood U ⊂ R4, and suppose that either D or R4 \D is strictly convex in this
neighborhood. Then for 1p1 +
1
p2
+ 1p3 = 1 with exactly one of p1, p2, p3 less than 2,
TD does not extend to a bounded bilinear Fourier multiplier from L
p1(R2)×Lp2(R2)
to Lp
′
3(R2).
The Main Theorem above can actually be stated more generally; namely, under
essentially the same hypotheses on D˜ one can also prove unboundedness of the
operator TD outside the interior of the “Banach triangle” (i.e. from L
p1 × Lp2 to
Lp
′
3 with p′3 ≤ 1, so that p3 = ∞ or p3 < 0). However, a symmetric statement
in terms of trilinear forms presents some difficulties, as the “type −→p ” formalism
breaks down outside the Banach triangle; to avoid introducing potentially confusing
technicalities at this point, we defer the statement of the general result to Section
5 below.
The idea of the proof of the Main Theorem is quite simple; heuristically speaking,
our approach is simply to apply Fefferman’s original argument on the appropriate
coordinate slice. More specifically, assuming boundedness of Λ eD, we first obtain
a square function estimate for a family of trilinear forms associated to a family
of half-spaces in Γ. To complete the proof, we produce a Besicovitch set-based
counterexample to this estimate.
At this point, given the ease with which one can apply Fefferman’s argument for
the ball to more general domains in the linear setting, the reader may be skeptical
as to the necessity of any further discussion once one has established the unbound-
edness of the ball bilinear multiplier. The key feature distinguishing the bilinear
multiplier problem from the linear one here is a marked decrease in symmetry with
respect to actions on the underlying Euclidean space. More specifically, the class of
linear Lp-Fourier multipliers on Rd is invariant under the natural action of the isom-
etry group Od(R)⋉R
d of Rd (and in fact under the full affine group GLd(R)⋉R
d);
however, the class of bilinear Lp × Lq → Lr-Fourier multipliers on Rd is not in-
variant under the usual rotation action of SO2d(R).
1 In fact, it is precisely this
1This fact is well-known but seems to be folkloric; it can readily be observed by rotating the
symbols of suitable operators falling under the scope of Lemma 1 of [GL06]. We provide yet
another illustrative example in the discussion following Proposition 1.2 below.
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absence of SO2d-invariance that prevents the proofs in [DG07] and [GR08] from
extending easily to more general domains with curvature. To wit, though neither
proof genuinely requires surjectivity of the Gauss map N : ∂D → S2d−1 (which
is guaranteed by compactness and strict convexity), both arguments rely on the
presence of a suitable collection of “projectively diagonal” normal vectors of the
form (v, λv) ∈ Rd × Rd (see Theorem 4.1 below). With such an approach, the
ball appears to be a less generic example in the bilinear setting than in the linear
one; in order to obtain a result treating more general domains that are merely
strictly convex in a neighborhood of some arbitrary boundary point, one should
avoid appealing to the full wealth of normal directions available on the sphere.
One might expect an “ideal” bilinear analogue of Fefferman’s theorem (phrased
in terms of operators rather than forms) to state that TD is unbounded for any
D ⊂ R4 whose boundary has some nonzero principal curvature at a point. However,
the aforementioned loss of symmetry makes such an analogy impossible:
Proposition 1.2. There exist domains D˜ ⊂ Γ with smooth boundary such that ∂D˜
has nontrivial second fundamental form at some point while Λ eD is of type (p1, p2, p3)
whenever 1 < p1, p2, p3 <∞.
Examples of such D˜ are easily given by certain cylinder sets: A result of Muscalu
(viz. Theorem 2.1.1 of [Mus00]) gives the existence of domains D0 ⊂ R2 with
nontrivial boundary curvature for which the bilinear operators TD0 are bounded
from Lp1(R) × Lp2(R) to Lp′3(R) for all triples (p1, p2, p3) as in the Proposition.
From any such D0, we construct the domain
D = {(ξ1, ξ2, ξ3, ξ4) ∈ R4 | (ξ1, ξ3) ∈ D0}
(here we have of course broken with our convention of always writing R4 as R2×R2).
Then it is easy to check that
TD
(
f1, f2
)
(x1, x2) = TD0
(
f1( · , x2) , f2( · , x2)
)
(x1),
so that boundedness of TD0 gives the desired boundedness of TD and the usual
associated trilinear form ΛΦ(D). These “degenerate” examples of course illustrate
the aforementioned anisotropy of the bilinear setting; their curvature is restricted
to planes of the form {−→ξ ∈ R4 | (ξ2, ξ4) = (a, b)} for fixed (a, b) ∈ R2, and they can
be suitably rotated to fall under the scope of the Main Theorem.
Acknowledgements. I would like to thank my advisor Christoph Thiele for many
useful discussions and in particular for suggesting the symmetric treatment in terms
of trilinear forms, which greatly improved the exposition of this paper.
2. Notations and preliminaries
As in the linear case treated by Fefferman, the key feature obstructing bound-
edness of TD (or of ΛΦ(D)) is the fact that ∂D (or ∂Φ(D)) possesses many suitable
tangent hyperplanes; we pause now to establish some notation and isolate the geo-
metric properties we will exploit. As noted above, we identify R6 with R2×R2×R2;
symbols such as
−→
ξ and −→v will denote points and vectors in R6, while ξ and v will
denote points and vectors in R2. Families of points or vectors will be indexed by
superscripts, so that, for example,
−→
ξ n = (ξn1 , ξ
n
2 , ξ
n
3 ).
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For two quantities A and B, we take A . B to mean A ≤ cB for some constant
c; when necessary, dependence of implied constants on certain parameters will be
denoted by subscripts on “..”
Consider a domain D˜ ⊂ Γ as in Theorem 1, and suppose for the moment that
∂D˜ has curvature in a first coordinate slice in R6. Then, for some small choice of
θ0 > 0, we can take a continuum {−→ξ θ | − θ0 ≤ θ ≤ θ0} of points on ∂D˜ with the
following properties:
• −→ξ θ = (ξ01 , ξθ2 , ξθ3) for all θ.
• Let −→v θ = (vθ1 , vθ2 , vθ3) denote a normal vector2 to ∂D˜ at the point
−→
ξ θ.
Elementary linear algebra shows that the projection of −→v θ to the 2-plane
{(0, v,−v)} ⊂ Γ is
1√
2
(
0, wθ,−wθ) := 1√
2
(
0 , vθ2 − vθ3 , vθ3 − vθ2
)
,
and we normalize −→v θ so that |wθ| = 1 for all θ. By the curvature condition
on ∂D˜, we can arrange that
wθ = γθw
0,
where γθ ∈ SO2(R) denotes rotation by the angle θ.
This discussion may seem a bit cumbersome; the salient point here is that, by the
standard “Perron tree” construction (see e.g. [Ste93]), the collection
{wθ = vθ2 − vθ3 | − θ0 ≤ θ ≤ θ0}
“yields Besicovitch sets” in R2 in the following sense:
Definition 2.1. A family F of unit vectors in R2 yields Besicovitch sets if for every
ε > 0 there is a set Kε ⊂ R2 such that:
(1) Kε =
⋃N
n=1Rn for some N depending on ε, where each Rn is a rectangle
of dimensions 1× 1N . The length-1 sides of each Rn point in the direction
of some vn ∈ F .
(2) |Kε| < ε.
(3) The rectangles R′n, 1 ≤ n ≤ N , are disjoint, where R′n is obtained by
translating Rn by the vector −2vn. (Since each vn is a unit vector, Rn and
R′n are “reaches” of one another, in the terminology of [Ste93].)
(4) There is a fixed compact set K∗ independent of ε such that Kε ⊂ K∗.
In general, if D˜ is as in Theorem 1 with curvature in a j0-th coordinate slice,
then D˜ enjoys the following property:
Property 2.2. Given ε > 0, there is a Besicovitch set Kε =
⋃N
1 Rn ⊂ K∗ as above
and a sequence of points
−→
ξ 1, . . . ,
−→
ξ N ∈ ∂D˜ such that:
• −→ξ n = (ξn1 , ξn2 , ξn3 ) with ξnj0 = ξ0 for all n.
• For all n, there is a normal vector −→v n = (vn1 , vn2 , vn3 ) to ∂D˜ at
−→
ξ n such
that the length-1 side of the rectangle Rn is parallel to the vector
wnj0 := v
n
σ(j0)
− vnσ2(j0) ∈ R2,
2∂ eD is a three-dimensional submanifold of the four-dimensional subspace Γ ⊂ R6; we define
our normal vectors in this context, and all normal vectors are of course chosen consistently with
the orientation of ∂ eD.
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✻
✠
✲x
−v2
−v1
−v3
x− v2
x− v3
x− v1
v1 − v2
v2 − v3
v3 − v1
Figure 1. “Configuration triangle”
where σ is the cycle (1 2 3) in the permutation group S3, and |wnj0 | = 1.
• The vectors −→v n all lie in a compact set A∗, which is independent of ε.
Finally, for −→v ∈ Γ, consider a half-space P−→v = {
−→
ξ ∈ Γ | −→ξ · −→v > 0} with
associated trilinear form
ΛP−→v (f1, f2, f3) =
∫∫∫
δ(ξ1 + ξ2 + ξ3)χP−→v (
−→
ξ )
∏
j
f̂j(ξj) d
−→
ξ
as above. It is a matter of routine to show that the trilinear form
Λ˜−→v (f1, f2, f3) :=
∫
R
∫
R2
∏
j
fj(x − tvj) dx dt
t
is a linear combination of ΛP−→v and the pointwise-product trilinear form; here the
integral in t is taken in the principal value sense. The forms Λ˜−→v are of course
parameterized by the vectors −→v ∈ Γ; it will also prove useful to view them as
parameterized by the triangles (or similarity classes of triangles) in R2 determined
by the vectors vj−vσ(j) (see Figure 1). The bilinear operator associated to the form
ΛP−→v is the half-space Fourier multiplier TP−→w on S(R2) × S(R2) mentioned in the
Introduction, where −→w = Φ∗(−→v ) ∈ R4. Similarly, the bilinear operator associated
to Λ˜−→v is given by
S−→w (f1, f2)(x) := p. v.
∫
R
f1(x− tw1)f2(x− tw2) dt
t
;
as mentioned above, S−→w may be viewed as a two-dimensional variant of a bilinear
Hilbert transform.
3. Square function estimates
The results of this section are direct analogues of the lemma of Y. Meyer used
in Fefferman’s proof (Lemma 1 of [Fef71]), and their proofs are essentially identical
to that of the latter. We begin with a domain D˜ ⊂ Γ and a sequence of points−→
ξ n ∈ ∂D˜ at which ∂D˜ has normal vectors −→v n. Let Λn denote the trilinear form
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ΛP−→v n associated to the half-space Pn := P−→v n , and set Λ˜n := Λ˜−→v n as in Section 2
above. As usual, the main idea is that, by the translation- and dilation-invariance
of bilinear multiplier norms, boundedness of the trilinear form Λ eD will yield strong
uniform bounds (in fact ℓ2 vector-valued bounds) for the forms Λn or Λ˜n.
Lemma 3.1. Let 0 < p1, p2, p3 <∞ with 1p1 + 1p2 + 1p3 = 1, and suppose
|Λ eD(f1, f2, f2)| .
3∏
j=1
‖fj‖pj
for all measurable functions f1, f2, f3 on R
2. Let
−→
ξ n and Λ˜n be as given above.
Then:
(a) 3 For all sequences of measurable functions fn1 , f
n
2 , f
n
3 on R
2 we have the
estimate
(3.1)
∑
n
|Λ˜n(fn1 , fn2 , fn3 )| .p1,p2,p3
3∏
j=1
∥∥∥(∑
n
|fnj |2
)1/2∥∥∥
pj
.
(b) Suppose further that for some j0 ∈ {1, 2, 3} we have ξnj0 = ξ0 for all n, and
let fn1 , f
n
2 , and f
n
3 be sequences of measurable functions such that f
n
j0 = f0
for all n. Then we have the estimate
(3.2)
∑
n
|Λ˜n(fn1 , fn2 , fn3 )| .p1,p2,p3 ‖f0‖pj0
∏
j 6=j0
∥∥∥(∑
n
|fnj |2
)1/2∥∥∥
pj
.
The point of part (b) of this lemma is that we can afford to replace one of the
sequences (fnj )n ∈ Lpj (R2, ℓ2) from part (a) with a single function f0 ∈ Lpj (R2,C),
at the expense of requiring an extra condition on the boundary points
−→
ξ n; this
burden will account for the coordinate-slice restriction in the curvature conditions
of the Main Theorem.
Proof. For r > 0, let D˜r denote the r-dilate {r−→ξ | −→ξ ∈ D˜} of D˜, and set D˜r,n =
D˜r − r−→ξ n, so that
χ eDr,n −→ χPn
pointwise almost everywhere on Γ as r → ∞. Then by dominated convergence we
have
Λn(f1, f2, f3) = lim
r→∞
ΛD˜r,n(f1, f2, f3)
= lim
r→∞
Λ eDr (Mrξ
n
1
f1,Mrξn
2
f2,Mrξn
3
f3)
for all Schwartz functions f1, f2 and f3, where Mξ denotes the modulation operator
defined by Mξ f(x) = e
2piiξ·xf(x).
Now, since we assume boundedness of the trilinear form Λ eD, the forms Λ eDr are
uniformly bounded on Lp1 × Lp2 × Lp3 , due to the dilation-invariance of Fourier
multiplier operator norms. Summing in n and appealing to Theorem 6 of [GM04]4
3Part (a) of this lemma was originally proved in [DG07] and [GR08]. We do not use it in the
proof of the Main Theorem; however, see the discussion after the proof in Section 4.
4This theorem states that if T : Lp1(X) × Lp2(X) → Lp
′
3 (X) is bounded, then the natural
vector-valued extension of T maps Lp1
`
X, ℓ2(N)
´
× Lp2
`
X, ℓ2(N)
´
to Lp
′
3
`
X, ℓ2(N × N)
´
contin-
uously. This is a natural analogue of the classical square function estimate for linear operators
used in [Fef71]; like its linear predecessor, its proof is based on Khintchine’s inequality.
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(together with a straightforward application of duality), we obtain∑
n
|Λn(fn1 , fn2 , fn3 )| = limr→∞
∑
n
|Λ eDr(Mrξn1 fn1 ,Mrξn2 fn2 ,Mrξn3 fn3 )|
.p1,p2,p3 lim
r→∞
3∏
j=1
∥∥∥(∑
k
|Mrξn
j
fnj |2
)1/2∥∥∥
pj
=
3∏
j=1
∥∥∥(∑
n
|fnj |2
)1/2∥∥∥
pj
for all sequences fn1 , f
n
2 , f
n
3 ∈ S(R2); this is the estimate used in [DG07] and [GR08].
Part (a) of the lemma follows immediately, since Λ˜n is a linear combination of Λn
and the pointwise-product trilinear form.
We now turn to part (b). Fix j0 ∈ {1, 2, 3} such that the points −→ξ n ∈ ∂D˜ above
satisfy ξnj0 = ξ0 for all n, and consider three sequences f
n
1 , f
n
2 , f
n
3 as before, with
the additional caveat that fnj0 = f0 for all n. Then for each r, one of the arguments
of
Λ eDr (Mrξ
n
1
fn1 ,Mrξn2 f
n
2 ,Mrξn3 f
n
3 )
is constant in n, so we may view this expression as a bilinear form in the other two
arguments. Appealing to square function estimates for linear operators5 in lieu of
the Grafakos–Martell estimate used above, we may proceed as before to obtain∑
n
|Λ˜n(fn1 , fn2 , fn3 )| .p1,p2,p3 ‖f0‖pj0
∏
j 6=j0
∥∥∥(∑
n
|fnj |2
)1/2∥∥∥
pj
as desired; the term ‖f0‖pj0 appears via the norm of the linear operator associated
to the aforementioned bilinear form. 
4. Proof of the Main Theorem
Let D˜ be a domain in Γ with curvature in a j0-th coordinate slice, and suppose
toward a contradiction that we have the estimate
|Λ eD(f1, f2, f3)| .
3∏
j=1
‖fj‖pj .
The goal now is to establish sufficient lower bounds for Λ˜n(f
n
1 , f
n
2 , f
n
3 ) to contradict
part (b) of Lemma 3.1; of course, this entails a suitable choice of the points
−→
ξ n ∈
∂D˜ that define Λ˜n, as well as a suitable choice of the functions f
n
j . As we resign
ourselves to following Fefferman’s approach, we will eventually take the fnj to be
characteristic functions of aptly chosen rectangles in R2, and the lower bounds on
Λ˜n will just be pointwise lower bounds for the operators TPn in disguise.
Recall that for the moment we work within the Banach triangle outside the
local L2 setting; namely, we seek to prove the unboundedness of Λ eD on L
p1(R2)×
Lp2(R2) × Lp3(R2), with ∑ 1pj = 1 and pi < 2 for exactly one i 6= j0.6 The key
insight of Fefferman is that one can exploit Besicovitch sets to make the right-
hand side of the square function estimate (3.2) arbitrarily small while keeping the
left-hand side large; achieving this is only slightly more involved in our setting
5Cf. the previous footnote.
6For the remainder of the proof we suppress all dependence of constants on the exponents pj .
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than in the linear. Indeed, let Kε be a Besicovitch set as in Definition 2.1, with
Kε =
⋃N
1 Rn. Then Ho¨lder’s inequality yields
(4.1)
∥∥∥(∑
n
|χRn |2
)1/2∥∥∥
pi
< ε
2−pi
2pi ,
which can be made arbitrarily small by decreasing ε, since pi < 2. To exploit
this estimate, we use the fact that ∂D˜ has curvature in a j0-th coordinate slice;
taking any ε > 0, we have points
−→
ξ 1, . . . ,
−→
ξ N , normal vectors −→v 1, . . . ,−→v N , and a
Besicovitch set Kε =
⋃N
1 Rn provided by Property 2.2 from Section 2. In light of
estimate (4.1) we set fni = χRn , so that part (b) of Lemma 3.1 gives
(4.2)
N∑
n=1
|Λ˜n(fn1 , fn2 , fn3 )| . ε
2−pi
2pi ‖f0‖pj0
∥∥∥( N∑
n=1
|fnk |2
)1/2∥∥∥
pk
for all sequences of functions fnk and f
n
j0
such that fnj0 = f0 for all n; here k ∈
{1, 2, 3} is the remaining index j0 6= k 6= i.
We now produce f0 and f
n
k that will essentially maximize the left-hand side of
(4.2). In fact, we will set fnk = χR′n , where R
′
n is the reach
7 of Rn as given in
Definition 2.1, and f0 = χQ for some large rectangle Q to be determined. In this
setting we have
Λ˜n(f
n
1 , f
n
2 , f
n
3 ) =
∫
R
∫
R2
3∏
j=1
fnj (x− tvnj ) dx
dt
t
=
∫∫
χRn(x− tvni )χR′n(x− tvnk )χQ(x− vnj0) dx
dt
t
=
∫
R
∫
Rn
χR′n
(
x− t(vnk − vni )
)
χQ
(
x− t(vnj0 − vni )
)
dx
dt
t
.(4.3)
Note here that the vector vnk − vni is equal to ±(vnσ(j0) − vnσ2(j0)), so that Rn is
parallel to this vector with R′n = Rn − 2(vnk − vni ) by Property 2.2. Also note that−→v n is chosen by design so that |vnk − vni | = 1; here and in what follows, it may be
helpful to think in terms of the configuration triangles of Section 2 (see Figure 2).
Given these observations, it is clear from (4.3) that if we choose Q to be a large
enough rectangle we have
(4.4) |Λ˜n(fn1 , fn2 , fn3 )| & |Rn| =
1
N
.
Moreover, recall that we have the provisos Kε ⊂ K∗ for all ε and some fixed
compact set K∗, and −→v n ∈ A∗ for some compact A∗ which is again independent of
ε. Thus we may in fact choose such a Q independently of n and ε; the important
fact here is that we can set fnj0 = f0 := χQ for all n and ensure
‖f0‖pj0 . 1
independently of ε. If the preceding discussion seems lacking in motivation, the
reader may note that in the heuristic limiting case of Q = R2, the bilinear forms
Λ′n(f, g) := Λ˜n(f, g, χR2)
7Of course, there are two choices of reach depending on our choice of orientation; we will always
choose the one that is obviously expedient.
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Figure 2.
correspond to the directional Hilbert transforms (or linear half-space multipliers)
used in Fefferman’s original argument. (Note also that in the case pj0 = ∞ this
observation can be used trivially to deduce unboundedness from Fefferman’s proof.)
Finally, we observe that since the rectangles R′n are disjoint, we also have∥∥∥( N∑
n=1
|fnk |2
)1/2∥∥∥
pk
=
∥∥∥ N∑
n=1
χR′n
∥∥∥
pk
= 1.
Thus, combining estimates (4.2) and (4.4), we obtain
1 .
N∑
n=1
|Λ˜n(fn1 , fn2 , fn3 )| . ε
2−pi
2pi ;
this renders our original boundedness assumption absurd and completes the proof
of the Main Theorem. 
For the sake of contrast, we now briefly summarize the approach of [DG07] and
[GR08], which actually yields the following:
Theorem 4.1. Let D˜ be a domain in Γ such that ∂D˜ possesses a family of normal
vectors {−→v θ = (vθ, λθvθ,−(1 + λθ)vθ) | θ ∈ I} ⊂ Γ
for some index set I, where the collection {vθ | θ ∈ I} ⊂ R2 yields Besicovitch sets
as in Definition 2.1, and λθ ∼ 1 for all θ ∈ I. Then the trilinear form Λ eD is not
of type −→p = (p1, p2, p3) whenever
∑ 1
pj
= 1 and pi < 2 for some i ∈ {1, 2, 3}.
This approach also follows Fefferman’s argument, using part (a) of Lemma 3.1
where we have used part (b). Note that appealing to part (a) allows one to eliminate
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Figure 3. Degenerate configuration triangle
any restriction on the points of ∂D˜ at which the normal vectors −→v θ occur; in ex-
change, use of the square function estimate (3.1) forces a rather stringent condition
on the normal vectors themselves (viz., all three of the component vectors of −→v θ
must be parallel in R2). To prove the theorem, as above one chooses appropriate
normal vectors −→v n = −→v θn associated to some Besicovitch set Kε =
⋃N
1 Rn and
considers the forms Λ˜n := Λ˜−→v n . Again setting f
n
i = χRn , part (a) of Lemma 3.1
then gives
(4.5)
N∑
n=1
|Λ˜n(fn1 , fn2 , fn3 )| . ε
2−pi
2pi
∏
j 6=i
∥∥∥( N∑
n=1
|fnj |2
)1/2∥∥∥
pj
.
At this point, if one wishes to follow Fefferman by setting fnj = χQnj for some
rectanglesQnj , any productive use of estimate (4.5) clearly prohibits one from taking
|Qnj | & 1 given that pj > 2 for j 6= i. However, since the component vectors vnj of−→v n are all parallel, the configuration triangle for Λ˜n is degenerate (i.e. all vertices
are collinear); thus one may choose Qnj to be appropriate “reaches” of Rn for both
j 6= i and still obtain
|Λ˜n(fn1 , fn2 , fn3 )| &
1
N
as above. See Figure 3, which should be contrasted with Figure 2. Since we were
able to choose fnj = χQnj with |Qnj | ∼ 1N and {Qnj }n disjoint for each j 6= i, the
right-hand side of (4.5) is controlled by ε
2−pi
2pi , and we obtain a contradiction as
above.
In fact, an examination of the geometric considerations in the proof shows that an
approach toward contradicting part (a) of Lemma 3.1 essentially necessitates the use
of degenerate configuration triangles, provided one insists on exploiting Besicovitch
sets and taking the fnj to be characteristic functions of rectangles. Thus, with
such an approach one cannot dispense with the restriction on the normal vectors
appearing in Theorem 4.1; in particular, one cannot treat generic strictly convex
domains in Γ.
5. Unboundedness on the border of and outside the Banach triangle
Our arguments thus far have been restricted to exponent triples −→p = (p1, p2, p3)
in the interior of the “Banach triangle,” with 1 < p1, p2, p3 < ∞; as mentioned
in the Introduction, one can also obtain unboundedness results for −→p outside this
range. However, to phrase such a general result in terms of trilinear forms, the
notion of “type −→p ” is unsuitable; in fact, it is not hard to see that for −→p outside the
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Banach triangle the only trilinear form of type −→p is the 0 form (see e.g. Chapter 3 of
[Thi06]). On the other hand, it is perfectly reasonable (i.e. nontrivial) to investigate
the boundedness of bilinear operators from Lp × Lq to Lr with 12 ≤ r ≤ 1 (so that
r′ ≤ −1 or r′ = ∞), and one would hope to be able to treat such questions
symmetrically. One way of dealing with this state of affairs is to replace the notion
of type −→p with that of “generalized restricted type −→p ,” which we review below
(once again, the reader may consult [Thi06] for a more detailed treatment of this
formalism).8 Nonetheless, the reader will notice that we are forced to abandon the
symmetric framework of trilinear forms when treating the boundary of the Banach
triangle, where pj =∞ for some j.
Let us call an exponent triple −→p = (p1, p2, p3) admissible if |pk| ≥ 1 for all k,
pj ≤ −1 for at most one j, and
∑3
k=1 p
−1
k = 1; the pk are of course allowed to be
infinite. For such −→p , we say the form Λ is of generalized restricted type −→p if for all
triples (E1, E2, E3) of measurable subsets of R
2 there exists a subset E˜j ⊂ Ej with
|E˜j | ≥ 12 |Ej | for which we have the estimate
|Λ(f1, f2, f3)| .
3∏
k=1
|Ek|1/pk
whenever |fk| ≤ χEk and moreover |fj| ≤ χ eEj . (If in fact pk ≥ 1 for all k, then the
exceptional index j may be chosen at will.) Of course, inside the Banach triangle
generalized restricted type −→p is implied by type −→p ; a generalized restricted type
estimate for a form Λ gives a restricted weak-type estimate for an appropriate
bilinear dual of the operator associated to Λ.
Finally, we introduce some geometric terminology. We say that a vector −→v ∈ Γ
is degenerate if −→v = (λ1v, λ2v, λ3v) for some v ∈ S1 and some scalars λj ∈ R.
Furthermore, we say that −→v is strongly degenerate if λj = 0 for some j. A domain
D˜ ⊂ Γ is called (strongly) degenerate if every normal vector to ∂D˜ is (strongly)
degenerate. In the following discussion we will omit any consideration of strongly
degenerate domains; if ∂D˜ is smooth such domains are given by particular cylinder
sets, and the boundedness properties of their associated forms (or operators) fall
within the purview of the linear theory.
The following theorem9 shows that, in sufficiently nondegenerate cases, the
boundary curvature of a domain is actually irrelevant to the boundedness prop-
erties of the associated trilinear form or bilinear operator.
Theorem 5.1. Let P−→v = {
−→
ξ ∈ Γ | −→ξ · −→v > 0} be a nondegenerate half-space in
Γ, and let −→p = (p1, p2, p3) be an admissible triple.
(a) If pi ≤ −1 for some i, the trilinear form ΛP−→v is not of generalized restricted
type −→p .
(b) If pi = ∞ for some i, the bilinear multiplier operator TΦ−1(P−→v ) associated
to the canonical preimage of P−→v in R
4 is unbounded from Lp1(R2)×Lp2(R2)
to Lp
′
3(R2).
8Our notation is “reciprocal” to that of [Thi06]; in the notation therein, our “generalized
restricted type −→p ” corresponds to generalized restricted type α =
“
1
p1
, 1
p2
, 1
p3
”
.
9It has been pointed out to the author by C. Thiele and C. Demeter that this result has been
established independently as folklore, with essentially the same proof; the author is also indebted
to C. Thiele for suggesting the argument used to prove part (b) of the theorem.
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Proof. As usual, we will prove the equivalent statements for the trilinear form Λ˜−→v
or the bilinear operator S−→w as in Section 2. To prove part (a), we proceed as in
Figure 4. For j 6= i 6= k, set fj to be the characteristic function of a rectangle R of
width ε and length 1 oriented parallel to vj − vk, and let fk be the characteristic
function of its reach R′ (as above, we normalize −→v so that |vj − vk| = 1). Let fi be
the characteristic function of a cube Q contained in the intersection of the strips
R+R · (vj − vi) and R′+R · (vk − vi); choose Q to have measure comparable to 1.
Computation yields
|Λ˜−→v (f1, f2, f3)| &−→v ε,
while
|R|1/pj |R′|1/pk |Q|1/pi ∼ ε
1
pj
+ 1
pk = ε1/p
′
i .
Both estimates continue to hold after the excision of any half-measure set from the
cube Q, and sending ε to zero violates the generalized restricted type estimate since
1
p′
i
> 1.
This counterexample can be slightly modified to prove part (b). Since the nonde-
generacy condition on P−→v is preserved under duality (i.e., permutation of the three
coordinates in R2×R2×R2), we may assume that p3 =∞; thus it suffices to prove
that S−→w is unbounded from L
p×Lp′ to L1, where −→w = Φ∗(−→v ) = (v1−v3 , v2−v3).
As in the counterexample above, we take f1 = χR, where R is a rectangle of length
1 and width ε oriented parallel to w1−w2 = v1− v2; however, instead of obtaining
f2 from the reach of R, we simply set f2 = f1 = χR. Computation then yields
‖ S−→w (f1, f2)‖1 &−→w −ε log ε,
while ‖f1‖p ‖f2‖p′ = ε, and again sending ε to zero yields unboundedness. 
One should note that the logarithmic divergence in the proof of part (b) occurs
because S(χR, χR) is large on a region approaching the boundary of the rectangle
R; thus if we study the expression
Λ˜−→v (χR, χR, χE) =
∫
R2
S−→w (χR, χR)χE
14 S. Z. GAUTAM
for any measurable set E, we are not at liberty to delete an arbitrary half-measure
subset of E and still obtain this divergence. Therefore, this counterexample cannot
violate generalized restricted type−→p estimates for−→p on the boundary of the Banach
triangle; this state of affairs could be viewed as analogous to the fact that the
Hilbert transform is unbounded on L1 but is in fact of weak-type (1, 1) (though
we are of course making no claims of any such weak-type bounds in the present
bilinear setting).
The reader should also note that the nondegeneracy assumption is not merely an
artifact of the proof; indeed, if P−→v is degenerate, the operator SΦ∗(−→v ) inherits its
boundedness properties from those of a one-dimensional bilinear Hilbert transform.
With this discussion completed, we can finally state the Main Theorem in full
generality:
Main Theorem (General version). Let D˜ be a domain in Γ ⊂ R6 as in the Main
Theorem above, with nontrivial curvature in a j-th coordinate slice for some j ∈
{1, 2, 3}. Assume further that D˜ is not strongly degenerate. Then for admissible
triples −→p = (p1, p2, p3), the trilinear form Λ eD fails to be of generalized restricted
type −→p whenever:
• pi < 2 for some i 6= j,
• pi ≤ −1 for some i ( i.e., −→p lies outside the Banach triangle).
If D = Φ−1(D˜) is the canonical preimage of D˜ in R4, then the operator TD is
unbounded from Lp1(R2)× Lp2(R2) → Lp′3(R2) whenever pi = ∞ for some i ( i.e.,
whenever −→p lies on the border of the Banach triangle) and additionally pj 6= 2 for
all j. If D˜ is further assumed to be nondegenerate, then the restriction pj 6= 2 can
be removed.
Proof. To treat the first case, one can observe that in the interior of the Banach
triangle generalized restricted type −→p estimates imply imply “restricted type−→p ” es-
timates, and, since our counterexamples were constructed from characteristic func-
tions, our proofs thus far can be applied (cf. Lemma 3.6 of [Thi06]). Thus, we need
only concern ourselves with −→p on the border of or outside the Banach triangle. If
D˜ is nondegenerate, one simply combines Theorem 5.1 with the usual dilation- and
translation-invariance of bilinear multiplier norms to obtain the desired unbound-
edness or failure of generalized restricted type.
If D˜ is degenerate, however, we need to exploit the curvature of ∂D˜. Note
that, since D˜ is assumed not to be strongly degenerate, degeneracy of D˜ and the
coordinate-slice curvature hypothesis imply that D˜ must in fact satisfy the hypothe-
ses of Theorem 4.1. For −→p outside the Banach triangle, the proof of Theorem 4.1
carries over after the excision of half-measure sets wherever necessary, and one ob-
tains the failure of generalized restricted type −→p for Λ eD. If −→p lies on the boundary
of the Banach triangle, by duality it suffices to disprove Lp × Lp′ → L1 bounds
on TD for any D˜ satisfying the hypotheses of Theorem 4.1; note that these hy-
potheses are again symmetric under permutation of coordinates. If 1 6= p 6= ∞,
this can be accomplished by following the methods of [DG07] or [GR08] (i.e., the
proof of Theorem 4.1 phrased in terms of bilinear operators). Finally, if p = 1 or
p = ∞, we use dilations and translations of D to pass to a half-space multiplier
TP ; from this point, we simply consider either TP (1, · ) or TP ( · , 1) and invoke the
unboundedness of the Hilbert transform on L1. 
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In summary, the presently known range of unboundedness of TD or Λ eD for
nondegenerate D˜ ⊂ Γ with boundary curvature in a first coordinate slice is given
by the shaded region of the type diagram in Figure 5; of course, the corresponding
ranges for the other two slice curvature conditions are given by rotations of this
diagram. If D˜ is merely assumed not to be strongly degenerate, we are forced to
omit the vertices of the local L2 region; we reiterate that the status of the bilinear
multiplier problem in the unshaded regions is completely unknown at present.
6. Open directions and remarks
6.1. Open directions.
More exotic domains. Even in view of Proposition 1.2, the curvature conditions
of the Main Theorem may seem somewhat ad hoc. There exist less degenerate
domains D˜ ⊂ Γ whose boundaries have nontrivial principal curvature at a point
but are locally flat in the three coordinate directions of R2×R2×R2; for an example,
consider the domain D˜1 = Φ(D1), with
D1 = {(ξ1, ξ2, ξ3, ξ4) ∈ R4 | ξ4 > ξ1ξ3 + ξ21}.
This domain falls outside the scope of both the techniques of this paper and those
of [DG07] and [GR08].
Comparison of the methods. It should be noted here that while Corollary 1.1 gener-
alizes Theorem 1 of [GR08], the methods of this paper do not appear to be strictly
stronger than those of Grafakos et al. In short, their methods require the availabil-
ity of rather specific normal vectors, but there is no restriction on the boundary
points at which these normal vectors occur as in our slice conditions; see Theo-
rem 4.1. It is easy to construct examples of domains satisfying the hypotheses of
our Main Theorem but failing those of Theorem 4.1 (cf. Corollary 1.1); examples
treatable by Theorem 4.1 but not the Main Theorem seem less trivial to produce.
For instance, elementary algebraic arguments show that one cannot find such an
16 S. Z. GAUTAM
example D˜ = Φ(D) with ∂D a quadratic subvariety of R4; however, the argument
seems particular to the quadratic setting, and it could perhaps be interesting to
find such examples in general.
Untreated ranges of exponents. Finally, of course there remains the question of the
exact range of Lp spaces for which one should expect unboundedness results. An
obvious problem is to consider a domain D˜ satisfying exactly one of the coordinate-
slice curvature conditions and address the omitted triangle lying outside local L2
but within the Banach triangle (see Figure 5). This region seems beyond the reach
of the rather standard methods used in this paper; in short, one needs to exploit
the small area of Besicovitch sets by measuring the appropriate square function in
Lpj with pj < 2, but if one only has curvature in a j-th coordinate slice there is
no guarantee that the constituent rectangles will interact productively with their
reaches under the application of Λ eD.
No nontrivial result is currently known regarding the high-dimension (d ≥ 2)
bilinear multiplier problem for domains in the local L2 case, and once again it
seems that significantly different techniques should be used to treat this range of
Lp spaces.
6.2. Remarks.
(1) Of course, as in Theorem 4.1, the local smoothness and curvature assump-
tions of the Main Theorem are not necessary per se. One need only guar-
antee that a collection of normal vectors to ∂D˜ occurring in a coordinate
slice yields Besicovitch sets as in Property 2.2; for a characterization of such
collections, see the paper [Bat09] of Bateman.
(2) Using (the proof of) the multilinear version of de Leeuw’s Theorem proved
in [DG07], one can readily derive analogues of the Main Theorem for mul-
tipliers given by domains D˜ in higher-dimensional spaces, with Γ = Γ2
replaced by
Γd := {(ξ1, ξ2, ξ3) ∈ Rd × Rd × Rd | ξ1 + ξ2 + ξ3 = 0}.
However, the curvature conditions arising in this setting are markedly clum-
sier. As in the Main Theorem, the intersection of some neighborhood in ∂D˜
with some 2-plane of a prescribed form must be a plane curve of nonzero
curvature; the permissible such 2-planes are dictated by our conditions and
de Leeuw’s Theorem. Of course, due to the abundance of nontrivial normal
curvature guaranteed by strict convexity, Corollary 1.1 holds as stated with
R2 replaced by Rd and R4 replaced by R2d.
(3) In the same vein, one can generalize the Main Theorem to a statement
about k-linear operators (or (k+1)-linear forms); again, the arising curva-
ture conditions are obtained by slicing a domain in Rkd (or its appropriate
embedding into R(k+1)d) by prescribed 2-planes. As in the previous remark,
Corollary 1.1 continues to hold in the general k-linear setting.
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