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Abstract
This article is concerned with the discretisation of the Stokes equations on time-dependent
domains in an Eulerian coordinate framework. Our work can be seen as an extension of a
recent paper by Lehrenfeld & Olshanskii [ESAIM: M2AN, 53(2):585614, 2019], where BDF-
type time-stepping schemes are studied for a parabolic equation on moving domains. For space
discretisation, a geometrically unfitted finite element discretisation is applied in combination
with Nitsche’s method to impose boundary conditions. Physically undefined values of the
solution at previous time-steps are extended implicitly by means of so-called ghost penalty
stabilisations. We derive a complete a priori error analysis of the discretisation error in
space and time, including optimal L2(L2)-norm error bounds for the velocities. Finally, the
theoretical results are substantiated with numerical examples.
1 Introduction
Flows on moving domains Ω(t) ⊂ Rd (d = 2, 3) need to be considered in many different applications.
Examples include particulate flows or flows around moving objects like biological or mechanical
valves, wind turbines or parachutes. Strongly related problems are fluid-structure interactions or
multi-phase flows.
There exists a vast literature on time discretisation of the non-stationary Stokes or Navier-Stokes
equations on fixed domains, see for example the classical works of Girault & Raviart [28], Baker et
al [2] and Rannacher & Heywood [37], or more recently Bochev et al. [5] and Burman & Ferna´ndez [9,10]
in the context of stabilised finite element methods. If the computational domain remains unchanged
in each time-step, the same spatial discretisation can be used (unless adaptive mesh refinement
is considered) and finite difference schemes based on the method of lines can be applied for time
discretisation.
In the case of moderate domain movements, these techniques can be transferred to the moving
framework by using the Arbitrary Lagrangian Eulerian (ALE) approach [20,22,47]. Here, the idea is
to formulate an equivalent system of equations on a fixed reference configuration Ωˆ, for example the
initial configuration Ω(0), by means of a time-dependent map T : Ωˆ → Ω(t). This technique has
been used largely for flows on moving domains, see e.g. [17,20] and fluid-structure interactions [3,27,50].
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The analysis of time discretisation is then very similar to the fixed framework, as all quantities
and equations are formulated on the same reference domain Ωˆ, see e.g. [51].
On the other hand, it is well-known that the ALE method is less practical in the case of large
domain deformations [23,50]. This is due to the degeneration of mesh elements both in a finite
element and a finite difference context. A re-meshing of the domain Ω(t) becomes necessary.
Moreover, topology changes, for example due to contact of particles within the flow or of a particle
with an outer wall [16], are not allowed, as the map between Ωˆ and Ω(t) can not have the required
regularity in this situation.
In such cases an Eulerian formulation of the problem formulated on the moving domains Ω(t) is
preferable. This is also the standard coordinate framework for the simulation of multi-phase flows.
In the last years a variety of space discretisation techniques have been designed to resolve curved
or moving boundaries accurately. Examples include the cut finite element method [14,15,31,33,42–44]
within a fictitious domain approach, extended finite elements [18,29,34,45] or locally fitted finite
element techniques [25], to name such a few of the approaches.
Much less analysed is a proper time discretisation of the problem. In the case of moving domains,
standard time discretisation schemes based on the method of lines is not applicable in a straight-
forward way. The reason is that the domain of definition of the variables changes from time step
to time step.
As an example consider the backward Euler discretisation of the time derivative within a variational
formulation
(∂tuh(tn), φ
n
h)Ω(tn) ≈
1
∆t
(uh(tn)− uh(tn−1), φnh)Ω(tn).
Note that uh(tn−1) is only well-defined on Ω(tn−1), but is needed on Ω(tn).
One solution to this dilemma are so-called characteristic-based approaches [36]. Similar time-
stepping schemes result when applying the ALE method only locally within one time-step and
projecting the system back to the original reference frame after each step [19], or based on Galerkin
time discretisations with modified Galerkin spaces [26]. The disadvantage of these approaches lies
in the projections between the domains Ω(tn−1) and Ω(tn) that need to be computed within each
or after a certain number of steps.
Another possibility consists of space-time approaches [35,39], where a d + 1-dimensional domain is
discretised if Ω(t) ⊂ Rd. The computational requirements of these approaches might, however,
exceed the available computational resources, in particular within complex three-dimensional ap-
plications and moreover, the implementation of higher-dimensional discretisations and accurate
quadrature formulas pose additional challenges.
A simpler approach has been proposed recently in the dissertation of Schott [52] and analysed in
the context of non-stationary convection-diffusion equations on moving domains by Lehrenfeld &
Olshanskii [40]. Here, the idea is to define extensions of the solution uh(tn−1) from the previous
time-step to a domain that spans at least Ω(tn). On the finite element level these extensions can be
incorporated implicitly in the time-stepping scheme by using so-called ghost penalty stabilisations [8]
to a sufficiently large domain Ωδ(tn−1) ⊃ Ω(tn). These techniques have originally been proposed
to extend the coercivity of elliptic bilinear forms from the physical to the computational domain in
the context of CutFEM or fictitious domain approaches [8]. Lehrenfeld & Olshanskii analysed the
corresponding backward Euler time discretisation in detail, showing first-order convergence in time
in the spatial energy norm [40]. Moreover, they gave hints on how to transfer the argumentation
to a backward difference scheme (BDF(2)), which results in second-order convergence. We should
also mention that similar time discretisation techniques have been used previously in the context
of surface PDEs [41,48], and mixed-dimensional surface-bulk problems [35] on moving domains.
In this work, we apply such an approach to the discretisation of the non-stationary Stokes equations
on a moving domain, including a complete analysis of the space and time discretisation errors.
Particular problems are related to the approximation of the pressure variable. It is well-known
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that stability of the pressure is lost in the case of fixed domains, when the discretisation changes
from one time-step to another. This can already be observed, when the finite element mesh is
refined or coarsened globally at some instant of time, see Besier & Wollner [4] and is due to the
fact that the old solution un−1h := uh(tn−1) is not discrete divergence free with respect to the new
mesh. Possible remedies include the use of Stokes or Darcy projections [4,6] to pass un−1h to the
new mesh. Our analysis will reveal that similar issues hold true for the case of moving domains,
even if the same discretisation is used on Ω(tn) ∩ Ω(tn−1). The reason is that un−1h is discrete
divergence-free with respect to Ω(tn−1), but not with respect to Ω(tn)
(div un−1h , φh)Ω(tn−1) = 0, but (div u
n−1
h , φh)Ω(tn) 6= 0
for certain φh ∈ Vh.
For space discretisation, we will use the Cut Finite Element framework [33]. The idea is to discretise
a larger domain of simple structure in the spirit of the Fictitious Domain approach. The active
degrees of freedom consist of all degrees of freedom in mesh elements with non-empty intersection
with Ωδ(tn). Dirichlet boundary conditions are incorporated by means of Nitsche’s method
[46]. We
will consider both the BDF(1)/backward Euler and the BDF(2) variant of the approach. Moreover,
we will introduce a duality technique to prove an optimal L2(L2)-norm estimate for the velocities.
The structure of this article is as follows: In Section 2 we introduce the equations and sketch how
to prove the well-posedness of the system. Then we introduce time and space discretisation in
Section 3, including the extension operators and assumptions, that will be needed in the stability
analysis of Section 4 and the error analysis in Section 5. Then, we give some three-dimensional
numerical results in Section 6. We conclude in Section 7.
2 Equations
We consider the non-stationary Stokes equations on a moving domain Ω(t) ⊂ Rd, d = 2, 3 for
t ∈ I = [0, T ]
∂tu−∆u+∇p = f, div u = 0.
We assume that the domain motion can be described by a W 1,∞-diffeomorphism
T (t) : Ω(0)→ Ω(t), T ∈W 1,∞(I,H1(Ω(t))) (1)
with a smooth initial domain Ω(0) and div(∂tT ) = 0. For simplicity, we consider pure Dirichlet
boundary conditions on ∂Ω(t), assuming that the flow follows the motion of the domain
u = ∂tT in ∂Ω(t).
The system is complemented with initial data u(x, 0) = u0(x). The above system can then be
re-formulated by introducing u˜ = u− ∂tT to
∂tu˜−∆u˜+∇p = f + ∂2t T −∆(∂tT ) =: f˜ , div u˜ = 0, u˜ = 0 in ∂Ω. (2)
We will in the following drop the tildes and denote the solution to (2) by (u, p). We define the
following spaces
V(t) := H10 (Ω(t))d, L(t) := L2(Ω(t)), L0(t) := L20(Ω(t)),
VI := {u ∈ L2(I,V(t)), ∂tu ∈ L2(I,V(t)∗)}, L0,I := L2(I,L0(t)),
(3)
where V(t)∗ denotes the dual space to V(t). We consider the variational formulation: Find u ∈
VI , p ∈ L0,I such that
(∂tu, v)Ω(t) +AS(u, p; v, q) = (f, v)Ω(t) ∀v ∈ V(t), q ∈ L(t) a.e. in t ∈ I, (4)
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where
AS(u, p; v, q) := (∇u,∇v)Ω(t) − (p, div v)Ω(t) + (divu, q)Ω(t). (5)
We assume that f ∈ L∞(I,H−1(Ω(t))d) a.e. in t ∈ I and u0 ∈ L2(Ω(0))d.
2.1 Well-posedness
As the spaces in (3) are lacking a tensor product structure, we briefly sketch how to prove the
well-posedness of (4). In order to prove existence and uniqueness for the velocities u, we define
the spaces
V0(t) := {u ∈ V(t), divu = 0 a.e. in Ω(t)},
V0,I := {u ∈ L2(I,V0(t)), ∂tu ∈ L2(I,V0(t)∗)},
(6)
and consider the reduced problem: Find u ∈ V0,I such that
(∂tu, v)Ω(t) + (∇u,∇v) = (f, v)Ω(t) ∀v ∈ V0(t) a.e. in t ∈ I. (7)
u ∈ V0,I is a solution to (7) if and only if it is the velocity part of a solution to (4).
By means of the map T in (1), we can transform the system of equations to an equivalent system
on Ω(0): Find uˆ ∈ Vˆ0,I such that(
J(t)(∂tuˆ− F−1(t)∂tT (t) · ∇ˆuˆ), vˆ
)
Ω(0)
+ (J(t)∇ˆuˆF (t)−1, ∇ˆvˆF (t)−1)Ω(0)
= (J(t)fˆ , vˆ)Ω(0) ∀vˆ ∈ Vˆ0 a.e. in t ∈ I,
(8)
where F = ∇ˆT, J = detF , ∇ˆ denotes derivatives with respect to Ω(0) and quantities with a “hat”
correspond to their counterparts without a hat by the relation
uˆ(x, t) = u(T (x), t) for x ∈ Ω(0).
Test and trial spaces are defined as
Vˆ0(t) := {uˆ ∈ V(0), dˆiv(J(t)uˆF (t)−1) = 0 a.e. in Ω(0)},
Vˆ0,I := {uˆ ∈ L2(I, Vˆ0(t)), ∂tuˆ ∈ L2(I, Vˆ0(t)∗)}.
Given that T is a W 1,∞-diffeomorphism, it can be shown that [21]
u ∈ V0(t) ⇔ uˆ ∈ Vˆ0(t), u ∈ V0,I ⇔ uˆ ∈ Vˆ0,I .
The well-posedness of (8) follows by standard Galerkin arguments. Note that the assumptions
T ∈ W 1,∞(Ω(0)) and T−1 ∈ W 1,∞(Ω(t)) guarantee that 0 < Jmin < J(t) < Jmax < ∞ and that
the convective term in (8) vanishes for vˆ = uˆ, as dˆiv(JF−1∂tT ) = div(∂tT ) = 0. Due to the
equivalence of (7) and (8), the unique existence of a solution u to (7) follows. The unique existence
of a pressure can then be shown for a.e. t ∈ I by considering the problem
grad p(t) = f(t) + ∆u(t)− ∂tu(t) in Ω(t)
and applying the de Rham theorem [53].
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3 Discretisation
For discretisation in time, we split the time interval of interest I = [0, T ] into time intervals
In = (tn−1, tn] of uniform step size ∆t = tn − tn−1
0 = t0 < t1 < ... < tN = T.
We follow the work of Lehrenfeld & Olshanskii [40] for parabolic problems on moving domains and
use BDF(s) discretisation for s = 1, 2, where s = 1 corresponds to a backward Euler time discreti-
sation. Higher-order BDF formulae are not considered here, due to their lack of A-stability [32].
Following Lehrenfeld & Olshanskii [40] we extend the domain Ωn := Ω(tn) in each time point tn by
a strip of size δ to a domain Ωnδ , which is chosen large enough such that
s⋃
i=0
Ωn+i ⊂ Ωnδ . (9)
We assume that T ∈W 1,∞(I,H1(Ω(t))). Then, (9) is fulfilled if we choose δ = swmax∆t, where
wmax := max
t∈I,x∈∂Ω(t)
|∂tT (x, t)|
is the maximum velocity of the boundary movement.
3.1 Space discretisation
Let T nh,δ be a family of (possibly unfitted) quasi-uniform spatial discretisations of Ωnδ into simplices
with maximum cell size h. We assume that T nh,δ is based on a common background triangulation
for all n and may differ only in the elements outside Ω(tn) that are not present in T kh,δ for k 6= n.
Further, we assume that T nh,δ consists only of elements with non-empty intersection with Ωnδ ,
i.e.T ∩ Ωnδ 6= ∅.
By Ωnh,δ we denote the domain spanned by all cells K ∈ T nh,δ and by Ωnh the domain spanned by the
subset of cells with non-empty intersection with Ωn. Further, let Fnh,δ denote the set of faces e of
T nh,δ. We split the faces into three parts: By Fn,inth , we denote the faces that belong exclusively to
elements K ∈ T nh,δ that lie in the interior of Ωn. By Fn,cuth we denote the set of faces that belong
to some element K ∈ T nh,δ with K ∩ ∂Ωn 6= ∅ and by Fn,exth,δ the set of the remaining faces in Fnh,δ,
that belong only to elements K ∈ T nh,δ that lie fully outside of Ωn, excluding the exterior faces that
are part of ∂Ωnh,δ. Finally, we write Fn,gh,δ for the union of Fn,cuth and Fn,exth,δ , which will be used to
define the ghost penalty extensions.
For spatial discretisation, we use equal-order continuous Pm-elements for all variables
Vnh := {v ∈ C(Ωnh,δ), v|T ∈ Pm(T )∀T ∈ T nh,δ}
Lnh := {q ∈ C(Ωnh), q|T ∈ Pm(T )∀T ∈ T nh }, Lnh,0 := Lnh ∩ L0(tn).
Note that for the pressure space Lnh an extension beyond Ωnh is not required.
To deal with the inf-sup stability, we will add a pressure stabilisation term snh to the variational
formulation. In particular we will consider the first-order Brezzi-Pitka¨ranta stabilisation [7]
snh(p, q) = h
2(∇p,∇q)Ωnh (10)
and the Continuous Interior Penalty method (CIP [12]) in this work
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snh(p; q) :=
∑
e∈Fn,inth
h3(J∂npK, J∂nqK)e+ ∑
e∈Fn,cuth
m∑
k=1
h2k+1(J∂knpK, J∂knqK)e.
The higher derivatives in the boundary elements are necessary to control the derivatives ∇ph on
the extended computational domain Ωnh \ Ωn in the spirit of the ghost penalty stabilisation [8].
In general we assume that snh is bilinear and that there exists a consistency order ms > 1 and an
operator Cnh : Vnh ∪L2(Ωn)→ Vnh , such that it holds for functions q, r ∈ Vnh ∪H2(Ωn), ph ∈ Vnh and
p ∈ Hms(Ωn) that
snh(q, r) ≤ snh(q, q)1/2snh(r, r)1/2, snh(q, q) ≤ ch2‖q‖2H1(Ωn),
snh(p, p) ≤ ch2ms‖p‖2Hms (Ωn), h2‖∇ph − Cnh∇ph‖2Ωnh ≤ s
n
h(q, q),
‖∇Cnhph‖2Ωnh ≤ c
(‖∇ph‖2Ωn + h−2snh(pnh, pnh))
(11)
for n = 1, . . . , N . The Brezzi-Pitka¨ranta stabilisation is of order ms = 1. The CIP is fully
consistent, i.e. (11) holds for any ms. A suitable projector Ch for the CIP stabilisation is given
by the the Oswald or Cle´ment interpolation [12]. We refer to Burman & Ferna´ndez for a review of
further possibilities for pressure stabilisation [10].
3.2 Variational Formulation
To cope with the evolving geometry from one time-step to another, we extend the velocity variable
unh to Ω
n
δ , which will be needed in the following time-step, by using so-called ghost penalty terms
gnh . We will describe different possibilities to define g
n
h in the next subsection. For k = s, . . . , n we
define the following time-stepping scheme: Find unh ∈ Vnh , pnh ∈ Lnh,0 such that
(D
(s)
t u
n
h, vh)Ωn +Anh(unh, pnh; vh, qh) = (f, vh)Ωn ∀vh ∈ Vnh , qh ∈ Lnh, (12)
where D
(s)
t u is an approximation of the time derivative by the BDF(s) backward difference formula,
i.e.
D
(1)
t u
n
h :=
1
∆t
(unh − un−1h ),
D
(2)
t u
n
h := D
(1)
t u
n
h +
1
2
(D
(1)
t u
n
h −D(1)t un−1h ) =
1
2∆t
(3unh − 4un−1h + un−2h ).
The bilinear form Ah is defined by
Anh(unh, pnh; vh, qh) := AnS(unh, pnh; vh, qh) + anD(unh, pnh; vh, qh) + γggnh(unh, vh) + γpsnh(pnh, qh). (13)
It includes the Stokes part
AnS(u, p; v, q) := (∇u,∇v)Ωn − (p, div v)Ωn + (divu, q)Ωn (14)
and Nitsche terms to weakly impose the Dirichlet boundary conditions
anD(u
n
h, p
n
h; vh, qh) := −(∂nunh − pnhn, vh)∂Ωn − (unh, ∂nvh + qhn)∂Ωn +
γD
h
(unh, vh)∂Ωn .
Note that the Nitsche term is symmetric for the velocities, but skew-symmetric for the pressure,
as in Burman & Ferna´ndez [11]. The parameters γD, γp and γg are positive constants. To include
the initial condition, we set u0h := pi
1
hEu
0, where pinh denotes the L
2(Ωn)-projection onto T nh and E
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denotes an L2-stable extension operator, see the next section. Summing over k = 1, . . . , n in time,
the complete system reads for s = 1
n∑
k=1
{ 1
∆t
(
ukh − uk−1h , vkh
)
Ωk
+Akh(ukh, pkh; vkh, qkh)
}
+
1
∆t
(
u0h, v
1
h
)
Ω1
=
1
∆t
(
Eu0, v1h
)
Ω1
+
n∑
k=1
(f, vkh)Ωk ∀vkh ∈ Vkh , qkh ∈ Lkh, k = 1, . . . n.
(15)
To initialise the BDF(2) scheme the value u1h needs to be computed with sufficient accuracy before
the first full BDF(2) step can be made. We will comment on the specific requirements and on
different possibilities below in Remark 5.6.
3.3 Extension operators
Due to the evolution of the domain, we will frequently need to extend variables defined on smaller
domains to larger ones. Therefore, we will use W k,p-stable extension operators Enu : Ωn →
Ωnδ for functions u(tn) ∈ W k,p. We assume that the boundary of the initial domain Ω(0) is
piecewise smooth and Lipschitz and that the domain motion is smooth in the sense that T ∈
L∞(I,Wm+1,∞(Ω)) ∩W 1,∞(I,Wm,∞). Then, such an operator exists with the properties [40]
‖Enu− u‖Wk,p(Ω) = 0, ‖Enu‖Wk,p(Ωnδ ) ≤ c‖u‖Wk,p(Ωn) (16)
‖∂t(Enu)‖Hm(Ωnδ ) ≤ c
(‖u‖Hm+1(Ωn) + ‖∂tu‖Hm(Ωn)) . (17)
We will frequently skip the operator En to alleviate the notation and denote the extension also by
u(tn).
3.3.1 Ghost penalty extension
The discrete quantities are extended implicitly by adding so-called ghost penalty terms to the
variational formulation. We will consider three variants for the ghost penalty stabilisation, and
refer to [13,30] for a more abstract approach on how to design suitable ghost penalties for a PDE
problem at hand. The first “classical” variant [8,13,43] is to penalise jumps of derivatives over element
edges
gn,jumph (u, v) :=
∑
e∈Fn,gh,δ
m∑
k=1
h2k−1(J∂knuK, J∂knvK)e.
This variant has the advantage that it is fully consistent for u ∈ Hm+1(Ω(tn)). A disadvantage is
that higher derivatives need to be computed for polynomial degrees m > 1.
To define two further variants, let us introduce the notation Te,1 and Te,2 for the two cells sur-
rounding a face e ∈ Fn,gh,δ , such that
e = T e,1 ∩ T e,2.
We denote the union of both cells by we := Te,1 ∪ Te,2 and use the L2-projection piwe : L2(Ωnδ )→
Pm(we), which is defined by
(u− piw,eu, φ)we = 0 ∀φ ∈ Pm(we).
We define the “projection variant” of the ghost penalty stabilisation [8]
gn,projh (uh, vh) :=
1
h2
∑
e∈Fn,gh,δ
(uh − piweuh, vh − piwevh)we =
1
h2
∑
e∈Fn,gh,δ
(uh − piweuh, vh)we .
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The last equality is a direct consequence of the definition of the L2-projection.
The third variant, which has first been used in [49], uses canonical extensions of polynomials to the
neighbouring cell instead of the projection piweu. Let us therefore denote the polynomials that
define a function u ∈ Vnh in a cell Te,i by ue,i = u|Te,i . We use the same notation for the canonical
extension to the neighbouring cell, such that ue,i ∈ Pm(we). Using this notation, we define the
so-called “direct method” of the ghost penalty stabilisation
gn,dirh (u, v) :=
1
h2
∑
e∈Fn,gh,δ
(ue,1 − ue,2, ve,1 − ve,2)we .
For the analysis, we extend the definition of the stabilisation to functions u, v ∈ L2(Ωnδ ). Here, we
set ue,i := piTe,iu|Te,i for i = 1, 2, where piTe,i denotes the L2-projection to Pm(Te,i) and extend
this polynomial canonically to the neighbouring cell.
We will summarise the properties of these stabilisation terms, that we will need below, in the
following lemma. Therefore, we assume that from each cell T ∈ T nh,δ with T ∩Ωn = ∅, there exists
a path of cells Ti, i = 1, . . . , k, such that two subsequent cells share one common face e = T i∩T i+1,
and the final element lies in the interior of Ωn, i.e.Tk ⊂ Ωn. In addition the path fulfils the following
properties. Let K the maximum number of cells needed in the path among all cells T ∈ T nh,δ. We
assume that
K ≤ (1 + δ/h) = 1 + cδswmax∆t
h
. (18)
Moreover, we assume that the number of cases in which a specific interior element Tk ⊂ Ωn is used
as a final element among all the paths is bounded independently of ∆t and h. These assumptions
are reasonable, as one can choose for example the final elements by a projection of distance δ
towards the interior. For a detailed justification, we refer to Lehrenfeld & Olshanskii [40], Remark
5.2.
Lemma 3.1. For vh ∈ Vnh and the three variants gnh ∈ {gn,jumph , gn,projh , gn,dirh } it holds that
‖vh‖2Ωnδ ≤ c‖vh‖
2
Ωn +Kh
2gnh(vh, vh), ‖∇vh‖2Ωnδ ≤ c‖∇vh‖
2
Ωn +Kg
n
h(vh, vh)
Further, it holds for u, v ∈ Hm+1(Ωnδ ) for m ≥ 1 and vh ∈ Vnh that
gnh(u, v) ≤ gnh(u, u)1/2gnh(v, v)1/2, gnh(u, u) ≤ ch2m‖u‖Hm+1(Ωnδ ), gnh(vh, vh) ≤ c‖∇vh‖Ωnδ . (19)
Proof. The first four properties have been proven for the three possibilities introduced above by
Lehrenfeld & Olshanskii [40]. The last inequality follows similarly.
3.4 Properties of the bilinear form
We show continuity and coercivity of the combined bilinear form. Therefore, we introduce the
triple norm
|||uh|||h,n :=
(
‖∇unh‖2Ωn + γggnh(unh, unh) +
γD
h
‖unh‖2∂Ωn
)1/2
Lemma 3.2. (Coercivity & Continuity) For the bilinear form Ah defined in (13) and uh ∈ Vnh
and ph ∈ Lnh, it holds for γD sufficiently large
Anh(uh, ph;uh, ph) ≥
1
2
(|||uh|||2h,n + γpsnh(ph, ph)) . (20)
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Moreover, we have for uh, vh ∈ Vnh and ph, qh ∈ Lnh
Anh(uh, ph; vh, qh) ≤
(
|||uh|||h,n + ‖ph‖Ωn + snh(ph, ph)1/2
)(
|||vh|||h,n + ‖qh‖Ωn + snh(qh, qh)1/2
)
.
(21)
For functions u, v ∈ V(tn) ∩H1(∂Ωn)d and p, q ∈ L(tn) ∩H1(Ωn), we have∣∣(AnS+anD)(u, p; v, q)∣∣+ ∣∣(AnS + anD)(v, q;u, p)∣∣
≤ c
(
‖∇u‖Ωn + h−1/2‖u‖∂Ωn + h‖∇p‖Ωn + h1/2‖∂nu‖∂Ωn
)
·
(
‖∇v‖Ωn + h−1‖v‖Ωn + ‖q‖Ωn + h−1/2‖v‖∂Ωn + h1/2 (‖∂nv‖∂Ωn + ‖q‖∂Ωn)
)
.
(22)
Proof. The coercivity (20) follows by noting that 2(unh, ∂nu
n
h) ≥ −γD2h ‖unh‖2∂Ωn for γD sufficiently
large. Concerning continuity, we estimate
AnS(uh, ph; vh, qh) ≤ c (‖∇uh‖Ωn + ‖ph‖Ωn) (‖∇vh‖Ωn + ‖qh‖Ωn) (23)
For the Nitsche terms, we have using inverse inequalities
anD(uh, ph; vh, qh) =
γD
h
(unh, vh)∂Ωn − (∂nuh − phn, vh)∂Ωn − (unh, ∂nvh + qhn)∂Ωn
≤ c
(
h−1/2‖uh‖∂Ωn + ‖ph‖Ωn
)(
h−1/2‖vh‖∂Ωn + ‖qh‖Ωn
)
.
(24)
Moreover, Lemma 3.1 and the assumption (11) for the pressure stabilisation yield
gnh(uh, vh) ≤ gnh(uh, uh)1/2gnh(vh, vh)1/2, snh(ph, qh) ≤ snh(ph, ph)1/2snh(qh, qh)1/2.
To show (22), we apply integration by parts in (14)
AnS(u, p; v, q) = (∇u,∇v)Ωn + (∇p, v)Ωn − (p, v · n)∂Ωn + (div u, q)Ωn
≤ c (‖∇u‖Ωn + h‖∇p‖Ωn)
(‖∇v‖Ωn + h−1‖v‖Ωn + ‖q‖Ωn)− (p, v · n)∂Ωn ,
and for the Nitsche terms standard estimates result in
anD(u, p; v, q) ≤ c
(
h−1/2‖u‖∂Ωn + h1/2‖∂nu‖∂Ωn
)(
h−1/2‖v‖∂Ωn + h1/2 (‖∂nv‖∂Ωn + ‖q‖∂Ωn)
)
+ (p, v · n)∂Ωn .
(25)
The estimate for (AnS + anD)(v, q;u, p) can be shown in exactly the same way by inverting the role
of test and trial functions.
Moreover, we have the following modified inf-sup condition for the discrete spaces.
Lemma 3.3. Let pnh ∈ Lnh. There exists a constant β > 0, such that
β‖pnh‖Ωn ≤ sup
vnh∈Vnh
(div vnh , p
n
h)Ωn − (vnh · n, pnh)∂Ωn
|||vnh |||h,n
+ h‖∇pnh‖Ωn . (26)
Proof. We follow Burman & Hansbo [12] and define vnp ∈ H10 (Ωn)d as solution to
div vnp = −
pnh
‖pnh‖Ωn
on Ωn. (27)
Such a solution exists, see Temam [53], and fulfils ‖vnp ‖H1(Ωn) ≤ c. From (27) we have
‖pnh‖Ωn = −(pnh,div vnp )Ωn = −(pnh,div (vnp − inhvnp ))Ωn − (pnh,div (inhvnp ))Ωn . (28)
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We apply integration by parts in the first term and use that vnp vanishes in ∂Ω
n
−(pnh,div(vnp − inhvnp ))Ωn = (∇pnh, vnp − inhvnp )Ωn − (pnhn, vnp − inhvnp )∂Ωn
≤ ch‖∇pnh‖Ωn + (pnhn, inhvnp )∂Ωn
(29)
The statement follows by noting that
|||inhvnp |||2h,n = ‖inh∇vnp ‖2Ωn +
γD
h
‖inhvnp ‖2∂Ωn + gnh(inhvnp , inhvnp )
≤ c
(
‖∇vnp ‖2Ωn +
γD
h
‖inhvnp − vnp ‖2∂Ωn + ‖∇inhvnp ‖2Ωnh,δ
)
≤ c‖∇vnp ‖2Ωn ≤ c.
The well-posedness of the discrete system (12) for sufficiently large γp, γg, γD for given u
n−1
h (and
un−2h for BDF(2)) follows by standard arguments, see for example
[12].
4 Stability analysis
In order to simplify the analysis, we restrict ourselves in this and the next section to the case s = 1
first, i.e., the backward Euler variant of the time discretisation and comment on the case s = 2 in
remarks. In order to abbreviate the notation, we write for the space-time Bochner norms
‖u‖∞,m,Ik := ‖u‖L∞(Ik,Hm(Ω(t))), ‖u‖∞,m := ‖u‖∞,m,I ,
where m ∈ Z and H0(Ω(t)) := L2(Ω(t)). We assume for simplicity that the integrals over the
domains Ωn and the boundaries ∂Ωn are computed exactly. For the analysis of errors related to
integration, we refer to Lehrenfeld & Olshanskii [40]. We start with a preliminary result concerning
the extension of discrete functions to Ωnδ .
Lemma 4.1. Let v ∈ V, δ ≤ cδswmax∆t and Snδ := Ωnδ \ Ωn. It holds for arbitrary  > 0
‖v‖2Snδ ≤ cδ
(
(+ −1)‖v‖2Ωnδ + ‖∇v‖
2
Ωnδ
)
. (30)
For vh ∈ Vnh , we have further for h sufficiently small
‖vh‖2Ωnδ ≤ (1 + c1∆t) ‖vh‖
2
Ωn +
∆t
2
‖∇vh‖2Ωn + c2∆tKgnh(vh, vh) (31)
with constants c1 := 1/2 + cs
2w2max, c2 := cw
2
maxh
2 + 1 and c > 0.
Proof. These results follow from Lemmas 3.4, 5.2 and 5.3 in [40]. Nevertheless, we give here a sketch
of the proof due to the importance of the Lemma in the following estimates. We define
Ωnr := Ω
n ∪ {x ∈ Snδ ,dist(x, ∂Ωn) < r}, Γnr := {x ∈ Snδ ,dist(x, ∂Ωn) = r} = ∂Ωnr .
We apply a multiplicative trace inequality [40], Lemma 3.4 and Young’s inequality for arbitrary
 > 0
‖v‖2Γnr ≤ c‖v‖Ωnr ‖v‖H1(Ωnr ) ≤ c0
(
(+ −1)‖v‖2Ωnr + ‖∇v‖2Ωnr
)
with a constant c0 depending on the curvature of ∂Ω
n. Integration over r ∈ (0, δ) yields (30). For
a discrete function vh ∈ Vnh we use Lemma 3.1 to obtain
‖vh‖2Snδ ≤ c0δ(+ 
−1)‖vh‖2Ωnδ + c0δ‖∇vh‖
2
Ωnδ
≤ c0δ(+ −1)‖vh‖2Ωn + c0δ‖∇vh‖2Ωn + c0δK
(
(+ −1)h2 + 
)
gnh(vh, vh).
10
E. Burman, S. Frei and A. Massing
Using δ ≤ cδswmax∆t and choosing  = 12c0cδswmax , we have c0δ ≤ ν∆t2 and
‖vh‖2Snδ ≤ c1∆t‖vh‖
2
Ωn +
∆t
2
‖∇vh‖2Ωn + c2∆tKgnh(vh, vh) (32)
for h < 1 with the constants c1, c2 given in the statement. The inequality (31) follows by combining
(32) with the equality
‖vh‖2Ωnδ = ‖vh‖
2
Ωn + ‖vh‖2Snδ . (33)
Now we are ready to show a stability result for the discrete formulation (12).
Theorem 4.2. Let uh = (u
k
h)
N
k=1, ph = (p
k
h)
N
k=1 be the solution of (12) for s = 1, γg ≥ c2K,
where c2 denotes the constant from Lemma 4.1 and γD sufficiently large. Under the regularity
assumptions stated above, it holds for n ≥ 1 that
‖unh‖2Ωn +
n∑
k=1
‖ukh − uk−1h ‖2Ωk + ∆t
(|||ukh|||2h,k + γpskh(pkh, pkh))
≤ c exp(c3tn)
(‖u0‖2Ω0 + tn‖f‖2∞,−1) ,
(34)
where c3 := 1/2 + cw
2
max and u
0
h := pi
1
hEu
0.
Proof. Testing (12) with vh = 2∆tu
n
h, qh = 2∆tp
n
h, using the coercivity (20) and the relation
−2(unh, un−1h ) = ‖unh − un−1h ‖2 − ‖unh‖2 − ‖un−1h ‖2 (35)
yields for n > 1
‖unh‖2Ωn + ‖unh − un−1h ‖2Ωn − ‖un−1h ‖2Ωn + ∆t|||unh|||2h,n + ∆tγpsh(pnh, pnh) ≤ 2∆t(f, unh)Ωn . (36)
We bring the term ‖un−1h ‖2Ωn to Ωn−1 by using Lemma 4.1
‖un−1h ‖2Ωn ≤ (1 + c1∆t) ‖un−1h ‖2Ωn−1 +
∆t
2
‖∇un−1h ‖2Ωn−1 + c2K∆tgn−1h (un−1h , un−1h ). (37)
Inserting (37) into (36) we have
‖unh‖2Ωn + ‖unh − un−1h ‖2Ωn + ∆t
(|||unh|||2h,n + γpsh(pnh, pnh))
≤ 2∆t(f, unh)Ωn + (1 + c1∆t) ‖un−1h ‖2Ωn−1 +
∆t
2
‖∇un−1h ‖2Ωn−1 + ∆tγggn−1h (un−1h , un−1h )
(38)
for γg ≥ c2K and γD sufficiently large. For n = 1, we have instead of (36)
‖u1h‖2Ω1 + ‖u1h − Eu0‖2Ω1 − ‖Eu0‖2Ω1 + ∆t
(|||u1h|||2h,1 + γps1h(p1h, p1h)) = 2∆t(f, u1h)Ω1 . (39)
In both cases (n ≥ 1) we use the H1-H−1-duality pairing and Young’s inequality for the first term
on the right-hand side to get
2∆t(f, unh)Ωn ≤
1
2
∆t‖∇unh‖2Ωn + 2∆t‖f‖2H−1(Ωn).
Summing over k = 0, ..., n in (38) and using the L2-stability of the extension of the initial value
yields
‖unh‖2Ωn +
n∑
k=1
‖ukh − uk−1h ‖2Ωk +
∆t
2
(|||ukh|||2h,k + 2γpskh(pkh, pkh))
≤ c‖u0‖Ω0 + 2tn‖f‖2∞,−1 + c1∆t
n−1∑
k=0
‖ukh‖2Ωk .
(40)
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Application of a discrete Gronwall lemma yields the statement.
Theorem 4.2 includes an unconditional stability estimate for the gradient of the pressure, if the
Brezzi-Pitka¨ranta stabilisation (10) is used. This will be important for the error analysis in the
following section. For higher-order pressure stabilisations, we will derive stability estimates for
h‖∇pnh‖Ωn in the following subsection.
Remark 4.3. (BDF(2)) For the BDF(2) variant, we get the stability estimate (34) with the weaker
dissipation ‖ukh − 2uk−1h + uk−2h ‖2Ωk instead of ‖ukh − uk−1h ‖2Ωk . To this end, one uses the relation
(3unh − 4un−1h + un−2h , unh)Ωn =
1
2
(‖unh‖2Ωn − ‖un−1h ‖2Ωn + ‖2unh − un−1h ‖2Ωn
− ‖2un−1h − un−2h ‖2Ωn + ‖unh − 2un−1h + un−1h ‖2Ωn
)
instead of (35).
4.1 Stability estimate for the pressure
For pressure stabilisations of higher order, we show the following stability estimates for the L2-
and H1-semi-norm of pressure.
Lemma 4.4. Let (unh, p
n
h) be the discrete solution of (12). For n ≥ 1 it holds that
‖pnh‖2Ωn ≤ c
(
‖D(s)t unh‖2Ωn + |||unh|||2h,n + snh(pnh, pnh) + ‖f‖2H−1(Ωn)
)
, (41)
h2‖∇pnh‖2Ωn ≤ c
(
h2‖D(s)t unh‖2Ωn + |||unh|||2h,n + snh(pnh, pnh) + ‖f‖2H−1(Ωn)
)
, (42)
where u0h = pi
1
hEu
0.
Proof. First, we derive a bound for h2‖∇pnh‖2. To this end, we extend ∇pnh by zero to Ωnδ,h \ Ωnh,
using the same notation for the extended function. We insert±Cnh∇pnh, where Cnh : L2(Ωnδ,h)d → Vnh
is the interpolation operator used in assumption (11), and integrate by parts
h2‖∇pnh‖2 = h2(∇pnh − Cnh∇pnh,∇pnh)Ωn + h2(Cnh∇pnh,∇pnh)Ωn
= h2(∇pnh − Cnh∇pnh,∇pnh)Ωn − h2(div(Cnh∇pnh), pnh)Ωn + h2(Cnh∂npnh, pnh)∂Ωn .
(43)
For the first term, we have by means of (11) and Young’s inequality
h2(∇pnh − Cnh∇pnh,∇pnh)Ωn ≤ h2‖∇pnh − Cnh∇pnh‖Ωnh‖∇pnh‖Ωn ≤ csnh(pnh, pnh) +
h2
8
‖∇pnh‖2Ωn . (44)
For the second term on the right-hand side of (43), we use that (unh, p
n
h) solves the discrete system
(12)
−h2(div(Cnh∇pnh), pnh)Ωn = −h2
((
D
(s)
t u
n
h, C
n
h∇pnh
)
Ωn
+ (∇unh,∇(Cnh∇pnh))Ωn
+ anD(u
n
h, p
n
h;C
n
h∇pnh, 0) + γggnh(unh, Cnh∇pnh)− (f, Cnh∇pnh)Ωn
)
For the Nitsche term anD, we have using inverse estimates and (11)
h2anD(u
n
h,p
n
h;C
n
h∇pnh, 0)
= h2
(γD
h
(unh, C
n
h∇pnh)∂Ωn − (∂nunh − pnhn,Cnh∇pnh)∂Ωn + (unh, ∂n(Cnh∇pnh))∂Ωn
)
≤ c γD
h1/2
‖unh‖∂Ωnh‖Cnh∇pnh‖Ωnh + h2 (pnhn,Cnh∇pnh)∂Ωn
≤ c γD
h1/2
‖unh‖∂Ωn(h‖∇pnh‖Ωn + sh(pnh, pnh)) + h2 (pnhn,Cnh∇pnh)∂Ωn .
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Note that the boundary term cancels out with the third term in (43). For the ghost penalty we
have using an inverse inequality and (11)
h2gnh(u
n
h, C
n
h∇pnh) ≤ chgnh(unh, unh)1/2‖Cnh∇pnh‖Ωnh,δ ≤ cgnh(unh, unh)1/2
(
h‖∇pnh‖Ωn + snh(pnh, pnh)1/2
)
.
Altogether this results, by means of Young’s inequality, in
−h2(div(Cnh∇pnh), pnh)Ωn ≤
h2
4
‖∇pnh‖2Ωn + c
(
h2
∥∥∥D(s)t unh∥∥∥2
Ωn
+ |||unh|||2h,n
+ ‖f‖2H−1(Ωn) + snh(pnh, pnh)
)
.
(45)
Combination of (43)-(45) yields (42).
For the L2-norm estimate we start using the modified inf-sup condition (Lemma 3.3)
β‖pnh‖Ωn ≤ sup
vh∈Vnh
(div vh, p
n
h)Ωn − (vh · n, pnh)∂Ωn
|||vh|||h,n + h‖∇p
n
h‖Ωn . (46)
By (12) and the continuity of the bilinear form Anh (21), we have
(div vh, ph)Ωn − (vh · n, pnh)∂Ωn = (D(s)t unh, vh)Ωn +Anh(unh, 0; vh, 0)− (f, vh)Ωn
≤ c
(
‖D(s)t unh‖H−1(Ωn) + |||unh|||h,n + ‖f‖H−1(Ωn)
)
|||vh|||h,n
(47)
Combination of (46), (47) and (42) yields (41).
Lemma 4.4 gives a stability result for ‖∇pkh‖Ωk , which results in the following corollary:
Corollary 4.5. Under the assumptions of Theorem (4.2), it holds for s = 1 that
‖unh‖2Ωn + ∆t
n∑
k=1
(
|||ukh|||2h,k +
1
∆t
‖ukh − uk−1h ‖2Ωk + γpskh(pkh, pkh) + min{h2,∆t}‖∇pkh‖2Ωk
)
≤ exp(c3tn)
(
c‖u0‖Ω0 + 2tn‖f‖2∞,−1
)
.
For s = 2, we have
‖unh‖2Ωn + ∆t
n∑
k=1
(|||ukh|||2h,k + γpskh(pkh, pkh) + min{h2,∆t2}‖∇pkh‖2Ωk)
≤ exp(c3tn)
(
c‖u0‖Ω0 + 2tn‖f‖2∞,−1
)
.
(48)
Proof. The estimate for s = 1 follows in the case ∆t ≥ ch2 by noting that
∆th2‖∇pnh‖2Ωn ≤ c∆th2‖D(1)t unh‖2Ωn + c∆t
(
|||unh|||2h,n + snh(pnh, pnh) + ‖f‖2H−1(Ωn)
)
(49)
and the fact that ∆t2‖D(1)t unh‖2Ωn is controlled by the stability estimate of Theorem 4.2. For
∆t < ch2, we multiply (49) by ∆th2 to get
∆t2‖∇pnh‖2Ωn ≤ c∆t2‖D(1)t unh‖2Ωn + c∆t
∆t
h2
(
|||unh|||2h,n + snh(pnh, pnh) + ‖f‖2H−1(Ωn)
)
and use the same argumentation. For s = 2, we do not have control over ∆t2‖D(2)t unh‖2Ωn . Instead,
we use the estimate
∆t3‖D(2)t unh‖2Ωn ≤ c∆t
2∑
k=0
(‖un−kh ‖2Ωn−k + ∆t‖∇un−kh ‖2Ωn−k + ∆tgn−kh (un−kh , un−kh ))
that follows from the triangle inequality and (31). The estimate (48) follows by a similar argu-
mentation by distinguishing between the cases ∆t ≶ ch.
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Concerning the L2-norm of the pressure, Lemma 4.4 gives a stability result only for
∆t2
n∑
k=1
‖pkh‖2Ωk ,
even in the case s = 1. In the case of fixed domains and fixed discretisations, a stability estimate
for ‖ph‖ can be derived from (41) by showing a bound for 1∆t‖unh−un−1h ‖2Ωn , see for example Besier
& Wollner [4]. The argumentation requires, however, that the term (div un−1h , ξh)Ωn vanishes for
ξnh ∈ Lnh. This is not true in the case of time-dependent domains, as un−1h is not discrete divergence-
free with respect to Ωn
(div un−1h , ξh)Ωn 6= 0
for certain ξnh ∈ Lnh. Moreover, the domain mismatch Ωn−1 6= Ωn causes additional problems in
the transfer of the term |||un−1h |||h,n 6= |||un−1h |||h,n−1 from one time level to the previous one. In
the error analysis developed in the following section, we will therefore use the H1-stability results
from Corollary 4.5.
5 Error analysis
The energy error analysis for the velocities follows largely the argumentation of Lehrenfeld &
Olshanskii [40] and is based on Galerkin orthogonality and the stability result of Theorem 4.2. We
write un := u(tn), p
n := p(tn) and introduce the notation
enu := u
n − unh, ηnu := un − Inhun, ξnh,u := Inhun − unh,
enp := p
n − pnh, ηnp := pn − inhpn, ξnh,p := inhpn − pnh
for n ≥ 1, where Inh denotes the standard Lagrangian nodal interpolation to T nh,δ and inh a gen-
eralised L2-stable interpolation (for example the Cle´ment interpolation) to T nh . Moreover, we
set
e0u = η
0
u = ξ
0
h,u = 0.
This is possible, as u0h cancels out in the summed space-time system (15).
The following estimates for the interpolation errors are well-known
‖ηnu‖Hl(Ω) ≤ chk−l‖un‖Hk(Ω) for 0 ≤ l ≤ k ≤ m+ 1, 2 ≤ k, (50)
‖ηnp ‖Hl(Ω) ≤ chk−l‖pn‖Hk(Ω) for 0 ≤ l ≤ k ≤ m+ 1, 1 ≤ k, (51)
‖ηnp ‖Hl(Γ) ≤ chk−l−1/2‖pn‖Hk(Ω) for 0 ≤ l < k ≤ m+ 1, 1 ≤ k (52)
We will again make use of the extension operators En introduced in Section 3.3. For better
readability, we will often skip the operators En assuming that quantities that would be undefined
on the domains of integration are extended smoothly.
For the error analysis, we assume that the solution (u, p) to (4) lies in L2(I,Hm+1(Ω(t))d) ×
L2(I,Hm(Ω(t))) for m ≥ 1. Then, we can incorporate the Nitsche terms in the variational formu-
lation on the continuous level and see that (u, p) is the solution to
(∂tu, v)Ω(t) +AS(u, p; v, q) + anD(u, p; v, q) = (f, v)Ω(t) ∀v ∈ V˜(t), q ∈ L(t) a.e. in t ∈ I, (53)
where
V˜(t) := H1(Ω(t))d.
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5.1 Energy error
As a starting point for the error estimation, we subtract (12) from (53) to obtain the orthogonality
relation(
D
(s)
t e
n
u, vh
)
Ωn
+ (AnS + anD)(enu, enp ; vh, qh) + γggh(enu, vh) + γpsh(ξnh,p, qh)
= (D
(s)
t u
n − ∂tu(tn), vh)Ωn + γggh(un, vh) + γpsh(inhpn, qh)︸ ︷︷ ︸
=:Enc (vh,qh)
∀vh ∈ Vnh , qh ∈ Lnh, (54)
for n ≥ s with the consistency error Enc (vh, qh). Note that this relation holds in particular also for
n = s, as we have defined e0u = 0. We have used a different splitting in the pressure stabilisation s
n
h
compared to the other terms, in order to include the case p ∈ H1(Ω) (m = 1), in which sh(pn, qh)
would not be well-defined in the case of the CIP stabilisation.
We further split (54) into interpolation and discrete error parts(
D
(s)
t ξ
n
h,u, vh
)
Ωn
+ (AnS + anD)(ξnh,u, ξnh,p; vh, qh) + γggnh(ξnh,u, vh) + γpsh(ξnh,p, qh)
= Eni (vh, qh) + Enc (vh, qh) ∀vh ∈ Vnh , qh ∈ Lnh,
(55)
where the interpolation error is defined by
Eni (vh, qh) := (D(s)t ηnu , vh)Ωn + (AnS + anD) (ηnu , ηnp ; vh, qh) + γggh(ηnu , vh). (56)
We will apply the stability result of Theorem 4.2 to (55), which will be the basis of the error
estimate. For better readability, we will restrict restrict ourselves again to the case s = 1 first. Let
us first estimate the consistency and interpolation errors.
Lemma 5.1. (Consistency error) Let me := min{m,ms} ≥ 1, p ∈ L∞(In, Hme(Ωn)) and u ∈
W 2,∞(In, L2(Ωn)d)∩L∞(In, Hme+1(Ωn)d). Under the assumptions made in Section 3 it holds for
s = 1, vh ∈ Vnh , qh ∈ Lnh and n ≥ 1 that
|Enc (vh, qh)| ≤ c
(
∆t‖∂2t u‖∞,0,In + hme
(‖u‖Hme+1(Ωn) + ‖p‖Hme (Ωn)))
·
(
‖vh‖Ωn + gnh(vh, vh)1/2 + snh(qh, qh)1/2
)
.
Proof. For the first part of the consistency error, we have using integration by parts
1
∆t
(
un − un−1)− ∂tu(tn) = − 1
∆t
∫ tn
tn−1
∂tu(t)− ∂tu(tn) dt = − 1
∆t
∫ tn
tn−1
(t− tn−1)∂2t u(t) dt.
This implies ∣∣∣ 1
∆t
(
un − un−1, vh
)
Ωn
− (∂tu(tn), vh)Ωn
∣∣∣ ≤ c∆t‖∂2t u‖∞,0,In‖vh‖Ωn . (57)
For the ghost penalty part, we have with Lemma 3.1 and the Hm+1-stability of the extension (16)
gnh(u
n, vh) ≤ gnh(un, un)1/2gnh(vh, vh)1/2 ≤ chm‖u‖Hm+1(Ωn)gnh(vh, vh)1/2
Concerning the pressure stabilisation, we note that for pn ∈ H1(Ωn) the term snh(pn, pn) is not
well-defined for the CIP stabilisation. For this reason we distinguish between the cases m = 1 and
m ≥ 2. In the first case, we estimate using (11) and the H1-stability of the interpolation
snh(i
n
hp
n, qh) ≤ ch‖inhpn‖H1(Ωn)snh(qh, qh)1/2 ≤ ch‖pn‖H1(Ωn)snh(qh, qh)1/2.
For m ≥ 2, we insert ±pn and use (11) and the interpolation error estimate (52)
snh(i
n
hp
n, qh) ≤
(
snh(η
n
p , η
n
p )
1/2 + snh(p
n, pn)1/2
)
snh(qh, qh)
1/2 ≤ chm‖p‖Hm(Ωn)snh(qh, qh)1/2.
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Lemma 5.2. (Interpolation error) Let u ∈ L∞(In, Hm+1(Ω(t))d), ∂tu ∈ L∞(In, Hm(Ω(t))d), p ∈
L∞(In, Hm(Ω(t)) and T (t) : Ω(0) → Ω(t) a Wm,∞-diffeomorphism for all t ∈ In. Under the
assumptions made in Section 3 it holds for vh ∈ Vnh and qh ∈ Lnh that
|Eni (vh, qh)| ≤ chm
(‖u‖∞,m+1,In + ‖∂tu‖∞,m,In + ‖p‖Hm(Ωn)) (|||vh|||h,n + h‖∇qh‖Ωn) .
Proof. We estimate the interpolation error (56) term by term. For the first term we use that we
can exchange time derivative and interpolation operator ∂tIhu
n = Ih∂tu(tn)∣∣ 1
∆t
(ηnu − ηn−1u , vh)Ωn
∣∣ ≤ 1
∆t
‖ηnu − ηn−1u ‖Ωn‖vh‖Ωn =
1
∆t
∥∥∥∫ tn
tn−1
∂t(u(t)− Ihu(t)) dt
∥∥∥
Ωn
‖vh‖Ωn
≤ hm‖∂t(Enu)‖∞,m,In‖vh‖Ωn .
(58)
Note that the integration domain in the first norm on the right-hand side includes parts, that
might lie outside the physical domain Qm = ∪t∈Im(t,Ω(t)). By means of (17) we conclude∣∣∣ 1
∆t
(ηnu − ηn−1u , vh)Ωn
∣∣∣ ≤ chm (‖∂tu‖∞,m + ‖u‖∞,m+1) ‖vh‖Ωn
For the second term in (56), we use Lemma 3.2 (22)
(AnS + anD)(ηnu , ηnp ; vh, qh)
≤ c
(
‖∇ηnu‖Ωn + h−1‖ηnu‖Ωn + h−1/2‖ηnu‖∂Ωn + h1/2
(‖ηnu‖∂Ωn + ‖ηnp ‖∂Ωn)+ ‖ηnp ‖Ωn)
·
(
‖∇vh‖Ωn + h−1/2‖vh‖∂Ωn + h1/2‖∂nvh‖∂Ωn + h‖∇qh‖Ωn
)
≤ chm (‖u‖Hm+1(Ωn) + ‖p‖Hm(Ωn)) (|||vh|||h,n + h‖∇qh‖Ωn)
(59)
Finally, we get for the ghost penalty part from (19) and the Hm+1-stability of the extension
gnh(η
n
u , vh) ≤ chm‖u‖Hm+1(Ωnδ )gnh(vh, vh)1/2 ≤ chm‖u‖Hm+1(Ωn)gnh(vh, vh)1/2.
Now, we are ready to show an error estimate for the velocities.
Theorem 5.3. Let uh = (u
k
h)
n
k=1, ph = (p
k
h)
n
k=1 be the discrete solution of (12) for s = 1 and (u, p)
the continuous solution of (4), respectively. Further, let γg ≥ c2K with c2 defined in Lemma 4.1,
γD, γp sufficiently large and assume additionally that ∆t ≥ ch2 for some c > 0, unless the Brezzi-
Pitka¨ranta variant (10) is used for pressure stabilisation. Under the assumptions stated in Sec-
tion 3, it holds for the error eku = u
k − ukh, ekp = pk − pkh for n ≥ 1
‖enu‖2Ωn +
n∑
k=1
{‖eku − ek−1u ‖2Ωk + ∆t (|||eku|||2h,k + h2‖∇ekp‖2Ωk)}
≤ c exp(c3tn)
(
∆t2‖∂2t u‖2∞,0 + h2me
(‖u‖2∞,me+1 + ‖∂tu‖2∞,me + ‖p‖2∞,me) ),
where e0u := 0,me := min{m,ms} and c3 is defined Theorem 4.2.
Proof. As in the stability proof (Theorem 4.2, (38)), we obtain from (55) for n ≥ 1
‖ξnh,u‖2Ωn + ‖ξnh,u − ξn−1h,u ‖2Ωn + ∆t
(|||ξnh,u|||2h,n + γpsh(ξnh,p, ξnh,p))
≤ (1 + c1∆t) ‖ξn−1h,u ‖2Ωn−1 +
∆t
2
‖∇ξn−1h,u ‖2Ωn−1 + ∆tγggn−1h (ξn−1h,u , ξn−1h,u )
+ 2∆t
(∣∣Enc (ξnh,u, ξnh,p)∣∣+ ∣∣Eni (ξnh,u, ξnh,p)∣∣) .
(60)
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for γg ≥ c2K. We use the Lemmata 5.1 and 5.2 in combination with Young’s inequality to estimate
Enc and Eni . Moreover, we use that h‖∇enp‖Ωn ≤ snh(enp , enp ) for the Brezzi-Pitka¨ranta stabilisation
or Lemma (4.4) for some  > 0 in combination with ∆t ≥ ch2 to get control over the pressure
term. It holds for γp, γg and γD sufficiently large
(1−∆t)‖ξnh,u‖2Ωn +
1
2
‖ξnh,u − ξn−1h,u ‖2Ωn +
∆t
2
(|||ξnh,u|||h,n + γpsh(ξnh,p, ξnh,p))+ ∆th2‖∇ξnh,p‖2Ωn
≤ (1 + c1∆t) ‖ξn−1h,u ‖2Ωn−1 +
∆t
2
‖∇ξn−1h,u ‖2Ωn−1 + ∆tγggn−1h (ξn−1h,u , ξn−1h,u )
+ c∆t
(
∆t2‖∂2t u‖2∞,0,In + h2me
(
‖u‖2∞,me+1,In + ‖∂tu‖2∞,me,In + ‖p‖2Hme (Ωn)
))
.
(61)
We sum over k = 1, . . . , n and apply a discrete Gronwall lemma to find
‖ξnh,u‖2Ωn +
n∑
k=1
(
‖ξkh,u − ξk−1h,u ‖Ωk + ∆t
(|||ξkh,u|||2h,k + γpskh(ξkh,p, ξkh,p) + h2‖∇ξkh,p‖2Ωk))
≤ c exp(c3tn)
(
∆t2‖∂2t u‖2∞,0 + h2me
(‖u‖2∞,me+1 + ‖∂tu‖2∞,me + ‖p‖2∞,me) ).
Finally, the interpolation estimates (50)-(52) and the argumentation (58) yield
‖ηnu‖2Ωn +
n∑
k=1
(‖ηku − ηk−1u ‖Ωk + ∆t (|||ηku|||2h,k + h2‖∇ηkp‖2Ωk))
≤ ch2me (‖u‖2∞,me+1 + ‖∂tu‖2∞,me + ‖p‖2∞,me) .
Remark 5.4. (Optimality) The energy norm estimate is optimal for the CIP stabilisation under
the inverse CFL condition ∆t ≥ ch2, as me = m. This condition is needed to control the pressure
error h‖∇ξnh,p‖Ωn using Lemma 4.4, see Corollary 4.5. For the Brezzi-Pitka¨ranta stabilisation, we
obtain an unconditional first-order estimate in space, as me = ms = 1, which is optimal for P1
finite elements.
Remark 5.5. (BDF(2)) For s = 2 we obtain a similar result under the stronger condition ∆t ≥ ch
when using the CIP stabilisation and an unconditional result for the Brezzi-Pitka¨ranta stabilisation.
The prior is needed to get control over h‖∇ξkh,p‖Ωk , see Corollary 4.5. Under this assumption, we
can show the following result for n ≥ 2:
‖enu‖2Ωn + ∆t
n∑
k=1
(|||eku|||2h,k + h2‖∇ekp‖2Ωk)
≤ c exp(c3tn)
(
∆t4‖∂3t u‖2∞,0 + h2me
(‖u‖2∞,me+1 + ‖∂tu‖2∞,me + ‖p‖2∞,me) )
+c
(‖e1u‖2Ω1 + ∆t|||e1u|||2h,1) .
which is of second order in time ∆t. We assume that the initial error is bounded by
‖e1u‖2Ω1 + ∆t|||e1u|||2h,1 ≤ c
(
∆t4‖∂2t u‖2∞,0,I1 + h2me
(
‖u‖2∞,me+1,I1 + ‖∂tu‖2∞,me,I1 + ‖p‖2Hme (Ω1)
))
.
(62)
Some possibilities for the initialisation will be discussed in the following remark. The main modi-
fications in the proof concern the approximation of the time derivative in Lemmas 5.1 and 5.2. In
(57), we estimate (
D
(s)
t u
n − ∂tu(tn), vh
)
Ωn
≤ c∆ts‖∂s+1t u‖∞,me,In‖vh‖Ωn ,
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see [10,32]. In order to estimate the analogue of (58), we use
D
(2)
t u
n
h =
3
2
D
(1)
t u
n
h +
1
2
D
(1)
t u
n−1
h . (63)
Then the argumentation used in (58) can be applied to both terms on the right-hand side of (63).
Remark 5.6. (Initialisation of BDF(2)) Several possibilities exist to initialise the BDF(2) scheme
with sufficient accuracy. While in the context of ordinary differential equations, one BDF(1) step
can be used to compute u1h without compromising the second-order accuracy of the scheme
[32], this
is in general not sufficient in the PDE context to obtain an optimal L2(H1) error estimate, as
this would only lead to a factor ∆t3 in front of ‖∂2t u‖2∞,0,I1 in (62). Instead one can use either
various BDF(1) steps with a sufficiently small time-step ∆˜t = ∆t4/3 to compute u1h ≈ u(∆t), or
one BDF(1) step for sufficiently small ∆t1 in combination with a first modified BDF(2) step, see
the literature on BDF schemes with variable time step sizes [32]. We refer to [32] for these and
further possibilities and assume in the following that u1h has been computed with sufficient accuracy
such that (62) holds.
5.1.1 L2(L2)-norm error of pressure
The energy estimate in Theorem 5.3 includes an optimal bound for the H1-norm of the pressure.
To show an optimal bound in the L2-norm seems to be non-trivial, due to the fact that un−1h is
not discrete divergence-free with respect to Ωn and Vnh , see the discussion in Section 4.1. We show
here only a sub-optimal bound for s = 1. An optimal estimate is subject to future work.
Lemma 5.7. Under the assumptions of Theorem 5.3 it holds for s = 1(
∆t
n∑
k=1
‖ekp‖2Ωk
)1/2
≤ c exp(c3tn)
(
∆t1/2‖∂2t u‖∞,0 +
hme
∆t1/2
(‖u‖∞,me+1 + ‖∂tu‖∞,me + ‖p‖∞,me)
)
,
where e0u := 0 and me := min{m,ms}.
Proof. We use the modified inf-sup condition for the discrete part ξnh,p = i
n
hp
n − pnh and standard
interpolation estimates
β‖ξnh,p‖Ωn ≤ sup
vnh∈Vnh
(div vnh , ξ
n
h,p)Ωn − (vnh · n, ξnh,p)∂Ωn
|||vnh |||h,n
+ h‖∇ξnh,p‖Ωn
≤ sup
vnh∈Vnh
(div vnh , e
n
p )Ωn − (vnh · n, enp )∂Ωn
|||vnh |||h,n
− sup
vnh∈Vnh
(div vnh , η
n
p )Ωn − (vnh · n, ηnp )∂Ωn
|||vnh |||h,n
+ h
(‖∇enp‖Ωn + ‖∇ηnp ‖Ωn)
≤ sup
vnh∈Vnh
(div vnh , e
n
p )Ωn − (vnh · n, enp )∂Ωn
|||vnh |||h,n
+ h‖∇enp‖Ωn + chme‖pn‖Hme (Ωn).
(64)
The second term on the right-hand side is bounded by the energy estimate. For the first term, we
use Galerkin orthogonality (54)
(div vnh , e
n
p )Ωn − (vnh · n, enp )∂Ωn = −(D(1)t enu, vh)Ωn − (AnS + anD)(enu, 0; vh, 0)− γggnh(enu, vh)
+ γgg
n
h(u
n, vh) + (D
(1)
t u
n − ∂tu(tn), vh)Ωn
≤ c
{
‖D(1)t enu‖Ωn + |||enu|||h,n + hme‖un‖Hme+1(Ω) + ∆t‖∂2t un‖Ωn
}
|||vh|||h,n.
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In combination with (64) and an interpolation estimate for the pressure part on the left, we obtain
after summation
∆t
n∑
k=1
‖ekp‖2Ωk ≤ c
n∑
k=1
{ 1
∆t
‖eku − ek−1u ‖2Ωk + ∆t
(|||eku|||2h,k + h2‖∇ekp‖2Ωk)
+ ∆th2me
(
‖uk‖2Hme+1(Ωk) + ‖pk‖2Hme (Ωk)
)
+ ∆t3‖∂2t uk‖2Ωk
}
.
Using Theorem 5.3 yields the statement. Unfortunately, the factor 1∆t in front of the first term on
the right-hand side leads to a loss of ∆t−1/2 in the final estimate.
Remark 5.8. (BDF(2)) For s = 2 we can only control ∆t3‖D(2)t enu‖2Ωn (compared to ∆t2‖D(1)t enu‖2Ωn
for s = 1), which leads to a further loss of ∆t−1 in the above estimate:(
∆t
n∑
k=1
‖ekp‖2Ωk
)1/2
≤ c exp(c3tn)
(
∆t‖∂2t u‖∞,0 +
hme
∆t
(‖u‖∞,me+1 + ‖∂tu‖∞,me + ‖p‖∞,me)
)
.
Remark 5.9. The estimate in Lemma 5.7 is balanced, if we choose ∆t ∼ hme , which yields a
convergence order of ∆t1/2. For BDF(2) the estimate is balanced for ∆t2 ∼ hme , which yields
first-order convergence in ∆t. The inverse CFL conditions in Theorem 5.3 and Remark 5.5 are
automatically fulfilled for these choices, if me ≥ 2 or me = s = 1. Moreover, recall that for me = 1
and the Brezzi-Pitka¨ranta stabilisation, no such conditions need to be considered.
5.2 L2(L2)-norm error of velocity
To obtain an optimal bound for the velocity error in the L2-norm, we introduce a dual problem.
The argumentation of Burman & Ferna´ndez [10], that does not require a dual problem, but is based
on a Stokes projection Ph(u, p) of the continuous solution, can not be transferred in a straight-
forward way to the case of moving domains, as it requires an estimate for the time derivative
∂t(u − Puh u). Time derivative and Stokes projection do, however, not commute in the case of
moving domains, as Puh u(t) depends on the domain Ω(t). For this reason an estimate for the time
derivative is non-trivial.
We focus again on the case s = 1 first and remark on how to transfer the argumentation to the
case s > 1 afterwards. We introduce the following semi-discretised (in time) dual problem: Find
(zku, z
k
p )
n
k=1 with z
k
u ∈ H10 (Ωk), zkp ∈ L20(Ωk) such that
∆t
n∑
k=1
(
eku, φ
k
u
)
Ωk
=
n∑
k=1
{
(φku − φk−1u , zku)Ωk + ∆tAkS(φku, φkp; zku, zkp )
}
+ (φ0u, z
1
u)Ω1
∀φku ∈ H10 (Ωk)d, φkp ∈ L2(Ωk), k = 1, . . . , n.
(65)
Note that the Dirichlet conditions are imposed strongly in this formulation and the bilinear form
AkS does not include the Nitsche terms.
We start by showing the well-posedness of the problem (65).
Lemma 5.10. Let s = 1. The semi-discrete dual problem (65) defines unique solutions (zku, z
k
p )
n
k=1
with regularity zku ∈ H2(Ωk), zkp ∈ H1(Ωk) for eku ∈ L2(Ω)k, k = 1, . . . , n. Moreover, defining
Skδ := Ω
k
δ \ Ωk the following regularity estimates are valid
‖zku‖H2(Ωk) + ‖zkp‖H1(Ωk) ≤ c
(
1
∆t
(
‖zk+1u − zku‖Ωk + ‖zk+1u ‖Skδ
)
+ ‖eku‖Ωk
)
for k < n,
‖znu‖H2(Ωn) + ‖znp ‖H1(Ωn) ≤ c
(
1
∆t
‖znu‖Ωn + ‖enu‖Ωn
)
.
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Proof. By testing (65) with φ˜ku = δklφ
l
u, φ˜
k
p = δklφ
l
p, where δkl is the Kronecker delta, we observe
that each time-step for k < n corresponds to solving the Stokes system for all φku ∈ H10 (Ωk)d, φkp ∈
L2(Ωk)
AkS(φku, φkp; zku, zkp ) =
1
∆t
(
(Ekφku, z
k+1
u )Ωk+1 − (φku, zku)Ωk
)
+
(
eku, φ
k
u
)
Ωk︸ ︷︷ ︸
=:Fk(φku)
,
(66)
where Ek denotes a smooth extension operator to Ωkδ . For k = n we have
AnS(φnu, φnp ; znu , znp ) = (enu, φnu)Ωn −
1
∆t
(φnu, z
n
u)Ωn︸ ︷︷ ︸
=:Fn(φnu)
∀φnu ∈ H10 (Ωn)d, φkp ∈ L2(Ωn).
If we can prove that Fk lies in the dual space [L
2(Ωk)d]∗, Proposition I.2.2 in Temam’s book [53]
guarantees solutions zku ∈ H2(Ωk), zkp ∈ H1(Ωk) and the regularity estimate
‖zku‖H2(Ωk) + ‖zkp‖H1(Ωk) ≤ c sup
φku∈L2(Ωk)
Fk(φ
k
u)
‖φku‖Ωk
. (67)
We need to show that the right-hand side is bounded. Splitting the first integral on the right-hand
side into an integral over Ωk and Skδ , we have for k < n
Fk(φ
k
u) ≤
1
∆t
(
‖φku‖Ωk‖zk+1u − zku‖Ωk + ‖Ekφku‖Skδ ‖E
kzk+1u ‖Skδ
)
+ ‖eku‖Ωk‖φku‖Ωk .
and therefore
Fk(φ
k
u) ≤ c
(
1
∆t
(
‖zk+1u − zku‖Ωk + ‖Ekzk+1u ‖Skδ
)
+ ‖eku‖Ωk
)
‖φku‖Ωk . (68)
For k = n, we obtain
Fn(φ
n
u) ≤ c
(
1
∆t
‖znu‖Ωn + ‖enu‖Ωn
)
‖φnu‖Ωn . (69)
The boundedness of Fk follows by induction for k = n, . . . , 1 and by using the stability of the
extension operator Ek. Combination of (67), (68) and (69) yield the regularity estimates.
Next, we derive a stability estimate for the semi-discretised dual problem (65). We remark that a
stability estimate for the continuous dual problem, including the first time derivative ∂tz, could be
obtained as well. This is however not enough to bound the consistency error of the time derivative
in a sufficient way for an optimal L2-norm error estimate.
Lemma 5.11. Let Ω(0) be W 2,∞, T (t) ∈ W 2,∞(Ω(0)) for t ∈ I and let the assumptions made in
Section 3 be valid. The solution (zku, z
k
p )
n
k=1 to the semi-discretised dual problem (65) for s = 1
fulfils the stability estimate
‖∇z1u‖2Ω1 +
1
∆t
‖∇znu‖2Ωn +
n−1∑
k=1
{
‖∇(zku − zk+1u )‖2Ωk +
1
∆t
‖zku − zk+1u ‖2Ωk
}
+ ∆t
n∑
k=1
{
‖zku‖2H2(Ωk) + ‖zkp‖2H1(Ωk)
}
≤ c exp(ctn)∆t
n∑
k=1
‖eku‖2Ωk .
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Proof. We show a stability estimate for the first derivatives ∇zku first. Diagonal testing in (65)
with φku = z
k
u, φ
k
p = z
k
p results in
n∑
k=1
{
(zku − zk−1u , zku)Ωk + ∆t‖∇zku‖2Ωk
}
+ (z0u, z
1
u)Ω1 = ∆t
n∑
k=1
(
eku, z
k
u
)
Ωk
,
or equivalently
n−1∑
k=1
{‖zku‖2Ωk − (zku, zk+1u )Ωk+1 + ∆t‖∇zku‖2Ωk}+ ‖znu‖2Ωn + ∆t‖∇znu‖2Ωn = ∆t n∑
k=1
(
eku, z
k
u
)
Ωk
. (70)
As zku vanishes on ∂Ω
k, a Poincare´-like estimate gives in combination with the stability of the
extension operator
‖zku‖Skδ ≤ c
(
∆t1/2‖zku‖∂Ωk + ∆t‖∇zku‖Skδ
)
≤ c∆t‖∇zku‖Ωk , (71)
which implies
‖zku‖2Ωk−(zku, zk+1u )Ωk+1 ≤ (zku, zku − zk+1u )Ωk + ‖zku‖Skδ ‖z
k+1
u ‖Skδ
≤ 1
2
(‖zku‖2Ωk + ‖zku − zk+1u ‖2Ωk − ‖zk+1u ‖2Ωk+1)+ c∆t2 (‖∇zku‖2Ωk + ‖∇zk+1u ‖2Ωk+1) .
Absorbing the last terms into the left-hand side of (70), the discrete Gronwall lemma yields
‖z1u‖2Ω1 + ‖znu‖2Ωn +
n−1∑
k=1
‖zku − zk+1u ‖2Ωk +
n∑
k=1
∆t‖∇zku‖2Ωk ≤ c exp(ctn)∆t
n∑
k=1
‖eku‖2Ωk . (72)
Next, we use the regularity estimates in Lemma 5.10 to get a bound for the second derivative of
zku. For k = n we have
‖znu‖H2(Ωn) + ‖znp ‖H1(Ωn) ≤ c
(
1
∆t
‖znu‖Ωn + ‖enu‖Ωn
)
.
For k < n, we estimate the term on Skδ in Lemma 5.10 by using a Poincare´-type inequality
‖zk+1u ‖Skδ ≤ c∆t‖∇z
k+1
u ‖Skδ ≤ c∆t‖∇z
k+1
u ‖Ωk+1 .
This yields
‖zku‖H2(Ωk) + ‖zkp‖H1(Ωk) ≤ c
(
1
∆t
‖zk+1u − zku‖Ωk + ‖∇zk+1u ‖Ωk+1 + ‖eku‖Ωk
)
.
Using the H1-stability result (72) for ‖∇zk+1u ‖Ωk+1 , we obtain after summation
∆t
n∑
k=1
{
‖zku‖2H2(Ωk) + ‖zkp‖2H1(Ωk)
}
≤ c0
∆t
(
‖znu‖2Ωn +
n−1∑
k=1
‖zk+1u − zku‖2Ωk
)
+ c exp(ctn)∆t
n∑
k=1
‖eku‖Ωk .
(73)
It remains to derive a bound for the discrete time derivative on the right-hand side. Therefore,
note that for k < n we can write (66) equivalently by using the density of H1(Ωk) in L2(Ωk) as
−(∆zku,φku)Ωk + (∇zkp , φku)Ωk − (zku,∇φkp)Ωk
=
1
∆t
(
(Eφku, z
k+1
u )Ωk+1 − (φku, zku)Ωk
)
+
(
eku, φ
k
u
)
Ωk
∀φku ∈ L2(Ωk)d, φkp ∈ H1(Ωk).
(74)
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For k = n we have
−(∆znu , φnu)Ωn + (∇znp ,φnu)Ωn − (znu ,∇φnp )Ωn
= (enu, φ
n
u)Ωn −
1
∆t
(φnu, z
n
u)Ωn ∀φnu ∈ L2(Ωn)d, φnp ∈ H1(Ωn).
(75)
For k < n we test (74) with φku = z
k
u − zk+1u , φkp = 0
−(∆zku, zku − zk+1u )Ωk + (∇zkp , zku − zk+1u )Ωk
+
1
∆t
(‖zku − zk+1u ‖2Ωk+1 + (zku − zk+1u , zku)Ωk+1\Ωk) = (eku, zku − zk+1u )Ωk . (76)
Using integration by parts and the fact that zku|∂Ωk = 0 and (∇zkp , zlu)Ωl = 0 for l = k, k + 1, we
have
1
∆t
(∥∥zku − zk+1u ∥∥2Ωk − ∥∥zku − zk+1u ∥∥Skδ ∥∥zk+1u ∥∥Skδ )+ (∇zku,∇(zku − zk+1u ))Ωk
− (∂nzku, zk+1u )∂Ωk − ‖∇zkp‖Skδ ‖z
k+1
u ‖Skδ ≤ c∆t‖e
k
u‖2Ωk +
1
2∆t
∥∥zku − zk+1u ∥∥2Ωk (77)
For the second term on the left-hand side, we use Poincare´-type estimates, the fact that zlu = 0 on
∂Ωl for l = k, k + 1 and (30)
1
∆t
∥∥zku − zk+1u ∥∥Skδ ∥∥zk+1u ∥∥Skδ ≤ c∆t (∥∥zku∥∥2Skδ + ∥∥zk+1u ∥∥2Skδ ) ≤ c∆t(∥∥∇zku∥∥2Skδ + ∥∥∇zk+1u ∥∥2Skδ )
≤ c∆t2
(∥∥zku∥∥2H2(Ωk) + ∥∥zk+1u ∥∥2H2(Ωk+1)) .
For the third term in (77), we use a telescope argument
(∇zku,∇(zku − zk+1u ))Ωk = 12 (‖∇zku‖2Ωk + ‖∇(zku − zk+1u )‖2Ωk − ‖∇zk+1u ‖2Ωk) .
To bring the last term to Ωk+1, we estimate using (30)
‖∇zk+1u ‖2Ωk ≤ ‖∇zk+1u ‖2Ωk+1 + ‖∇zk+1u ‖2Skδ ≤ (1 + c∆t)‖∇z
k+1
u ‖2Ωk+1 + ∆t‖∇2zk+1u ‖2Ωk+1
For the boundary term in (77), we use Green’s theorem on Skδ and again (30)
(∂nz
k
u, z
k+1
u )∂Ωk ≤ (∂nzku, zk+1u )∂Ωk+1︸ ︷︷ ︸
=0
+‖∇zku‖Skδ ‖∇z
k+1
u ‖Skδ + ‖∆z
k
u‖Skδ ‖z
k+1
u ‖Skδ
≤ c∆t (‖∇zku‖Ωk + ‖∇2zku‖Ωk) (‖∇zk+1u ‖Ωk+1 + ‖∇2zk+1u ‖Ωk+1) .
To estimate the pressure term in (77), we use a Poincare´-type estimate for zk+1u and the H
1-stability
of the extension operators
‖∇zkp‖Skδ ‖z
k+1
u ‖Skδ ≤ c∆t‖∇z
k
p‖Skδ ‖∇z
k+1
u ‖Skδ ≤ c∆t‖∇z
k
p‖Ωk‖∇zk+1u ‖Ωk+1
≤ ∆t‖∇zkp‖2Ωk +
∆t
4
‖∇zk+1u ‖2Ωk+1 .
To summarise, we have shown that
1
2∆t
∥∥zku − zk+1u ∥∥2Ωk + 12 ((1− c∆t)‖∇zku‖2Ωk + ‖∇(zku − zk+1u )‖2Ωk)
≤ (1 + c∆t)‖∇zk+1u ‖2Ωk+1 + ∆t
(‖∇zkp‖2Ωk + ‖∇2zku‖2Ωk + ‖∇2zk+1u ‖2Ωk+1)+ c∆t‖eku‖2Ωk . (78)
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A similar argumentation yields for k = n starting from (75) tested with φnu = z
n
u and φ
n
p = z
n
p
1
2∆t
‖znu‖2Ωn +
1
2
‖∇znu‖2Ωn ≤
∆t
2
‖enu‖2Ωn . (79)
Summation in (78) over k = 1, . . . , n− 1 and addition of (79) and (73) multiplied by a factor of 3
yields for  < 112c0
‖∇z1u‖2Ω1 + ‖∇znu‖2Ωn +
1
∆t
‖∇znu‖2Ωn +
n−1∑
k=1
{
1
∆t
∥∥zku − zk+1u ∥∥2Ωk + ‖∇(zku − zk+1u )‖2Ωk}
+ ∆t
n∑
k=1
{
‖zku‖2H2(Ωk) + ‖zkp‖2H1(Ωk)
}
≤ c∆t
n∑
k=1
{‖eku‖2Ωk + ‖∇zku‖2Ωk} .
(80)
The statement of the lemma follows by means of the discrete Gronwall lemma.
Now we are ready to prove an error estimate for the L2(L2)-norm of the velocities. First, we note
that under the regularity assumptions on the domains made in Section 3 the solution (zku, z
k
p )
n
k=1
of (65) is also the unique solution to the Nitsche formulation: Find (zku, z
k
p )
n
k=1, where z
k
u ∈
H2(Ωk)d, zkp ∈ H1(Ω) ∩ L20(Ωk) such that
∆t
n∑
k=1
(
eku, φ
k
u
)
Ωk
=
n∑
k=1
{
(φku − φk−1u , zku)Ωk + ∆t
(AkS + akD) (φku, φkp; zku, zkp )} + (φ0u, z1u)Ω1
∀φku ∈ H1(Ωk), φkp ∈ L2(Ωk), k = 1, . . . , n.
(81)
Theorem 5.12. We assume that me = min{m,ms} ≥ 1 and that the solution (u, p) of (4) fulfils
the regularity assumptions u(tk) ∈ Hme+1(Ωk)d and p(tk) ∈ Hme (Ωk) for k = 1, . . . n. Further, let
Ω(0) be W 2,∞, T (tn) ∈ W 2,∞(Ω(0)) and s = 1. Under the assumptions of Theorem 5.3 and the
inverse CFL condition ∆t ≥ ch2 for some c > 0, it holds that(
∆t
n∑
k=1
‖eku‖2Ωk
)1/2
≤ c exp(c3tn)
(
∆t‖∂2t u‖∞,0 + hme+1 (‖u‖∞,me+1 + ‖∂tu‖∞,me + ‖p‖∞,me)
)
.
Proof. We test (81) with φku = e
k
u, φ
k
p = e
k
p, k = 0, . . . , n to get
∆t
n∑
k=1
‖eku‖2Ωk =
n∑
k=1
{
(eku − ek−1u ), zku)Ωk + ∆t
(AkS + akD) (eku, ekp; zku, zkp )}+ (e0u, z1u)Ω1 .
We define
ηkz,u := z
k
u − ikhzku, ηkz,p := zkp − ikhzkp
and use Galerkin orthogonality to insert the interpolants ikhz
k
u and i
k
hz
k
p
∆t
n∑
k=1
‖eku‖2Ωk =
n∑
k=1
{
(eku − ek−1u ), ηkz,u)Ωk + ∆t
(AkS + akD) (eku, ekp; ηkz,u, ηkz,p)}
+ ∆t
n∑
k=1
{
D
(1)
t u(tk)− ∂tu(tk), ikhzku)Ωk + γggkh(ukh, ikhzku) + γpskh(pkh, ikhzkp )
} (82)
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We use the continuity of the bilinear form AkS + akD (22) and standard interpolation estimates
(AkS + akD)(eku, ekp; ηkz,u, ηkz,p) ≤ c
(
‖∇eku‖Ωk + h−1/2‖eku‖∂Ωk + h1/2‖∂neku‖∂Ωk + h‖∇ekp‖Ωk
)
·
(
‖∇ηkz,u‖Ωk + h−1‖ηkz,u‖Ωk + ‖ηkz,p‖Ωk + h−1/2‖ηkz,u‖∂Ωk + h1/2
(‖∂nηkz,u‖∂Ωk + ‖ηkz,p‖∂Ωk))
≤ ch
(
‖∇eku‖Ωk + h−1/2‖eku‖∂Ωk + h1/2‖∂neku‖∂Ωk + h‖∇ekp‖Ωk
) (‖∇2zku‖Ωk + ‖∇zkp‖Ωk) .
To estimate ‖∇eku‖∂Ωk we split into a discrete and an interpolation part and use an inverse in-
equality
‖∇eku‖∂Ωk ≤ ‖∇ηku‖∂Ωk + ‖∇ξkh,u‖∂Ωk ≤ chme−1/2‖u‖Hme+1(Ωk) + ch−1/2‖∇ξkh,u‖Ωk
≤ chme−1/2‖u‖Hme+1(Ωk) + ch−1/2‖∇eku‖Ωk .
(83)
This yields
(AkS + akD)(eku, ekp; ηkz,u, ηkz,p)
≤ ch
(
‖∇eku‖Ωk + h−1/2‖eku‖∂Ωk + h‖∇ekp‖Ωk + hme‖uk‖Hme+1(Ωk)
) (‖∇2zku‖Ωk + ‖∇zkp‖Ωk) .
For the consistency error of the time derivative on the right-hand side, we obtain as in Lemma 5.1∣∣∣ (D(1)t u(tk)− ∂tu(tk), ikhzku)
Ωn
∣∣∣ ≤ c∆t‖∂2t u‖∞,0,Ik‖zku‖Ωk .
For the ghost penalty we insert ±zku and ±u(tk) and use Lemma 3.1 and standard estimates for
the interpolation
gh(u
k
h, i
k
hz
k
u) = gh(e
k
u, η
k
z,u)− gh(u(tk), ηkz,u)− gh(eku, zku) + gh(u(tk), zku)
≤ ch
(
gkh(e
k
u, e
k
u)
1/2 + hme‖u‖Hme+1(Ωk)
)
‖zku‖H2(Ωk).
For the pressure stabilisation we distinguish between the cases m = 1 and m > 1, the latter
implying by assumption that pk ∈ H2(Ωk). For m = 1, the following estimate is optimal
skh(p
k
h, i
k
hz
k
p ) ≤ ch2‖∇pkh‖Ωk‖∇zkp‖Ωk ≤ ch2
(‖∇pk‖Ωk + ‖∇ekp‖) ‖∇zkp‖Ωk .
For m > 1 we insert ±pk) and use (11)
skh(p
k
h, i
k
hz
k
p ) = −skh(ekp, ikhzkp ) + skh(pk, ikhzkp ) ≤ ch
(
h‖∇ekp‖Ωk + hme‖pk‖Hme (Ωk)
) ‖∇zkp‖Ωk .
It remains to estimate the terms corresponding to the discrete time derivative in (82). We use a
standard interpolation estimate and the inverse CFL condition h2 ≤ c∆t to get
(eku − ek−1u , ηkz,u)Ωk ≤ ch2‖eku − ek−1u ‖Ωk‖∇2zku‖Ωk ≤ ch‖eku − ek−1u ‖Ωk∆t1/2‖∇2zku‖Ωk . (84)
By combining the above estimates we have using the Cauchy-Schwarz inequality
∆t
n∑
k=1
‖eku‖2Ωk ≤ c∆th
n∑
k=1
{(|||eku|||k,h + h‖∇ekp‖Ωk + hme (‖uk‖Hme+1(Ωk) + ‖pk‖Hme (Ωk)) )
· (‖zku‖H2(Ωk) + ‖∇zkp‖Ωk) }
+ c∆t2
n∑
k=1
{‖∂2t u‖∞,0,Ik‖zku‖Ωk}+ ch n−1∑
k=1
{
‖eku − ek−1u ‖Ωk∆t1/2‖∇2zku‖Ωk
}
≤ ch2
(
n∑
k=1
‖eku − ek−1u ‖2Ωk + ∆t
{
|||eku|||2k,h + h2‖∇ekp‖2Ωk + ∆t2‖∂2t u‖2∞,0,Ik
+ h2me
(
‖uk‖2Hme+1(Ωk) + ‖pk‖2Hme (Ωk)
)})1/2(
∆t
n∑
k=1
‖zku‖2H2(Ωk) + ‖∇zkp‖2Ωk
)1/2
.
(85)
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The statement follows by applying Theorem 5.3 and Lemma 5.11.
Remark 5.13. An analogous result can be shown for the BDF(2) variant under slightly stronger
conditions. Let either ∆t ≥ ch, or ∆t ≥ ch2−0 for some 0 > 0 when the Brezzi-Pitka¨ranta
stabilisation is used. Then, we can show the estimate(
∆t
n∑
k=1
‖eku‖2Ωk
)1/2
≤ c exp(c3tn)
(
∆t2‖∂3t u‖∞,0 + hme+1 (‖u‖∞,me+1 + ‖∂tu‖∞,me + ‖p‖∞,me)
)
.
(86)
The main difference in the proof is that the energy norm estimate does not give us a bound for
∆t‖D(2)t eku‖Ωk , see Remark 5.5. Therefore, we need the slightly stronger condition h2−0 ≤ c∆t for
some 0 > 0 in the estimate (84). We have using (30) with  =
h
∆t1/2
∆t(D
(2)
t e
k
u, η
k
z,u)Ωk ≤ ch2
2∑
i=0
‖ek+iu ‖Ωk‖∇2zku‖Ωk ≤ ch2
2∑
i=0
(
‖ek+iu ‖Ωk+i + ‖ek+iu ‖Skδ
)
‖∇2zku‖Ωk
≤ ch0∆t
2∑
i=0
(‖ek+iu ‖Ωk+i + h‖∇ek+iu ‖Ωk+i) ‖∇2zku‖Ωk .
For h sufficiently small, we can absorb the first term on the right-hand side into the left-hand side
of (85) to obtain (86).
6 Numerical example
To substantiate the theoretical findings, we present numerical results for polynomial degrees m =
1, 2 and BDF orders s = 1, 2. The results have been obtained using the CutFem library [14], which
is based on FeNiCS [1]. We use Continuous Interior Penalty for pressure stabilisation.
We consider flow through a 3-dimensional rectangular channel with a moving upper and lower wall.
The moving domain is given by
Ω(t) = (0, 4)×
(
−1 + sin(t)
10
, 1− sin(t)
10
)
× (−1, 1).
We choose the data f and uD in such a way that the manufactured solution
u =
(
sin(t) ·
(
(1− sin(t)
10
)2 − y2
)
(1− z2), 0, 0
)
, p = sin(t) · (8− 2x)
solves the system (4). We impose the corresponding Dirichlet boundary conditions uD on the left
inflow boundary (given by x = 0), a do-nothing boundary condition ∂nu − pn = 0 on the right
outflow boundary (given by x = 4) and no-slip boundary conditions on the remaining boundary
parts, including the moving upper and lower boundary. The initial value is homogeneous u0(x) =
0. We choose a Nitsche parameter γD = 500, stabilisation parameters γg = γp = 10
−3 and
δ = wmaxs∆t, where wmax = max
t∈I,x∈∂Ω(t)
|∂tT (x, t)| = 0.1. The triangulations consist of uniform
subdivisions of the box [0, 4]× [−1.1, 1.1]× [−1, 1], which are reduced in each time-step by all those
elements that lie fully outside of Ωnδ .
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Figure 1. Top: L2- and H1-norm error of velocity, bottom: L2-and H1 norm error of pressure
over time for different time-step sizes and mesh levels, where ∆t = ch. All the norms are
normalised by the maximum (in time) of the respective norm of the continuous functions.
6.1 P1 - BDF(1)
First, we use P1 finite elements (m = 1) and the BDF(1) variant (s = 1). The computed errors
‖u − uh‖Ω, ‖∇(u − uh)‖Ω, ‖pk − pkh‖Ω and ‖∇(pk − pkh)‖Ω are plotted over time in Figure 1 for
∆t = ch, where each of the norms has been normalised by the L∞(L2)-norm of the respective
continuous functions, e.g. ‖u − uh‖Ω/‖u‖∞,0,I . We observe convergence in all norms for all times
as ∆t = ch→ 0. Moreover, no oscillations are visible in any of the norms. While the error bounds
shown in the previous sections include an exponential growth in time, coming from the application
of Gronwall’s lemma, the error does not accumulate significantly over time in the numerical results
presented here.
To study the convergence orders in space and time, we show values for four different time-step and
four different mesh sizes in Table 1. For P1 finite elements, the finest mesh contains approximately
143.000 degrees of freedom. We observe that the temporal error is barely visible in the L2(L2)-
norm and L2(H1)-semi-norm of velocities, as the spatial error is dominant. The spatial component
of the velocities converges as expected by the theory (Theorems 5.3 and Theorem 5.12) with orders
2 and 1.
On the other hand, the temporal error shows up clearly in the pressure norms. To compute an
estimated order of convergence (eoc), let us assume that the overall error can be separated into a
temporal and a spatial component
g(∆t, h) = g∆t(∆t) + gh(h) = chh
eoch + c∆t∆t
eoc∆t . (87)
To estimate for example the temporal order of convergence eoc∆t, we fit the three parameters
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gh, c∆t and eoc∆t of the function
g(∆t, ·) = gh + c∆t∆teoc∆t
for a fixed mesh size h = h0 against the computed values. This is done by means of a least-squares
fit using gnuplot [38]. A spatial order of convergence eoch is estimated similarly using the values
for a fixed time-step size ∆t = ∆t0.
For the pressure norms the estimated temporal order of convergence is very close to 1 in both the
L2- and the H1 semi-norm. This is expected for the L2(H1)-semi-norm by Theorem 5.3, but better
than proven in Lemma 5.7 for the L2(L2)-norm. The spatial component of the error converges much
faster than expected with eoch around 2 for both norms (compared to O(1), which has been shown
for the H1-semi-norm, and O(h) for the L2-norm). This might be due to superconvergence effects,
as frequently observed for CIP stabilisations (see e.g. [24]), and possibly due to the sub-optimality
of the pressure estimates.
The convergence orders of both pressure norms are very similar, especially for larger h and ∆t.
Here it seems that due to the superconvergence of the L2(H1)-semi-norm the simple Poincare´
estimate
‖ekp‖Ωk ≤ cP ‖∇ekp‖Ωk
is optimal for the L2(L2)-norm. Only for smaller ∆t and h, the convergence of the L2(L2)-norm
seems to be slightly faster compared to the L2(H1)-semi-norm.
6.2 P2-BDF(1)
In order to increase the visibility of the temporal error component, we increase the order of the
spatial discretisation first. In Table 2 we show results for P2 finite elements and BDF(1) (m = 2, s =
1) on three different mesh levels. For P2 the finest mesh level has again around 143.000 degrees of
freedom, which is similar to P1 elements on the next-finer mesh level. Again the spatial error is
dominant in the velocity norms on coarser meshes and shows convergence orders of approximately
3 in the L2(L2)-norm and 2 in the L2(H1)-semi-norm, as shown in Theorems 5.12 and 5.3. In
contrast to P1 elements, the temporal error is however visible on the finest mesh level, where eoc∆t
is close to 1, as expected.
In the L2(L2)-norm of pressure, the temporal error is dominant and shows again a convergence
order of O(∆t). Due to the dominance of the temporal component, it is less clear to deduce
the spatial error contribution. From the values and the eoch it seems to converge again faster
as predicted. Similar observations hold true for the L2(H1)-norm of the pressure. The temporal
eoc∆t is slightly higher and the spatial eoch much higher than predicted by Theorem 5.3. The latter
statement would need to be confirmed on finer meshes, however. It seems that the assumption
(87) that the spatial and temporal error are separated, which was assumed in order to compute
g∆t and gh, is not valid for the L
2(H1)-semi-norm, as the extrapolated values gh and g∆t do not
or converge only very slowly towards zero. This does not contradict the theory, as Theorem (5.3)
guarantees only the bound (
n∑
k=1
∆t‖∇ekp‖2Ωk
)1/2
≤ O
(
∆t
h
)
+O(h).
6.3 P2-BDF(2)
Finally, we show results for m = 2 and s = 2 in Table 3. In order to simplify the initialisation, we
use that the analytically given solution u(x, t) can be extended to t < 0 and use the starting values
27
Eulerian time-stepping schemes for the non-stationary Stokes equations
u0 = 0 and u−1 := u(−∆t) in the first time step. Due to the (expected) second-order convergence
in time, the temporal error is barely visible in the velocity norms on the finer mesh levels, in
contrast to the results for BDF(1). The estimated order of convergence of the spatial component
lies slightly below the orders 3 and 2 in the L2(L2)-norm and L2(H1)-semi-norm, respectively, that
have been shown analytically.
In the L2(L2)-norm of pressure both temporal and spatial errors are visible. Both eoch and eoc∆t
are around 2, which has been shown in Section 5.1.1 for the spatial part. For the temporal part
only a reduced order of convergence of O(∆t) has been shown theoretically. This bound seems
not to be sharp in the numerical example studied here. In the L2(H1)-semi-norm of pressure the
spatial error is dominant, which is in contrast to the BDF(1) results. The separation (87) into
spatial and temporal error components is again not valid on the (relatively coarse) grids used in
this example, see the discussion in Section 6.2.
7 Conclusion
We have derived a detailed a priori error analysis for two Eulerian time-stepping schemes based on
backward difference formulas applied to the non-stationary Stokes equations on time-dependent
domains. Following Schott [52] and Lehrenfeld & Olshanskii [40] discrete quantities are extended
implicitly by means of ghost penalty terms to a larger domain, which is needed in the following
step of the time-stepping scheme.
In particular, we have shown optimal-order error estimates for the L2(H1)-semi-norm and the
L2(L2)-norm error for the velocities. The main difficulties herein consisted in the transfer of
quantities between domains Ωn and Ωn−1 at different time-steps and in the estimation of the
pressure error. Optimal L2(H1)-norm errors for the pressure can be derived unconditionally, when
the Brezzi-Pitka¨ranta pressure stabilisation is used, or under the inverse CFL conditions ∆t ≥ ch2
for BDF(1) (∆t ≥ ch for BDF(2)) for higher-order pressure stabilisations. Fortunately, these
estimates are sufficient to show optimal bounds for the velocities in both the L2(H1) and the
L2(L2)-norms. All these estimates are in good agreement with the numerical results presented.
For the L2(L2)-norm error of the pressure, we have shown suboptimal bounds in terms of the time
step ∆t. The derivation of optimal bounds seems to be non-trivial and needs to be investigated
in future work. Further directions of research are the application of the approach to the non-
linear Navier-Stokes equations, multi-phase flows and fluid-structure interactions, as well as the
investigation of different time-stepping schemes, such as Crank-Nicolson or the fractional-step θ
scheme within the framework presented and investigated in the present work.
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‖v − vkh‖Q/‖v‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 1.60 · 10−1 1.60 · 10−1 1.60 · 10−1 1.57 · 10−1 1.57 · 10−1 -
1/4 4.07 · 10−2 4.05 · 10−2 4.05 · 10−2 4.05 · 10−2 4.05 · 10−2 -
1/8 1.14 · 10−2 1.11 · 10−2 1.10 · 10−2 1.10 · 10−2 1.10 · 10−2 -
1/16 4.25 · 10−3 3.24 · 10−3 2.88 · 10−3 2.76 · 10−3 2.76 · 10−3 1.51
g∆t 1.90 · 10−3 9.52 · 10−4 5.87 · 10−4 3.02 · 10−4 0 0.90
eoch 2.03 2.00 1.99 1.96 1.95
‖∇(v − vkh)‖Q/‖∇v‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 4.13 · 10−1 4.14 · 10−1 4.13 · 10−1 4.05 · 10−1 4.05 · 10−1 -
1/4 2.05 · 10−1 2.05 · 10−1 2.05 · 10−1 2.05 · 10−1 2.05 · 10−1 -
1/8 1.03 · 10−1 1.03 · 10−1 1.03 · 10−1 1.03 · 10−1 1.03 · 10−1 -
1/16 5.20 · 10−2 5.17 · 10−2 5.16 · 10−2 5.16 · 10−2 5.16 · 10−2 -
g∆t 2.95 · 10−3 2.94 · 10−3 −1.88 · 10−3 −1.88 · 10−3 0 -
eoch 1.02 1.02 0.98 0.98 0.99
‖p− pkh‖Q/‖p‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 2.83 · 10−1 2.61 · 10−1 2.49 · 10−1 2.46 · 10−1 2.42 · 10−1 1.14
1/4 1.08 · 10−1 8.36 · 10−2 7.14 · 10−2 6.53 · 10−2 5.92 · 10−2 1.00
1/8 6.65 · 10−2 4.22 · 10−2 2.98 · 10−2 2.36 · 10−2 1.71 · 10−2 0.98
1/16 5.36 · 10−2 2.93 · 10−2 1.67 · 10−2 1.02 · 10−2 3.20 · 10−3 0.95
g∆t 5.09 · 10−2 2.08 · 10−2 1.42 · 10−2 6.83 · 10−3 0 1.05
eoch 2.01 2.03 2.02 2.18 2.01
‖∇(p− pkh)‖Q/‖∇p‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 3.05 · 10−1 2.82 · 10−1 2.71 · 10−1 2.68 · 10−1 2.65 · 10−1 1.25
1/4 1.15 · 10−1 9.25 · 10−2 8.13 · 10−2 7.58 · 10−2 7.03 · 10−2 1.01
1/8 7.16 · 10−2 4.97 · 10−2 3.96 · 10−2 3.51 · 10−2 3.12 · 10−2 1.13
1/16 5.66 · 10−2 3.39 · 10−2 2.36 · 10−2 1.94 · 10−2 1.58 · 10−2 1.18
g∆t 5.44 · 10−2 3.19 · 10−2 2.20 · 10−2 1.82 · 10−2 0 0.61
eoch 2.03 2.02 2.04 2.23 1.77
Table 1. Errors for the fully discrete solutions for P1 finite elements and BDF(1) for different
mesh and time-step sizes. The mesh size h stands here for the minimal edge of the triangles
and Q = {(x, t) ∈ Rd+1, t ∈ I, x ∈ Ω(t)}. Moreover, we show extrapolated values gh and g∆t
and experimental order of convergences eoch and eoc∆t based on a least squares fit of the four
available values for fixed h or ∆t against the three parameters of the function g(h) = g∆t+chh
eoch
and g(∆t) = gh + c∆th
eoc∆t , respectively. On the bottom right of each table, we show estimated
convergence orders of the extrapolated values gh and g∆t by fitting the two parameters of the
functions g(∆t) = 0 + c∆t∆t
eoc∆t and g(h) = 0 + chh
eoch , respectively.
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‖v − vkh‖Q/‖v‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 9.15 · 10−3 8.92 · 10−3 8.88 · 10−3 8.88 · 10−3 8.88 · 10−3 -
1/4 3.20 · 10−3 1.97 · 10−3 1.50 · 10−3 1.38 · 10−3 1.28 · 10−3 1.50
1/8 3.12 · 10−3 1.62 · 10−3 8.52 · 10−4 4.78 · 10−4 8.59 · 10−5 0.99
g∆t 3.12 · 10−3 1.60 · 10−3 7.90 · 10−4 3.55 · 10−4 0 0.99
eoch - 4.31 3.51 3.06 2.82
‖∇(v − vkh)‖Q/‖∇v‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 5.55 · 10−2 5.55 · 10−2 5.55 · 10−2 5.55 · 10−2 5.55 · 10−2 -
1/4 1.67 · 10−2 1.58 · 10−2 1.56 · 10−2 1.56 · 10−2 1.56 · 10−2 -
1/8 7.51 · 10−3 5.18 · 10−3 4.36 · 10−3 4.12 · 10−3 3.97 · 10−3 1.56
g∆t 4.66 · 10−3 1.30 · 10−3 −4.82 · 10−5 −5.17 · 10−4 0 -
eoch 2.08 1.90 1.83 1.80 1.85
‖p− pkh‖Q/‖p‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 5.35 · 10−2 2.87 · 10−2 1.57 · 10−2 9.20 · 10−3 2.06 · 10−3 0.95
1/4 5.08 · 10−2 2.64 · 10−2 1.37 · 10−2 7.18 · 10−3 1.10 · 10−3 0.95
1/8 5.00 · 10−2 2.57 · 10−2 1.30 · 10−2 6.53 · 10−3 −5.40 · 10−4 0.95
g∆t 4.97 · 10−2 2.54 · 10−2 1.26 · 10−2 6.22 · 10−3 0 0.99
eoch 1.75 1.72 1.51 1.64 1.71
‖∇(p− pkh)‖Q/‖∇p‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 6.29 · 10−2 4.13 · 10−2 3.20 · 10−2 2.83 · 10−2 2.54 · 10−2 1.24
1/4 5.43 · 10−2 3.18 · 10−2 2.17 · 10−2 1.78 · 10−2 1.45 · 10−2 1.21
1/8 5.25 · 10−2 2.99 · 10−2 1.97 · 10−2 1.60 · 10−2 1.27 · 10−2 1.23
g∆t 5.20 · 10−2 2.94 · 10−2 1.92 · 10−2 1.56 · 10−2 0 0.67
eoch 2.26 2.32 2.36 2.54 0.57
Table 2. Errors for the fully discrete solutions for P2 finite elements and BDF(1) for different
mesh and time-step sizes. The experimental orders of convergence (eoc) have been computed as
in Table 1.
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‖v − vkh‖Q/‖v‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 8.91 · 10−3 8.89 · 10−3 8.89 · 10−3 8.89 · 10−3 8.89 · 10−3 -
1/4 1.44 · 10−3 1.35 · 10−3 1.35 · 10−3 1.35 · 10−3 1.35 · 10−3 -
1/8 6.38 · 10−4 2.77 · 10−4 2.33 · 10−4 2.29 · 10−4 2.28 · 10−4 3.06
g∆t 5.41 · 10−4 9.90 · 10−5 3.87 · 10−5 3.32 · 10−5 0 2.31
eoch 3.22 2.81 2.75 2.75 2.71
‖∇(v − vkh)‖Q/‖∇v‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 5.60 · 10−2 5.60 · 10−2 5.60 · 10−2 5.60 · 10−2 5.60 · 10−2 -
1/4 1.56 · 10−2 1.56 · 10−2 1.56 · 10−2 1.56 · 10−2 1.56 · 10−2 -
1/8 4.23 · 10−3 4.06 · 10−3 4.05 · 10−3 4.05 · 10−3 4.05 · 10−3 -
g∆t −2.23 · 10−4 −5.54 · 10−4 −5.74 · 10−4 −5.74 · 10−4 0 -
eoch 1.83 1.81 1.81 1.81 1.86
‖p− pkh‖Q/‖p‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 7.78 · 10−3 3.32 · 10−3 2.96 · 10−3 2.95 · 10−3 2.94 · 10−3 3.67
1/4 7.27 · 10−3 1.86 · 10−3 9.41 · 10−4 8.91 · 10−4 8.29 · 10−4 2.66
1/8 7.27 · 10−3 1.79 · 10−3 5.34 · 10−4 3.28 · 10−4 2.28 · 10−4 2.18
g∆t 7.27 · 10−3 1.79 · 10−3 4.31 · 10−4 1.16 · 10−4 0 1.97
eoch - 4.38 2.31 1.87 1.83
‖∇(p− pkh)‖Q/‖∇p‖Q
h\ ∆t 0.4 0.2 0.1 0.05 gh eoc∆t
1/2 3.43 · 10−2 3.31 · 10−2 3.29 · 10−2 3.29 · 10−2 3.29 · 10−2 -
1/4 1.96 · 10−2 1.81 · 10−2 1.80 · 10−2 1.80 · 10−2 1.80 · 10−2 -
1/8 1.86 · 10−2 1.71 · 10−2 1.70 · 10−2 1.70 · 10−2 1.70 · 10−2 -
g∆t 1.85 · 10−2 1.70 · 10−2 1.69 · 10−2 1.69 · 10−2 0 -
eoch 3.88 3.91 3.90 3.90 0.57
Table 3. Errors for the fully discrete solutions for P2 finite elements and BDF(2) for different
mesh and time-step sizes. The experimental orders of convergence (eoc) have been computed as
in Table 1.
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