Ab initio calculations of QED radiative corrections to the 2 P 1/2 -2 P 3/2 fine-structure transition energy are performed for selected F-like ions. These calculations are nonperturbative in αZ and include all first-order and many-electron second-order effects in α. When compared to approximate QED computations, a notable discrepancy is found especially for F-like uranium for which the predicted self-energy contributions even differ in sign. Moreover, all deviations between theory and experiment for the 2 P 1/2 -2 P 3/2 fine-structure energies of F-like ions, reported recently by Li et al., Phys. Rev. A 98, 020502(R) (2018), are resolved if their highly accurate, non-QED fine-structure values are combined with the QED corrections ab initially evaluated here. 12.20.Ds,31.15.ac, 31, 15.am Since quantum electrodynamics (QED) has first been worked out at the end of 1940s, this theory has been found ubiquitous for studying all phenomena associated with electrically charged particles and has meanwhile reached a high level of accuracy. The great successes of QED have also lead to its cornerstone place in the description of other interactions in the standard model. In view of this decisive role, it is of a crucial importance to verify QED under different conditions and to set new limits for its validity. In these studies, highly charged ions provide a unique scenario for probing QED effects in the strongest electromagnetic fields accessible at present for experimental study. In recent years it was particularly shown that highly charged ions are a spectacular tool for high precision measurements. For example, it is worth to mention the experiments on binding and transition energies in few-electron heavy ions [1-10], which provided diverse tests of the bound-state QED. In the future, the advent of new accelerator facilities, e.g., FAIR in Germany and HIAF in China, as well as storage rings and ion traps will force the limits of accuracy to ever higher and higher levels.
Since quantum electrodynamics (QED) has first been worked out at the end of 1940s, this theory has been found ubiquitous for studying all phenomena associated with electrically charged particles and has meanwhile reached a high level of accuracy. The great successes of QED have also lead to its cornerstone place in the description of other interactions in the standard model. In view of this decisive role, it is of a crucial importance to verify QED under different conditions and to set new limits for its validity. In these studies, highly charged ions provide a unique scenario for probing QED effects in the strongest electromagnetic fields accessible at present for experimental study. In recent years it was particularly shown that highly charged ions are a spectacular tool for high precision measurements. For example, it is worth to mention the experiments on binding and transition energies in few-electron heavy ions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , which provided diverse tests of the bound-state QED. In the future, the advent of new accelerator facilities, e.g., FAIR in Germany and HIAF in China, as well as storage rings and ion traps will force the limits of accuracy to ever higher and higher levels.
From a theoretical viewpoint, all tests of QED for manyelectron atoms and ions are restricted by the uncertainty of the electron-electron correlation effects. Since these correlation effects rapidly increase with the number of electrons, rigorous QED calculations up to the second order in α have been so far performed only for ions with one, two, three, four, five, or eleven electrons (see, e.g., Refs. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and references therein). For ions with more electrons, in contrast, ab initio QED calculations have been performed only in first order in α [27] [28] [29] [30] or various QED model potentials were applied to include the QED contributions approximately [31] [32] [33] [34] [35] [36] . In Refs. [37, 38] it has been shown that the rigorous first-order in α and QED model potential calculations give similar predictions. Moreover, the QED corrections evaluated by the approximate methods unambiguously bring in agreement theoretical predictions with experimental results, e.g., in the case of boronlike argon [39] or neutral gold [40] . However, despite these examples, it is still not clear how accurate the QED contributions obtained by such approaches are. In particular, in recent papers of Li et al. [41] and Si et al. [42] accurate theoretical calculations have been performed for the ground-state transition energies in F-like and Co-like ions and have shown that the correlation effects are strongly reduced by so-called Layzer quenching effect [43, 44] . Thus, the accurate account for the correlations becomes possible for these transitions and this allows one to test the QED corrections. However, the theoretical results for some F-like ions are substantially different from the experimental values, as it has been reported in Ref. [41] . Moreover, a careful analysis of this discrepancy showed that it does not arise from missing correlations contributions. A particular large discrepancy arises for F-like uranium for which different QED model computations all give similar results but which all deviate by 3-6 σ from the experiment [45] .
Here, we present ab initio calculations of the QED radiative corrections for the fine-structure 1s 2 2s 2 2p 5 2 P 3/2 − 2 P 1/2 transition energy in F-like ions. The first-order and manyelectron second-order in α diagrams are rigorously evaluated. In particular, we show that for F-like U 83+ ion the QED corrections obtained in our work strongly disagrees with the model-potential values. Moreover, when we employ our QED values instead of the QED results obtained in Ref. [41] we find excellent agreement between theoretical and experimental values. For highly charged ions, ab initio QED calculations should be relativistic from the very beginning. For these ions, in fact, the parameter αZ (Z is the nuclear charge number) cannot be utilized as an expansion parameter and, hence, the calculations must be performed to all orders in αZ. As usual, let us start from the Dirac equation with the Coulomb or effective local potential, an approach that is known also as the original or extended Furry picture. The many-electron wave functions are then constructed from the one-electron Dirac solution as the Slater determinants. In the extended Furry representation, the effective potential is the sum of the Coulomb and screening potentials. In the present study, we employ two core-Hartreetype of potentials
as screening potentials. Here, ρ is the density of the core electrons. First potential (CH1) is constructed from the density of 1s 2 2s 2 shells electrons:
while for the second one (CH2) we refer 1s
electrons as core electrons:
where G c and F c are the upper and lower radial components of the one-electron Dirac wave function, respectively. The normalization integral of density ρ CH1 gives four, while the integral of ρ CH2 gives eight, which corresponds to the number of core electrons in both cases. Further, one has to develop the QED perturbation expansion. In the first order in α, the radiative corrections are representing by the diagrams depicted in Fig. 1 . Their contributions to the 1s 2 2s 2 2p
tot can be expressed as follows where ∆E
and ∆E
are the one-electron QED corrections to the 2p 3/2 and 2p 1/2 states, respectively. In the next (second) order in α, the radiative corrections are given by the one-electron two-loop diagrams and many-electron (screened) one-loop diagrams, the latter are presented in Fig. 2 . In the present investigation, we do not consider the two-loop diagrams. Their contributions estimated by the one-electron values given in Ref. [24] are found to be smaller than our final uncertainty. Note that for the extended Furry picture one needs to account for the so-called counterterm diagrams in addition to the diagrams depicted in Fig. 2 . In these diagrams, the photon which mediates the interelectronic interaction is replaced by the interaction with the screening potential. Finally, the second-order contributions to the 2 P 1/2 -2 P 3/2 fine-structure transition energy can be combined into:
Here, ∆E and ∆E
(2p 1/2 ) correspond to the screening corrections due the filled 2p (4) and (5) are presented, e.g., in Refs. [14, 19, 26] , and need not to be given here, nor do we need to discuss the renormalization of these diagrams, cf. Refs. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] and references therein.
All diagrams are evaluated numerically by making use of the dual-kinetic-balance finite basis set method [46] with basis functions constructed from B splines [47] . These calculations involve an infinite summation over the angular-momentum quantum number κ of intermediate states. This summation has been extended up to |κ max | = 12 and the remaining part of the sum is estimated by a least-square inverse-polynomial fitting. The QED and screened QED radiative corrections given by Eqs. (4) and (5) have been calculated for 2 P 3/2 − 2 P 1/2 finestructure splitting of F-like ions. For Mo 33+ and U 83+ ions, Table I presents the results for the self-energy and vacuum polarization corrections separately for three different cases: Coulomb potential and two core-Hartree potentials described above. As seen from this table, the employment of the screening potential decreases (screens) the first-order contributions. This reduction happened due to partially account for the next order (e.g., second order) diagrams, accelerates the convergence of the higher-order screening corrections. Moreover, it also illustrates the main idea of approximate methods to screen the hydrogenic QED results in a way that the next order many-electron screened corrections, which are absent in the approximate treatments, become negligible. In Table I we also compare our final results for the self-energy and vacuum polarization corrections with values obtained within the approximate treatments in Ref. [41] . In particular, there are several approaches: "GRASP2K" -the standard approach in GRASP2K [48] , "Welton" -the Welton interpretation [31] of the self-energy implemented by Lowe et al. [35] , and "MQED" -a model QED operator approach [36] . The comparison reveals a reasonable agreement for the case of Mo 33+ . For F-like U 83+ ion, however, the vacuum polarization corrections are close, while the self-energy values, evaluated with any approximate methods, differ even in sign. The reason for this deviation is the partial cancellation of the two (first-order) terms ∆E . This cancellation leads to a situation when the many-electron screening effects ∆E (2) tot absent in the approximate treatments start to be dominant. In order to estimate an accuracy, the spread of the final results through starting potentials is employed. In addition, we use the scaling of the higher-order screened diagrams (α/8π)(αZ) 4 /Z 2 multiplied by a factor 5. The final uncertainty is taken as a maximum of those two. We note here, that the calculations have been also performed with the Kohn-Sham local potential [49] . However, due to the marginal difference with the CH2 results, we do not tabulate those values. We can also compare our values with experiments and other approximate results. In Table II the measured finestructure transition energies are presented in the second column. The fourth column of this table gives the results of the GRASP2K calculations [41] , which includes all the corrections except of QED. We can also consider a difference between the experimental results and the non-QED theoretical values. If we assume that in the theoretical calculations [41] all the non-QED corrections are accurately taken into account, we can interpret the difference experiment -theory as the experimentally given QED contribution and keep only the experimental uncertainty in the difference. These experimental QED contributions are given in the fifth column of the table. Here, we should note, that these values contain not only the radiative but also the many-electron QED corrections as well as the relativistic nuclear recoil contributions, which go beyond those implemented in the GRASP2K. The relativistic nuclear recoil corrections suppressed by (αZ) 4 m/M (with M the mass of the nucleus) are quite small, while the many-electron QED entering at order (αZ) 3 /Z 2 might be important. In the sixth column the QED corrections evaluated starting with the CH2 potential (see above) are presented as our final results. Its uncertainty is estimated as a difference between the values obtained in the CH1 and CH2 potentials. Comparing the experimentally deduced QED contributions with those obtained in this work one finds an excellent agreement. From this comparison, we can conclude: (i) the correlation effects are indeed strongly diminished for the case under consideration as it has been demonstrated in Ref. [41] ; (ii) the Breit and, in particular, the frequency-dependent Breit interaction contributions are very well taken under control in the GRASP2K calculations; (iii) the many-electron QED effects appear to be small similar as previously revealed for He-and Li-like ions [55, 56] ; (iv) the disagreement between theory and experiment discovered for some ions is now resolved. This is summarized in Fig. 3 which shows the difference between various fine-structure energies and accurate non-QED calculations given also in 5th -9th columns of Table II relatively to the non-QED results. Experimental results for this ratio are compared with our QED calculations as well as with the approximate results of GRASP2K, Welton, and MQED computations.
Let us also compare the QED radiative corrections obtained here with the results of approximate approaches. As approximate results presented in the last three columns, GRASP2K, Welton, and MQED, we use the data reported in Ref. [41] . The comparison with the rigorous calculations reveals that the GRASP2K and Welton approaches differ by about 10% for all ions except U 83+ . The difference with the MQED results starts from 15% for Ar 9+ and rapidly improves to 3% for Z = 42. In the case of uranium ion the approximate treatments underestimate the QED correction on a level of 46% (GRASP2K), 40% (Welton) , and 28% (MQED). The reason for this is the cancellation of the first-order corrections for the 2p 3/2 and 2p 1/2 states discussed above. Moreover, we expect similar findings for the ground-state transition in B-, C-, N-, and O-like uranium ions. To summarize, rigorous QED calculations have been performed for the 1s 2 2s 2 2p 5 2 P 3/2 − 2 P 1/2 fine-structure transition energy of selected F-like ions. The radiative corrections have been evaluated in particular up to the second order of the perturbation theory in the framework of the original and extended Furry pictures. If our QED computations are combined with highly accurate but non-QED fine-structure data by Li et al. [41] , the discrepancy with the experimental data is resolved and significant improvement of the agreement between theoretical and experimental data has been achieved.
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