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Abstract
Graph neural networks (GNNs) are effective machine learning models
for various graph learning problems. Despite their empirical successes,
the theoretical limitations of GNNs have been revealed recently. Conse-
quently, many GNN models have been proposed to overcome these limi-
tations. In this survey, we provide a comprehensive overview of the ex-
pressive power of GNNs and provably powerful variants of GNNs.
1 Introduction
Graph neural networks (GNNs) (Gori et al., 2005; Scarselli et al., 2009) are
effective machine learning models for various graph-related problems, includ-
ing chemo-informatics (Gilmer et al., 2017; Zhang et al., 2018), recommender
systems (Ying et al., 2018; Wang et al., 2019a,b; Fan et al., 2019; Gong et al.,
2019), question-answering systems (Schlichtkrull et al., 2018; Park et al., 2019),
and combinatorial problems (Khalil et al., 2017; Li et al., 2018; Gasse et al.,
2019). Comprehensive surveys on GNNs were provided by Hamilton et al.
(2017a), Zhou et al. (2018), and Wu et al. (2019).
Despite GNNs’ empirical successes in various fields, Xu et al. (2019) and
Morris et al. (2019) demonstrated that GNNs cannot distinguish some pairs of
graphs. This indicates that GNNs cannot correctly classify these graphs with
any parameters unless the labels of these graphs are the same. This result
contrasts with the universal approximation power of multi layer perceptrons
(Cybenko, 1989; Hornik et al., 1989; Hornik, 1991). Furthermore, Sato et al.
(2019a) showed that GNNs are at most as powerful as distributed local algo-
rithms (Angluin, 1980; Suomela, 2013). Thus there are many combinatorial
problems that GNNs cannot solve other than the graph isomorphism problem.
Consequently, various provably powerful GNN models have been proposed to
overcome the limitations of GNNs.
This survey provides an extensive overview of the expressive power of GNNs
and various GNN models to overcome these limitations. Unlike other surveys
on GNNs, which introduce architectures and applications, this survey focuses
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Table 1: Notations.
Notations Descriptions
{. . . } A set.
{{. . .}} A multiset.
[n] The set {1, 2, . . . , n}.
a,a,A A scalar, vector, and matrix.
A
⊤ The transpose of A.
G = (V,E) A graph.
G = (V,E,X) A graph with attributes.
V The set of nodes in a graph.
E The set of edges in a graph.
n The number of nodes.
m The number of edges.
N (v) The set of the neighboring nodes of node v.
deg(v) The degree of node v.
X = [x1, . . . ,xn]
⊤ ∈ Rn×d The feature matrix.
h
(l)
v ∈ R
dl The embedding of node v in the l-th layer (Eq. 2).
f
(l)
aggregate The aggregation function in the l-th layer (Eq. 1).
f
(l)
update The update function in the l-th layer (Eq. 2).
freadout The readout function (Eq. 3).
∆ The maximum degree of input graphs.
b(k) The k-th bell number.
H(k) The k-th harmonic number H(k) = 11 +
1
2 + · · ·+
1
k
.
on the theoretical properties of GNNs. This survey is organized as follows.
In the rest of this chapter, we introduce notations and review the standard
GNN models briefly. In section 2, we see that GNNs cannot distinguish some
graphs using elementary arguments and concrete examples. In section 3, we
introduce the connection between GNNs and the WL algorithm. In section
4, we introduce the combinatorial problems that GNNs can/cannot solve in
the light of the connection with distributed local algorithms. In section 5, we
summarize the relationships among GNNs, the WL algorithm, and distributed
local algorithms as the XS correspondence.
1.1 Notations
In this section, we introduce the notations we use in this survey. {. . . } denotes a
set, and {{. . .}} denotes a multiset. A multiset is a set with possibly repeating el-
ements. For example, {3, 3, 4} = {3, 4}, but {{3, 3, 4}} 6= {{3, 4}}. We sometimes
regard a set as a multiset and vise versa. For every positive integer n ∈ Z+,
[n] denotes the set {1, 2, . . . n}. A small letter, such as a, b, and c, denotes a
scalar, a bold lower letter, such as a, b, and c, denotes a vector, and a bold
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upper letter, such as A, B, and C, denotes a matrix or a tensor. A⊤ denotes
the transpose of A. For vectors a ∈ Ra and b ∈ Rb, [a, b] ∈ Ra+b denotes the
concatenation of a and b. A graph is represented as a pair of the set V of nodes
and the set E of edges. n denotes the number of the nodes and m denotes that
number of the edges when the graph is clear from the context. For each node
v, N (v) denotes the set of the neighboring nodes of node v, and deg(v) denotes
the number of neighboring nodes of v. If a graph involves node feature vectors
X = [x1, . . . ,xn]
⊤ ∈ Rn×d, the graph is represented as a tuple G = (V,E,X).
Table 1 summarizes notations.
1.2 Problem Setting
This survey focuses on the following node classification problem and graph clas-
sification problem.
Node Classification Problem
Input: A Graph G = (V,E,X) and a node v ∈ V .
Output: The label yv of v.
Graph Classification Problem
Input: A Graph G = (V,E,X).
Output: The label yG of G.
In particular, we consider the class of functions f : (G, v) 7→ yv and f : G 7→ yG
that GNNs can compute because GNNs cannot model all functions on graphs,
as we will see later.
1.3 Graph Neural Networks
In this section, we introduce standard GNN models briefly.
History of GNNs. Sperduti and Starita (1997) and Baskin et al. (1997) first
proposed GNN-like models. They extracted features from graph data using neu-
ral networks instead of using hand-engineered graph fingerprints. Sperduti and Starita
(1997) recursively applied a linear aggregation operation and non-linear activa-
tion function, and Baskin et al. (1997) used parameter sharing to model the
invariant transformations on the node and edge features. These characteris-
tics are common with modern GNNs. Gori et al. (2005) and Scarselli et al.
(2009) proposed novel graph learning models that used recursive aggregation
and called these models graph neural networks. It should be noted that in this
survey, GNNs do not stand only for their models, but GNNs is the general
term for the following variants of their models. Li et al. (2016) extended the
idea of Gori et al. (2005) and Scarselli et al. (2009) to Gated Graph Neural Net-
works. Molecular Graph Network (Merkwirth and Lengauer, 2005) is a concur-
rent model of the graph neural networks with similar architecture, which uses a
3
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Figure 1: One-layered message passing graph neural networks.
constant number of layers. Duvenaud et al. (2015) constructed a GNN model in-
spired by circular fingerprints. Dai et al. (2016) proposed a GNN model inspired
by the kernel message passing algorithm (Song et al., 2010, 2011). Gilmer et al.
(2017) characterized GNNs using the message passing mechanism to provide a
unified view of GNNs. In this survey, we do not consider spectral variants of
GNN models, such as those by Bruna et al. (2014) and Defferrard et al. (2016),
but spatial methods based on the message passing mechanism.
Message Passing Mechanism. In the light of the message passing mecha-
nism, L-layered GNNs can be formulated as follows.
h
(0)
v = xv (∀v ∈ V ),
a
(k)
v = f
(k)
aggregate({{h
(k−1)
u | u ∈ N (v)}}) (∀k ∈ [L], v ∈ V ), (1)
h
(k)
v = f
(k)
update(h
(k−1)
v ,a
(k)
v ) (∀k ∈ [L], v ∈ V ), (2)
where f
(k)
aggregate and f
(k)
update are (parameterized) functions. Here, h
(k−1)
u can be
4
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Figure 2: Two-layered message passing graph neural networks.
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seen as a “message” of node u in the k-th message-passing phase. Each node
aggregates messages from their neighboring nodes to compute the next message
or embedding. GNNs classify node v based on the final embedding h(L)v . When
no node features xv are available, we use the one-hot degree vector as the initial
embedding, following Xu et al. (2019) and Knyazev et al. (2019). This scheme
is illustrated in Figure 1 and 2, where colors stand for features and embeddings.
The same color indicates the same vector. In this example, one-layered GNNs
cannot distinguish nodes with embedding 3 in the lower-left graph in Figure 1.
This indicates that if these nodes have different class labels, one-layered GNNs
always fail to classify these nodes correctly because GNNs classify a node based
only on the final embedding. In contrast, two-layered GNNs distinguish all
nodes, as Figure 2 shows. In addition to the structural limitations, f
(k)
aggregate and
f
(k)
update are not necessarily injective in general. For example, it is possible that
f
(k)
aggregate({{1, 1, 2}}) = f
(k)
aggregate({{1, 1}}) holds. This imposes more limitations
on GNNs. This survey aims to determine the properties of graphs that GNNs
can/cannot recognize.
In the graph classification problem, GNNs compute the graph embedding
hG using the readout function.
hG = freadout({{h
(L)
v | v ∈ V }}), (3)
where freadout is a (parameterized) function. GNNs classify graph G based
on the graph embedding hG. Typical GNN models can be formulated in the
message passing framework as follows.
GraphSAGE-mean (Hamilton et al., 2017b).
f
(k)
aggregate({{h
(k−1)
u | u ∈ N (v)}}) =
1
deg(v)
∑
u∈N (v)
h
(k−1)
u ,
f
(k)
update(h
(k−1)
v ,a
(k)
v ) = σ(W
(l)[h(k−1)v ,a
(k)
v ]).
whereW (l) is a parameter matrix and σ is an activation function such as sigmoid
and ReLU.
Graph Convolutional Networks (GCNs) (Kipf and Welling, 2017).
f
(k)
aggregate({{h
(k−1)
u | u ∈ N (v)}}) =
∑
u∈N (v)
h
(k−1)
u√
deg(v)deg(u)
,
f
(k)
update(h
(k−1)
v ,a
(k)
v ) = σ(W
(l)
a
(k)
v ).
Graph Attention Networks (GATs) (Velicˇkovic´ et al., 2018).
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Figure 3: GNNs cannot distinguish these two molecules because both are 3-
regular graphs with 20 nodes.
α(l)vu =
exp(LeakyReLU(a(l)⊤[W (l)h(l−1)v ,W
(l)
h
(l−1)
u ]))∑
u′∈N (v) exp(LeakyReLU(a
(l)⊤[W (l)h(l−1)v ,W
(l)
h
(l−1)
u′ ]))
,
f
(k)
aggregate({{h
(k−1)
u | u ∈ N (v)}}) =
∑
u∈N (v)
α(l)vuh
(k−1)
u ,
f
(k)
update(h
(k−1)
v ,a
(k)
v ) = σ(W
(l)
a
(k)
v ).
Technically, in these models, f
(k)
aggregate are not functions of {{h
(k−1)
u }} but
use side information such as the degrees of the neighboring nodes and attention
weights. However, such information can be considered to be included in the
message h(k−1)u . Thus this abuse of notation does not affect the class of functions
that these models can compute. Many other examples of message passing GNNs
are provided by Gilmer et al. (2017).
2 Graphs That GNNs Cannot Distinguish
In this section, we discuss graphs that vanilla GNNs cannot distinguish via ele-
mentary arguments and concrete examples. A k-regular graph is a graph where
each node has exactly k neighboring nodes. Decaprismane C20H20 (Schultz,
1965) and dodecahedrane C20H20 (Paquette et al., 1983) are examples of 3-
regular graphs, as illustrated in Figure 3. It is easy to see that message passing
GNNs cannot distinguish k-regular graphs with the same size and identical node
features. This phenomenon is illustrated in Figure 4. These two graphs are not
isomorphic because the right graph contains triangles, but the left graph does
7
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Figure 4: Message passing GNNs cannot distinguish any pair of regular graphs
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Figure 6: GNNs cannot distinguish these two molecules event though these
graphs are not isomorphic or regular.
not. However, all the messages are identical in all the nodes in both graphs.
Thus all the final embeddings computed by the GNN are identical. This is not
desirable because if two regular graphs (e.g., decaprismane C20H20 and dodec-
ahedrane C20H20) have different class labels, message passing GNNs always fail
to classify them regardless of the model parameters.
In addition to regular graphs, there are many non-regular non-isomorphic
graphs that GNNs cannot distinguish. Figure 5 lists examples of pairs of non-
regular non-isomorphic graphs that GNNs cannot distinguish. Figure 5 (a) and
(b) are generated by attaching a “leaf” node to each node in the regular graphs
in Figure 4, just as attaching a hydrogen atom. Figure 5 (e) and (f) contain node
features other than degree features, but GNNs cannot distinguish them. Decalin
C10H18 and bicyclopentyl C10H18 (Figure 6) are real-world graphs that GNNs
cannot distinguish, by the same reason as Figure 5 (c) and (d). Again, this
indicates that if these two molecules have different class labels, GNNs always
fail to classify them regardless of the model parameters. There seems infinitely
many graphs that GNNs cannot distinguish. Can we characterize these graphs?
In the next section, we introduce the results by Xu et al. (2019) andMorris et al.
(2019), who characterized them by the Weisfeiler-Lehman algorithm.
3 Connection with The WL Algorithm
In this section, we introduce the connection between GNNs and the Weisfeiler-
Lehman algorithm.
3.1 Weisfeiler-Lehman Algorithm
The graph isomorphism problem is a decision problem that decides whether a
pair of graphs are isomorphic or not.
Graph Isomorphism Problem
Input: A pair of graphs G = (V,E,X) and H = (U, F,Y ).
Output: Decide whether there exists a bijection f : V → U such that Xv =
Y f(v) ∀v ∈ V and {u, v} ∈ E iff {f(u), f(v)} ∈ F .
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If two graphs are isomorphic, these two graphs are considered to be equiva-
lent, and GNNs should output the same embeddings. The Weisfeiler-Lehman
(WL) algorithm (Weisfeiler and Lehman, 1968) is an algorithm for the graph
isomorphism problem. There are several variants of the WL algorithm. The
1-dimensional WL algorithm is the most standard variant, which is sometimes
refereed to as the WL algorithm. This algorithm assigns a color to each node
and refines colors until convergence.
1-dimensional WL (1-WL) algorithm (a.k.a. color refinement)
Input: A pair of graphs G = (V,E,X) and H = (U, F,Y ).
1. c
(0)
v ← Hash(Xv) (∀v ∈ V )
2. d
(0)
u ← Hash(Y u) (∀u ∈ U)
3. for l = 1, 2, . . . (until convergence)
(a) if {{c
(l−1)
v | v ∈ V }} 6= {{d
(l−1)
u | u ∈ U}} then return “non-isomorphic”
(b) c
(l)
v ← Hash(c
(l−1)
v , {{c
(l−1)
w | w ∈ NG(v)}}) (∀v ∈ V )
(c) d
(l)
u ← Hash(d
(l−1)
u , {{d
(l−1)
w | w ∈ NH(u)}}) (∀u ∈ U)
4. return “possibly isomorphic”
where Hash is an injective hash function. If 1-WL outputs “non-isomorphic”,
then G and H are not isomorphic, but even if 1-WL outputs “possibly isomor-
phic”, it is possible that G and H are not isomorphic. For example, 1-WL
outputs that the graphs in Figure 4 are “possibly isomorphic”, although they
are not isomorphic. It is guaranteed that the 1-WL algorithm stops within
O(|V |+ |U |) iterations (Cai et al., 1992; Grohe, 2017).
The k-dimensional WL algorithm is a generalization of the 1-dimensional
WL algorithm. This algorithm assigns a color to each k-tuple of nodes.
k-dimensional WL (k-WL) algorithm
Input: A pair of graphs G = (V,E,X) and H = (U, F,Y ).
1. c
(0)
v ← Hash(G[v]) (∀v ∈ V k)
2. d
(0)
u ← Hash(H [u]) (∀u ∈ Uk)
3. for l = 1, 2, . . . (until convergence)
(a) if {{c
(l−1)
v | v ∈ V k}} 6= {{d
(l−1)
u | u ∈ Uk}} return “non-isomorphic”
(b) c
(l)
v,i ← {{c
(l−1)
w | w ∈ N k-WLG,i (v)}} (∀v ∈ V
k, i ∈ [k])
(c) c
(l)
v ← Hash(c
(l−1)
v , c
(l)
v,1, c
(l)
v,2, . . . , c
(l)
v,k) (∀v ∈ V )
(d) d
(l)
u,i ← {{d
(l−1)
w | w ∈ N k-WLH,i (u)}} (∀u ∈ U
k, i ∈ [k])
(e) d
(l)
u ← Hash(d
(l−1)
u , d
(l)
u,1, d
(l)
u,2, . . . , d
(l)
u,k) (∀u ∈ U)
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4. return “possibly isomorphic”
where N k-WLG,i ((v1, v2, . . . , vk)) = {(v1, . . . , vi−1, w, vi+1, . . . , vk) | w ∈ V } is the
i-th neighborhood, which replaces the i-th element of a k-tuple with every node
of G. Hash is an injective hash function, which assigns the same color to the
same isomorphic type. In other words, Hash(G[v1]) = Hash(G[v2]) if and
only if (1) X
v
1
i
= X
v
2
i
∀i ∈ [k] and (2) {v1i ,v
1
j} ∈ E if and only if {v
2
i ,v
2
j} ∈
E ∀i, j ∈ [k]. The same thing holds for Hash(H [u1]) and Hash(H [u2]), and
for Hash(G[v]) and Hash(H [u]).
The k-dimensional folklore WL algorithm is another generalization of the
1-dimensional WL algorithm.
k-dimensional folklore WL (k-FWL) algorithm
1. c
(0)
v ← Hash(G[v]) (∀v ∈ V k)
2. d
(0)
u ← Hash(H [u]) (∀u ∈ Uk)
3. for l = 1, 2, . . . (until convergence)
(a) if {{c
(l−1)
v | v ∈ V k}} 6= {{d
(l−1)
u | u ∈ Uk}} return “non-isomorphic”
(b) c
(l)
v,w ← (c
(l−1)
v[0]←w, c
(l−1)
v[1]←w, . . . , c
(l−1)
v[k]←w) (∀v ∈ V
k, w ∈ V )
(c) c
(l)
v ← Hash(c
(l−1)
v , {{c
(l)
v,w | w ∈ V }}) (∀v ∈ V k)
(d) d
(l)
u,w ← (d
(l−1)
u[0]←w, d
(l−1)
u[1]←w, . . . , d
(l−1)
u[k]←w) (∀u ∈ U
k, w ∈ U)
(e) d
(l)
u ← Hash(d
(l−1)
u , {{d
(l)
u,w | w ∈ U}}) (∀u ∈ Uk)
4. return “possibly isomorphic”
where c(v1,v2,...,vk)[i]←w = c(v1,...,vi−1,w,vi+1,...,vk). k-WL and k-FWL are also
sound but not complete. In other words, if k-WL or k-FWL output “non-
isomorphic”, then G and H are not isomorphic, but even if k-WL or k-FWL
output “possibly isomorphic”, it is possible that G and H are not isomorphic.
It should be noted that the folklore WL algorithm is sometimes refereed to as
the WL algorithm in the theoretical computer science literature.
Several relations are known about the capability of the variants of the WL
algorithm.
• 1-WL is as powerful as 2-WL. In other words, for any pair of graphs,
the outputs of both algorithms are the same. (see, e.g., (Cai et al., 1992;
Grohe and Otto, 2015b; Grohe, 2017).)
• For all k ≥ 2, k-FWL is as powerful as (k+1)-WL. (see, e.g., (Grohe and Otto,
2015b; Grohe, 2017).)
• For all k ≥ 2, (k + 1)-WL is strictly more powerful than k-WL. In other
words, there exists a pair of non-isomorphic graph (G,H) such that k-WL
outputs “possibly isomorphic” but (k+1)-WL outputs “non-isomorphic”.
(see, e.g., (Grohe and Otto, 2015b, Observation 5.13 and Theorem 5.17).)
12
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Figure 7: The hierarchy of the variants of the WL algorithm.
For example, 1-WL cannot distinguish graphs illustrated by Figure 5 (c) and
(d), but 3-WL can distinguish them by detecting triangles. Figure 7 summarizes
the relations.
Moreover, the graphs that the WL algorithms can/cannot distinguish have
been studied extensively. Notably,
• If two graphs are taken uniformly randomly, the probability that the 1-
WL algorithm fails goes to 0 as the size of graphs goes to infinity. (see,
e.g., (Babai et al., 1980).)
• For all k ≥ 2 there exists a pair of non-isomorphic graph (G,H) of size
O(k) such that k-WL outputs “possibly isomorphic”. (see, e.g., (Cai et al.,
1992, Corollary 6.5).)
• For any pair of non-isomorphic trees S and T , the 1-WL algorithm outputs
S and T are “non-isomorphic”. (see, e.g., (Immerman and Lander, 1990,
Corollary 1.8.2).)
• For any positive integers k, n ∈ Z+ and a pair of k-regular graphs G and
H with n vertices, the 1-WL algorithm outputs G and H are “possibly
isomorphic”. (see, e.g., (Immerman and Lander, 1990; Cai et al., 1992).)
• Graphs that the 1-WL algorithm can distinguish from any non-isomorphic
graphs are recognizable in quasi linear time. (see, e.g, (Arvind et al.,
2015).)
It should be noted that Babai’s graph canonization algorithm (Babai et al.,
1980) can be seen as a weak version of the two-step 1-WL algorithm. f(v)
in the Babai’s algorithm corresponds to c
(1)
v in 1-WL, but f(v) discards the
information from low degree colors.
3.2 Connection between GNNs And The WL Algorithm
In this section, we introduce the connection between GNNs and the WL algo-
rithm, found by Xu et al. (2019) and Morris et al. (2019). First, the following
theorem is easy to see.
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Theorem 1 (Xu et al. (2019); Morris et al. (2019)). For any message passing
GNN and for any graphs G and H, if the 1-WL algorithm outputs that G and
H are “possibly isomorphic”, the embeddings hG and hH computed by the GNN
are the same.
In other words, message passing GNNs are less powerful than the 1-WL
algorithm. This is because the aggregation and update functions can be seen
as the hash function of the 1-WL algorithm, and the aggregation and update
functions are not necessarily injective. In the light of the correspondence be-
tween the GNNs and the 1-WL algorithm, Xu et al. (2019) proposed a GNN
model that is as powerful as the 1-WL algorithm, by making the aggregation
and update functions injective.
Graph Isomorphic Networks (GINs) (Xu et al., 2019).
f
(k)
aggregate({{h
(k−1)
u | u ∈ N (v)}}) =
∑
u∈N (v)
h
(k−1)
u ,
f
(k)
update(h
(k−1)
v ,a
(k)
v ) = MLP((1 + ε
(k))h(k−1)v + a
(k)
v )),
where ε(k) is a scalar parameter, andMLP is a multi layer perceptron. Owing to
the theory of deep multisets (Xu et al., 2019; Zaheer et al., 2017), which states
that the aggregation of GINs is injective under some assumptions, GINs are as
powerful as 1-WL.
Theorem 2 (Xu et al. (2019)). For all L ∈ Z+, there exist parameters of L-
layered GINs such that if the degrees of the nodes are bounded by a constant and
the size of the support of node features is finite, for any graphs G and H, if the
1-WL algorithm outputs that G and H are “non-isomorphic” within L rounds,
the embeddings hG and hH computed by the GIN are different.
This result is strong because this says that there exists a fixed set of pa-
rameters of GINs that can distinguish all graphs in a graph class. This result
contrasts with other results, which we will see later, that restrict the size of
graphs or fix a pair of graphs beforehand. It should be noted that Theorem 5
in Xu et al. (2019) assumes that the support of node features is countable, but
MLPs cannot necessarily approximate the function f keeping injective if the
support size is infinite. Thus Theorem 2 assumes the support size is finite. The
following corollary is straightforward from Theorem 2.
Corollary 3. For any graphs G and H, if the 1-WL algorithm outputs that
G and H are “non-isomorphic”, there exist parameters of GINs such that the
embeddings hG and hH computed by the GIN are different.
Unlike Theorem 2, Corollary 3 does not assume that the degrees of the nodes
or the size of the support of the node features are bounded because once the
input graphs are fixed, the degrees of the nodes, the size of the support, and
the round that 1-WL stops are constants. Since the 1-WL algorithm defines
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the upper bound of the expressive power of message passing GNNs, GINs are
sometimes referred to as the most powerful message passing GNNs. How can
we build more powerful GNNs than the 1-WL algorithm? Morris et al. (2019)
proposed a more powerful model based on a variant of the k-WL algorithm.
They used the set k-WL algorithm instead of the k-WL algorithm to reduce
memory consumption. We first introduce the set k-WL algorithm. Let [V ]k =
{S ⊆ V | |S| = k} be the set of k-subsets of V , and N setV,k(S) = {W ∈ [V ]k |
|W ∪ V | = k − 1}. The set k-WL algorithm assigns a color to each k-set of the
nodes.
Set k-dimensional WL (set k-WL) algorithm
1. c
(0)
S ← Hash(G[S]) (∀S ∈ [V ]k)
2. d
(0)
T ← Hash(H [T ]) (∀T ∈ [U ]k)
3. for l = 1, 2, . . . (until convergence)
(a) if {{c
(l−1)
S | S ∈ [V ]k}} 6= {{d
(l−1)
T | T ∈ [U ]k}} return “non-isomorphic”
(b) c
(l)
S ← Hash(c
(l−1)
S , {{c
(l−1)
W |W ∈ N
set
V,k(S)}}) (∀S ∈ [V ]k)
(c) d
(l)
T ← Hash(d
(l−1)
T , {{d
(l−1)
W | W ∈ N
set
U,k(T )}}) (∀T ∈ [U ]k)
4. return “possibly isomorphic”
where Hash(G[S]) is an injective hash function that assigns a color based on
the subgraph induced by S. The set 3-WL algorithm can detect the number
of triangles, whereas 1-WL cannot. Therefore, the set 3-WL algorithm can
distinguish Figure 5 (a) from (b), (c) from (d), and (e) from (f), whereas the
1-WL algorithm cannot. This characteristic of the set 3-WL is desirable because
the number of triangles (i.e., clustering coefficient) plays an important role in
various networks (Milo et al., 2002; Newman, 2003). However, the set 3-WL
algorithm cannot distinguish graphs in Figure 8 (a) and (b) because the 3-WL
algorithm cannot distinguish them (Cai et al., 1992; Grohe, 2017). It should be
noted that the set k-WL algorithm is strictly weaker than the k-WL algorithm.
For example, 3-WL can distinguish Figure 9 (a) and (b) because the 3-WL
algorithm can detect the number of 4-cycles (Fu¨rer, 2017, Theorem 2), but the
set 3-WL algorithm cannot.
Morris et al. (2019) proposed k-dimensional GNNs (k-GNNs), based on the
set k-WL algorithm. k-GNNs assigns an embedding to each k-set of the nodes
as follows.
k-dimensional GNNs (k-GNNs).
h
(0)
S = f
(0)(G[S]),
h
(k)
S =W
(k)
1 h
(k−1)
S +
∑
W∈N set
V,k
(S)
W
(k)
2 h
(k−1)
W ,
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Figure 8: Although these graphs are not isomorphic, neither the 3-dimensional
WL algorithm nor 3-GNNs can distinguish (a) from (b)
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Figure 9: The 3-dimensional WL algorithm can distinguish these graphs, but
the set 3-dimensional WL algorithm cannot.
where f (0)(G[S]) assigns a feature vector based on the subgraph induced by S.
k-GNNs can be seen as message passing GNNs that operate on the extended
graph G⊗k, where the set of the nodes is [V ]k, and there exists an edge between
S ∈ [V ]k and T ∈ [V ]k if and only if T ∈ N
set
V,k(S). k-GNNs are as powerful as
the set k-WL algorithm.
Theorem 4 (Morris et al. (2019), Proposition 4). For any graphs G and H,
k ≥ 2, if the set k-WL algorithm outputs that G and H are “non-isomorphic“,
there exist parameters of k-GNNs such that the embeddings hG and hH computed
by the k-GNNs are different.
A drawback of k-GNNs is that k-GNNs consume too much memory by main-
taining O(nk) embeddings. Maron et al. (2019a) alleviated this problem by
proposing a GNN model that maintains O(n2) embeddings but has the same
power as 3-WL, based on the 2-FWL algorithm. We first introduce higher order
invariant and equivariant GNNs, which are the building blocks of the model of
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Maron et al. (2019a).
3.3 Higher Order Graph Neural Networks
In this section, we introduce the higher order invariant and equivariant GNNs
(Maron et al., 2019b). First, we define the concept of invariance and equivari-
ance formally. Let Sn be the symmetric group over [n]. For a tensor X ∈ Rn
k
and a permutation p ∈ Sn, we define (p ·X) ∈ Rn
k
be (p ·X)p(i1),p(i2),...,p(in) =
Xi1,i2,...,in . For a tensor X ∈ R
nk×d and a permutation p ∈ Sn, we define
(p ·X) ∈ Rn
k×d be (p ·X)p(i1),p(i2),...,p(in),j =Xi1,i2,...,in,j .
Definition 5 (Invariance). A function f : Rn
k
→ R is invariant if for any
X ∈ Rn
k
and p ∈ Sn, f(p ·X) = f(X) holds. A function f : Rn
k×d → R is
invariant if for any X ∈ Rn
k×d and p ∈ Sn, f(p ·X) = f(X) holds.
Definition 6 (Equivariance). A function f : Rn
k
→ Rn
l
is invariant if for any
X ∈ Rn
k
and p ∈ Sn, f(p ·X) = p ·f(X) holds. A function f : Rn
k×d → Rn
l×d′
is equivariant if for any X ∈ Rn
k×d and p ∈ Sn, f(p ·X) = p · f(X) holds.
Thus invariance is a special case of equivariance with l = 0. It is natural to
ask that graph learning models should be invariance or equivariance because a
graph is not changed by any node permutation. Maron et al. (2019b) general-
ized the ideas of Zaheer et al. (2017), Kondor et al. (2018), and Hartford et al.
(2018), and enumerated all invariant and equivariant linear transformations.
Surprisingly, they found that the sizes of bases of the invariant and equivariant
linear transformations are independent of the dimension n. Specifically, the size
of a basis of the linear invariant transformations Rn
k
→ R is b(k), and the size
of a basis of the linear invariant transformations Rn
k
→ Rn
l
is b(k + l), where
b(k) is the k-th bell number (i.e., the number of the partitions of [k]). The
bases can be constructed as follows. Let Bk be the set of all the partitions of
[k]. For example, {{1, 3}, {2, 5}, {4}} ∈ B5. For each partition B ∈ Bk and
index a ∈ [n]k, let BB
a
= 1 if ax = ay ⇔ ∃S ∈ B s.t. {x, y} ⊆ S holds, and
B
B
a
= 0 otherwise. For example, B
{{1,3},{2,5},{4}}
(7,3,7,6,3) = 1.
Theorem 7 (Maron et al. (2019b), Proposition 2). {BB ∈ Rn
k
| B ∈ Bk}
forms an orthogonal basis of the linear invariant transformations Rn
k
→ R.
Theorem 8 (Maron et al. (2019b)). {BB ∈ Rn
k×nl | B ∈ Bk+l} forms an
orthogonal basis of the linear equivariant transformations Rn
k
→ Rn
l
.
Therefore, any linear invariant and equivariant transformation can be mod-
eled by a linear combination of b(k) and b(k + l) basis elements, respectively.
For example, in the case of k = l = 2, there are b(2) = 2 elements (i.e., the
summation of diagonal elements and the summation of all the non-diagonal ele-
ments) in a basis of the linear invariant transformations and b(2+2) = b(4) = 15
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elements in a basis of the linear equivariant transformations. If tensors have a
features axis (i.e., X ∈ Rn
k×d), the basis of linear invariant transformations
R
nk×d → Rd
′
consists of dd′b(k) elements, and the basis of linear equivariant
transformations Rn
k×d → Rn
l×d′ consists of dd′b(k + l) elements. Therefore, a
linear invariant layer Rn
k×d → Rd
′
has dd′b(k) + d′ parameters, and a linear
equivariant layer Rn
k×d → Rn
l×d′ has dd′b(k + l) + d′b(l) parameters including
biases. Maron et al. (2019b) proposed to utilize these transformations as build-
ing blocks of (not message passing) GNNs. In particular, they consider GNNs
of the form f = m ◦h ◦σ ◦ gL ◦σ ◦ gL−1 ◦σ ◦ · · · ◦σ ◦ g1, where m : RdL → RdL+1
is modeled by a multi layer perceptron, h : Rn
kL×dL → RdL is a linear invariant
layer, σ is an elementwise activation function (e.g., a sigmoid function or ReLU
function), and gl : R
n
kl−1×dl−1 → Rn
kl×dl is a linear equivariant layer. How can
we feed a graph into this model? When the input is a graph G = (V,E,X)
with n nodes and d dimensional attributes, the order of the input tensor C is
k0 + 1 = 3, and the input tensor C ∈ R
n×n×(d+1) consists of three parts. The
last channel is the adjacency matrix A of G (i.e., Ci,j,d = Ai,j), the diagonal
elements of the first d channels are feature vectors (i.e., Ci,i,k = xi,k), and the
non-diagonal elements of the first d channels are zero (i.e., Ci,j,k = 0 (i 6= j)).
We call this model higher order GNNs. If the orders of the tensors are at most
k, we call this model k-th order invariant graph networks (k-IGNs). Obviously,
higher order GNNs are always invariant because each layer is invariant or equiv-
ariant.
Maron et al. (2019c) showed that for any subgroup γ of Sn, higher order
GNNs can approximate any γ-invariant function, and that order n(n − 1)/2 is
sufficient for universality. Keriven and Peyre´ (2019) showed that a variant of
higher order GNNs has the universality for first order Sn-equivariant functions
R
nk → Rn. Although universality is a strong merit of higher order GNNs, they
have two major drawbacks. First, the number n of nodes is fixed (or bounded)
in their analyses, and these theoretical results cannot be applied to graphs of
variable sizes. Second, they use too much parameters for practical use because
the bell number grows super-exponentially. For example, even with n = 6
nodes, there are at least b(n(n− 1)/2) = b(15) = 1382958545≈ 109 parameters
in the invariance case, and Keriven and Peyre´ (2019) did not bound the order
of tensors in the equivariance case. Maron et al. (2019a) alleviated the latter
problem by pointing out the connection between the higher-order GNNs and
the higher-order WL algorithm, and proposing a new higher-order GNN model
based on the higher-order FWL algorithm. First, Maron et al. (2019a) showed
that the higher-order GNNs with k-th order tensors are as powerful as k-WL.
Theorem 9 (Maron et al. (2019a), Theorem 1). For any graphs G,H, if the
k-WL algorithm outputs that G and H are “non-isomorphic”, there exist param-
eters of k-IGNs such that the embeddings of G and H computed by the k-IGN
are different.
This indicates that n-th order tensors are sufficient and necessary to distin-
guish any pair of non-isomorphic graphs because necessity: there is a pair of
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non-isomorphic graphs of size O(k) that the k-WL algorithm cannot distinguish
(Cai et al., 1992), and sufficiency: the n-WL can distinguish all graphs of size
n. This is better bound than the order n(n−1)/2. It should be noted that The-
orem 9 does not state that there exists a fixed set of parameters of higher order
GNNs that can distinguish all graphs that the k-WL algorithm can distinguish,
but it states that there exists a set of parameters for every pair of graphs that
the k-WL algorithm can distinguish. In particular, a k-th order GNN with a
fixed set of parameters is not necessarily as powerful as the k-WL algorithm
when the number of nodes is not bounded. Although Maron et al. (2019a) did
not show the tight upper bound of the power of k-IGNs, later, Chen et al. (2020)
showed the tight upper bound for 2-IGNs and thus the equivalence of 2-IGNs
and 2-WL.
Theorem 10 (Chen et al. (2020), Theorem 6). For any graphs G,H, if the
2-WL algorithm outputs that G and H are “possibly isomorphic”, there do not
exist parameters of 2-IGNs such that the embeddings of G and H computed by
the 2-IGN are different.
Then, Maron et al. (2019a) proposed a GNN model that is as powerful
as 2-FWL. The model has the form f = m ◦ h ◦ gL ◦ gL−1 ◦ · · · ◦ g1, where
m : RdL → RdL+1 is modeled by a multi layer perceptron, h : Rn
2×dL → RdL is
a linear invariant layer, and gl : R
n2×dl−1 → Rn
2×dl consists of three multi layer
perceptrons m1,m2 : R
dl−1 → Rd
′
l and m3 : R
dl−1 → Rd
′′
l . These multi layer
perceptrons are applied to each feature of the input tensor X independently
(i.e., ml(X)i1,i2, : = ml(Xi1,i2, : )). Therefore, m1(X),m2(X) ∈ R
n2×d′l . Then,
matrix multiplication is performed Y : , : ,i3 = m1(X) : , : ,i3m2(X) : , : ,i3 . The
output of the layer gl is the concatenation [m3(X),Y ] ∈ Rn
2×(d′l+d
′′
l ) of the
third multi layer perceptron and Y . We call this model second order folklore
GNNs. Second order folklore GNNs are as powerful as the 2-FWL algorithm.
Intuitively, the matrix multiplication Cij =
∑
w∈V AiwBwj corresponds to the
aggregation {{(c
(l−1)
(i,w) , c
(l−1)
(w,j) ) | w ∈ V }} of 2-FWL. Formally, the following theo-
rem holds.
Theorem 11 (Maron et al. (2019a), Theorem 2). For any graphs G,H, if the
2-FWL algorithm outputs that G and H are “non-isomorphic”, there exist pa-
rameters of second order folklore GNNs such that the embeddings of G and H
computed by the second order folklore GNN are different.
Again, Theorem 11 does not state that there exists a fixed set of parameters
of second order folklore GNNs that can distinguish all graphs that the 2-FWL
algorithm can distinguish. Since 2-FWL is as powerful as 3-WL, the second
order folklore GNNs are also as powerful as 3-WL. The strong point of the second
order folklore GNNs is that they maintain only O(n2) embeddings. This means
that second order folklore GNNs are more memory efficient than third order
GNNs. In parallel to second order folklore GNNs, Chen et al. (2019) proposed
Ring-GNNs, which also uses matrix multiplication and similar architecture to
second order folklore GNNs. Maron et al. (2019a) further generalized second
order folklore GNNs to higher order by using higher order tensor multiplication.
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3.4 Relational Pooling
In this section, we introduce another approach to build powerful GNNs proposed
by Murphy et al. (2019b). The idea is very simple. The relational pooling
layer takes an average of all permutations, as Jannosy pooling (Murphy et al.,
2019a). Namely, let f be a message passing GNN, A be the adjacency matrix
of G = (V,E,X), In ∈ Rn×n be the identity matrix, and Sn be the symmetric
group over V . Then, relational pooling GNNs (RP-GNNs) are defined as follows.
f¯(A,X) =
1
n!
∑
p∈Sn
f(A, [X, p · In]).
In other words, RP-GNNs concatenate a one-hot encoding of the node index to
the node feature, and take an average of all permutations. The strong points
of RP-GNNs is that they are obviously permutation invariant by construction
and are more powerful than GINs and the 1-WL algorithm.
Theorem 12 (Murphy et al. (2019b), Theorem 2.2). The RP-GNNs are more
powerful than the original message passing GNNs f . In particular, if f is mod-
eled by GINs (Xu et al., 2019), and the graph has discrete attributes, the RP-
GNNs are more powerful than the 1-WL algorithm.
However, RP-GNNs have two major drawbacks. First, RP-GNNs cannot
handle graphs with different sizes since the dimension of feature vectors depend
on the number n of nodes. This drawback is alleviated by adding dummy
nodes when the upper bound of the number of nodes is known beforehand. The
second drawback is its computation cost since it takes average of n! terms, which
is not tractable in practice (e.g., 15! = 1307674368000 ≈ 1012). To overcome
the second issue, Murphy et al. (2019b) proposed three approximation methods.
The first method uses canonical orientations, which first computes one or several
canonical labeling by breath-first search, depth-first search, or using centrality
scores as Niepert et al. (2016). The second method samples some permutations,
instead of using all permutations. The third method uses only a part of graphs,
instead of all nodes.
Chen et al. (2020) proposed another model based on the relational pool-
ing. They considered the substructure counting problem to assess the expres-
sive power of GNNs and showed that message passing GNNs cannot count any
connected substructures with 3 or more nodes. They also showed that even
k-th order GNNs cannot count some substrucutures (namely long paths). To
overcome this issue, they proposed Local Relational Pooling, which applies the
relational pooling to each egonet separately.
4 Connection with Combinatorial Problems
So far, we have considered the graph isomorphic problem. In this section, we
consider other combinatorial graph problems such as the minimum vertex cover
problem, minimum dominating set problem, and maximum matching problem,
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Figure 10: Illustration of distributed local algorithms.
and assess the expressive power of GNNs via the lens of the efficiency of algo-
rithms that GNNs can compute. In particular, we introduce the connection of
GNNs with distributed local algorithms. It should be noted that GNNs are not
necessarily invariant or equivariant in this section for modeling combinatorial
algorithms.
4.1 Distributed Local Algorithms
In this section, we introduce distributed local algorithms briefly. A distributed
local algorithm is a distributed algorithm that runs in constant time. In par-
ticular, a distributed local algorithm solves a problem on the computer network
itself, each computer runs the same program, and each computer decides the
output after a constant number of synchronous communication rounds with
neighboring computers. For example, suppose mobile devices construct a com-
munication network with near devices. The communication network must con-
tain hub nodes to control communications, and hubs must form a vertex cover
of the network (i.e., each edge is covered by at least hub nodes). The number
of hub nodes should be as small as possible, but each mobile devices have to
declare to be a hub within five communication rounds. How can we design the
algorithm for these devices? Figure 10 illustrates this problem.
Distributed local algorithms were first studied by Angluin (1980), Linial
(1992), and Naor and Stockmeyer (1995). Angluin (1980) introduced a port
numbering model and showed that deterministic distributed algorithms cannot
find a center of a graph without unique node identifiers. Linial (1992) showed
that no distributed local algorithms can solve 3-coloring of cycles, and they
require Ω(log∗ n) communication rounds for distributed algorithms to solve the
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problem. Naor and Stockmeyer (1995) showed positive results for distributed
local algorithms for the first time. For example, distributed local algorithms
can find weak 2-coloring and solve a variant of the dining philosophers problem.
Later, several non-trivial distributed local algorithms were found, including a 2-
approximation algorithm for the minimum vertex cover problem (A˚strand et al.,
2009). It should be noted that although classical 2-approximation algorithm of
the minimum vertex cover problem is simple, it is not trivial how to compute a
2-approximation solution to the minimum vertex cover problem in a distributed
way. An extensive survey on distributed local algorithms is provided by Suomela
(2013).
There are many computational models of distributed algorithms. Among
other computational models of distributed local algorithms, the standard com-
putational model uses a port numbering. In this model, each node v has deg(v)
ports, and each edge incident to v is connected to one of the ports. Only
one edge can be connected to one port. In each communication round, each
node sends a message to each port simultaneously. In general, different mes-
sages are sent to different ports. Then, each node receives messages simultane-
ously. Each node knows the port number that the neighboring node submits
the message to, and the port number that the message comes from. Each node
computes the next messages and next state based on these messages. After a
constant number of rounds, each node outputs an answer (e.g., declares to be a
hub) based on the states and received messages. This model is called the local
model (Suomela, 2013), or the vector-vector consistent model (VVC(1) model)
for distinguishing with other computational models (Hella et al., 2012). Here,
“(1)” means that this model stops after a constant number of communication
rounds. Hella et al. (2012) considered weaker models than the VVC(1) model.
The multiset-broadcasting (MB(1)) model does not have a port numbering but
sends the same message to all the neighboring nodes (i.e., broadcasting). The
set-broadcasting (SB(1)) model does not have port numbering as the MB(1)
model, and the SB(1) model receives messages as a set so that this model can-
not count the number of repeating messages. Hella et al. (2012) showed that
the VVC(1) model can solve strictly wider problems than the MB(1) model, and
the MB(1) model can solve strictly wider problems than the SB(1) model.
4.2 Connection with Local Algorithms
In this section, we introduce the connection between GNNs and distributed local
algorithms, found by Sato et al. (2019a). First, Sato et al. (2019a) classified
GNN models based on the computational models of distributed local algorithms.
MB-GNNs. MB-GNNs are standard message passing GNNs. They correspond
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Figure 11: (a) An illustration of a port numbering. (b) MBGNNs send the same
message to all the neighboring nodes. (c)VVC-GNNs send different messages to
the neighboring nodes
to the MB(1) model.
h
(0)
v = xv (∀v ∈ V ),
a
(k)
v = f
(k)
aggregate({{h
(k−1)
u | u ∈ N (v)}}) (∀k ∈ [L], v ∈ V ),
h
(k)
v = f
(k)
update(h
(k−1)
v ,a
(k)
v ) (∀k ∈ [L], v ∈ V ),
GraphSAGE-mean (Hamilton et al., 2017b), GCNs (Kipf and Welling, 2017),
and GATs (Velicˇkovic´ et al., 2018) are examples of MB-GNNs. Although the
messages of GATs are weighted by attentions, each node broadcasts the current
embedding to all the neighboring nodes, and attention weights and weighted
sum can be computed in each node. Thus, GATs are MB-GNNs.
SB-GNNs. SB-GNNs are a restricted class of GNNs that aggregate embed-
dings as a set. They corerspond to the SB(1) model.
h
(0)
v = xv (∀v ∈ V ),
a
(k)
v = f
(k)
aggregate({h
(k−1)
u | u ∈ N (v)}) (∀k ∈ [L], v ∈ V ),
h
(k)
v = f
(k)
update(h
(k−1)
v ,a
(k)
v ) (∀k ∈ [L], v ∈ V ),
GraphSAGE-pool (Hamilton et al., 2017b) is an example of SB-GNNs. In
the light of the taxonomy proposed by Hella et al. (2012), Sato et al. (2019a)
proposed a class of GNNs that correspond to the VVC(1) model.
VVC-GNNs. VVC-GNNs utilize a port numbering. VVC-GNNs first com-
pute an arbitrary port numbering p, then compute embeddings of nodes by the
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following formulae.
h
(0)
v = xv (∀v ∈ V ),
a
(k)
v = f
(k)
aggregate({(p(v, u), p(u, v),h
(k−1)
u ) | u ∈ N (v)}) (∀k ∈ [L], v ∈ V ),
h
(k)
v = f
(k)
update(h
(k−1)
v ,a
(k)
v ) (∀k ∈ [L], v ∈ V ),
where p(v, u) is the port number of v that the edge {v, u} connects to. VVC-
GNNs can send different messages to different neighboring nodes, while MB-
GNNs always send the same message to all the neighboring nodes. Figure 11
illustrates MB-GNNs and VVC-GNNs. Sato et al. (2019a) showed that these
classes of GNNs are as powerful as the corresponding classes of the computa-
tional models of local algorithms.
Theorem 13 (Sato et al. (2019a)). Let L be MB, SB, or VVC. For any algo-
rithm A of the L(1) model, there exists a L-GNN that the output is same as
A. For any L-GNN N , there exists an algorithm A of the L(1) model that the
output is the same as the embedding computed by N .
Theorem 13 is easy to see because f
(k)
aggregate is arbitrary, for example, f
(k)
aggregate
can be a function computed by a distributed local algorithm. Theorem 13 can
be used to derive the hierarchy of GNNs in terms of expressive power because
the expressive power of the computational models of distributed algorithms are
known.
Theorem 14 (Hella et al. (2012)). The class of the functions that the VVC(1)
model can compute is strictly wider than the class of the functions that the
MB(1) model can compute, and the class of the functions that the MB(1) model
can compute is strictly wider than the class of the functions that the SB(1) model
can compute.
Corollary 15. The class of the functions that the VVC-GNNs model can com-
pute is strictly wider than the class of the functions that the MB-GNNs model
can compute, and the class of the functions that the MB-GNNs model can com-
pute is strictly wider than the class of the functions that the SB-GNNs model
can compute.
It is already known that the MB-GNNs model can compute is strictly wider
than the functional class that the SB-GNNs model can compute (Xu et al.,
2019). This corollary provides another proof of this fact. Furthermore, this re-
sult indicates that GNNs can be more powerful by introducing a port numbering.
Sato et al. (2019a) proposed a neural model called consistent port numbering
GNNs (CPNGNNs).
CPNGNNs. CPNGNNs concatenate neighboring embeddings in the order of
the port numbering.
h
(0)
v = xv (∀v ∈ V ),
a
(k)
v =W
(k)[h(k−1)⊤v ,h
(k−1)⊤
uv,1
, p(uv,1v), . . . ,h
(k−1)⊤
uv,∆
, p(uv,∆, v)]
⊤ (∀k ∈ [L], v ∈ V ),
h
(k)
v = ReLU(a
(k)
v ) (∀k ∈ [L], v ∈ V ),
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where ∆ is the maximum degree of input graphs, uv,i is the neighboring node
of v that connects to the i-th port of v, and W (l) are learnable parameters.
CPNGNNs appropriately zero-padding if the degree of nodes are less than ∆.
CPNGNNs are the most powerful among VVC-GNNs.
Theorem 16 (Sato et al. (2019a), Theorem 3). If the degrees of the nodes
are bounded by a constant and the size of the support of node features is fi-
nite, for any VVC-GNNs N , there exist parameters of CPNGNNs such that
for any (bounded degree) graph G = (V,E,X), the embedding computed by the
CPNGNN is arbitrary close to the embedding computed by N .
This theorem is strong because this says that there exist a fixed set of param-
eters that approximate any VVC-GNNs. This means that CPNGNNs can solve
the same set of problems as the VVC(1) model. Since the problems that the
VVC(1) model can/cannot solve are well studied in the distributed algorithm
field, we can derive many properties about CPNGNNs. In particular, Sato et al.
(2019a) showed the approximation ratios of algorithms that CPNGNNs can
compute. They consider the following three problems.
Minimum Vertex Cover Problem
Input: A Graph G = (V,E).
Output: A set of nodes U ⊆ V of the minimum size that satisfies the following
property. For any edge {u, v} ∈ E, u or v is in U .
Minimum Dominating Set Problem
Input: A Graph G = (V,E).
Output: A set of nodes U ⊆ V of the minimum size that satisfies the following
property. For any node v ∈ V , v or at least one of the neighboring nodes
of v is in V .
Maximum Matching Problem
Input: A Graph G = (V,E).
Output: A set of edges F ⊆ E of the maximum size that satisfies the following
property. For any pair of edges e, f ∈ F , e and f does not share a node.
These three problems are well know combinatorial optimization problems (Cormen et al.,
2009; Korte et al., 2012), and well studied in the distributed algorithm field. In
the following discussions, the node feature vector of GNNs is a one-hot encoding
of the degree of the node, and the initial state of the distributed algorithm only
knows the degree of the node.
Lemma 17 (Lenzen and Wattenhofer (2008); Czygrinow et al. (2008); A˚strand et al.
(2010)). Let ∆ be the maximum degree of input graphs. There exists an algo-
rithm on the VVC model(1) that computes a solution to the minimum dominat-
ing set problem with an approximation factor of ∆+ 1, but there does not exist
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an algorithm on the VVC model(1) that computes a solution to the minimum
dominating set problem with an approximation factor of less than ∆+ 1.
Theorem 18 (Sato et al. (2019a), Theorem 4). There exists a set of parameters
of CPNGNNs that computes a solution to the minimum dominating set problem
with an approximation factor of ∆+1, but there does not exist a set of parameters
of CPNGNNs that computes a solution to the minimum dominating set problem
with an approximation factor of less than ∆+ 1.
Lemma 19 (A˚strand et al. (2009); Lenzen and Wattenhofer (2008); Czygrinow et al.
(2008)). There exists an algorithm on the VVC model(1) that computes a so-
lution to the minimum vertex cover problem with an approximation factor of
2, but there does not exist an algorithm on the VVC model(1) that computes a
solution to the minimum vertex cover problem with an approximation factor of
less than 2.
Theorem 20 (Sato et al. (2019a), Theorem 7). There exists a set of parameters
of CPNGNNs that computes a solution to the minimum vertex cover problem
with an approximation factor of 2, but there does not exist a set of parameters
of CPNGNNs that computes a solution to the minimum vertex cover problem
with an approximation factor of less than 2.
Since the vertex cover problem cannot be approximated within an approxi-
mation factor of 2 under the unique games conjecture (Khot and Regev, 2008),
CPNGNNs can compute an optimal algorithm in terms of an approximation
ratio under the unique games conjecture.
Lemma 21 (Czygrinow et al. (2008); A˚strand et al. (2010)). There does not
exist an algorithm on the VVC model(1) that computes a solution to the maxi-
mum matching problem with any constant approximation factor.
Theorem 22 (Sato et al. (2019a), Theorem 8). There does not exist a set of
parameters of CPNGNNs that computes a solution to the maximum matching
problem with any constant approximation factor.
Further, Sato et al. (2019a) noticed that adding features other than the de-
gree feature improves the approximation ratio. In particular, they considered
a weak 2-coloring. A weak 2-coloring is an assignment of 2 colors to the nodes
of a graph such that for each node, there exists at least one neighboring node
with the other color. Figure 12 illustrates a weak 2-coloring. A weak 2-coloring
can be computed in linear time by the breadth-first search. Sato et al. (2019a)
showed that adding am arbitrary weak 2-coloring to the node features enables
GNN to know more about the input graph and to achieve a better ratio.
Lemma 23 (A˚strand et al. (2010)). If the initial state of the distributed al-
gorithm knows the degree of the node and the color of a weak coloring, weak
2-coloring, there exists an algorithm on the VVC model(1) that computes a so-
lution to the minimum dominating set problem with an approximation factor of
∆+1
2 , but there does not exist an algorithm on the VVC model(1) that computes
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Figure 12: A weak 2-coloring. Each green (zero) node is adjacent to at least
one red node, and each red (one) node is adjacent to at least one green node.
a solution to the minimum dominating set problem with an approximation factor
of less than ∆+12 .
Theorem 24 (Sato et al. (2019a), Theorem 5). If the node feature is the degree
of the node and the color of a weak coloring, weak 2-coloring, there exists an
algorithm on the VVC model(1) that computes a solution to the minimum domi-
nating set problem with an approximation factor of ∆+12 , but there does not exist
an algorithm on the VVC model(1) that computes a solution to the minimum
dominating set problem with an approximation factor of less than ∆+12 .
Lemma 25 (A˚strand et al. (2010)). If the initial state of the distributed al-
gorithm knows the degree of the node and the color of a weak coloring, weak
2-coloring, there exists an algorithm on the VVC model(1) that computes a so-
lution to the maximum matching problem with an approximation factor of ∆+12 ,
but there does not exist an algorithm on the VVC model(1) that computes a so-
lution to the maximum matching problem with an approximation factor of less
than ∆+12 .
Theorem 26 (Sato et al. (2019a), Theorem 5). If the node feature is the de-
gree of the node and the color of a weak coloring, weak 2-coloring, there exists
an algorithm on the VVC model(1) that computes a solution to the maximum
matching problem with an approximation factor of ∆+12 , but there does not exist
an algorithm on the VVC model(1) that computes a solution to the maximum
matching problem with an approximation factor of less than ∆+12 .
Later, Garg et al. (2020) studied the expressive power of CPNGNNs more
precisely. Garg et al. (2020) showed that CPNGNNs are more powerful than
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message passing GNNs if the port number is appropriate, but CPNGNNs fail
to distinguish two triangles from one hexagon depending on port numberings.
Loukas (2020) also pointed out the connection between the GNNs and local al-
gorithms and characterized what GNNs cannot learn. In particular, he showed
that message passing GNNs cannot solve many tasks even with powerful mecha-
nisms unless the product of their depth and width depends polynomially on the
number of nodes, and the same lower bounds also hold for strictly less powerful
networks.
An exact polynomial time algorithm for the maximum matching (Edmonds,
1965) and an O(log∆) approximation algorithm for the minimum dominating
set problem (Johnson, 1974; Lova´sz, 1975) are known. This indicates that the
approximation ratios of the algorithms that CPNGNNs can compute are far
from optimal. How can we improve these ratios? Sato et al. (2020) showed
these ratios can be improved easily, just by adding random features to each
node.
4.3 Random Features Strengthen GNNs
In this section, we introduce that adding random features to each node enables
GNNs to distinguish a wider class of graphs and to model more efficient algo-
rithms (Sato et al., 2020). They proposed GINs with random features (rGINs).
rGINs assign a random feature every time the procedure called. Specifically,
rGINs takes a graph G = (V,E,X) as input, draw a random feature rv ∼ µ
from a discrete distribution µ for each node v in an i.i.d. manner, and compute
embeddings of the nodes or the graph using the graphs G = (V,E,X ′) with
random features, where x′v = [xv, rv] and X
′ = [x′1,x
′
2, . . . ,x
′
n]. Surprisingly,
even though rGINs assign different random features in the test time from those
in the training time, rGINs can generalize to unseen graphs in the test time.
Figure 13 provides an intuition. As Xu et al. (2019) showed, message passing
GNNs cannot know the entire input graph, but what message passing GNNs
can know is the breadth first search tree. As Figure 13 (a) shows, message
passing GNNs cannot distinguish two triangles with one hexagon because the
breadth first search trees of them are identical. In this example, we consider a
simple model that concatenates all the embeddings in the breadth first search
tree and 2-regular graphs for the sake of simplicity. Let the first dimension v1
of the node embedding v is the random feature of the center node. The second
and third dimensions are the random features of the one-hop nodes (e.g., in the
sorted order). The fourth to seventh dimensions are the random features of the
two-hop nodes. The eighth to fifteenth dimensions are the random features of
the three-hop nodes. Then, as Figure 13 (b) shows, irrespective of the random
features, the center node is involved in a triangle if and only if there exists a leaf
node of the same color as the center node unless the random features accidentally
coincide. This condition can be formulated as v1 = v8 or v1 = v9 or . . . or
v1 = v15. Therefore, we can check whether the center node is involved in a
triangle by checking the embedding on the union of certain hyperplanes. This
property is valid even if the random features are re-assigned; a center node is
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(b) Random Features.
Figure 13: (a) Message passing GNNs cannot distinguish two triangles with
one hexagon if node features are identical. (b) Message passing GNNs can
distinguish two triangles with one hexagon with random node features.
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involved in a triangle always falls on the union of these hyperplanes irrespective
of the random features. A similar property is valid for substructures other than
a triangle. Therefore, if the positive examples of a classification problem have
characteristic substructures, the model can classify the nodes by checking the
embedding on certain hyperplanes. This fact is formally stated in Theorem 28
It is noteworthy that the values of random features are not important; however,
the relationship between the values is important because the values are random.
Furthermore, rGINs can handle arbitrary large graphs in the test time, es-
pecially larger graphs than training graphs, whereas relational pooling GNNs
(Murphy et al., 2019b) cannot deal with larger graphs than the training graphs.
Even if node index is provided as a scalar value, a neural network may behave
badly when the model takes unseen node index as input. In contrast, rGINs
can handle arbitrary large graphs because rGINs draw random features from the
same distribution irrespective to the graph size. Sato et al. (2020) first showed
that rGINs can distinguish any substructures. To state the theorem, we first
define isomorphism with a center node. A pair of graphs with a center node is
isomorphic if there exists an isomorphism that keeps the center node.
Definition 27 (Isomorphism with a center node). Let G = (V,E,X) and
G′ = (V ′, E′,X ′) be graphs and v ∈ V and v′ ∈ V ′ be nodes. (G, v) and (G′, v′)
are isomorphic if there exists a bijection f : V → V ′ such that (x, y) ∈ E ⇔
(f(x), f(y)) ∈ E′, xx = x′f(x) (∀x ∈ V ), and f(v) = f(v
′). (G, v) ≃ (G′, v′)
denotes (G, v) and (G′, v′) are isomorphic.
Theorem 28 (Sato et al. (2020), Theorem 1). ∀L ∈ Z+,∆ ∈ Z+, for any
finite feature space C (|C| < ∞), for any set G = {(G, v)} of pairs of a graph
G = (V,E,X) and a center node v ∈ V such that the maximum degree of G
is at most ∆ and xu ∈ C (∀u ∈ V ), there exists q ∈ R+ such that for any
discrete distribution µ with finite support X such that µ(x) ≤ q (∀x ∈ X), there
exists a set of parameters θ such that for any pair of a graph G = (V,E,X)
and a center node v ∈ V such that the maximum degree of G is at most ∆ and
xu ∈ C (∀u ∈ V )
• if ∃(G′, v′) ∈ G such that (G′, v′) ≃ (R(G, v, L), v) holds, rGIN(G,µ, θ)v >
0.5 holds with high probability.
• if ∀(G′, v′) ∈ G, (G′, v′) 6≃ (R(G, v, L), v) holds, rGIN(G,µ, θ)v < 0.5
holds with high probability.
For example, let G be the set of all pairs of a graph and a node v with
at least one triangle incident to v. Then Theorem 28 shows that rGINs can
classify the nodes by presence of the triangle structure, while message passing
GNNs or CPNGNNs cannot determine the existence of a triangle in general
(Maron et al., 2019a; Garg et al., 2020). Moreover, let G be a set of all graphs
with certain chemical functional groups, then rGINs can classify atoms based on
the functional groups that the atom belongs. Furthermore, rGINs maintain only
n embeddings and run in a linear time with respect to the input size, whereas
k-GNNs (Morris et al., 2019) maintain O(nk) embeddigns, k-th order GNNs
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Table 2: The summary of approximation ratios of the minimum dominating set
problem (MDS) and maximum matching problem (MM). ∗ indicates that these
ratios match the lower bounds. ∆ denotes the maximum degree, H(k) denotes
the k-th harmonic number, ε > 0 is an arbitrary constant, and C is a fixed
constant. The approximation ratios of rGINs match the best approximation
ratios of polynomial algorithms except constant terms, and they also match the
lower bounds except insignificant terms.
Problem GINs / CPNGNNs
CPNGNNs
rGINs Polynomial Time Lower Bound
+ weak 2-coloring
MDS
∆+ 1∗ ∆+1
2
∗
H(∆ + 1) + ε H(∆ + 1) − 1
2
H(∆ + 1)− C ln ln∆
Sato et al. (2019a) Sato et al. (2019a) Sato et al. (2020) Duh and Fu¨rer (1997) Chleb´ık and Chleb´ıkova´ (2008)
MM
∞
∗ ∆+1
2
∗
1 + ε∗ 1∗
1
Sato et al. (2019a) Sato et al. (2019a) Sato et al. (2020) Edmonds (1965)
(Maron et al., 2019b,c,a) maintain O(nk) embeddings, and (exact) relational
pooling GNNs (Murphy et al., 2019b) run in O(n!) time. This indicates that
rGINs are efficient, keeping the expressive capability powerful. It should be
noted that rGINs are similar to the sampling approximation of the relational
pooling GNNs, where they assign random index to each node. The theorems
of Sato et al. (2020) can be seen as the theoretical justification of the sampling
approximation of the relational pooling GNNs. Then, Sato et al. (2020) showed
the approximation ratios of rGINs.
Theorem 29 (Sato et al. (2020), Theorem 4). Let H(k) = 11 +
1
2 + · · ·+
1
k
be
the k-th harmonic number. For any ε > 0, there exists a set of parameters of
rGINs that computes a solution to the minimum dominating set problem with
an approximation factor of H(∆ + 1) + ε with high probability.
Theorem 30 (Sato et al. (2020), Theorem 6). For any ε > 0, there exists a
set of parameters of rGINs that computes a solution to the maximum matching
problem with an approximation factor of 1 + ε with high probability.
Table 2 summarizes the approximation ratios. This tables shows that rGINs
can compute much better algorithms than GINs and CPNGNNs, and rGINs
can compute almost optimal algorithms in terms of approximation ratios.
4.4 Time Complexity
In this section, we consider the problems that GNNs can/cannot solve via the
lens of time complexity. In section 3, we considered the graph isomorphism
problem, and we saw that message passing GNNs are as powerful as the 1-
WL algorithm and cannot solve the graph isomorphism problem. Although
the graph isomorphism problem can be solved in quasi-polynomial time (Babai,
2016), the graph isomorphism problem is not known in co-NP, and no polyno-
mial time algorithm of the graph isomorphism problem is known (Babai, 2016).
Therefore, from a structural complexity point of view, it is difficult to construct
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universal GNNs that run in polynomial time. In Section 4, we saw the combina-
torial algorithms that GNNs can compute. However, the minimum vertex cover
problem and the minimum dominating set problem are both NP-hard problem,
which indicate that these problems are not solvable in polynomial time under
the P 6= NP hypothesis. Therefore, although CPNGNNs and rGINs can approx-
imate the minimum vertex cover problem within a factor of 2 and the minimum
dominating set problem within a factor of H(∆ + 1) + ε, it is impossible to
construct efficient GNNs that solve these problems exactly under the P 6= NP
hypothesis.
Another useful tool to analyze the hardness of problems for GNNs is fine-
grained complexity (Williams, 2005, 2018). Fine-grained complexity shows that
some problem is not solvable in O(nc−ε) time under some hypothesis, just like
NP-hard problems are shown to be not solvable efficiently under the P 6= NP hy-
pothesis. For example, Roditty and Williams (2013) showed that the diameter
of undirected unweighted sparse graphs cannot be determined in O(n2−ε) time
under the strongly exponential time hypothesis (SETH). Williams and Williams
(2010) showed that the existence of a negative triangle of weighted graphs can-
not be determined in O(n3−ε) time under the all pairs shortest path (APSP)
hypothesis. These results indicate that it is impossible to construct GNNs that
determine these properties in linear time under these hypotheses.
Sato et al. (2019b) studied the time complexity of GNNs. They showed that
many message passing GNNs, including GraphSAGE-mean (Hamilton et al.,
2017b), GCNs (Kipf and Welling, 2017), and GATs (Velicˇkovic´ et al., 2018),
can be approximated in constant time, whereas it is impossible to approxi-
mate GraphSAGE-pool in constant time by any algorithm. This reveals graph
problems that these GNNs cannot solve via the lens of time complexity. For
example, let a node of a graph with node features 0 or 1 be positive if there ex-
ists at least one neighboring node with feature 1, and negative otherwise. This
problem is not solvable in sublinear time because a star graph with no “1” nodes
and a star graph with only one “1” leaf node are counterexamples. Therefore,
GraphSAGE-mean, GCNs, and GATs cannot solve this problem. In contrast,
GraphSAGE-pool (Hamilton et al., 2017b) can solve this problem owing to the
pooling operator. In general, the time complexity of a model and the class of
the problems that the model can solve is in a trade-off relation.
5 XS Correspondence
As we saw in Section 3 and 4, GNNs are closely related to the WL algorithm
and distributed local algorithms. In this section, we summarize the results
of the expressive power of GNNs in the light of relations among GNNs, the
WL algorithm, and distributed local algorithms. We call their relations the
XS correspondence, named after Xu et al. (2019) and Sato et al. (2019a). The
observations of Xu et al. (2019) and Sato et al. (2019a) provide concrete corre-
spondences between elements of GNNs, the WL algorithm, and distributed local
algorithms. Table 3 summarizes these correspondences. For example, the num-
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Table 3: The XS correspondence provides concrete correspondences between
elements of GNNs, the WL algorithm, and distributed local algorithms.
GNNs WL algorithm Local algorithms
graph graph computer network
node node computer
edge edge interconnection
feature/embedding color state of algorithm
parameters hash function algorithm
layer refinement round communication round
readout readout -
port - port
ber of communication round needed to solve combinatorial problems are studied
in the distributed algorithm field. A˚strand et al. (2009) showed that (∆ + 1)2
rounds are sufficient for a distributed 2-approximation algorithm, where ∆ is
the maximum degree. Babai et al. (1980) showed that sufficiently large random
graphs can be determined by the 1-WL algorithm within 2 rounds with high
probability. These results can be used to design the number of layers of GNNs
owing to the XS correspondence. In particular, the result of Babai et al. (1980)
can be a justification of two-layered GNNs.
In addition, it is known that the WL algorithm and distributed local al-
gorithms have connections with many other fields. For example, the k-WL
algorithm is known to have connections with the first-order logic with count-
ing quantifiers (Immerman and Lander, 1990; Cai et al., 1992), pebbling games
(Immerman and Lander, 1990; Grohe and Otto, 2015a), and linear program-
ming (Tinhofer, 1991; Ramana et al., 1994) and the Sherali–Adams relaxation
(Atserias and Maneva, 2013; Malkin, 2014; Grohe and Otto, 2015a). Distributed
local algorithms have connections to modal logic (Hella et al., 2012) and con-
stant time algorithms (Parnas and Ron, 2007). Specifically,
• For every k ≥ 2, there exists a k-variable first-order logic sentence ϕ with
counting quantifiers such that G |= ϕ and H 6|= ϕ if and only if the k-WL
algorithm outputs thatG andH are “non-isomorphic” (Immerman and Lander,
1990; Cai et al., 1992).
• Player II has a winning strategy for the Ck game on G and H if and only
if the k-WL algorithm outputs that G and H are “possibly isomorphic”
(Immerman and Lander, 1990; Cai et al., 1992).
• Let A and B be the adjacency matrices of G and H . There exists a
doubly-stochastic real matrix X such that AX = XB if and only if the
1-WL algorithm outputs G and H are “possibly isomorphic” (Tinhofer,
1991; Ramana et al., 1994).
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• LetA andB be the adjacency matrices of G andH . For every k ≥ 2, there
exists a solution to the rank-k Sherali-Adams relaxation of AX = XB
such that X is doubly-stochastic if the (k + 2)-WL algorithm outputs
G and H are “possibly isomorphic” (Atserias and Maneva, 2013; Malkin,
2014; Grohe and Otto, 2015a).
• LetA andB be the adjacency matrices of G andH . For every k ≥ 2, there
exists a solution to the rank-k Sherali-Adams relaxation of AX = XB
such thatX is doubly-stochastic only if the (k+1)-WL algorithm outputs
G and H are “possibly isomorphic” (Atserias and Maneva, 2013; Malkin,
2014; Grohe and Otto, 2015a).
• The VVC(1) model can recognize logic formulas of graded multimodal
logic on the corresponding Kripke model, and graded multimodal logic
can simulate any algorithm on the VVC(1) model (Hella et al., 2012).
• A distributed local algorithm can be converted to a constant time algo-
rithm (Parnas and Ron, 2007).
Thanks to the XS correspondence, many theoretical properties of GNNs can
be derived using the results in these fields. For example, Barcelo´ et al. (2020)
utilized the relationship between the WL algorithm and the first-order logic to
build more powerful GNNs.
6 Conclusion
In this survey, we introduced the expressive capability of graph neural networks.
Namely, we introduced that message passing GNNs are at most as powerful
as the one dimensional WL algorithm, and how to generalize GNNs to the k
dimensional WL algorithm. We then introduced the connection between GNNs
and distributed algorithms, and showed the limitations of GNNs in terms of
approximation ratios of combinatorial algorithms that GNNs can compute. We
then showed that adding random features to each node improves approximation
ratios drastically. Finally, we summarized the relationships among GNNs, the
WL algorithm, and distributed local algorithms as the XS correspondence.
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