In 1995, Metsch showed that the Grassmann graph J q (n, D) of diameter D ≥ 3 is characterized by its intersection numbers with the following possible exceptions:
Introduction

Results
A finite connected graph Γ with vertex set V (Γ) and path-length distance function ∂ is said to be distance-regular if, for any vertices x, y ∈ V (Γ) and any non-negative integers i, j, the number p h ij of vertices at distance i from x and distance j from y depends only on i, j and h := ∂(x, y), and does not depend on the particular choice of x and y. The numbers p h ij are called the intersection numbers of Γ.
Let F q be the finite field with q elements, and V be the vector space of dimension n ≥ 2 over F q . For an integer D, 0 < D < n, let G D denote the set of all D-dimensional subspaces of V (i.e., the Grassmannian of V ). The Grassmann graph 1 J q (n, D) has G D as the vertex set with two vertices being adjacent if and only if they meet in a subspace of dimension D−1. As the graphs J q (n, D) and J q (n, n − D) are isomorphic (an isomorphism defined by mapping each subspace to its orthogonal complement), without loss of generality, we further assume that n ≥ 2D. The Grassmann graph J q (n, D) is distance-regular, and all its intersection numbers are expressed in terms of n, D, and q.
For a natural number q ≥ 2, define a function χ(q) by:
if q = 3, 7 if q ∈ {4, 5, 6}, 6 if q ≥ 7.
(1)
The main result of this paper is as follows.
Theorem 1.1 For a prime power q and a natural number D ≥ χ(q), suppose that Γ is a distanceregular graph with the same intersection numbers as the Grassmann graph J q (2D, D). Then Γ is isomorphic to J q (2D, D).
Motivation
A distance-regular graph gives rise to a P -polynomial (also known as metric) association scheme and vice versa; it can naturally be seen as a finite-analogue of compact 2-point homogeneous spaces in Riemannian geometry.
It was realized by Delsarte in his seminal work [22] that P -polynomial association schemes provide an algebraic framework for the theory of error-correcting codes. He introduced Q-polynomial (also known as cometric) association schemes as the dual concept of P -polynomial association schemes (by using the fact that the Bose-Mesner matrix algebra of an association scheme is closed with respect to both the standard and entry-wise products, where the latter one is in a sense "dual" to the former one), and showed that they provide an algebraic framework for the theory of combinatorial designs. This unified coding theory and design theory, for which P -and Q-polynomial association schemes serve as underlying spaces, respectively, and led to the Delsarte theory, a linear-algebraic approach to their problems.
It was further observed in the introduction of the monograph by Bannai and Ito [8] that the theory of designs in Q-polynomial association schemes goes in parallel with that of combinatorial configurations in compact symmetric spaces of rank 1 (for example, spherical designs). From this point of view, Q-polynomial association schemes can be seen as a finite-analogue of compact symmetric spaces of rank 1.
Recall that compact symmetric spaces of rank 1 were classified by Cartan [15] , and it was shown by Wang [61] that a compact symmetric space of rank 1 is a compact 2-point homogeneous space and vice versa. These fundamental results from Riemannian geometry lead to the following conjecture proposed in [8] : "Primitive P -polynomial association schemes of sufficiently large diameter are Q-polynomial, and vice versa" and to the problem of classification of primitive (both P and Q)-polynomial association schemes, which would be a finite-analogue of Cartan's classification. The list of currently known examples of primitive (both P and Q)-polynomial association schemes includes 20 families of unbounded diameter, and most of them arise from classical algebraic objects such as dual polar spaces and forms over finite fields [8] . We refer the reader to [8] , [9] , [21] for the current state of the problem and the detailed description of the known examples.
The set G D gives rise to the Grassmann association scheme whose relations (classes) R 0 , R 1 , . . . , R D are given by:
This scheme is (both P and Q)-polynomial and, moreover, its relations arise as orbits of a transitive on G D group P ΓL(V ) whose action is componentwise extended to G D × G D . In particular, this means that the Grassmann graph J q (n, D), which is defined by relation R 1 , is distance-transitive.
The classification problem requires a characterization of the known examples of (both P and Q)-polynomial association schemes (i.e., Q-polynomial distance-regular graphs) by their intersection numbers. Such a characterization was shown for the following families of association schemes: the Hamming schemes [24] , the Johnson schemes [55] , and their quotients [46, 3, 39, 42, 43, 26] , the schemes of Hermitian forms [32, 58] and the schemes of dual polar spaces of unitary type (in even dimension) [31, 13] , the association schemes of bilinear forms [18, 29, 38, 27] (some cases left open). This paper contributes to the solution of the classification problem in regards to the Grassmann schemes.
Previous works
Much attention has been paid to the problem of characterization of the Grassmann graphs (or, in terms of finite geometry, the Grassmann manifolds as a class of incidence structures satisfying certain conditions), see [1, 2, 4, 5, 6, 17, 35, 37, 48, 51, 52, 53, 54] . The strongest result in this direction was obtained by Metsch in [38] , where he showed that the Grassmann graph J q (n, D), D ≥ 3, can be uniquely determined as a distance-regular graph by its intersection numbers unless one of the following few cases holds:
• n = 2D or n = 2D + 1, q ≥ 2;
• n = 2D + 2 and q ∈ {2, 3};
• n = 2D + 3 and q = 2.
Note that a characterization of the Grassmann graphs J q (n, 2) in terms of parameters is not possible, as these graphs have the same intersection numbers as the block graphs of 2-designs with parameters (v, k, λ) = ( q n −1 q−1 , q + 1, 1), and there exist many pairwise non-isomorphic of those [30, 62] .
The result of Metsch relies on a characterization of the incidence structure formed by the vertices and the maximum cliques of the Grassmann graph J q (n, D). Recall that a partial linear space is an incidence structure (P, L, I), where P and L are sets (whose elements are called points and lines, respectively) and I ⊆ P × L is the incidence relation such that every line is incident with at least two points and there exists at most one line through any two distinct points. The point graph of the incidence structure (P, L, I) is a graph defined on P as the vertex set, with two points being adjacent if they are collinear. Observe that J q (n, D) has two families of maximal cliques corresponding to the sets G D−1 and G D+1 : the maximal cliques of the first family are the collections of D-subspaces of V containing a fixed subspace of dimension D − 1, and each of them is of size (q n−(D−1) − 1)/(q − 1), while the maximal cliques of the other family are the collections of D-subspaces of V contained in a fixed subspace of dimension D + 1, and each of them is of size (q D+1 − 1)/(q − 1). Every edge of J q (n, D) is contained in a unique clique of each family, and one can then see that (
is a partial linear space with the point graph isomorphic to J q (n, D).
In [48] , Ray-Chaudhuri and Sprague characterized (G D , G D−1 , ⊃) as a class of partial linear spaces satisfying certain regularity conditions. Let Γ denote a distance-regular graph with the same intersection numbers as J q (n, D). A key idea of Metsch [38] was to construct a partial linear space from Γ by taking its vertices as the points and a set L of (sufficiently large but not necessarily maximum) cliques as the lines, and then, by using the result of Ray-Chaudhuri and Sprague, to show that this incidence structure is isomorphic to (
is a partial linear space and Γ is its point graph.
To construct large cliques and to show the existence of such a set L, Metsch used a counting technique known as a Bose-Laskar type argument [40] .
This approach fails in the open cases mentioned above (in particular, when n = 2D, the cliques of both families in J q (n, D) have the same size, and so every edge is contained in two maximum cliques). Moreover, Van Dam and Koolen [20] discovered a new family of distance-regular graphs, the so-called twisted Grassmann graphs, which have the same intersection numbers as J q (2D +1, D) for any prime power q and which are not point graphs of any partial linear space. (For the detailed study of these graphs, see [7] , [25] , [44] , [45] .) This demonstrates that that classification problem of the remaining open cases is very challenging.
Outline of the proof
We recall that the intersection numbers of most of known primitive Q-polynomial distance-regular graphs (in particular, of those related to classical groups and groups of Lie type) can be expressed in terms of the so-called classical parameters, namely, the diameter D and three other parameters b, α, and β (see Section 2.4). In this paper we prove the following theorem, which implies Theorem 1.1 immediately.
Theorem 1.2
Suppose that Γ is a distance-regular graph with classical parameters (D, b, α, β) = (D, q, q,
, then q is a prime power and Γ is isomorphic to the Grassmann graph J q (2D, D).
Together with the result of Metsch [38] , this yields the following. • n = 2D and D ≥ χ(q),
• n ≥ 2D + max(6 − q, 2), then q is a prime power and Γ is isomorphic to the Grassmann graph J q (n, D).
The proof of Theorem 1.2 exploits several different techniques and relies on a characterization of another partial linear space derived from the Grassmann graph J q (n, D) whose points again are the vertices and whose lines are the singular lines (here by a singular line we mean the nontrivial intersection of two cliques from different families). Namely, combining a characterization of such partial linear spaces obtained by Cooperstein [6] and Cohen [4] with a work of Numata [47] allows to recognize the Grassmann graphs by their local graphs, i.e., the subgraphs induced by the neighbours of vertices. We thus call this result the Numata-Cohen-Cooperstein theorem (see [11, Theorem 9.3.8] and Section 5.2).
In order to recover the local structure of a graph Γ with the same intersection numbers as the Grassmann graph J q (2D, D), we first use two deep consequences of the Terwilliger algebra theory: the triple intersection numbers (see Section 3.1) and the Terwilliger polynomial (see Section 3.2). The former one restricts a possible structure of the local graphs, while the latter one restricts possible eigenvalues of their adjacency matrices. In Section 4, by using these two ingredients, we show that the local graphs of Γ share many properties with the local graphs of J q (2D, D), in particular, their adjacency matrices have exactly the same spectrum.
Although in general it appears to be a hard problem to recognize a graph from its spectrum [12, Chapter 14] , we proceed in Section 5.1 by proving that the local graphs of Γ are indeed isomorphic to those of J q (2D, D) provided that the diameter D is not too small. The proof of this step is based on [49] , [63] , and it combines some tricks from algebraic graph theory (see Section 2.1) with a counting argument in order to construct large cliques in the local graph (which mimics the proof by Metsch).
Thus, the present work settles the problem of characterization of the Grassmann graphs J q (n, D) in the case n = 2D and the diameter D is large enough (although our results in Section 4 provide certain evidence that there should not be exceptions like the twisted Grassmann graphs even when the diameter is small). For the cases n = 2D + 2 and n = 2D + 3, a characterization of the Grassmann graphs J 2 (n, D) will be shown in a forthcoming paper of the first author.
Basic theory
The main purpose of this section is to recall and to fix some basic terminology and notation from algebraic graph theory. For more comprehensive background on distance-regular graphs and association schemes, we refer the reader to [8] , [11] , and [21] .
Graphs and their eigenvalues
All graphs considered in this paper are finite and simple. Let Γ be a connected graph. The distance ∂(x, y) := ∂ Γ (x, y) between any two vertices x, y of Γ is the length of a shortest path connecting x and y in Γ. For a subset X of the vertex set of Γ, we will also write X for the subgraph of Γ induced by X. For a vertex x ∈ Γ, define Γ i (x) to be the set of vertices that are at distance precisely i from
The subgraph induced by Γ 1 (x) is called the neighborhood or the local graph of a vertex x. We often use Γ(x) instead of Γ 1 (x) for short, and we write x ∼ Γ y or simply x ∼ y if two vertices x and y are adjacent in Γ. A graph Γ is regular with valency k if the local graph Γ(x) contains precisely k vertices for all x ∈ Γ.
In particular, for a pair x, y of vertices of Γ with ∂(x, y) = 2, the subgraph induced on Γ(x, y) is commonly known as the µ-graph (of x and y).
The eigenvalues of a graph Γ are the eigenvalues of its adjacency matrix A := A(Γ). If, for an eigenvalue η of Γ, its eigenspace contains a vector orthogonal to the all-one vector, we say that η is non-principal. If Γ is regular with valency k, then all its eigenvalues are non-principal unless the graph is connected and then the only eigenvalue that is principal is its valency k. where Tr(A ℓ ) is the trace of matrix A ℓ (cf. [10, Lemma 2.5]), so that
Let Γ be a graph on v vertices with spectrum
and, if Γ is regular with valency k, then θ 0 = k, and for ℓ = 2 we obtain:
Suppose that a connected graph Γ has just 4 distinct eigenvalues and it is regular with valency k. Then its adjacency matrix A satisfies [28, 19] :
hereinafter I is the identity matrix, and J is the all-one matrix. This shows that A 3 has a constant diagonal, and thus so does A ℓ , ℓ = 4, 5, . . ., which implies the following result (see [19] ).
Result 2.1 With the above assumption, the following holds.
(1) The number of triangles through any vertex of Γ equals
The number of quadrangles (a quadrangle may have diagonal edges) through any vertex of Γ equals
Recall that an s-clique of a graph is its complete subgraph (i.e., every two of its vertices are adjacent) with exactly s vertices. We call an s-clique simply a clique if we do not refer to its cardinality. By the (s × t)-grid, we mean the Cartesian product of two complete graphs on s and t vertices, which is also isomorphic to the line graph of a complete bipartite graph with parts of size s and t. In particular, the (s × s)-grid has spectrum
and, moreover, any graph with this spectrum is the (s × s)-grid unless s = 4 (since the Shrikhande graph has the same spectrum as the (4 × 4)-grid, see [50] ). In general, we say that two graphs are cospectral if they have the same spectrum.
A graph Γ is said to be the q-clique extension of a graph ∆ if there exists a mapping ε of the vertex set of Γ onto the vertex set of ∆ such that |ε −1 (x)| = q for every x ∈ ∆ and two distinct vertices u, w ∈ Γ are adjacent if and only if their images ε(u) and ε(w) are either equal or adjacent in ∆. If A is the adjacency matrix of ∆, then the adjacency matrix of Γ can be written as J q×|∆| ⊗ (A + I |∆| ) − I q×|∆| (where ⊗ is the Kronecker product), whence one can see the following.
Result 2.2 Suppose that, for an integer q ≥ 1, a graph Γ is the q-clique extension of a graph ∆. Then, for each eigenvalue θ with θ = −1 of ∆, (q(θ + 1) − 1) is an eigenvalue of Γ with the same multiplicity. All other eigenvalues of Γ are equal to −1.
We recall one more important result from algebraic graph theory, which will be referred to as interlacing, see ([12, Section 2.5]).
Result 2.3 Let N be a real symmetric n × n matrix with eigenvalues θ 1 ≥ . . . ≥ θ n . For some m < n, let R be a real n×m matrix with orthonormal columns, i.e., R ⊤ R = I, and let M := R ⊤ N R have eigenvalues η 1 ≥ . . . ≥ η m . Then the eigenvalues of M interlace those of N , i.e.,
In particular, this result applies to any principal submatrix M of N , as one can choose R to be permutation-similar to I O .
Further, let π := {V 1 , . . . , V m } be a partition of the set of columns of a real symmetric matrix N and let N be partitioned according to π as   
where N i,j denotes the submatrix (block) of N formed by columns in V j and by rows that correspond to columns in V i . The characteristic matrix P of π is the n × m matrix whose jth column is the characteristic vector of V j (j = 1, . . . , m). The quotient matrix of N with respect to π is the m × m matrix Q whose entries are the average row sums of the blocks N i,j of N , i.e.,
Result 2.4 Let N be a real symmetric matrix, and π a partition of the set of its columns. Then the eigenvalues of the quotient matrix of N with respect to π interlace those of N . A graph Γ is distance-regular if and only if, for all integers h, i, j with 0 ≤ h, i, j ≤ D and all vertices x, y ∈ Γ with ∂(x, y) = h, the number
Distance-regular graphs
does not depend on the particular choice of x, y. The numbers p h ij are called the intersection numbers of Γ. Note that 
The Bose-Mesner algebra
Let Γ be a distance-regular graph of diameter D. For each integer i with 0 ≤ i ≤ D, define the ith distance matrix A i of Γ whose rows and columns are indexed by the vertex set of Γ, and, for any x, y ∈ Γ,
, and
and this implies that
The Bose-Mesner algebra M of Γ is the matrix algebra generated by A over R. It follows that M has dimension D + 1, and it is spanned by the set of matrices A 0 = I, A 1 , . . . , A D , which form a basis of M. Since the algebra M is semi-simple and commutative, M also has a basis of pairwise orthogonal idempotents
A distance-regular graph of diameter D has precisely D + 1 distinct eigenvalues, which can be calculated from its intersection array, see [11, Section 4.1.B]. In fact, E j (0 ≤ j ≤ D) turns out to be the matrix of rank m j := Tr(E j ) representing orthogonal projection onto the eigenspace of A corresponding to some eigenvalue, say θ j , with multiplicity m j of Γ. In other words, one can write
where θ j (0 ≤ j ≤ D) are the real and pairwise distinct scalars, which are exactly the eigenvalues of Γ. We say that the eigenvalues (and the corresponding idempotents
The Bose-Mesner algebra M is also closed under entrywise matrix multiplication, denoted by •. The matrices A 0 , A 1 , . . ., A D are the primitive idempotents of M with respect to •, i.e., A i •A j = δ ij A i , and
holds for some real numbers q h ij , known as the Krein parameters of Γ.
The Krein parameters q h ij can be seen as a counterpart to the intersection numbers p h ij , however, they do not have to be integers and do not satisfy, in general, the triangle inequality as p h ij do (i.e., p h ij = 0 whenever i + j < h or |i − j| > h).
Q-polynomial distance-regular graphs and classical parameters
Let Γ be a distance-regular graph of diameter D, and E be one of the primitive idempotents of its Bose-Mesner algebra. The graph Γ is called Q-polynomial with respect to E (or with respect to an eigenvalue θ of A corresponding to E) if there exist real numbers c
We call such an ordering of primitive idempotents (and that of the corresponding eigenvalues of Γ) Q-polynomial. Note that a Q-polynomial ordering of the eigenvalues/idempotents does not have to be the natural one. One can see that, in terms of the Krein parameters,
for 1 ≤ i ≤ D (here we use index i with respect to a Q-polynomial ordering of the primitive idempotents). In this case, the Krein parameters satisfy the triangle inequality, i.e., q h ij = 0 whenever i + j < h or |i − j| > h.
Recall that the q-ary Gaussian binomial coefficient is defined by
We say that a distance-regular graph Γ of diameter D has classical parameters (D, b, α, β) if the intersection numbers of Γ satisfy
where
Note that a distance-regular graph with classical parameters is Q-polynomial, see [11, Corollary 8.4.2] . By [11, A distance-regular graph with these classical parameters has intersection array given by (1 ≤ j ≤ D)
and its eigenvalues and their respective multiplicities are given by (for 0 ≤ j ≤ D)
3 On the Terwilliger algebra of a Q-polynomial distance-regular graph
In this section, we explain two key ingredients of our proof, which are based on the Terwilliger algebra theory: triple intersection numbers and the Terwilliger polynomial. 
Triple intersection numbers
Unlike the intersection numbers, the triple intersection numbers [ℓ, m, n] depend, in general, on the choice of x, y, z. On the other hand, it is known that vanishing of some of the Krein parameters of a distance-regular graph often leads to non-trivial equations involving triple intersection numbers as the unknowns, see, for example, [ , and thus it may provide some extra information on a possible combinatorial structure of the graph (perhaps, it was first observed by Cameron, Goethals and Seidel in [14] ). Unfortunately, analysing these equations is rather complicated, especially, for a family of distance-regular graphs with unbounded diameter, as the numbers of equations and unknowns depend on the diameter.
Many of the Krein parameters vanish when Γ is Q-polynomial, as in this case they satisfy the triangle inequality. This suggests that the triple intersection numbers may play an important role in the problem of classification of Q-polynomial distance-regular graphs. In particular, Ivanov and Shpectorov [32] proved that a distance-regular graph Γ with the same intersection numbers as the graph Her(n, q) of Hermitian n × n-forms over , where τ i is a real scalar that depends only on the parameters but not on the particular choice of three pairwise adjacent vertices x, y, z, and moreover, b < −1 (which is the case for Her(n, q)) implies τ i < 0.
For our purposes, we shall analyse the triple intersection numbers of the type [i, i+1, i+1]. Theorem 3.1 below can be found in [26, Theorem 3.3] in its general form, i.e., not restricted to the case of classical parameters.
Theorem 3.1 Let Γ be a distance-regular graph with classical parameters (D, b, α, β) and diameter D ≥ 3. Suppose that x, y, z ∈ Γ satisfy x ∼ y, x ∼ z and ∂(y, z) = j, j ∈ {1, 2}. Then
where σ i = i 1 (see Eq. (8)), and
Note that, for a pair of vertices y, z ∈ Γ(x), we have
Local eigenvalues and the Terwilliger polynomial
We first recall a basic result about the so-called local eigenvalues of a distance-regular graph, i.e., the eigenvalues of its local graphs: Theorem 3.2 below follows from [ Using an algebraic framework behind Theorem 3.1, which is known as the Terwilliger (or subconstituent) algebra of a Q-polynomial distance-regular graph, one can obtain stronger conditions on the eigenvalues of its local graphs. Let Γ be a distance-regular graph of diameter D. Fix a vertex x ∈ Γ, and, for each integer i with 0 ≤ i ≤ D, let E * i := E * i (x) denote a diagonal matrix with rows and columns indexed by the vertex set of Γ, and defined by
The dual Bose-Mesner algebra M * := M * (x) with respect to the (base) vertex x is the matrix algebra generated by E * 0 , E * 1 , . . . , E * D . The Terwilliger (or subconstituent) algebra T := T (x) with respect to x is the matrix algebra generated by the Bose-Mesner algebra M and M * (x), see [57] . Now the triple intersection numbers [ℓ, m, n] x,y,z can be expressed in terms of the generators of the Terwilliger algebra T (x) of Γ as follows:
We recall that A 1 is the adjacency matrix of Γ, and, with an appropriate ordering of the vertices of Γ, one can see that
where the principal submatrix N is the adjacency matrix of the local graph Γ( 
are the polynomials of degree at most 2 in A, E * 1 and J := E * 1 JE * 1 . This observation enabled Terwilliger to prove the following strong result about the eigenvalues of A, i.e., the eigenvalues of the local graph of x. 
Then, for any vertex of Γ and a non-principal eigenvalue η of its local graph, T i (η) ≥ 0 holds.
We call the polynomial T i (ζ) the Terwilliger polynomial of Γ. Theorem 3.3 was first shown by Terwilliger in his "Lecture note on Terwilliger algebra" (edited by Suzuki) [56] . The explicit formula of the Terwilliger polynomial was given in our recent paper, see [26, Theorem 4 
.2, Proposition 4.3].
We refer the reader to [26] for further details, in particular, for the general form of Theorem 3.3, which is not restricted to the case of classical parameters.
Local graphs of Γ
In this section, we obtain some preliminary results about the local graphs of vertices of a distanceregular graph with the same intersection numbers as the Grassmann graph J q (2D, D). Let us first recall some facts about the local structure of the Grassmann graphs, see [11, Chapter 9 .3] for details.
Result 4.1 (1) For every vertex of the Grassmann graph J q (n, D), its local graph is isomorphic to the q-clique extension of the
(2) For every pair of vertices at distance 2 in J q (n, D), their µ-graph is isomorphic to the (q + 1) × (q + 1)-grid.
It follows from Eq. (5) and Results 4.1 and 2.2 that the q-clique extension of the (
)-grid, which is a local graph in the Grassmann graph J q (2D, D), has spectrum:
where the valency a 1 := q 2
We now formulate the main result of this section. ) for any pair y, z of vertices of ∆ with y ∼ z.
(2) |∆(y, z)| = 2q for any pair y, z of distinct vertices of ∆ with y ∼ z.
(3) ∆ is cospectral to the q-clique extension of the
Clearly, the local graphs in J q (2D, D) satisfy the conclusion of the proposition, and our job in Section 5 will be to prove that a graph ∆ satisfying Statements (1)- (3) of Proposition 4.2 is indeed isomorphic to the local graphs in J q (2D, D), i.e., the q-clique extension of the
The proof of Proposition 4.2 is given by Lemma 4.4 and Proposition 4.5 below, and it exploits the Q-polynomial property of Γ, which makes possible to analyse its triple intersection numbers (see Section 3.1) and to apply the Terwilliger polynomial (see Section 3.2).
Lemma 4.3 Let Γ be a distance-regular graph with classical parameters (D, q, q,
Proof: Substituting Eq. (14) and the classical parameters from the statement of the lemma into Eq. (13) shows the result.
The following lemma implies Statements (1) and (2) 
In particular, if D ≥ 4, then every µ-graph in Γ is regular with valency 2q.
Proof: Suppose that n = 2D. If ∂(y, z) = 1, then it follows from Lemma 4.3 that
where we observe that gcd(q D 2 −4 ,
Similarly, if ∂(y, z) = 2, then it follows from Lemma 4.3 that − 1) for some integers D ≥ 3 and q ≥ 2. Then, for every vertex x ∈ Γ, its local graph Γ(x) is cospectral to the q-clique extension of the
Proof: It follows from Theorem 3.3 that all Terwilliger polynomials T i (ζ), 2 ≤ i ≤ D − 1, of Γ have the following roots:
while their leading term coefficients are negative, and, moreover, the two largest roots coincide:
Hence, by Theorem 3.3, a non-principal eigenvalue η of the local graph Γ(x) satisfies:
Further, Result 2.5 implies that
and hence, by Theorem 3.2, the local graph Γ(x) has eigenvalueθ 1 = −q − 1 with multiplicity h(θ 1 ) at least b 0 − m 1 .
We observe that the valency a 1 of the local graph Γ(x) cannot be a non-principal eigenvalue of Γ(x), as it does not satisfy Eq. (20), and therefore Γ(x) is connected and has spectrum:
The spectrum of the q-clique extension of the
-grid is given by Eqs. (16)- (19) . We shall show that s = 0, i.e., {η 1 , . . . , η s } = ∅ and h(η) = g(η) for η ∈ {θ 1 , −1,θ D }. Let us denote
Applying Eqs. (3) and (4) to the adjacency matrices of Γ(x) and the q-clique extension of the
-grid, we obtain:
which gives
Multiplying Eq. (21) byθ D , Eq. (22) byθ D − 1, and subtracting their sum of Eq. (23) gives: Thus, Eqs. (21) and (22) become:
which shows e D = e −1 = 0. This proves the proposition.
Main result
In Section 5.1, we prove that the local graphs of a distance-regular graph Γ satisfying the conditions of Proposition 4.2 are indeed isomorphic to the q-clique extension of a square grid if D is large enough. In Section 5.2, we recall a theorem by Numata, Cohen and Cooperstein, and show that applying it to Γ completes the proof of Theorem 1.2.
Spectral characterization of the local graphs
Proposition 5.1 Let ∆ be a graph satisfying the following conditions for some q, D ∈ N, q ≥ 2.
(1) |∆(y, z)| ≡ q − 2 (mod
) for any pair y, z of vertices of ∆ with y ∼ z.
If D ≥ χ(q) (see Eq. (1)), then ∆ is isomorphic to the q-clique extension of the
The proof of Proposition 5.1 is based on the idea from [49] . For the rest of this section, let ∆ be a graph satisfying the condition of Proposition 5.1. To simplify the notation, put r := D 1 q and k := q(2r − 1) − 1 (note that k is the valency of a vertex of ∆). We call a maximal clique of ∆ a line if it contains at least κqr + 1 vertices where κ is any real number satisfying (3) The following equalities hold:
Proof: We recall that the spectrum of ∆ is given by Eqs. (16)- (19):
Let L be a clique of size ℓ in ∆. The partition {L, ∆ \ L} of the vertex set of ∆ has quotient matrix 2 . The total number of quadrangles through ∞ is given by Result 2.1 (2) . Combining these facts gives Eq. (25) and completes the proof of the lemma.
Further, combining Eqs. (24) and (25), we obtain the following useful equation:
holds, then each vertex in ∆ lies in exactly two lines.
Proof: Let C be a maximal coclique of ∆(∞) with vertex set {x 1 , x 2 , . . . , x c }. By Lemma 5.2(2), one has c := |C| ≤ (q + 1) 2 . We define P := {y ∈ ∆(∞) | y has at least two neighbours in C},
The maximality of C implies that {P, U 1 , . . . , U c } is a partition of the vertex set of ∆(∞) and each U i induces a complete subgraph in ∆(∞). Put p := |P |, and
By Lemma 5.2(1), it follows that u i ≤ qr − 1. As x i and x j with i = j have at most 2q − 1 common neighbours in ∆(∞), we obtain
Let t denote the number of edges in ∆(∞). Then 2t equals k i=1 λ i , which is given by Eq. (24) . On the other hand, we observe that each U i contains u i (u i − 1)/2 edges, P contains at most p(p − 1)/2 edges, and there are at most p(k − p) edges between P and ∪ c i=1 U i , while there are at most (c − 1)(2q − 1)u i edges between U i and ∪ j =i U j ∪ P . Thus, we obtain:
which, by using Eq. (27) and
Assume that there exists at most one line in ∆ through ∞. Then, by Lemma 5.2(1), for at most one i * ∈ {1, 2, . . . , c} we have u i * ≤ qr − 1, so that u i ≤ u i * and u i ≤ κqr for each i ∈ {1, 2, . . . , c} \ {i * }.
Since u i ≥ u j implies that, for any ǫ > 0,
Combining Eqs. (28) and (29) with Eq. (24), we obtain the inequality
holds, we obtain that the vertex ∞ lies in at least two lines. Let L 1 and L 2 be two such lines. By Condition (2) of Proposition 5.1, |L 1 ∩L 2 | ≤ 2q holds, and hence ∆(∞)\(L 1 ∪L 2 ) contains at most
vertices. This implies that ∞ lies in at most two lines. Since ∞ was arbitrarily chosen in ∆, this shows the lemma for every vertex of ∆. 
We observe that a vertex y ∈ ∆ 0 is adjacent to at most 2q − 1 vertices in each L i , i = 1, 2, and to at most δ 0 − 1 other vertices in ∆ 0 , i.e., its valency ν y in the local graph ∆(∞) satisfies
This implies that |ν y − (qr − 2)| > and it follows from Eq. (26) that
Pick vertices y 0 , y 1 , y 2 such that
and let us estimate their valencies in the local graph ∆(∞). By δ 0 < 8q and Eq. (30), we have
By δ 0 < 8q, |L i | ≤ qr for i = 1, 2, and |L 1 ∩ L 2 | ≤ 2q, we obtain that
and
Recall that r = It follows that every equivalence class of E is the intersection of two lines, and the q vertices in the same equivalence class induce a q-clique of ∆. Define a graph ∆ whose vertices are the equivalence classes of E with two classes C 1 , C 2 being adjacent whenever a vertex from C 1 is adjacent to a vertex from C 2 . Then ∆ is a regular graph with valency 2(r − 1), and ∆ is the q-clique extension of ∆. The spectrum of ∆ follows from Result 2. 
A local characterization of the Grassmann graphs
In this section we recall the Numata-Cohen-Cooperstein theorem [11, Theorem 9.3.8] (see Theorem 5.5 below), which characterizes a class of distance-regular graphs including the Grassmann graphs by their local structure.
Recall that an s-coclique of a graph is an induced subgraph on s vertices but without edges. We call an s-coclique simply a coclique if we do not refer to its cardinality.
Theorem 5.5 Let Γ be a finite connected graph such that (i) for every pair of vertices x, y ∈ Γ with ∂(x, y) = 2, the µ-graph of x, y is a non-degenerate grid, and
(ii) if x, y, z ∈ Γ induce a 3-coclique, then Γ(x, y, z) is a coclique.
Then Γ is either a clique, or a Johnson graph J(n, k), or the quotient of the Johnson graph J(2k, k) obtained by identifying a k-set with the image of its complement under the identity or an involution in Sym(2k) with at least 10 fixed points (i.e., a folded Johnson graph), or a Grassmann graph J q (n, D) over a finite field F q .
Corollary 5.6 Let Γ be a distance-regular graph with classical parameters (D, q, q, n−D+1 1 q − 1) for some integers n ≥ 2D, D ≥ 2 and q ≥ 2. Suppose that, for every vertex x ∈ Γ, its local graph Γ(x) is isomorphic to the q-clique extension of the
-grid. Then q is a prime power and Γ is isomorphic to J q (n, D).
Proof: As the q-clique extension of the
-grid does not contain a 3-claw (a complete bipartite subgraph with parts of size 1 and 3), we see that Γ satisfies Condition (ii) of Theorem 5.5. We shall show that Γ satisfies Condition (i) of Theorem 5.5. Let x, y be a pair of vertices of Γ with ∂(x, y) = 2, and let M denote their µ-graph, which contains precisely c 2 = (q + 1) 2 vertices. We observe that the local graph of any vertex u ∈ M is the disjoint union of two q-cliques (consider the µ-graph of x and y in the local graph of u). Therefore, the edge set of M can be partitioned into the edge sets of all maximal (q + 1)-cliques, while each vertex of M lies in two of these cliques. By the criterion of Krausz [34] , M is a line graph, namely, the line graph of a complete bipartite graph with parts of size q + 1, i.e., the (q + 1) × (q + 1)-grid. 
