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Abstract
We prove uniqueness of positive radial solutions to the semilinear elliptic equation Du 
u þ up ¼ 0; p41; subject to the Dirichlet boundary condition on an annulus in Rn; nX3: As a
by-product, our argument also provides a much simpler, if not the simplest, new proof for the
uniqueness of positive solutions to the same problem in a ﬁnite ball or in the whole space Rn:
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1. Introduction
Let 0oaobpN: Let O ¼ fxARn : aojxjobg be an annulus in Rn; nX3: The
main purpose of this paper is to prove uniqueness of radial solutions to the Dirichlet
boundary value problem
Du  u þ up ¼ 0 in O;
u40 in O;
u ¼ 0 on @O;
8><
>: ð1:1Þ
for any given p41; where the Dirichlet condition at b ¼N is interpreted as
uAL2ðOÞ:
Our main result is the following:
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Theorem 1. Let 0oaobpN; and O ¼ fxARn : aojxjobg be an annulus in
Rn; nX3: Then for any p41 the Dirichlet problem (1.1) admits at most one radial
solution.
We remark that the same problem in a ﬁnite ball O ¼ fxARn : jxjobg; or in the
whole space Rn (the ground state problem), has been well studied in a large number of
papers, started from the work of Coffman [2] back to 1972. The uniqueness problem
has been completely solved in this case, as a result of some further extensive efforts
due to Peletier and Serrin [12], McLeod and Serrin [9], and Kwong [7]. The work has
been simpliﬁed and extended in a rich literature; see, for instance, [1,8,13], and
references therein.
For the problem in an annulus, however, the story is different since the situation is
much more complicated. The major difﬁculty is associated with the fact that positive
radial solutions of (1.1) in an annulus are not monotonous in the radial direction. The
ﬁrst result for the uniqueness was obtained in 1996, again by Coffman [3], 24 years
after his work on the ground state problem. In [3], Coffman treated, as in [2], the
special case
n ¼ 3 and 1opp3:
In [15], Yadava extended his result to include
n ¼ 3; 4 and 1oppn=ðn  2Þ
and
nAf5; 6; 7; 8g and 1oppp0ðnÞon=ðn  2Þ:
Note that the estimate of p0ðnÞ is rather technical; it is slightly larger than
8=n for 5pnp7: Very recently, a uniqueness result weaker than this one was
given in [6]; nevertheless, it uses a different proof which covers some other
nonlinearities.
Clearly, all technical restrictions on n and p imposed in [3,6,15] are not needed
for the uniqueness, in view of our Theorem 1, which gives a complete resolution
to the uniqueness problem of (1.1). Moreover, as a by-product, our
proof of Theorem 1 yields a much simpler, if not the simplest, new proof for the
uniqueness of positive solutions to the same problem in a ﬁnite ball or in the whole
space Rn:
The main ingredient in our approach is the use of a new functional T ; whose
values depend on the radial solution u and its variation v: To express this more
precisely, we let u ¼ uðrÞ; r ¼ jxj; be a radial solution of (1.1). If u0ðaÞ ¼ b; then b40
by Hopf’s boundary lemma. Hence, u is also the unique solution to the initial value
problem of the ordinary differential equation
u00 þ n  1
r
u0 þ f ðuÞ ¼ 0; uðaÞ ¼ 0; u0ðaÞ ¼ b40; ð1:2Þ
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where f ðuÞ ¼ u þ up: We may also denote this solution by uðr; bÞ when the
b-dependence is important. The variation of u is given by
vðr; bÞ ¼ @uðr; bÞ
@b
;
which solves the second-order linear equation
v00 þ n  1
r
v0 þ f 0ðuÞv ¼ 0 ð1:3Þ
subject to the initial condition
vðaÞ ¼ 0; v0ðaÞ ¼ 1: ð1:4Þ
Note that the prime in f 0ðuÞ; unlike those in u0 and v0; is the derivative with respect
to u:
Our functional T is given by
TðrÞ ¼ gðuÞxðrÞ  zðrÞ; gðuÞ ¼ 2f ðuÞ
uf 0ðuÞ  f ðuÞ; ð1:5Þ
where xðrÞ and zðrÞ as well as their derivatives are given as follows:
xðrÞ ¼ rn1ðu0v  uv0Þ; x0ðrÞ ¼ rn1½uf 0ðuÞ  f ðuÞv: ð1:6Þ
This function is usually regarded as the Wronskian of u and v: It is useful for our
problem partly because for f ðuÞ ¼ u þ up;
uf 0ðuÞ  f ðuÞ ¼ ðp  1Þup40
for all rAða; bÞ: The other function is
zðrÞ ¼ rn½u0v0 þ f ðuÞv þ ðn  2Þrn1u0v; ð1:7Þ
whose derivative with respect to r is very simple:
z0ðrÞ ¼ 2rn1f ðuÞv: ð1:8Þ
Of course, these derivatives can be calculated by a straightforward differentiation
with the help of (1.2) and (1.3); the calculation, which will be omitted in this paper, is
however a rather tricky or otherwise tedious process.
By the formulas above, we can easily justify the following:
Proposition 1.1. Let TðrÞ and gðuÞ be given by (1.5), and xðrÞ by (1.6). Then
T 0ðrÞ ¼ g0ðuÞu0ðrÞxðrÞ: ð1:9Þ
In particular, for f ðuÞ ¼ u þ up; we have g0ðuÞ ¼ 2up and
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T 0ðrÞ ¼ 2upu0ðrÞxðrÞ: ð1:10Þ
This paper is organized as follows:
In Section 2 we recall some basic properties of radial solutions. In particular, we
shall mention that, in the interval ða; bÞ; a radial solution u of (1.1) has exactly one
critical point, say r ¼ c; at which necessarily u takes a maximum value and Z ¼
uðcÞ41:
In Section 3, we shall recall a vanishing property for the variation v; namely, v is
positive on ða; c and vanishes at a point, say r ¼ t; in ðc; bÞ:
As usual, whether or not v has another zero beyond t is the most crucial and
difﬁcult part for the proof of the uniqueness. This will be answered in Section 4,
under an extra hypothesis that TðcÞp0; whose proof is rather technical and is
postponed to Section 5. We remark that, if u is a radial solution of (1.1) deﬁned in a
ball, instead of an annulus, then it has the unique maximum value at r ¼ 0; and uðrÞ
decreases for all 0orob; in which case, we have naturally Tð0Þ ¼ 0: Therefore, the
argument in Section 4 alone, with c replaced by 0; provides a new and yet much
simpler proof for the uniqueness of the positive radial solutions in a ﬁnite ball or in
the whole space Rn:
In Section 5 we prove TðcÞp0; as mentioned above. We start with the observation
that T tends to a negative number as rka: Since u is increasing in ða; cÞ; we can easily
show that T is increasing in this interval too; unfortunately this monotonicity goes
exactly in the wrong direction to our destination. Thus, our argument has to be
relied on a number of delicate estimates. For the supercritical or critical exponent
(i.e., pXðn þ 2Þ=ðn  2Þ), the estimate is considerably simpler, and is indeed covered
by Yadava [14]. For a subcritical number p; we treat the cases Zp1Xn=ðn  2Þ and
1oZp1on=ðn  2Þ separately; for the later case, the estimate seems to be very
involved and uses an interesting iteration process.
Finally, we remark that our method works for some other nonlinearities too. For
example, for f ðuÞ ¼ up; which was ﬁrst considered by Ni [10], the function TðrÞ is a
constant by Proposition 1.1, yielding TðcÞo0 immediately. Thus, the uniqueness
theorem of Ni can be obtained by our short argument in Section 4. We also expect
that one may use the idea here to study a more general elliptic equation
Du þ f ðu; jxjÞ ¼ 0;
which has been studied in [4,5,11] and many other papers.
2. Basic properties of solutions
Clearly, the uniqueness in Theorem 1 follows if we can show that there is at most
one b40 such that the solution of (1.2) satisﬁes, for boN;
uðrÞ40 for rAða; bÞ and uðbÞ ¼ 0;
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and for b ¼N;
uðrÞ40 for r4a and lim
r-N
uðrÞ ¼ 0:
In the ﬁrst case, we have u0ðbÞo0 by Hopf’s boundary lemma. In the second case,





u0ðrÞer=2 ¼ 0: ð2:1Þ
We remark that a stronger conclusion than (2.1) is also true, see, for example, [12,
Lemma 5]; [8, Lemma 1]; [3, identity (2.5)]. For our purpose in this paper, however, a
weaker form (2.1) seems to be good enough.
By the boundary condition, uðrÞ has critical points in ða; bÞ; indeed, it has exactly
one such a point, at which u takes the maximum value. This can be veriﬁed by a




þ FðuðrÞÞ where FðuÞ ¼
Z u
0
f ðsÞ ds: ð2:2Þ
We shall denote this critical point by c: Hence
u0ðrÞ40 for rAða; cÞ and u0ðrÞo0 for rAðc; bÞ: ð2:3Þ
Lemma 2.1. Let u ¼ uðrÞ be a radial solution of (1.1). Let Z ¼ uðcÞ be the maximum
value of u over ða; bÞ: Then FðZÞ40 and Zp14ðp þ 1Þ=241:
Proof. By differentiation,
E0ðrÞ ¼ n  1
r
u02ðrÞp0: ð2:4Þ
Thus EðrÞ is a non-increasing function (indeed, a strictly decreasing function since u0
vanishes only at c). For boN; we have EðbÞ ¼ u02ðbÞ=240; for b ¼N; we have
EðrÞ-0 as r-N: Thus EðrÞ40 for any aprob: In particular, EðcÞ ¼ FðZÞ40;
yielding Zp14ðp þ 1Þ=241: The proof is complete. &
For a given radial function u ¼ uðrÞ deﬁned in ða; bÞ; we let
PðrÞ ¼ 2rnEðrÞ þ ðn  2Þrn1uu0 ð2:5Þ
and
QðrÞ ¼ rn½u02 þ uf ðuÞ þ ðn  2Þrn1uu0: ð2:6Þ
Then we have
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Lemma 2.2. Let u ¼ uðrÞ be a radial solution of (1.1). Then PðrÞ40 and QðrÞ40 for
all rA½a; bÞ:
Proof. For rA½a; c; we have u0ðrÞX0; and so PðrÞX2rnEðrÞ40: To deal with the
other side, we use the following well-known Pohozaev identity:
P0ðrÞ ¼ rn1½2nFðuÞ  ðn  2Þuf ðuÞ:
With f ðuÞ ¼ u þ up; this gives
P0ðrÞ ¼ 2rn1ðsupþ1  u2Þ; s ¼ 2n  ðn  2Þðp þ 1Þ
2ðp þ 1Þ : ð2:7Þ
It is therefore evident that either PðrÞ decreases from c to b; or PðrÞ increases from c
to a number dob; and then decreases from d to b: Since on a ﬁnite annulus we have
P ¼ bnu02ðbÞ40; and for the case b ¼N we have P-0 as r-N (see (2.1) for the
exponential decay of u), there must hold that PðrÞ40 in ðc; bÞ:
Finally, since
QðrÞ  PðrÞ ¼ rn½uf ðuÞ  2FðuÞ ¼ p  1
p þ 1 r
nupþ140;
we have QðrÞ40 for all rA½a; bÞ: The proof is completed. &
3. Vanishing properties of the variation
The following lemma, regarding the location of the ﬁrst zero of v beyond a; has
been obtained by Coffman [3] and Yadava [15]. For completeness we present a
simple proof, which is slightly different from those given in [3,15].
Lemma 3.1. Let u ¼ uðr; bÞ be a radial solution of (1.1). Then there exists tAðc; bÞ
such that the variation v ¼ vðr; bÞ vanishes at t and remains positive for rAða; tÞ:
This lemma asserts that v must vanish within ða; bÞ; and it does not vanish before u
becomes decreasing.
Proof. Since u has a unique critical point at r ¼ c; and Z ¼ uðcÞ41 by Lemma 2.1,
there exist a1Aða; cÞ and b1Aðc; bÞ such that
uða1Þ ¼ uðb1Þ ¼ 1; u0ða1Þ40; u0ðb1Þo0: ð3:1Þ
We now show that v must vanish somewhere in ða1; b1Þ: Suppose for contradiction
that v has the same sign, say v40; over ða1; b1Þ: Let
RðrÞ ¼ rn1½f 0ðuÞu0v  fv0;
M. Tang / J. Differential Equations 189 (2003) 148–160 153
which is in fact the Wronskian of u0 and v0; i.e., RðrÞ ¼ rn1ðu00v0  u0v00Þ: Then
Rða1Þ ¼ ðp  1Þan11 u0ða1Þvða1ÞX0 and Rðb1Þ ¼ ðp  1Þbn11 u0ðb1Þvðb1Þp0:
But by a differentiation we ﬁnd that
R0ðrÞ ¼ rn1f 00ðuÞu02v ¼ pðp  1Þrn1up2u02v40
for all rAða1; b1Þ; except at r ¼ c where R0ðrÞ ¼ 0; we get an obvious contradiction.
Let t be the ﬁrst zero of v beyond r ¼ a; then tob1 by the argument above. Since
vðaÞ ¼ 0 also, v must have critical points in ða; tÞ; let dAða; tÞ be such that v0ðdÞ ¼ 0;
and v040 in ða; dÞ; then
d4a1:
This highly non-trivial inequality was ﬁrst proved by Coffman using the Schwarz
inequality; see [3, Section 3]. Here we give another proof, but we do need an identity
of Coffman:
c0ðrÞ ¼ 2ðn  1Þ
r
u0v0; cðrÞ ¼ u0v0 þ f ðuÞv; ð3:2Þ
where cðrÞ can be obtained by a differentiation of the energy EðrÞ with respect to b:
We ﬁrst note that, by (1.6),
xðaÞ ¼ 0 and x0ðrÞ ¼ ðp  1Þrn1upv40 for rAða; tÞ:











; rAða; dÞ: ð3:3Þ
Thus, for all rAða; dÞ; 0ov0ou0=b; and by (2.2), (2.4) and (3.2)






















But cðdÞ ¼ f ðuðdÞÞvðdÞ; we ﬁnd f ðuðdÞÞ40 and so d4a1:
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Since xðrÞ40 in ða; tÞ; there must hold that doc: Thus the ﬁrst critical point of v
appears in ða1; cÞ: By (1.7), we ﬁnd zðdÞ40; using (1.8) then leads to, since
a1odotob1;




from which it follows that t4c: The proof is completed. &
4. Proof of Theorem 1, assuming TðcÞp0
Since f ð0Þ ¼ 0 and v vanishes within the interval ða; bÞ; the uniqueness of radial
solutions in a ﬁnite annulus is valid if vðbÞa0 (see, e.g., [5, Lemma 3.1]), and the
uniqueness for the case b ¼N follows if we can prove v-N as r-N (see [8,
Lemma 3]). Therefore, to complete the proof of Theorem 1, it is sufﬁcient to
establish the following lemma:
Lemma 4.1. Let u ¼ uðr; bÞ be a radial solution of (1.1). Then v vanishes exactly once
in ða; bÞ: Moreover, if boN; then vðbÞo0; and if b ¼N; then v-N as r-N:
In this section, we shall prove this lemma by assuming that the function TðrÞ
introduced in (1.5) is not positive at the unique critical point of u: We do this for the
following reasons: ﬁrst, the proof of TðcÞp0; which is rather technical and is thus
postponed to the next section, only involves the behavior of u and v on the interval
ða; cÞ; while the rest part of the proof for Lemma 4.1 relies only on the argument in
ðc; bÞ; second, for radial solutions of the Dirichlet problem (1.1) in a ball O ¼
fxARn : jxjobg; or in the whole space Rn; the solution uðrÞ has the unique maximum
value at r ¼ 0; and uðrÞ decreases for all 0orob: In this case, we have naturally
Tð0Þ ¼ 0: Therefore, the argument in this section alone, with c replaced by 0;
provides a new and yet much simpler proof for the uniqueness of the positive radial
solutions in a ﬁnite ball or in the whole space Rn: This remark also explains why the
uniqueness problem in an annulus is more complicated than that in a ball.
Proof of Lemma 4.1. Assuming TðcÞp0: We ﬁrst prove that vo0 in ðt; bÞ: Suppose
this is not true. Then there is a number *tAðt; bÞ such that vð*tÞ ¼ 0 and vo0 in ðt; *tÞ:
It is easy to verify that xð*tÞo0; see (1.6). Since x is positive on ða; tÞ; there must be a
number tAðt; *tÞ such that
xðtÞ ¼ 0 and xðrÞ40 for rAða; tÞ: ð4:1Þ
By (1.10) T is decreasing on ðc; tÞ; note that t4t4c: Therefore, by the extra
assumption TðcÞp0; we have TðtÞo0: Using (1.5) and (4.1) we then obtain
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zðtÞ ¼ TðtÞ40: By (1.8) and (4.1), there results
zðtÞ ¼ tn½u0v0 þ f ðuÞv þ ðn  2Þtn1u0v
¼ ½tnðu0v0u=v þ f ðuÞuÞ þ ðn  2Þtn1u0uv=u
¼ ½tnðu02 þ f ðuÞuÞ þ ðn  2Þtn1u0uv=u
¼QðtÞvðtÞ=uðtÞ;
where the function Q is deﬁned in (2.6). Since vðtÞ=uðtÞo0; this implies QðtÞo0;
leading to a contradiction of Lemma 2.2.
By the argument above, we have vo0 and x40 in ðt; bÞ: By (1.10) again we
conclude that To0 in ðt; bÞ too, which implies, in particular
zðb1Þ ¼ Tðb1Þ40;
where b1 is the unique number in ðt; bÞ at which u ¼ 1: Since for all rAðb1; bÞ there




Now, if boN; then zðbÞ40; which is incompatible with vðbÞ ¼ 0; implying that
vðbÞo0: For the case b ¼N; we ﬁrst note that as r-N; either vðrÞ-N or
vðrÞ-0; see [8, Lemma 2(b)]. Hence, we only need to prove that the second case does
not occur, which is in fact obvious, since otherwise limr-NzðrÞ ¼ 0 by (1.7) and
(2.1), while by the discussion above limr-NzðrÞ40; giving a contradiction. The
proof is completed. &
5. Proof of TðcÞo0
This section is devoted to the proof of TðcÞo0: This, together with the discussion
in Section 4, complements the proof of Lemma 4.1 as well as Theorem 1.
For f ðuÞ ¼ u þ up; we have
gðuÞ ¼ 2f ðuÞ
uf 0ðuÞ  f ðuÞ ¼
2
p  1 ð1 u
1pÞ:
Since xðaÞ ¼ 0; by (1.6) we ﬁnd that
lim
rka
gðuÞxðrÞ ¼  2
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Since u is increasing in ða; cÞ; by (1.10) the function T is increasing in this interval
too. Unfortunately, this monotonicity goes exactly in the wrong direction to our
destination. Thus our argument below has to be relied on a number of delicate
estimates.
To begin with, we ﬁrst derive the following identity:








where Z ¼ uðcÞ: In fact, by (1.10), (1.6) and (5.1) we have














and applying (1.6) once again yields (5.2).








where s is the constant given in (2.7). This can be veriﬁed by the Pohozaev identity
(2.7): In fact, by (2.5), we ﬁnd that PðaÞ ¼ anb2 and PðcÞ ¼ 2cnFðZÞ: By (2.7) we
obtain
2cnFðZÞ ¼ anb2 þ 2
Z c
a
rn1ðsupþ1  u2Þ dr;
which yields (5.3) immediately.
In the rest of this section, we divide our discussion into three cases:
Case (i): p is supercritical or critical, i.e., pXðn þ 2Þ=ðn  2Þ: In this case, sp0 and
the discussion is considerably simpler: By Lemma 4.1 the variation v is positive in
ða; cÞ: Hence x40; and the ratio v=u is decreasing in this interval. As a consequence,
we ﬁnd, for all rAða; cÞ
v=uo lim
rka
v=u ¼ v0ðaÞ=u0ðaÞ ¼ 1=b:
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Now, using (5.2) and (5.3) we obtain


























since FðZÞ40 by Lemma 2.1.
Case (ii): p is subcritical and Zp1Xn=ðn  2Þ: In this case s40: However, the


































where the last step follows from the assumption Zp1Xn=ðn  2Þ:
We do not know whether or not this extra assumption on Z is automatically
valid. What we learn from Lemma 2.1 is that Zp1Xðp þ 1Þ=2; but unfortunately
ðp þ 1Þ=2on=ðn  2Þ for a subcritical p: Therefore, we have to include the case
1oZp1on=ðn  2Þ; which seems to be much harder to handle.
Case (iii): p is subcritical and 1oZp1on=ðn  2Þ: We ﬁrst construct a sequence of
numbers by the iteration:
n1 ¼ n=ðn  2Þ; njþ1 ¼ nnj
2þ ðn  2Þnj for jX1:
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It is a simple (and interesting) elementary exercise to show that this sequence is
strictly decreasing, with each term larger than 1; and tends to 1 as j-N: Therefore,
provided 1oZp1on=ðn  2Þ; we can ﬁnd a unique jX1 such that
njþ1pZp1onj: ð5:4Þ
By (5.2)–(5.4), we have








































Now, if s 1=njp0; then we get TðcÞo0 immediately; on the other hand, if s





















¼ cnZ2ðnjþ1  Zp1Þ=ðbnjþ1Þ
p 0:
The proof is completed. &
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