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Abstract
We study the small data Cauchy problem for semilinear generalized Tricomi
equations with nonlinear term of derivative type:
utt − t2m∆u = |ut|p
for m ≥ −12 . Blow-up result and lifespan estimate from above are established for
1 < p ≤ 1+ 2(m+1)(n−1)−m . If m = 0, our result coincides with that of the semilinear
wave equation. The novelty is that we construct a new test function by using cut-
off functions, the modified Bessel function and a harmonic function. We also find a
interesting phenomenon: if n = 2, the blow-up power is independent of m.
1 Introduction
In this work, we consider the small data Cauchy problem for semilinear generalized
Tricomi equations with power-nonlinearity of derivative type{
utt − t2m∆u = |ut|p, in [0, T )× Rn,
u(x, 0) = εf(x), ut(x, 0) = εg(x), x ∈ Rn,
(1.1)
where m > −1/2 is a real constant, n ≥ 1 is the dimension and ε > 0 is a “small”
parameter. The initial data f, g are compactly supported functions from the energy
spaces
f ∈ H1(Rn), g ∈ H1− 1m+1 (Rn),
and, without loss of generality, we may assume
supp(f, g) ⊂ {x ∈ Rn : |x| ≤ 1}. (1.2)
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Recently, the semilinear generalized Tricomi equations attract more and more atten-
tion, due to their physical background. In dimension n = 1 and for m = 1/2, the equation
utt − tuxx = 0
is the classical linear Tricomi equation, which was introduced by Tricomi [33] in the
context of boundary value problems for partial differential equations of mixed type. The
Tricomi equation appears in gas dynamic problems, connected to gas flows with nearly
sonic speed, describing the transition from subsonic flow (t < 0) to supersonic flow (t > 0),
see Frankl [6]. We refer to Yagdjian [36–40] and references therein for more details.
For k > 0 and n ≥ 1, the operator
T = ∂2t − tk∆ (1.3)
appearing in (1.1) is also known as Gellerstedt operator. The first direction in the study of
(generalized) Tricomi equations is to construct the explicit fundamental solution. Barros-
Neto and Gelfand [3–5] first established the fundamental solution for
yuxx + uyy = 0
in the whole plane. For the Gellerstedt operator (1.3) with k ∈ N, Yagdjian [36] con-
structed a fundamental solution relative to an arbitrary point (t0, x0) ∈ [0,+∞) × Rn
with support located in the “forward cone” D(t0, x0) = {(t, x) ∈ Rn+1 : (k + 2)|x− x0| ≤
2(t− t0)k/2+1}.
Recently, the long time behavior of solutions for small data Cauchy problem to semi-
linear generalized Tricomi equation{
utt − tk∆u = |u|p, in [0, T )× Rn,
u(x, 0) = εf(x), ut(x, 0) = εg(x), x ∈ Rn,
(1.4)
comes into interest. The main goal is to determine the critical power pc(k, n) such that, if
1 < p ≤ pc(k, n) then the solution blows up in a finite time, while if p > pc(k, n) there is
a unique global-in-time solution. Yagdjian [37] obtained some partial results, in the sense
that there was still a gap between the blow-up and global existence ranges. The critical
power is finally established in a recent series of works by He, Witt and Yin [9–12] (see
also the Doctoral dissertation by He [8]). For k ≥ 1, pc(k, n) admits the following form:
• if n = 1, then pc(k, 1) = 1 + 4
k
;
• if n ≥ 2, then pc(k, n) is the positive root of the quadratic equation:
2 +
[
n+ 1− 3
(
1− 2
k + 2
)]
p−
[
n− 1 +
(
1− 2
k + 2
)]
p2 = 0.
Recently, Lin and Tu [22] studied the upper bound of lifespan estimate for (1.4). One
can compare the above critical power with the corresponding one for the semilinear wave
equation utt − ∆u = |u|p. Indeed, letting k = 0 in the definition of pc(k, n) above, then
pc(0, 1) = +∞, and for n ≥ 2, pc(0, n) becomes the positive root of 2 + (n + 1)p −
2
(n − 1)p2 = 0, which is exactly the critical power for the small data Cauchy problem in
(1.4) with k = 0(see e.g. [18] and references therein for background and results about
this problem). Finally, we refer also to Ruan, Witt and Yin [27–30] for results about
the local existence and local singularity structure of low regularity solutions for equation
utt − tk∆u = f(t, x, u).
In this paper, we consider the semilinear generalized Tricomi equations with power-
nonlinearity of derivative type, and focus on blow-up result and lifespan estimates from
above for the small data Cauchy problem. Noting that, if setting m = 0 in (1.1), we then
come back to the semilinear wave equation
utt −∆u = |ut|p. (1.5)
For this problem, Glassey [7] conjectured that the critical exponent is the power, now
named after him, defined by
pG(n) :=

 1 +
2
n− 1 if n ≥ 2,
+∞ if n = 1.
(1.6)
The research on this problem was initiated by John [16], where more general equations
in dimension n = 3 are considered, proving the blow-up of solutions for p = 2. Then, the
study of the blow-up was continued in the low dimensional case by Masuda [24], Schaeffer
[31], John [17] and Agemi [2], whereas Rammaha [25] treated the high dimensional case
n ≥ 4 under radial symmetric assumptions. Finally, Zhou [41] proved the blow-up for
n ≥ 1 and 1 < p ≤ pG(n) and furnished the upper bound for lifespan of the solutions,
namely
Tε ≤
{
Cε−
2(p−1)
2−(n−1)(p−1) if 1 < p < pG(n),
exp(Cε−(p−1)) if p = pG(n),
(1.7)
for some positive constant C independent of ε. We recall that the lifespan Tε is defined as
the maximal existence time of the solution, depending on the paramter ε. Regarding the
global existence part, we refer to Sideris [32], Hidano and Tsutaya [13] and Tzvetkov [34]
the results in dimension n = 2, 3 and Hidano, Wang and Yokoyama [14] for the high
dimensional cases n ≥ 4 under radially symmetric assumptions. For more details about
the Glassey conjecture, one can read the references [20] and [35].
The study of problem (1.1) under consideration generalize the Glassey conjecture.
Therefore, it is interesting to find the critical exponent and lifespan estimates for (1.1),
which will coincide with the Glassey exponent (1.6) and Zhou’s lifespan estimate (1.7)
respectively for m = 0.
The main tool here we use is the test function method. In [10], the blow-up result for
(1.4) is based on a test function given by the product of the harmonic function
∫
Sn−1 e
x·ωdω
and the solution of the ordinary differential equation
λ′′(t)− tkλ′(t) = 0.
Inspired by the work of [15] and [21], we construct a nonnegative test function composed
by a cut-off function, the harmonic function
∫
Sn−1 e
x·ωdω and the solution of the ODE
(3.1) below. Since we consider the Tricomi-type equations with derivative nonlinear term,
the first derivative with respect to time variable and a factor t−2m are included in the
special test function.
3
2 Main Result
Let us start stating the definition of energy solution for our problem (1.1), similarly as
that in [15] and [19].
Definition 1. We say that the function
u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), H1− 1m+1 (Rn)), with ut ∈ Lploc((0, T )× Rn),
is a weak solution of (1.1) on [0, T ) if u(0, x) = εf(x) in H1(Rn), ut(0, x) = εg(x) in
H1−
1
m+1 (Rn) and
ε
∫
Rn
g(x)Ψ(0, x)dx+
∫ T
0
∫
Rn
|ut|pΨ(t, x) dxdt
=−
∫ T
0
∫
Rn
ut(t, x)Ψt(t, x) dxdt+
∫ T
0
∫
Rn
t2m∇u(t, x) · ∇Ψ(t, x) dxdt,
(2.1)
for any Ψ(t, x) ∈ C0 ([0, T )× Rn) ∩ C∞ ((0, T )× Rn).
Remark 1. The choice of the functional spaces H1(Rn) and H1−
1
m+1 (Rn) for the initial
data u(0, x) and ut(0, x) respectively are suggested by [8]. Of course, if m = 0 we have
H0(Rn) = L2(Rn).
Remark 2. We impose the test functions in the definition to be not smooth up to t = 0
due to the fact that our special test function Φ defined in (4.2) below lose regularity on
t = 0.
In the same spirit of [18], let us define for n ≥ 2 the exponent
pT (n,m) :=


1 +
2
(m+ 1)(n− 1)−m for n ≥ 2,
1 +
2
|m| for n = 1, m < 0,
+∞ for n = 1, m ≥ 0,
as the root (when n = 1, m < 0 or n ≥ 2) of the expression γT (n,m; p) = 0, where
γT (n,m; p) := 2− [(m+ 1)(n− 1)−m](p− 1),
and observe that γT (n,m; p) > 0 for 1 < p < pT (n,m).
We state now our main result for (1.1).
Theorem 1. Let n ≥ 1, m > −1/2 and 1 < p ≤ pT (n,m). Assume that f ∈ H1(Rn),
g ∈ H1− 1m+1 (Rn) satisfy the compact support assumption (1.2) and that
a(m)f + g, a(m) := [2(m+ 1)]
m
m+1Γ
(
m+ 1/2
m+ 1
)
Γ
(
1
2(m+ 1)
)−1
, (2.2)
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is non-negative and not identically vanishing. Suppose that u is an energy solution of
(1.1) compactly supported in the “cone”
supp u ∈
{
(t, x) ∈ [0, T )× Rn : |x| ≤ γ(t) := 1 + t
m+1
m+ 1
}
. (2.3)
Then, there exists a constant ε0 = ε0(f, g,m, n, p) > 0 such that the lifespan Tε has to
satisfy
Tε ≤
{
Cε
−
2(p−1)
γT (n,m;p) if 1 < p < pT (n,m),
exp
(
Cε−(p−1)
)
if p = pT (n,m),
(2.4)
for 0 < ε ≤ ε0 and some constant C independent of ε.
Remark 3. For m = 0 the exponent pT becomes the Glassey exponent (1.6), namely
pT (n, 0) = pG(n), and the lifespan estimate (2.4) is exactly the same as (1.7).
Remark 4. It is interesting to see that if n = 2, then the blow-up power pT (2, m) = 3
and the subcritical lifespan estimate Tε ≤ Cε−(
1
p−1−
1
2)
−1
is independent of m, whereas the
lifespan for “critical” power p = pT (n,m) is independent of m for every dimension.
Remark 5. When this work was almost finished, we found that Lucente and Palmieri
in [23] studied the same problem and established blow-up result for m > 0 and
1 < p ≤ 1 + 2
(m+ 1)n− 1 = pG((m+ 1)n),
by using a different method. They also obtain the lifespan estimate from above
Tε ≤
{
Cε−(
1
p−1−
(m+1)n−1
2 )
−1
if 1 < p < pG((m+ 1)n),
exp
(
Cε−(p−1)
)
if p = pG((m+ 1)n).
Obviously this result is improved by ours both for the blow-up exponent and for the
lifespan estimate, in the sense that, for m > 0,
pT (n,m) > pG((m+ 1)n)
and
ε
−
2(p−1)
γT (n,m;p) < Cε−(
1
p−1−
(m+1)n−1
2 )
−1
, exp
(
Cε−(p−1)
)
for small ε and 1 < p ≤ pG((m+ 1)n).
We conjecture that pT (n,m) is indeed the critical exponent for problem (1.1) and the
lifespan (2.4) are optimal. Our next goal is to verify this conjecture considering the global-
in-time existence for solutions to (1.1).
3 The multiplier
The proof of Theorem 1 heavily relies on a special test function, closely related to a time
dependent function satisfying the following ordinary differential equation:
l′′(t)− 2mt−1l′(t)− t2ml(t) = 0, (3.1)
where t > 0 and m ∈ R.
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Lemma 1. The fundamental solutions l−, l+ of (3.1) are the functions defined by:
• if m = −1:
l−(t) = t
− 1+
√
5
2 , l+(t) = t
− 1−
√
5
2
• if m 6= −1:
l−(t) = t
m+1/2Km+1/2
m+1
(
tm+1
|m+ 1|
)
, l+(t) = t
m+1/2Im+1/2
m+1
(
tm+1
|m+ 1|
)
,
where Iν(z), Kν(z) are the modified Bessel functions of the first and second kind
respectively.
Proof. The result trivially follows from straightforward computations based on formulas
for Bessel functions collected in Appendix A. Instead in Appendix B we show how to
reach the expression of the solutions for m 6= 1.
If m = −1, it is immediate to check that l− and l+ are two independent solutions of
(3.1). Suppose nowm 6= 1 and set z = tm+1/|m+1| and s = sgn{m+1} for the simplicity.
From (A.5) and (A.1), we get
l′−(t) =
(
m+
1
2
)
tm−1/2Km+1/2
m+1
(z) + st2m+1/2K ′m+1/2
m+1
(z)
=
(
m+
1
2
)
tm−1/2Km+1/2
m+1
(z)− st2m+1/2
×
[
K− 1
2(m+1)
(z) + s
(
m+
1
2
)
t−m−1Km+1/2
m+1
(z)
]
=− st2m+1/2K− 1
2(m+1)
(z)
=− st2m+1/2K 1
2(m+1)
(z),
and
l′′−(t) =− s
(
2m+
1
2
)
t2m−1/2K 1
2(m+1)
(z)− t3m+1/2K ′ 1
2(m+1)
(z)
=− s
(
2m+
1
2
)
t2m−1/2K 1
2(m+1)
(z)
+ t3m+1/2
[
K
−m+1/2
m+1
(z) + s
t−m−1
2
K 1
2(m+1)
(z)
]
=t3m+1/2Km+1/2
m+1
(z)− 2ms t2m−1/2K 1
2(m+1)
(z)
=t2ml−(t) + 2mt
−1l′−(t).
Analogously, using (A.4) and (A.5), we obtain
l′+(t) = st
2m+1/2I− 1
2(m+1)
(z),
l′′+(t) = t
3m+1/2Im+1/2
m+1
(z) + 2ms t2m−1/2I− 1
2(m+1)
(z)
= t2ml+(t) + 2mt
−1l′+(t).
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Then, it is clear that l− and l+ solve equation (3.1) and, from relation (A.3), we can check
that the Wronskian W (t) = l−(t)l
′
+(t)− l+(t)l′−(t) is
W (t) = st3m+1[I− 1
2(m+1)
K− 1
2(m+1)
+1 + I− 1
2(m+1)
+1K− 1
2(m+1)
](z) = (m+ 1)t2m > 0
for t > 0, hence the two solutions are independent.
Lemma 2. Suppose m > −1/2. Define
l(t) := tm+1/2Km+1/2
m+1
(
tm+1
m+ 1
)
.
Then, l ∈ C1([0,+∞)) ∩ C∞(0,+∞) and satisfies the following properties:
(i) l(t) > 0, l′(t) < 0,
(ii) lim
t→0+
l(t) = 2−
1
2(m+1) (m+ 1)
m+1/2
m+1 Γ
(
m+ 1/2
m+ 1
)
=: c0(m) > 0,
(iii) lim
t→0+
l′(t)
t2m
= −2−m+1/2m+1 (m+ 1) 12(m+1)Γ
(
1
2(m+ 1)
)
=: −c1(m) < 0,
(iv) l(t) =
√
(m+ 1)pi
2
tm/2 exp
(
− t
m+1
m+ 1
)
× (1 +O(t−(m+1))), for large t > 0,
(v) l′(t) = −
√
(m+ 1)pi
2
t3m/2 exp
(
− t
m+1
m+ 1
)
× (1 +O(t−(m+1))), for large t > 0.
Proof. From (A.4) we know that l is smooth for t > 0. Since Kν(z) is real and positive
for ν ∈ R and z > 0, also l is real and positive. Recall from the proof of Lemma 1 that
l′(t) = −t2m+1/2K 1
2(m+1)
(
tm+1
m+ 1
)
,
and hence l′ is negative. From (A.8) we have l(t) ∼ c0(m) and l′(t) ∼ −c1(m)t2m for
t→ 0+, so we prove (ii) and (iii). Finally, from (A.10) we obtain (iv) and (v).
4 Proof for Main Theorem
As in [15], let η(t) ∈ C∞([0,+∞)) satisfy
η(r) :=


1 for r ≤ 1
2
,
decreasing for 1
2
< r < 1,
0 for r ≥ 1,
and denote, for M ∈ (1, T ),
ηM(t) := η
(
t
M
)
, η0(t, x) := η
(
|x|
2
(
1 +
tm+1
m+ 1
)−1)
.
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We remark that one can assume 1 < T ≤ Tε, since otherwise our result holds obviously
by choosing ε small enough. The last ingredient other than l, ηM and η
0 to construct the
test function is
φ(x) :=


ex + e−x, if n = 1,∫
Sn−1
ex·ωdω, if n ≥ 2,
which satisfies
∆φ = φ, 0 < φ(x) ≤ C0(1 + |x|)−n−12 e|x|, (4.1)
for some C0 > 0. Finally, we introduce our test function as
Φ(t, x) = −t−2m∂t
(
η2p
′
M (t)l(t)
)
φ(x)η0(t, x)
= −t−2m
(
∂tη
2p′
M (t)l(t) + η
2p′
M (t)l
′(t)
)
φ(x)η0(t, x),
(4.2)
where M ∈ (1, T ) and p′ = p/(p− 1) is the conjugate exponent of p. It is straightforward
to check that Φ(t, x) ∈ C0([0,+∞)× Rn) ∩ C∞0 ((0,+∞)× Rn) if we set
Φ(0, x) := lim
t→0+
Φ(t, x) = c1(m)φ(x)η
( |x|
2
)
≥ 0,
where c1(m) is defined in Lemma 2.(iii). Note also that
Φ(t, x) = −t−2m∂t
(
η2p
′
M (t)l(t)
)
φ(x)
in the cone defined in (2.3).
Taking Φ as the test function in the definition of weak solution (2.1), exploiting the
compact support condition (2.3) on u and integrating by parts, we obtain
εc1(m)
∫
Rn
gφdx+
∫ T
0
∫
Rn
|ut|pt−2mη2p′M |l′|φ dxdt
+
∫ T
0
∫
Rn
|ut|pt−2m|∂tη2p
′
M |lφ dxdt
=− 2m
∫ T
0
∫
Rn
utt
−2m−1
(
∂tη
2p′
M l + η
2p′
M l
′
)
φ dxdt
+
∫ T
0
∫
Rn
utt
−2m
(
∂2t η
2p′
M l + 2∂tη
2p′
M l
′ + η2p
′
M l
′′
)
φ dxdt
−
∫ T
0
∫
Rn
∇u · ∇φ ∂t
(
η2p
′
M l
)
dxdt
=− εc0(m)
∫
Rn
fφdx− 2m
∫ T
0
∫
Rn
utt
−2m−1∂tη
2p′
M lφ dxdt
+
∫ T
0
∫
Rn
utt
−2m
(
∂2t η
2p′
M l + 2∂tη
2p′
M l
′
)
φ dxdt∫ T
0
∫
Rn
utt
−2mη2p
′
M
(
l′′ − 2mt−1l′ − t2ml) φ dxdt.
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Neglecting the third term in the left hand-side and recalling that l solve the ODE (3.1),
it follows that
εC1 +
∫ T
0
∫
Rn
|ut|pt−2mη2p
′
M |l′|φ dxdt,
≤− 2m
∫ T
0
∫
Rn
utt
−2m−1∂tη
2p′
M lφ dxdt
+
∫ T
0
∫
Rn
utt
−2m∂2t η
2p′
M lφ dxdt
+ 2
∫ T
0
∫
Rn
utt
−2m∂tη
2p′
M l
′φ dxdt
=: I + II + III,
(4.3)
where
C1 ≡ C1(m, f, g) := c0(m)
∫
Rn
fφdx+ c1(m)
∫
Rn
gφdx > 0
is a positive constant thanks to (2.2).
Now we will estimate the three terms I, II, III by Ho¨lder’s inequality. Firstly let us
define the functions
θ(t) :=
{
0 for t < 1
2
,
η(t) for t ≥ 1
2
,
θM(t) := θ
(
t
M
)
,
for which it is straightforward to check the following relations hold:
|∂tη2p′M | ≤
2p′
M
‖η′‖L∞ θ2p
′/p
M , (4.4)
|∂2t η2p
′
M | ≤
2p′
M2
[(2p′ − 1) ‖η′‖2L∞ + ‖ηη′′‖L∞ ]θ2p
′/p
M . (4.5)
From now on, C will stand for a generic positive constant, independent of ε andM , which
can change from line to line.
Exploiting estimates in (4.1) and (4.4), the asymptotic behaviors (iv)-(v) in Lemma 2
and the finite speed of propagation property (2.3), for I we obtain
I =− 2m
∫ T
0
∫
Rn
utt
−2m−1∂tη
2p′
M lφ dxdt
≤CM−2
(∫ M
M
2
∫
|x|≤γ(t)
t−2m|l′|− 1p−1 |l| pp−1φ dxdt
) 1
p′ (∫ T
0
∫
Rn
|ut|pt−2mθ2p′M |l′|φ dxdt
) 1
p
≤CM−2
(∫ M
M
2
∫ 1+ tm+1
m+1
0
t
−2m+mp−3m
2(p−1) (1 + r)
n−1
2 exp
(
r − t
m+1
m+ 1
)
drdt
) 1
p′
×
(∫ T
0
∫
Rn
|ut|pt−2mθ2p
′
M |l′|φ dxdt
) 1
p
≤CM−2− 3m2 +m2p+[ (m+1)(n−1)2 +1] p−1p
(∫ T
0
∫
Rn
|ut|pt−2mθ2p′M |l′|φ dxdt
) 1
p
.
(4.6)
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Analogously, for II and III we have
II =
∫ T
0
∫
Rn
utt
−2m∂2t η
2p′
M lφ dxdt
≤CM−2− 3m2 +m2p+[ (m+1)(n−1)2 +1] p−1p
×
(∫ T
0
∫
Rn
|ut|pt−2mθ2p
′
M |l′|φ dxdt
) 1
p
,
(4.7)
and
III =2
∫ T
0
∫
Rn
utt
−2m∂tη
2p′
M l
′φ dxdt
≤CM−1
(∫ M
M
2
∫
|x|≤γ(t)
t−2m|l′|φ dxdt
) 1
p′
×
(∫ T
0
∫
Rn
|ut|pt−2mθ2p
′
M |l′|φ dxdt
) 1
p
≤CM−1−m2 +m2p+[ (m+1)(n−1)2 +1] p−1p
×
(∫ T
0
∫
Rn
|ut|pt−2mθ2p
′
M |l′|φ dxdt
) 1
p
.
(4.8)
Since m ≥ −1 is equivalent to
−1 − m
2
+
m
2p
≥ −2 − 3m
2
+
m
2p
,
we conclude, by plugging (4.6), (4.7) and (4.8) in (4.3), that
C1ε+
∫ T
0
∫
Rn
|ut|pt−2mη2p
′
M |l′|φ dxdt
≤CM−1−m2 +m2p+[ (m+1)(n−1)2 +1] p−1p
×
(∫ T
0
∫
Rn
|ut|pt−2mθ2p′M |l′|φ dxdt
) 1
p
.
(4.9)
Define now the function
Y [w](M) :=
∫ M
1
(∫ T
0
∫
Rn
w(t, x)θ2p
′
σ (t) dxdt
)
σ−1dσ
and let us denote, for the sake of simplicity,
Y (M) := Y
[|ut|pt−2m|l′(t)|φ(x)](M).
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From direct computation we see that
Y (M) =
∫ M
1
(∫ T
0
∫
Rn
|ut|pt−2m|l′(t)|φ(x)θ2p′σ (t) dxdt
)
σ−1dσ
=
∫ T
0
∫
Rn
|ut|pt−2m|l′(t)|φ(x)
∫ M
1
θ2p
′
(t/σ)σ−1dσ dxdt
=
∫ T
0
∫
Rn
|ut|pt−2m|l′(t)|φ(x)
∫ t
t
M
θ2p
′
(s)s−1ds dxdt
≤
∫ T
0
∫
Rn
|ut|pt−2m|l′(t)|φ(x)η2p′
(
t
M
)∫ 1
1
2
s−1ds dxdt
= ln 2
∫ T
0
∫
Rn
|ut|pt−2mη2p
′
M (t)|l′(t)|φ(x) dxdt,
(4.10)
where we used the definition of θ(t). Moreover
Y ′(M) =
d
dM
Y (M) = M−1
∫ T
0
∫
Rn
|ut|pt−2mθ2p′M (t)|l′(t)|φ(x) dxdt. (4.11)
Hence by combining (4.9), (4.10) and (4.11), we get
M [
(m+1)(n−1)−m
2 ](p−1)Y ′(M) ≥ [C1ε+ (ln 2)−1Y (M)]p ,
which leads to
M ≤
{
Cε−(
1
p−1+
m−(m+1)(n−1)
2 )
−1
for 1 < p < pT (n,m),
exp
(
Cε−(p−1)
)
for p = pT (n,m).
Since M is arbitrary in (1, T ), we finally obtain the lifespan estimates (2.4).
Appendices
A Some formulas for the modified Bessel functions
For the reader’s convenience, here we collect some formulas from Section 9.6 and Sec-
tion 9.7 of the handbook by Abramowitz and Stegun [1].
• The solutions to the differential equation
z2
d2
dz2
w(z) + z
d
dz
w(z)− (z2 + ν2)w(z) = 0
are the modified Bessel functions I±ν(z) and Kν(z). Iν(z) and Kν(z) are real and
positive when ν > −1 and z > 0.
• Relations between solutions:
Kν(z) = K−ν(z) =
pi
2
I−ν(z)− Iν(z)
sin(νpi)
. (A.1)
When ν ∈ Z, the right hand-side of this equation is replaced by its limiting value.
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• Ascending series:
Iν(z) =
∞∑
k=0
(z/2)2k+ν
k! Γ(k + 1 + ν)
, (A.2)
where Γ is the Gamma function.
• Wronskian:
Iν(z)Kν+1(z) + Iν+1(z)Kν(z) =
1
z
. (A.3)
• Recurrence relations:
∂zIν(z) = Iν+1(z) +
ν
z
Iν(z), ∂zKν(z) = −Kν+1(z) + ν
z
Kν(z), (A.4)
∂zIν(z) = Iν−1(z)− ν
z
Iν(z), ∂zKν(z) = −Kν−1(z)− ν
z
Kν(z). (A.5)
• Limiting forms for fixed ν and z → 0:
Iν(z) ∼ 1
Γ(ν + 1)
(z
2
)ν
for ν 6= −1,−2, . . . (A.6)
K0(z) ∼ − ln(z), (A.7)
Kν(z) ∼ Γ(ν)
2
(z
2
)−ν
, for ℜν > 0. (A.8)
• Asymptotic expansions for fixed ν and large arguments:
Iν(z) =
1√
2pi
z−1/2ez × (1 +O(z−1)), for |z| large and | arg z| < pi
2
, (A.9)
Kν(z) =
√
pi
2
z−1/2e−z × (1 +O(z−1)), for |z| large and | arg z| < 3
2
pi. (A.10)
B Solution formula for the ODE
We show in this section how to discover the formula of the solution for equation (3.1).
Let us suppose m ∈ N and make the ansatz
l(t) =
∞∑
h=0
aht
h, (B.1)
for some constants {ah}h∈N. Hence,
l′(t) =
∞∑
h=1
haht
h−1, l′′(t) =
∞∑
h=2
h(h− 1)ahth−2.
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Substituting in (3.1) and multiplying by t2, we get
0 =
∞∑
h=2
h(h− 1)ahth − 2m
∞∑
h=1
haht
h −
∞∑
h=0
aht
h+2m+2
=
∞∑
h=2
h(h− 1)ahth − 2m
∞∑
h=1
haht
h −
∞∑
h=2m+2
ah−2m−2t
h
=
2m∑
h=1
h(h− 2m− 1)ahth +
∞∑
2m+2
[h(h− 2m− 1)ah − ah−2m−2]th.
(B.2)
Let us fix the constant a0 and a2m+1. We will write the other constants in dependence of
these ones. Indeed, we infer from (B.2) that
ah = 0 for h = 1, . . . , 2m,
ah =
ah−2m−2
h(h− 2m− 1) for h ≥ 2m+ 2.
Hence, by an inductive argument, we can prove that
ah =


a0
[2(m+ 1)]k k!
∏k
j=1[2(m+ 1)j − (2m+ 1)]
if h = 2(m+ 1)k, k ∈ N,
a2m+1
[2(m+ 1)]k k!
∏k
j=1[2(m+ 1)j + (2m+ 1)]
if h = 2(m+ 1)k + 2m+ 1, k ∈ N,
0 otherwise,
=


[2(m+ 1)]−2k Γ
(
1− m+1/2
m+1
)
k! Γ
(
k + 1− m+1/2
m+1
) a0 if h = 2(m+ 1)k, k ∈ N,
[2(m+ 1)]−2k Γ
(
1 + m+1/2
m+1
)
k! Γ
(
k + 1 + m+1/2
m+1
) a2m+1 if h = 2(m+ 1)k + 2m+ 1, k ∈ N,
0 otherwise,
where we used the relations
k∏
j=1
(cj ± 1) = ckΓ(k + 1± 1/c)
Γ(1± 1/c) .
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Substituting the values of ah into (B.1), we have
l(t) = a0Γ
(
1− m+ 1/2
m+ 1
) ∞∑
k=0
[2(m+ 1)]−2k
k! Γ
(
k + 1− m+1/2
m+1
)t2(m+1)k
+ a2m+1Γ
(
1 +
m+ 1/2
m+ 1
)
t2m+1
∞∑
k=0
[2(m+ 1)]−2k
k! Γ
(
k + 1 + m+1/2
m+1
)t2(m+1)k
= c−a0t
m+1/2
∞∑
k=0
1
k! Γ
(
k + 1− m+1/2
m+1
) [ tm+1
2(m+ 1)
]2k−m+1/2
m+1
+ c+a2m+1t
m+1/2
∞∑
k=0
1
k! Γ
(
k + 1 + m+1/2
m+1
) [ tm+1
2(m+ 1)
]2k+m+1/2
m+1
,
with
c± = Γ
(
1± m+ 1/2
m+ 1
)
[2(m+ 1)]±
m+1/2
m+1 .
Taking into account the relations (A.2) and (A.1) we get
l(t) = c−a0t
m+1/2I
−
m+1/2
m+1
(
tm+1
m+ 1
)
+ c+a2m+1t
m+1/2Im+1/2
m+1
(
tm+1
m+ 1
)
= k1t
m+1/2Im+1/2
m+1
(
tm+1
m+ 1
)
+ k2t
m+1/2Km+1/2
m+1
(
tm+1
m+ 1
)
with
k1 = c−a0 + c+a2m+1, k2 =
2
pi
c−a0 sin
(
m+ 1/2
m+ 1
pi
)
.
In this way we can deduce the fundamental solutions of the equation (3.1) when m ∈ N,
and from Lemma 1 we know they also hold for m 6= −1.
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