Study Design: Meta-Analysis using 3099 patients from 5 studies. To identify candidate predictors, we used random forest trees, multiple imputation of missing values and logistic regression within individual studies. To generate a prediction rule on the pooled data, we applied a regression model that took account of the differing standard data sets collected by the 5 studies.
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Introduction
Applying individual patient meta-analysis to create clinical prediction rules is methodologically difficult when primary studies, acting independently, do not collect the same standard data sets.
Methods to summarize the measures of prediction (e.g. regression coefficients) across studies must account for the data that individual studies did not try to collect. We encountered this problem when we used data from 5 independent studies of chest pain to develop a clinical prediction rule for initial assessment of patients presenting to a primary care setting. Chest pain is an important diagnostic problem in primary care, where 0.7% to 2.7% of patient encounters are due to chest pain [1] [2] [3] , and coronary artery disease is the cause of chest pain in 8.6 to 14.6 % of patients [3, 4] .
Clinical prediction rules developed in emergency departments, specialty clinics, or hospitals may not apply to primary care because diagnostic test results (e.g., an electrocardiogram) are incorporated in the prediction rule in those settings.
Methods

Data Sources and Study Selection
We conducted a systematic literature search to identify studies potentially suitable for inclusion in a patient-level meta-analysis [5] . We describe the search and selection process in Appendix 1. We defined primary care as an outpatient or clinic setting other than an emergency department. We identified studies that had prospectively obtained data on symptoms and signs and established a final diagnosis of CAD in consecutive adult patients presenting with chest pain in primary care. We excluded studies if the patients received care in a hospital emergency department or had been preselected for evaluation because of suspected CAD.
Included studies:
We identified eight potentially eligible studies. We did not include 3 studies because individual patient data were not available [6] , we could not contact the principal investigators [7] , or the study was ongoing when we conducted our analysis [8] (see Supplement Figure 1 ). The 5 included studies had a total enrollment of 3099 patients [2, 4, [9] [10] [11] . Table 1 summarizes characteristics of the studies. All studies had investigated prospectively the diagnostic accuracy of symptoms and signs for CAD in consecutive patients with chest pain in a primary care setting. To establish the final diagnosis, study patients were followed up for a defined period, and study physicians used the clinical course and results of tests to establish the cause of the index episode of chest pain. This delayed-type reference standard can be an acceptable and valid alternative when a single reference test is not possible [12] . The five studies differed in the length of follow-up. The physicians making the final study diagnosis were not blinded to the initial history and physical examination findings.
- Table 1 about here - 
Data management
Principal investigators of the eligible primary studies were invited to join the INTERCHEST collaboration and to provide the raw data and information on inclusion criteria, patient recruitment, data collection, and diagnostic reference standard. If necessary, we translated the original questionnaires or case report forms into English and created a synopsis of definitions of all variables used in each study. We excluded symptoms and signs that only one study obtained routinely. We recoded the variables in the individual datasets so that each variable corresponded to a common definition across the 5 data sets. The authors of each study verified that the meaning of each variable was consistent with its counterpart in their study.
Data analysis
Overview of Methods
Our objective was a clinical prediction rule for estimating the probability that CAD is the cause of a patient's chest pain. Here, we give a short overview of our methods. Figure 1 provides a schematic depiction.
- Figure 1 about hereIn all analyses, the dependent variable was a CAD diagnosis (both stable and acute forms) for the index episode of chest pain, as determined by a study clinician or an expert panel at least several months after the index visit, taking all available information into account (Table 1) . We excluded cases that lacked a final diagnosis. Items of the medical history or clinical examination were the predictor variables. We imputed data that a study collected routinely but were missing in an individual patient, generating five imputed data sets for each original study. We identified the best predictors within each study, using random forest trees and logistic regression. We created five imputed meta-data sets, each including one imputed data set from each original study, and, for each imputed meta-data set, fitted a logistic regression model in which the independent variables were the best predictors in each study and the dependent variable was a CAD diagnosis. We combined the results from each model (see below for details) and, to derive an easy-to-use clinical prediction rule from this model, reduced the number of predictors to six by removing the weakest predictors and by replacing the regression coefficients by 1 (if β > 0) and -1 (if β< 0), respectively.
We calculated the area under the ROC curve to measure how well the models discriminated between patients with and without a final diagnosis of CAD. We calculated sensitivity, specificity, likelihood ratios and predictive values for all studies that provided data on all predictors included in the final, simplified model. To test for over-fitting the model, we performed an internal validation using a three-fold cross-validation approach [13] . To test the performance of the rule in patients with acute and non-acute pain, we calculated likelihood ratios for each variable in the rule in both sub-groups, plotted the ROC curve and calculated the AUC. [14] 
Details of the methods:
Missing values -A study that combines retrospective data from several sources can have 2 sources of missing data: within-study missingness and between-study missingness. If a study routinely recorded a specific predictor, but its value was missing for individual patients within the study (within-study missingness), we considered these as missing at random and performed multiple imputation. As imputed data are not truly observed data and are random on their own, multiple imputation is needed in order to get valid inference at the final stage of analysis (five imputation are considered sufficient, see [15, 16] ). Using imputation by chained equations [17] , we created five [18] imputed datasets for each of the studies, selected the candidate predictors across studies (see below) and then merged them into 5 imputed meta-datasets, each of which included a different imputed dataset from each of the five studies (see Figure 1 ).
The regression analyses of the meta-data took into account between-study missingness: some of the selected candidate predictors had been recorded routinely in some studies but were not obtained in other studies (between-study missingness). In fact, only two predictors had been obtained routinely in all 5 studies. The regression models fitted on the meta-data took account of the differing sets of predictors that the individual studies had routinely collected (see formula 1 in Supplement 3). The estimation of the effects of the two predictors common to all 5 studies was based on data from all studies, whereas the effects of the other predictors were estimated using data from the studies that collected data on these predictors [19] .
Selection of candidate predictors -This section describes a two-step process for identifying candidate predictors from each individual study. in step 1, we used a random forest algorithm to identify the most important predictors in each study. The random forest algorithm cycles many times through a process of constructing a classification tree by random selection (with replacement) of cases from a study (the set of all such trees is a forest). The tree is constructed by testing a random subset of predictors at each node to determine which one provides the best discrimination. The most commonly occurring predictor among the set of predictors at all terminal nodes of each tree is the classifying predictor for the tree. The candidate predictors for the forest are the classifying predictors appearing most frequently over all the trees in the forest [20] . In step 2, we fitted logistic regression models using the forest candidate predictors as the independent variables and a CAD diagnosis as the dependent variable. As noted above, we repeated this process for each of the 5 imputed data sets of each original study. All statistically significant predictors (α≤0.05) in the logistic models from at least one of the imputed datasets from each original study were included in the candidate predictor list for the patient-level meta-analysis.
Meta-analysis and derivation of the diagnostic model -We fitted a logistic regression model to each
imputed meta-dataset (created as described in the section on missing values). We used a fixed effects regression model with study-specific intercepts 0 2Tand study-specific dummy indicators (formula 1). The study-specific intercepts account for the different CAD prevalences across studies while accounting for the effect of the predictors. The study-specific dummy indicators account for the different predictor sets across studies, with the indicator taking value 1 if data on predictor k were obtained for study i, and 0 otherwise. Regression coefficients and their standard errors from the five imputed datasets were combined according to the rules of multiple imputation, as proposed by Rubin [15, 16] . All predictors that were significant (α ≤ 0.05) were combined into one linear score to be used for classifying patients (see Supplement 3 in Appendix).
Prediction rule sensitivity, specificity, and discrimination: In applying the classification rule to a specific patient, the clinician can ascertain the value of each predictor (present or absent); since all predictors are available, all availability-indicators would be equal to 1. For the application of the rule on our original data set, we need to include the indicator in formula in Supplement 3 as we need to compute the score for all patients in our five studies and not all predictors are available for all studies. We applied the rule to all the patients in the five studies, each of which had been classified as having a CAD diagnosis or not. Using different cut-off values of the chest pain score, we calculated sensitivity and specificity and the area under the ROC curve.
Internal validation -We randomly partitioned the entire sample of patients into three sub-samples.
We performed the steps of the meta-analysis, model derivation and model simplification three times, taking one of the sets as the test sample, the other two as learning samples. [21] .
Sensitivity analyses: We performed two sensitivity analyses. One measured the sensitivity, specificity, likelihood ratios, and discrimination (AUC) of the chest pain rule in patients with acute chest pain and patients with chronic chest pain (see Supplement 5 in the Appendix). The other compared these performance measures after deleting one predictor variable (physician is concerned that chest pain is serious) (see Supplement 6 in the Appendix)).
We used R 2.13.2 (R Foundation for Statistical Computing, Vienna, Austria) using Mice [17] , randomForest [22] , and pROC [23] packages.
Results
As candidate predictors, we considered 61 medical history and physical examination items that at least two studies had collected routinely (see Supplement 2) . No two studies collected the exact same set of predictors. The predictors 'sex' and 'age' were the only ones that all studies obtained.
Based on the random forest tree analysis and the study-specific logistic regression analyses, we entered 19 candidate variables in a logistic regression model that we fitted to each of the five imputed meta-data sets.
- Table 2 about hereThe clinical prediction rule: In this patient-level meta-analysis, eleven of the 19 candidate predictors were statistically significant predictors of the final diagnosis (α≤0.05) ( Table 2 ). The corresponding chest pain rule I discriminated well between patients with and without a CAD final diagnosis (area under the ROC curve, AUC, = 0.87) (table 3); the discrimination was only slightly lower (AUC=0.85) after eliminating the five statistically weakest predictors (chest pain rule II). The rule discriminated essentially equally well after we further simplified the calculation of the score by assigning a value of 1.0 or -1.0 to the six regression coefficients (chest pain rule III, AUC= 0.84).
- Table 3 
about here -
The final chest pain rule III included six predictors: older age, physician initially suspected a serious condition (the very first impression or gut feeling), chest pain feels like "pressure", chest pain is related to effort, history of CAD, and chest pain reproduced by chest wall palpation. With one exception, the presence of a predictor increased the likelihood of CAD; chest pain reproducible by chest wall palpation decreased the likelihood. Two of the five studies [2, 11] had collected data on all predictors included in the final chest pain rule III. Figure 2 shows the distribution of chest pain scores in these two studies; the score values range from -1 to 5 points; most of the patients had scores of 1 or less. Using the same two studies, we calculated the diagnostic accuracy of this clinical prediction rule for a chest pain score threshold of 2 points (CAD considered unlikely if score < 2) (Table 4 ). We applied this rule to one of the two study settings (4) with a CAD prevalence of 13.2% using a prediction score cut-off of <2 (i.e., -1, 0, or +1). When the score was <2, the probability of CAD was 2.1% (95%CI: 1.1-3.9%); when the score was ≥2, it was 43.0% (95% CI: 35.8-50.4%). These post-test probabilities are equivalent to a negative predictive value of 97.9 and a positive predictive value of 43%, as shown in Table 4 .
We performed three internal cross-validations, which all yielded a model with the same predictors and similar estimates of their discriminatory power (see Supplement 4; Supplement Tables 2, 3 , and 4). Table 4 about hereSensitivity analyses: we divided the study population into those with acute chest pain and those with non-acute chest pain and applied the simplified rule. Five of the six variables in the simplified rule had the same likelihood ratio in the two subgroups (see Supplement 5; Supplement Table 5 ).
The variable 'history of CAD' was a weaker predictor in the acute chest pain subgroup. We applied the simplified rule (chest pain rule III) to the five imputed data sets from the two participating studies [2] [11] that routinely collected data on all 6 variables in both subgroups. In both studies the simplified rule predicted a CAD reference diagnosis equally well in the two subgroups. When we applied the chest pain rule to the 5 imputed data sets of the study by Bösner et al. [11] , the AUC ranged from 0.79 to 0.80 (patients with acute pain) and from 0.86 to 0.87 (patients with non-acute pain) (see Supplement 5, Supplement Table 6 and Figure 2) ; p values of DeLong's test for whether the two ROC curves differed ranged from 0.08 to 0.12. In the study of Verdon et al. [2] , the difference in the AUC of each subgroup was even smaller.
We were concerned that some clinical sites would be reluctant to use a prediction rule that used the predictor variable "physician initially suspected a serious condition," which requires a highly subjective judgement. In a second sensitivity analysis, we deleted this variable from chest pain rule III and tested the resulting rule on the five imputed data sets derived from the Bösner et al. [11] and the Verdon et al. [2] respectively. Omitting the variable reduced the sensitivity of the rule, increased its specificity, and did not change its discrimination (AUC) (Supplement 6 in the Appendix).
Discussion
The present systematic review and meta-analysis is the first, to our knowledge, to pool the patient data from all completed studies of chest pain signs and symptoms in a primary care setting, which is where most patients with chest pain first seek care. Our individual patient meta-analysis enhances internal validity in several ways. First, the large number of patients improves statistical precision, especially for subgroup analyses, and reduces the likelihood of a Type II error in comparing subgroups of patients. Furthermore, the diverse primary care settings in different countries enhances external validity.
Second, we used a statistical modeling strategy that deals with several difficulties encountered in individual patient meta-analyses based on observational studies. These include heterogeneity across studies (different populations, different sets of routinely collected predictors) and within studies (missing observations). The logistic regression meta-analytic model assumes that the effects of predictors on the probability of CAD are the same in all 5 studies, even if a particular predictor is not available in a particular study. In our modeling strategy, only studies with data on a particular predictor contribute to the estimation of that predictor's effect, and consequently different studies contribute differently to the estimation of predictive effects. In this way, albeit under the reasonable assumption of a common effect for all predictors in the final clinical prediction rule, the model optimizes the contribution of all studies. The use of different intercepts for each study adjusts for the heterogeneity between the 5 studies (because we had only 5 studies, we used fixed models). To deal with missing observations for a patient within a study, we used multiple imputation.
Our meta-analysis has several limitations. First, the exact meaning of history items used in the studies may vary due to semantic and cultural differences, adding statistical uncertainty to measures of discrimination. Second, unlike a study of a recursive partitioning algorithm for diagnosing myocardial infarction [24] ,we did not do a prospective external validation in a consecutive series of patients from an independent clinical setting [25] . However, each prediction rules generated by our cross-validation identified the same predictors and each had sensitivity, specificity and likelihood ratios similar to the original prediction rule, suggesting that over-fitting to our study data sets is less likely. Our limited approach to validation is another limitation. We did not do an internal validation study of the clinical diagnosis of CAD using an objective diagnostic reference standard on a randomly selected subset of patients from the pooled study populations.
Such a study would be subject to concerns that the results of applying an objective diagnostic reference standard to patients referred for it would not be the same as the source population (testreferral bias). Our cross-validation study provides an internal validity check that our model was not over-fitted to the data. We did not do a prospective external validation study in a consecutive series of patients from an independent clinical setting, as is considered best practice. Ideally, an external validation study should be entirely independent of the original study: new patients, different clinical settings, and different clinicians [25, 26] . We suggest that an individual patient meta-analysis based on data pooled from studies done at different times, with different patients and clinicians, and using different diagnostic reference standards provides partial assurance of external validity.
The choice of a diagnostic reference standard in studies of chest pain in primary care poses a special dilemma. We used a clinical diagnostic reference standard based on follow-up data rather than a uniform objective measure, such as coronary arteriography. This is a limitation because some diagnostic misclassification probably occurred and because clinical findings obtained at the index visit may have influenced the final diagnosis, which could lead to biased estimates of the likelihood ratios of clinical findings. Using coronary angiography as the diagnostic reference standard is not feasible in primary care settings. The alternative, using receipt of coronary angiography as a study inclusion criterion, would result in referral bias and possibly a serious systematic error when applying the results to a primary care population [27] . Despite these observations, a clinical diagnosis after follow-up may be a good diagnostic reference standard for primary care, since the clinician is initially uncertain of the diagnosis and hopes to choose the best interventions for the eventual diagnosis as established by testing, response to empirical treatment, and the passage of time.
Comparison of our prediction rule and previous work is difficult because we studied patients in primary care, whereas prior studies studied them in emergency department and subspecialty clinics. In one large study validating a prediction rule for assessing chest pain in the ED, the target was myocardial infarction, and ECGs were performed routinely [24] . Because that study used a recursive partitioning algorithm, it is possible to evaluate the role of the ECG findings in identifying patients with myocardial infarction. Four of the 13 nodes in the algorithm used ECG results, and these nodes identified 628 of the 835 patients with myocardial infarction. Only 3 nodes used findings that were included in our prediction rule, and all of them were distal to a high yield ECGbased node, which made it impossible to compare the accuracy of these findings in our study (in which ECGs were done sporadically) and theirs.
A 2012 individual patient meta-analysis of 18 data sets developed a CAD prediction rule in hospitalized patients who were referred to CT angiography, catheter angiography or both [28] . The findings of angiography were used to establish the reference diagnosis. We could not use the results of this study as a validity check on our results because the authors classified the participants' chest pain as non-specific, atypical angina, and typical angina and used these global syndromes as candidate predictors of the results of angiography. We, on the other hand, used the individual characteristics of chest pain (e.g. substernal, brought on by exertion, reproduced by palpating the chest wall) as candidate predictors.
A critical concern for any clinical prediction rule is linking the clinical score to an action, such as referral from primary care to an emergency department. A clinical score above a threshold would lead to further evaluation or treatment for CAD, whereas a score below the threshold would lead to watchful waiting or pursuing other diagnoses. In decision theory, the choice of threshold depends on the prevalence of CAD and the ratio of harms to benefits of the actions to be taken. [29] Given the small harms of treating CAD in patients who do not have CAD and the large benefit of treating CAD in patients who do have CAD, one should prefer a threshold clinical score that provides high sensitivity. A high sensitivity threshold would mean a very low probability of CAD if the clinical score is below the action threshold. Using the simplified chest pain rule 3, a score value below 2 points resulted in a sensitivity of 88 % and 82%, respectively in the two study sites that were suitable for calculating sensitivity and specificity because they had obtained all of the chest pain rule predictors [2, 11] . While that sensitivity might seem too low for the clinician to rely solely on this prediction rule, especially in acute situations, the prevalence of a CAD diagnosis is low in office-based primary care, as shown in these two studies (13.2% and 14.5%) [2, 11] . Therefore, the negative predictive values (the probability that a patient with a chest pain score < 2 does not have a CAD diagnosis) in these two settings is very high (97.9% and 96.0%, respectively). Given the low probability of a CAD diagnosis with a score <2, clinicians may consider the rule to be suitable for initial triage in a primary care setting, especially if the prevalence of CAD diagnoses was very low (e.g., 7.4% as in the Sox et al. study [4] ).
In the past 25 years, five studies have focused on the diagnosis of coronary artery disease in patients with chest pain in the primary care setting, a small number given the importance of the problem. We undertook a systematic review of this experience. By pooling the data from the 5 studies, we hoped to create a prediction rule that was more trustworthy than the clinical prediction rules of the 5 individual studies. Beyond the specifics of the clinical problem, our study suggests a more general model for diagnostic research: the sharing of clinical data to improve the care of the patient [30] . In the coming era of large data sets derived from diverse clinical settings, researchers are eager to pool data and develop clinical prediction rules with high external validity. Our experience with 5 independently derived, heterogeneous data sets, and that described in a recent publication [28] , provide reason to hope that individual patient-level meta-analysis can produce promising clinical tools from studies that were performed independently with little or no attention to standardizing data definitions, clinical data sets, and uniform diagnosis protocols. Study 2) to represent the process for all five studies. Imputation of within-study data missing at random generates five imputed data sets for each study, each containing all patients in the study but differing because of the randomly imputed values for the missing data. Five imputed meta-data sets are constructed by pooling one of the five imputed data sets from each study (shown here as pooling the first imputed datasets across all five studies, next pooling the second ones, and so on). The predictors were selected as follows. For each imputed data set and for each study: first, the random forest method identified candidate predictors; next, a logistic regression model using these candidate predictors was fitted. All statistically significant predictors (at level ≤0.05) in the logistic regression models from at least one of the imputed datasets across all studies were included as candidate predictors for the analysis of the meta-data. Logistic regression models using these candidate predictors were fitted to each imputed meta-data set. Note that only studies providing data on a particular predictor contribute to the estimation of the effect of that predictor. To account for these study differences as well as for varying pretest probabilities of CAD across the individual studies, study-specific intercepts were used for the logistic regression meta-models. Coefficients and their standard errors from the fits on each imputed meta-data set are combined using the methods of Rubin et al. [15, 16] . All predictors that were statistically significant (at level ≤0.05) in the combined analysis were used in the chest pain rule I. Further stepwise exclusion until only six predictor remained resulted in a simpler chest pain rule. the predictor "history of CAD" was not asked in a direct way, but study physicians were asked to report up to 3 main diagnoses. Therefore, the information on the predictor may be less reliable in this sample. ‡ Number of studies refers to the number that routinely collected the item. Number of patients refers to number of patients who gave a response to the item. § The data are the result of regression analyses of five meta-data sets, each containing all patients in the five studies but differing in the values imputed to missing data in a study. Estimates of regression coefficients and standard errors gained from the five imputed datasets were combined according to the rules proposed by Rubin [16] . ¶ Age is included in the model as a binary variable with gender-specific thresholds (male: ≥ 55 y, female ≥ 65 y). CP: chest pain, CAD Coronary Artery Disease ** This assessment was based on a very first impression or gut feeling. Regression coefficients below '0' and odds ratios below 1 indicate that the presence of the symptom or sign decreases the likelihood of CAD. Regression coefficients above '0' and odds ratios above 1 indicate that the presence of the symptom or sign increases the likelihood of CAD. CP: chest pain, CAD: coronary artery disease, AUC: Area under the ROC curve Chest pain rule I: All predictors that were significant (α≤0.05) were included and weighted according to the regression coefficients. Chest pain rule II: Rule I was simplified by excluding the least significant predictor stepwise until only six highly significant predictors (p<0.01) were included in the model. Chest pain rule III: Rule II was simplified by rounding the regression coefficients estimates.to unity. * Weights above '1' indicate that the presence of the symptom or sign increases the likelihood of CAD. Weights values below 1 indicate that the presence of the symptom or sign decreases the likelihood of CAD.
† Age is included in the model as a binary variable (male: ≥ 55 y, female ≥ 65 y). 
