Abstract
Batyrev used them to formulate a topological mirror symmetry test for pairs of certain Calabi-Yau varieties and to show a version of the McKay correspondence. They are also the subject of remarkable conjectures (see [B1] ). We recall their definition.
Let X be a normal complex variety, and let B = i b i B i be a Q-divisor on X , where the B i are distinct and irreducible, such that K X + B is Q-Cartier. Here K denotes the canonical divisor. (In particular, when B = 0, this means that X is Q-Gorenstein.)
For a birational morphism π : Y → X from a normal variety Y , let E i , i ∈ T , denote the irreducible divisors in the union of π −1 (supp B) and the exceptional locus of π. The log discrepancies a i of E i , i ∈ T , with respect to (X, B) are given by
The pair (X, B) is Kawamata log terminal (klt) precisely when for a log resolution π : Y → X of the pair (X, B) we have a i > 0 for all i ∈ T . This condition does not depend on the chosen resolution. Remark that if E i is the strict transform of a component (When B = 0, we just write e(X ) and E(X ). For smooth X we have e(X ) = χ(X ) and E(X ) = H (X ).) Batyrev's proof that these invariants do not depend on the chosen resolution uses the idea of motivic integration, initiated by Kontsevich [Ko] and developed by Denef and Loeser [DL2] , [DL3] , [DL4] . Another proof is possible using weak factorization (see [AKMW] , [W] ).
We refer to [D] and [DR] for concrete formulas for E(X ) and e(X ) in some interesting cases, and to [BM, §2] for a comparison with the string-theoretic E-polynomial of [BD] . See also Note 1.8.1 for a relation between E(X ) and the singular elliptic genus of X .
0.2
It is a natural question whether one can generalize these invariants beyond the log terminal case. For surfaces X , we realized this in [V3] (see §3.5).
In arbitrary dimension we obtained in [V2, §3] invariants, given by the same formulas, for pairs (X, B) , where X is any Q-Gorenstein variety and B an effective Q-Cartier divisor on X whose support contains X sing or, more generally, contains the locus of log canonical singularities of X . Of course, working with B = 0, this is not more general than in §0.1.
0.3
In complete generality we think that the following two questions are the most natural to ask. Let X, B = i b i B i be any pair as in §0.1 with all b i < 1.
(I) Suppose that there exists a log resolution Y of (X, B) on which all log discrepancies with respect to (X, B) are nonzero. Then one can state the same formulas as in §0.1 using Y . If Y is another such log resolution, do the formulas using Y and Y give the same expression? A positive answer would yield stringy invariants for pairs (X, B) admitting at least one such resolution. The natural approach to this question using weak factorization encounters an annoying difficulty, just as in [BL2] for the elliptic genus (see Problem 5.6).
(II) Do there exist invariants, associated to any Q-Gorenstein variety X , and more generally to any pair (X, B) , that specialize to the stringy invariants of §0.1 in the case where X is log terminal and (X, B) is klt, respectively?
0.4
In this paper we just mention some partial results concerning question (I) in § §3.4, 4.4, and 5. Our main purpose is to attack question (II) assuming the minimal model program (MMP). More precisely, we assume the relative log MMP and associate stringy zeta functions on different levels as in §0.1 to Q-Gorenstein varieties X and to pairs (X, B).
0.5
For example, on the roughest level of Euler characteristics we associate an invariant z(X ; s) ∈ Q(s) to "almost all" Q-Gorenstein varieties X , such that for log terminal X we have that z(X ; s) = e(X ) and is thus a constant.
We present this in more detail. Let p : X m → X be a relative log minimal model of X (see §1.6). We consider the generic case, where all log discrepancies with respect to X of exceptional divisors on X m are negative. In §3.7 we explain that this condition is indeed "very generic"; it is equivalent to X being either log terminal (then there are simply no exceptional divisors on X m ) or not log canonical and without strictly log canonical singularities. On X m we use the divisor D := (K X m + F) − p * K X , where F = i∈T m F i is the (reduced) exceptional divisor of p. By definition of the log discrepancies with respect to X , we have that D = i∈T m a i F i , where all a i < 0 by assumption.
Take now a log resolution h : Y → X m of the pair (X m , F) such that π = p • h : Y → X is a log resolution of X . We use for π the notation of §0.1; in particular, E i , i ∈ T m ⊂ T , is the strict transform by h of F i . We associate to X the stringy zeta function z(X ; s) :=
where
thus, in particular, the ν i are the log discrepancies of the E i with respect to the pair (X m , F).
The expression on the right-hand side at least makes sense: for the exceptional components E i , i ∈ T \ T m , of h, we have by definition of a relative log minimal model that either ν i > 0 or ν i = 0 and N i < 0, and for the E i , i ∈ T m , we have that ν i = 0 but N i = a i < 0. We show that this expression does not depend on the choices of X m and Y .
The fact that some ν i are necessarily zero is a technical problem that is in some sense forced by nature: the pair (X m , F) is not klt but only divisorial log terminal (dlt) (see § §1.4 and 1.6).
It is easy to see that for i ∈ T the log discrepancy a i = ν i + N i . So if there exists a log resolution Y of X with all a i = 0, factorizing through some X m (by a morphism), then z(X ; 1) ∈ Q is independent of such Y and is given by the same formula as in §0.1.
In particular, when X is log terminal, we have T m = ∅; hence D = 0, all N i = 0 and ν i = a i , and z(X ; s) is indeed just Batyrev's e(X ).
0.6
This generalization is consistent with our definition of the stringy Euler number for surfaces X in [V3]. There we associate e(X ) ∈ Q to any normal surface X without strictly log canonical singularities, obtaining another generalization of Batyrev's expression in §0.1.
That approach consists essentially in the following: define explicitly the contribution to e(X ) of exceptional curves E with a = 0, and use the same contribution as in §0.1 for the strata E • I which are disjoint with those E (see §3.5). It turns out that the relevant contribution to define is for E ∼ = P 1 with a = 0, intersecting two other components, say, E 1 and E 2 , with a 1 = 0 = a 2 . And the "right" contribution of this E is then −E 2 /(a 1 a 2 ). (See [NN] for a topological interpretation of this generalized e(X ) in a special case.)
We show more precisely in Proposition 3.5.4 that our e(X ) for such normal surfaces equals precisely z(X ; 1), confirming the naturality of both approaches. We stress that it is a priori not clear that this evaluation z(X ; 1) makes sense because some a i , i ∈ T \ T m , really can be zero! 0.7 Let X be any Q-Gorenstein variety without strictly log canonical singularities. Considering §0.6 and the last paragraph of §0.5, one could propose lim s→1 z(X ; s) ∈ Q ∪ {∞} as a definition for a generalized stringy Euler number e(X ). The real question here is whether (or when) this limit exists in Q, as in the surface case. Also, is it then possible to define explicit contributions of the E with a = 0 to such an e(X )? We do not know the answer, but we think this is worth investigating.
We present in §3.6 a concrete "positive example" of a three-dimensional X with an exceptional surface E with log discrepancy a = 0 in some log resolution, and such that lim s→1 z(X ; s) ∈ Q.
0.8
Everything in §0.5 also works for pairs (X, B) . Moreover, we associate similar stringy zeta functions to any Q-Gorenstein X or pair (X, B = i b i B i ) with all b i < 1. In fact, for d ∈ Q with 0 ≤ d < 1, we introduce analogously z d (X ; s) and z d ((X, B) ; s) in Q(s) in terms of a relative d-minimal model of X and (X, B), respectively (see §1.6 for this notion). (The "usual" relative log minimal model is a relative 1-minimal model.) An advantage of this perhaps "less natural" object is that for d < 1 a dminimal model is klt. Also, we proceed on the most general level of the Grothendieck ring of algebraic varieties; that is, we consider the universal Euler characteristic, which specializes to the level of Hodge polynomials and to the level of Euler characteristics presented in §0.5. On this general level, weak factorization yields a priori finer results than motivic integration (see Rem. 2.8). For instance, birationally equivalent (smooth, complete) Calabi-Yau varieties determine the same element in a localization of the Grothendieck ring, and not just in a completion of it as described in [DL4, §4.4.2] .
At this point we admit that we are not aware of any potential applications of our stringy zeta functions in the sense of the nice applications that Batyrev produced.
0.9
On the level of Hodge polynomials, we prove a functional equation for our stringy zeta functions which generalizes the Poincaré duality result of Batyrev [B1, Th. 3.7] .
0.10
We work over the base field of complex numbers. However, everything could be generalized to an arbitrary base field of characteristic zero assuming the MMP over that field.
In §1 we recall some birational geometry (in particular, the notions of (relative) log minimal model and log canonical model and their d-variants for d < 1, and also the weak factorization theorem). As a preparation for our stringy zeta functions, we introduce in §2 zeta funcions associated to arbitrary Q-Cartier divisors on klt pairs, and also to certain Q-Cartier divisors on dlt pairs. Their definition is in terms of a log resolution, and weak factorization is used to prove independency of the chosen resolution. Here we also verify the functional equation.
In §3 we associate a stringy zeta function to a pair (X, B); more precisely, this is the zeta function of §2 associated to the "log discrepancy divisor" on a relative log minimal model of (X, B). Our restriction in §2 on the allowed Q-divisor puts a condition on the allowed (X, B). We verify that this (at first sight) technical condition just means that (X, B) has no strictly log canonical singularities. In this section we also prove the consistency with our previous generalizations on normal surfaces, and we present the "positive example" of §0.7.
The variants of these stringy zeta functions in terms of d-minimal models (d < 1) are introduced in §4; in fact, here we can also use d-canonical models. We compute them explicitly for the strictly log canonical surface singularities. Finally, in §5 we briefly present a partial answer to question (I), restricting to log resolutions of the variety X which factorize through the blow-up of X in its singular locus.
Birational geometry
As general references for § §1.1 -1.6, we mention [KM] , [KMM] , and [K] .
1.1
Let X be an irreducible complex algebraic variety, that is, an integral separated scheme of finite type over Spec C, and let B be a Q-divisor on X (we allow B = 0).
A log resolution of the variety X is a proper birational morphism π : Y → X from a smooth Y such that the exceptional locus of π is a (simple) normal crossings divisor.
More generally, a log resolution of the pair (X, B) is a proper birational morphism π : Y → X from a smooth Y such that the exceptional locus of π is a divisor, and its union with π −1 (supp B) is a (simple) normal crossings divisor.
1.2
Moreover, let X be normal. A (Weil) Q-divisor D on X is called Q-Cartier if some positive integer multiple of D is Cartier. And X is called Q-factorial if every Weil divisor on X is Q-Cartier.
Let p : X → S be a proper morphism. A Q-divisor D on X is called p-nef if the intersection number D · C ≥ 0 for all irreducible curves C on X for which p(C) is a point.
The variety X has a well-defined linear equivalence class K X of canonical (Weil) divisors. One says that X is Gorenstein if K X is Cartier, and Q-Gorenstein if K X is Q-Cartier.
1.3
For a Q-Gorenstein X , let π : Y → X be a birational morphism from a normal variety Y , and denote by E i , i ∈ T , the irreducible divisors in the exceptional locus of π.
Then in the expression
the rational number a i , i ∈ T , is called the log discrepancy of E i with respect to X . (The number a i − 1 is called the discrepancy.) The log discrepancy of X , denoted logdisc(X ), is the infimum of all a i , where E i runs through all irreducible exceptional divisors of all such Y → X . Either logdisc(X ) = −∞ or 0 ≤ logdisc(X ) ≤ 2 (see [KM, Cor. 2.31] ).
Definition 1.3.1
One says that X is terminal, canonical, log terminal, and log canonical if the log discrepancy of X is greater than 1, at least 1, greater than 0, and at least 0, respectively. In each of these cases, it is sufficient to check that the a i , i ∈ T , for one fixed log resolution π : Y → X of X satisfy the required inequality.
1.4
The analogous relevant notions for pairs are more subtle. Let X be a normal variety, and let 0 = B = i b i B i be a Q-divisor on X , where the B i are distinct and irreducible, such that K X + B is Q-Cartier. Again, we take a birational morphism π : Y → X from a normal variety Y , and now we consider the expression
Here the E i , i ∈ T , are necessarily the irreducible exceptional divisors E i , i ∈ T e , of π and the strict transforms
is called the log discrepancy of E i with respect to (X, B) . In particular, a i = 1 − b i for i ∈ T s . Alternatively, one can write ( * ) in the form
which reflects more the naturality of the a i (versus the a i − 1) and the comparison between the pairs (X, B) and Y, i∈T s b i E i + i∈T e E i . But then the log discrepancies of the strict transforms of the B i do not appear automatically.
The log discrepancy of (X, B), denoted logdisc (X, B) , is the infimum of all a i where E i runs through all irreducible exceptional divisors of all Y → X . The total log discrepancy of (X, B), denoted totallogdisc (X, B) , is the infimum of all a i where E i runs through these divisors and through the strict transforms of irreducible divisors on X . Either logdisc(X, B) = −∞ or 0 ≤ totallogdisc(X, B) ≤ logdisc(X, B) ≤ 2 (see [KM, Cor. 2 .31]).
1.4.1
Here the relevant special cases are the generalizations of log terminal and log canonical in Definition 1.3.1. However, the "right notion" of log terminality for pairs is not clear; several ones are important in the MMP. We mention the two notions that are used in this paper.
(This implies that all b i ≤ 1 and hence that also totallogdisc(X, B) ≥ 0.) In these two cases, it is again sufficient that the a i , i ∈ T , for one fixed log resolution π : Y → X of (X, B) satisfy a i > 0 and a i ≥ 0, respectively. (iii) We now suppose that all b i satisfy 0
X \ Z is smooth and B| X \Z is a normal crossings divisor, and (2) if π : Y → X is a birational morphism and E i ⊂ Y is an irreducible divisor satisfying π(E i ) ⊂ Z , then a i > 0.
Remark
We may assume in (iii) that B| X \Z is reduced, that is, that b i <1 B i ⊂ Z and, furthermore, that Z is then the smallest closed subset of X satisfying (1).
Equivalently, (X, B) is dlt if and only if there exists a log resolution π : Y → X of (X, B) such that a i > 0 for all irreducible exceptional divisors of π (see [S] ).
Remark 1.4.2
The subtle differences between the log terminality notions are caused by the coeffi-
is klt if and only if it is dlt (see [KM, Prop. 2.41] ).
1.4.3
We call P ∈ X a strictly lc singularity of (X, B) if there exists a neighbourhood U of P such that (U, B| U ) is log canonical but there exists no neighbourhood V of P such that (V, B| V ) is klt. (Here we also consider B = 0.)
1.5
In dimension 2 the notion of log discrepancy makes sense for any normal surface X by Mumford's concept of the pullback of a Weil divisor (see [M] ). In particular, all notions in § §1.3 and 1.4 exist for arbitrary normal surfaces X and arbitrary Q-divisors B on X .
1.6
Let X be a normal variety, and let 
+ F is p-nef. By analogy with the next notion, we call this object a (relative) 1-minimal model also.
On the other hand, fix any d ∈ Q with 0
d → X such that, denoting by F the reduced exceptional divisor of q and by B c the strict
The existence of these objects is essentially equivalent to the (relative, log) minimal model program. In particular, they are proved to exist in dimension at most 3. In fact, one constructs them by applying the (relative, log) MMP, starting from a log resolution of (X, B). In [KM] 
See [K, Th. 6.16 ] and the proofs in [KM, §3.8] . (For (i), one easily verifies that two different d-minimal models (d < 1) are both, in the terminology of [KM] , minimal models of a common log resolution, and then they are isomorphic in codimension one by [KM, Th. 3.52(2) ].)
1.7
We use the weak factorization theorem of [AKMW] and [W] , which is, in fact, valid for varieties over any field of characteristic zero. We state it here in the form that we need. This is more general than the statement in [AKMW] and [W] , but it is implicit in these papers (see Rem. [B] . (2) In [AKMW, Th. 0.3 .1] the first claim of (2) is not explicitly stated, but it can be read off from the proof (see [AKMW, § §5.9 and 5.10 
]). (3)
The relative statement (3) follows from (1 ).
1.8
(i) The Grothendieck ring K 0 (Var C ) of complex algebraic varieties is the free abelian group generated by the symbols [V ], where V is a variety, subject to the relations
(See [Bi] for alternative descriptions of K 0 (Var C ), and see [P] for the recent proof that it is not a domain.)
We abbreviate L := [A 1 ]. For the sequel we need to extend K 0 (Var C ) with fractional powers of L and to localize with respect to elements of the form L q and L q − 1. So, formally, we first introduce the quotient ring
This indeed means that we add L 1/i := T i , and of course we require that
Consider then the localization of this ring with respect to the elements L q , q ∈ Q >0 , and L q − 1, q ∈ Q \ {0}; we denote by R its subring generated by (H i c (V, C)) the rank of the ( p, q)-Hodge component in the mixed Hodge structure of the ith cohomology group with compact support of V , and we put e p,q (V ) :
Precisely by the defining relations of K 0 (Var C ), there is a well-defined ring homomorphism H :
. It induces a ring homomorphism H from R to the "rational functions in u, v with fractional powers." (iii) The topological Euler characteristic χ(V ) of a variety V , that is, the alternating sum of the ranks of its Betti or de Rham cohomology groups, satisfies χ (V ) = H (V ; 1, 1), and we obtain a ring homomorphism χ :
.g., [DL2] , [DL3] , and [V2] for similar constructions). Note 1.8.1 (1) When X is projective and smooth, its Hodge polynomial H (X ) incorporates, besides χ (X ), other classical numerical invariants also. We have that H (X ; −y, 1) ∈ Z[y] equals Hirzebruch's χ y -genus of X (see [Hi] ), which specializes to the holomorphic Euler characteristic and signature of X .
Another generalization of this χ y -genus is the two-variable elliptic genus of X (see [BL1] ); H (X ) and this elliptic genus of X are really different generalizations in the sense that neither can be derived from the other one.
(2) When X is projective and log terminal, this pattern generalizes: then Borisov and Libgober defined in [BL2] a singular elliptic genus of X , such that one of its specializations is essentially Batyrev's E(X ; u, 1) (see [BL2, Prop. 3.7] ).
(3) We hope that the ideas in this paper can also be useful for generalizing other invariants, for instance, the singular elliptic genus, beyond the log terminal case.
Zeta functions for arbitrary divisors on klt pairs
2.1 Let X be a normal variety, and let B be a Q-divisor on X such that K X + B is QCartier. (When X is a surface, we omit this condition.) Moreover, let D be any QCartier divisor on X . (Again, when X is a surface, D can be any Q-divisor.)
Take a log resolution π : Y → X of (X, supp B ∪ supp D), and denote by E i , i ∈ T, the irreducible exceptional divisors of π and the strict transforms by π of the irreducible components of supp B ∪ supp D. To each E i , we associate two rational numbers ν i and N i , given by
hence ν i is just the log discrepancy of E i with respect to the pair (X, B). We use the notation E I := i∈I E i and E
is klt, we associate to (X, B) and D the "zeta function"
Here L −s should be considered as a variable T and
, depending on whether N i is positive or negative. So Z (s) lives, for example, in the polynomial ring "with fractional powers" in the variable T over the ring R, localized with respect to the ele-
and N ∈ Q >0 . (Here ν > 0 suffices, but we need ν = 0 in §2.6.)
All this may seem unusual at first sight, but it is quite similar to the motivic zeta functions and the rings they live in from [DL2] and [V2] . PROPOSITION 
Definition 2.2 does not depend on the chosen resolution.

Remark
We prove this using weak factorization. See Remark 2.8 for a discussion on weak factorization versus motivic integration. We want to present carefully the main arguments for this independency since some approaches in the literature are frequently not precise enough in applying the weak factorization theorem. In particular, part (1 ) in Theorem 1.7.1 is often crucial, as is the case here.
2.3.1
Let V be a smooth irreducible variety, and let i∈S F i be a normal crossings divisor on V with the F i irreducible. Denote
living in a ring as described in Definition 2.2. In particular, using the resolution π :
With the notation of §2.3.1, let h : W → V be a composition of blow-ups with smooth centre, having normal crossings with i∈S F i and its consecutive inverse image. Then
Proof (i) We first suppose that h is just one blow-up with centre Z of codimension r ≥ 2 in V and exceptional variety F. Denote the strict transform of
We must compare the contribution of Z to
; that is, they should be equal. Since h| F : F → Z is locally a product, it is sufficient to compare the contribution of a point P ∈ Z and of h −1 P ( ∼ = P r −1 ) ⊂ F, respectively. Say that P also belongs to
respectively, where
.
Using (double) induction on r and m, this is easy to verify.
(ii) For the general statement, it is sufficient to treat the case where h is a compo-
Proof of Proposition 2.3
Let π : Y → X and π : Y → X be two log resolutions of (X, supp B ∪ supp D). By Theorem 1.7.1, the associated birational map φ : Y − → Y (of X -varieties) decomposes in a sequence of blow-ups and blow-downs as in Figure 1 . can be the identity, making the argument just easier.) The λ 2i and µ 2i are morphisms (see Th. 1.7.1(1 )), and furthermore,
By Theorem 1.7.1(2), we may suppose that we have the following normal crossing properties. For i ≤ k, the inverse images under λ 2i : Y 2i → Y of the union of the exceptional divisor of π and the strict transform in Y of supp B ∪ supp D are also normal crossings divisors in Y 2i , and the centres of the blow-ups occurring in the h 2i−1 and h 2i have normal crossings with their consecutive inverse images. For i ≥ k, we have the analogous statements for the µ 2i and for the h 2i+1 and h 2i+2 .
With the concept of the zeta function from §2.3.1, we have to show that 
Now completely analogously we also see that
is klt, we associate to (X, B) and D the zeta function
Remarks 2.4.1 (i) This zeta function can be seen as a specialization of Z (s) (see [DL2] or [V2] ).
(ii) For z(s), the independency of the chosen resolution can also be derived in an elementary way from the e-invariant for effective divisors on X (see [V2] ). In fact, we need more generally such an e-invariant associated to an effective divisor and the pair (X, B), but this generalization is straightforward. 
is the unique rational function in two variables s 1 , s 2 yielding e(
2.5
(i) One can of course associate analogously "intermediate level" zeta functions to a klt pair (X, B) and a divisor D on X , for example, on the level of Hodge polynomials. As long as the coefficient ring has no zero divisors, the argument in Remark 2.4.1(ii) should work.
(ii) For any constructible subset W of X , we can more generally introduce zeta
(This is also true for the invariants in [DL2] and [V2] .) Some interesting cases are W = X sing , W = B, and, in particular, W = {P} for some point P ∈ X . Then we would rather write Z P (s); this is the appropriate invariant when studying singularity germs. Of course, one can treat the zeta functions on other levels (and the next ones in §2.6) also in this more general W -setting.
2.6
From a pragmatic point of view, one can define Z (s) and its specializations for klt pairs and arbitrary divisors because all ν i = 0 in any log resolution. In fact, one can define such zeta functions as long as in suitable log resolutions either ν i = 0 or N i = 0. We need the following case.
Definition 2.6.1 Let (X, B = i b i B i ) be a dlt pair, and let Z ⊂ X be the closed subset of Definition 1.4.1(iii), where B| X \Z is a reduced normal crossings divisor. Here we consider only Q-divisors D on X such that supp D| X \Z = supp B| X \Z , and the coefficients of D| X \Z are either all positive or all negative.
Then we define Z (s) and z(s) as in Definitions 2.2 and 2.4.
2.6.2
This definition is independent of the chosen resolution by the same arguments as before; we just have to check for any log resolution, as in §2.1, that for i ∈ T either 
2.7
The stringy E-function E(X ) of a projective log terminal variety X satisfies a "Poincaré duality" result (see [B1, Theorem 3.7] ):
This generalizes to a "functional equation" for the zeta functions introduced in Definitions 2.2 and 2.6.1, specialized to the level of Hodge polynomials. With the notation of §2.1, these zeta functions are of the form Proof Analogously, as in [B1, Th. 3.7] or in [DM] , one easily sees that an alternative ex-
Then just as in [B1] and [DM] the stated functional equation is true because it is valid for each term in the above sum, using ordinary Poincaré duality for the smooth projective varieties E I .
Remark 2.7.2
Using the duality involution from [Bi, Cor. 3.4 ], Batyrev's Poincaré duality and, more generally, our Proposition 2.7.1 can be "upgraded" to the level of the Grothendieck ring. (Then we have to redefine the ring R to make it contain L −1 .)
Remark 2.8
On the level of the Grothendieck ring, one obtains a priori finer invariants using weak factorization than with motivic integration. For example, when we take D = 0 in Definition 2.2, we just obtain for the klt pair (X, B) a Batyrev-type invariant
using the notation of §0.1, which specializes to the stringy E-function E (X, B) . It lives in the ring R of §1.8(i); this R was a subring of a localization of K 0 (Var C ), extended with fractional powers of L. Alternatively, one can introduce such an invariant, using motivic integration techniques as in [B2] and [DL3] . But then we only know that it lives in some completion of K 0 (Var C ) (extended with fractional powers of L), more precisely, in the image of R in this completion. Since it is not known whether the map of R to this completion is injective, the first invariant E (X, B) ∈ R is a priori finer. We illustrate this in the case where K X + B is Cartier. Then all log discrepancies a i are positive integers, and we can consider E (X, B) simply in the localization
] with respect to the decreasing filtration by subgroups F m , generated by the elements [S] L −i with dim S − i ≤ −m. And then the analogous invariant lives in the image of R in this completion.
See also [DL3] and [V2] for a description of such completions. Analogously, one obtains for some invariants in [DL3] and [V2] , where motivic integration is used, a priori finer ones using weak factorization.
2.8.1
In fact, Kontsevich introduced motivic integration to prove that birationally equivalent (smooth, complete) Calabi-Yau varieties have the same Hodge numbers. More precisely, he showed that these varieties induce the same element in the above-described completion of
] (see [DL4, §4.4.2] ). By essentially the same arguments as for Proposition 2.3, one shows the following finer result. 
(When X is a surface, we omit this last condition.) Take a (relative) log minimal model p : X m → X of (X, B) as defined in Definition 1.6.1(1); we denote by F = i∈T m F i the (reduced) exceptional divisor of p, and by B m the strict transform of B by p. We assume that we are in the generic case, where all log discrepancies with respect to (X, B) of exceptional divisors of p are negative; that is,
with all a i < 0. In §3.7 we explain that this condition is indeed generic and conceptual: it is equivalent to just asking that (X, B) have no strictly lc singularities.
Definition 3.2
We assume the (relative log) MMP. To (X, B) as in §3.1 we associate the stringy zeta function
where the right-hand side is the zeta function associated in Definition 2.6.1 to the dlt pair (X m , B m + F) and the "log discrepancy divisor" 
Definition 3.2 does not depend on the chosen log minimal model.
Proof
Let p 1 : X 1 → X and p 2 : X 2 → X be two log minimal models of (X, B) as in §3.1. We denote by F j and B j , j = 1, 2, the exceptional divisor of p j and the strict transform of B in X j , respectively.
Take a common log resolution Y of the (X j , B j + F j ) as in Figure 2 , and denote byB the strict transform of B in Y . We have h *
+F 2 ) (see the proof of [KM, Th. 3.52 (2)]). Hence
Using Formula 3.2.1, this means that indeed X 1 and X 2 yield the same right-hand side in Definition 3.2.
3.2.3
(1) To (X, B) as in §3.1 we can associate analogously stringy zeta functions on other levels, for example, on the level of Euler characteristics. (2) For a constructible subset W of X , we can introduce more generally
The same remark applies to other levels.
3.3
When the pair (X, B) is itself klt and p : X m → X is a log minimal model of (X, B), then p has no exceptional divisors (see, e.g., Lemma 3.7.2). In particular, the generic condition in §3.1 is trivially verified. So Z ( (X, B) ; s) is the zeta function of Definition 2.2 associated to (X m , B m ) and the divisor D = 0. Choosing h in Formula 3.2.1 such that π = p • h is a log resolution of (X, B) , we see that Z (s) is just the stringy E -invariant E (X, B) of Batyrev.
3.4
We now make the link with question (I) in the introduction. We consider a pair (X, B) as in §3.1 which has some log resolution π : Y → X for which all log discrepancies with respect to (X, B) of divisors on Y are nonzero; that is,
where, as usual, E i , i ∈ T , are the irreducible exceptional divisors of π and the strict transforms by π of the irreducible components of supp B.
Assume now that π factors through a log minimal model p :
where h is a morphism. B) ; 1).
Remark
By evaluating Z ( (X, B) ; s) in 1 we mean evaluating T = L −s in L −1 . One verifies that this yields a well-defined element in the ring R of §1.8(i).
Proof
By definition, Z ((X, B); s) is determined by the ν i and N i in
using the notation of §3.1. Adding both equalities yields K Y = π * (K X + B) + i∈T (ν i + N i − 1)E i and thus ν i + N i = a i = 0 for all i ∈ T . So the evaluation Z ( (X, B) ; 1) indeed makes sense and is as stated.
3.4.2
We conclude that the expressions Figure 3 are the same for all log resolutions (with all a i = 0) that factorize through some log minimal model of (X, B); here this model can depend on the resolution. In this restricted sense they can be considered as a generalized E -invariant.
3.5
In [V3] we associated stringy invariants to any normal surface X without strictly lc singularities. We recall their definition, but first we state the structure theorem on which it is based. THEOREM 3.5.1 ([V3, Th. 2.10]) Let P ∈ X be a normal surface singularity germ that is not log canonical. Let π : Y → X be the minimal log resolution of P ∈ X ; denote the irreducible components of π −1 P by E i , i ∈ T , and denote their log discrepancies with respect to X by a i . Then π −1 P = i∈T E i consists of the connected part N = i∈T,a i <0 E i , to which a finite number of chains are attached as in Figure 3 . Here E i ⊂ N , E ∼ = P 1 for 1 ≤ ≤ r, a 1 ≥ 0, and (a i <) a 1 < a 2 < · · · < a r < 1.
In particular, if a j = 0, then E j ∼ = P 1 and E j intersects exactly one or two other components E i (and those have a i = 0).
3.5.2
As a corollary, the condition that a normal surface X have no strictly lc singularities is equivalent to the condition in §3.1 that all log discrepancies with respect to X of exceptional divisors on a log minimal model of X be negative. Indeed, this can be derived from the well-known fact that chains r =1 E as above are contracted while constructing a log minimal model, starting from Y .
Definition 3.5.3 ([V3, Def. 3.4])
Let X be a normal surface without strictly lc singularities. Let π : Y → X be the minimal log resolution of X , and let E i , i ∈ T , be the irreducible exceptional curves of π with log discrepancy a i with respect to X . As usual, we put E • I := i∈I E i \ ∈I E for I ⊂ T . Here we also denote Z := {i ∈ T | a i = 0} and
The stringy E -invariant and stringy Euler number of X are
and e(X ) :=
respectively, where E i , i ∈ Z , intersects either E i 1 and E i 2 or only E i 1 (and then we put a i 2 := 1). Remark that, with the notation of §1.8(iii), χ(E (X )) = e(X ). This way of dealing with zero log discrepancies is, in fact, quite natural (see [V3] for motivation and results). Here we also want to mention a recent result of Némethi and Nicolaescu in the last part of [NN] , where they study weighted homogeneous (hyper)surface singularities. In some Taylor expansion associated to such a singularity, this generalized e(X ) appears, yielding a topological interpretation of it.
We now show that for normal surfaces X the stringy zeta function Z (X ; s) of Definition 3.2 specializes to E (X ), confirming the naturality of both definitions. PROPOSITION 3.5.4 Let X be a normal surface without strictly lc singularities. Then E (X ) = Z (X ; 1).
Remark
A priori it is not clear that the evaluation Z (X ; 1) makes sense! Compare with Claim 3.4.1; now some a i really can be zero.
Proof
We use the notation of Definition 3.5.3. Consider the factorization
of π through a log minimal model p : X m → X of X . As usual, we denote by F the reduced exceptional divisor of p:
Recall from the proof of Claim 3.4.1 that
to E (X ) and Z (X ; s), respectively. So, clearly, its contributions to E (X ) and Z (X ; 1) are the same. It remains to verify equality of the remaining terms.
Fix i ∈ Z ; thus a i = 0 and a i 1 = 0 = a i 2 . We must show that the evaluation in
It is important here that E i is exceptional for h : Y → X m . (Maybe E i 1 is not exceptional.) Then intersecting with E i in ( †) and the adjunction formula yields
So, indeed, evaluating ( * ) in s = 1 yields ( * * ).
Example 3.6
Here we mention a concrete example of a threefold singularity P ∈ X , having an exceptional surface with log discrepancy zero in a log resolution, and such that nevertheless lim s→1 z P (X ; s) ∈ Q, that is, such that the evaluation z P (X ; 1) makes sense. Let X be the hypersurface {x 4 + y 4 + z 4 + t 5 = 0} in A 4 ; its only singular point is P = (0, 0, 0, 0) . We sketch the following constructions in Figure 4 ; we denote varieties and their strict transforms by the same symbol. The blow-up π 1 : Y 1 → X with centre P is already a resolution of X . (Y 1 is smooth.) Its exceptional surface E 1 is the affine cone over the smooth projective plane curve C = {x 4 + y 4 +z 4 = 0}. Let π 2 : Y 2 → Y 1 be the blow-up with centre the vertex Q of this cone, with exceptional surface E 2 ∼ = P 2 . Then E 1 ⊂ Y 2 is a ruled surface over C which intersects E 2 in a curve isomorphic to C. The composition π = π 1 • π 2 is a log resolution of P ∈ X , and one easily verifies that the log discrepancies are a 1 = 0 and a 2 = −1; in particular, P ∈ X is not log canonical.
Now E 1 ⊂ Y 2 can be contracted. (More precisely, one can check that the numerical equivalence class of the fibre of the ruled surface E 1 is an extremal ray.) Let h : Y 2 → X m denote this contraction, and let π = p •h. As the notation suggests, one can verify that K X m + E 2 is p-nef, implying that (X m , E 2 ) is a relative log minimal model of P ∈ X . Denoting as usual
we clearly have ν 2 = 0 and N 2 = −1, and one computes that ν 1 = 1/5 and
yielding lim s→1 z P (X ; s) = z P (X ; 1) = 13. Moreover, on the level of the Grothendieck ring we have
Note 3.6.1 This last expression specializes to
on the Hodge polynomial level; as in [V3, Exam. 6.8], it is remarkable that all coefficients of the opposite polynomial have the "right" sign.
3.7
As promised, we verify that the negativity condition on the log discrepancies in §3.1 is equivalent to the absence of strictly lc singularities. This is based on Lemma 3.7.2, which is an easy consequence of the following fact. (V, B) ; so 
The proof is exactly the same since in this setting 
Proof
We use the notation F = i∈T m F i and B m from §3.1. The log discrepancies a i , i ∈ T m , are given by
We show that (X, B) has a strictly lc singularity if and only if some a i , i ∈ T m , are zero. (Since all a i ≤ 0 by Lemma 3.7.2(i), this is clearly equivalent to the assertion.)
Suppose first that Q ∈ X is a strictly lc singularity of (X, B). Then Q has a neighbourhood U such that (U, B| U ) is lc. Hence all F occurring on p −1 U must have a = 0. Furthermore, there is at least one such F , because otherwise p| p −1 U would have no exceptional divisors, and this would mean that (U, B| U ) is klt.
On the other hand, suppose that a i = 0 for some i ∈ T m . Then, by Lemma 3.7.2(ii), a j = 0 for all F j that satisfy p(
Then Q has a neighbourhood U (in X ) such that only F with a = 0 occur in p −1 U . This easily yields that (U, B| U ) is lc. And since a i = 0, we have that Q is a strictly lc singularity of (X, B) .
Remark that here the ν i (∈ Q >0 ) and the N i (∈ Q) depend on d.
(i)
Of course, analogously, we can associate to (X, B) stringy zeta functions on other levels, for example, z d (s) with Euler characteristics.
For a constructible subset W of X , we can introduce more generally B) ; s) and, for instance, z d,W (s), as in §3.2.3(ii).
4.3
When B = 0 and d = 0, the variety X c 0 is just the relative canonical model of X and
. In the context of generalizing the elliptic genus to singular varieties, Totaro [T] also used the relative canonical model in a similar way.
4.4
Again we make a link with question (I) in §0.3. Consider a pair (X, B) as in §3.1 which has a log resolution π : Y → X for which all log discrepancies with respect to (X, B) of divisors on Y are nonzero; that is,
where the E i , i ∈ T , are as usual. Take d ∈ Q with 0 ≤ d < 1, and assume that π factorizes through the d-canonical model q : X c d → X . Denote ν i , N i as in Formula 4.2.1. By the same computation as in Claim 3.4.1, we have ν i + N i = a i (which does not depend on d), and
which is again the "invariant" of §3.4.2. 
where the right-hand side is the zeta function associated in Definition 2.2 to the klt
Proof
We still use the notation of Definition 4.2. Consider the diagram p :
−→ X (see Properties 1.6.3). We claim that
Indeed, let i∈S F i be the reduced exceptional divisor of f , and put
Then all a i ≤ 0 by Lemma 3.7.2(i) and Remark 3.7.3. On the other hand, a i ≥ 0 also since
Then, with the notation of Formula 4.2.1, we have
This proves the assertion.
Note that, in particular, the right-hand side in the proposition does not depend on the chosen d-minimal model X m d ; alternatively, this can be verified as in Proposition 3.2.2.
4.6
When the pair (X, B) has no strictly lc singularities, we can associate to it both the zeta function Z (s) of Definition 3.2 and, for 0 ≤ d < 1, the zeta functions Z d (s) of Definition 4.2. Some natural questions arise in this context. We first give an example. 
Example 4.6.1 Let P ∈ X be a simple elliptic surface singularity (germ); that is, the exceptional divisor of its minimal resolution f 0 : Y 0 → X is just one (smooth) elliptic curve E 0 with self-intersection number −κ 0 on Y 0 . Let B P be an irreducible divisor on X whose strict transform by f 0 intersects E 0 in just one point with intersection multiplicity 2 (see Fig. 5 ). Further, we use the same notation for curves and their strict transforms.
Here f i is a blow-up with exceptional curve E i . The log discrepancies a i of E i with respect to (X, (1/2)B) are easily computed as a 0 = −1/κ 0 , a 1 = −1/κ 0 + 1/2, and a 2 = −2/κ 0 . So a 0 < 0 and a 2 < 0; on the other hand, a 1 can be negative or positive and in one case zero (when κ 0 = 2). In particular, P ∈ (X, (1/2)B) is not log canonical.
Since E 1 has self-intersection number −2 on Y 2 , we can consider the contraction c 2 : Y 2 →Ỹ , mapping E 1 to the A 1 -singularity Q ∈Ỹ . Finally, c 1 :Ỹ → Y 0 is then the contraction of E 2 .
Claim 1
We have that f 0 • c 1 :Ỹ → X is a log minimal model of (X, (1/2)B).
Here we used the notion of Different (see, e.g., [K, Prop. 16.6, Prop. 6] ). Alternatively, one can use the fact that c * 2 E 2 = E 2 + (1/2)E 1 and c * 2 KỸ = K Y 2 . We now compute the stringy zeta function of (X, (1/2)B), or rather of its germ in P; for simplicity, we work on the level of Euler characteristics z P (s). We take X m =Ỹ in Definition 3.2. Then
We take c 2 as the resolution h in Formula 3.2.1. For the numbers ν i and N i in this formula, we clearly have
and then it is easy to verify that ν 1 = 1/2 and N 1 = −1/κ 0 . Hence
(Alternatively, one can use the shorter formula in [V1, §4] , which also applies to our stringy zeta functions.)
Claim 2
We have that f 0 : Y 0 → X is both a d-minimal model and a d-canonical model of (X, (1/2)B) for 0 ≤ d < 1.
One easily verifies that
This implies that logdisc(
We take f as the log resolution g in Formula 4.2.1. Here for the numbers ν i and N i in this formula we obtain, using ( * ) and the fact that a i = ν i + N i , 4.7 By Proposition 3.7.4, the only singularities that are not covered by Definition 3.2 are the strictly lc singularities. We determine the stringy zeta functions of Definition 4.2 for the strictly lc singularities P ∈ X on a normal surface X . Recall first their classification (see [A] ), given in Figure 6 by the dual graph of the minimal log resolution π : Y → X of P ∈ X . The exceptional components E i , i ∈ T , are represented by dots and an intersection between them by a line connecting the corresponding dots. All components are rational, except in (1); and in (4) the n i are the possible absolute values of the determinants of the intersection matrices of the three disjoint chains, separated by the central component E.
4.8
Let d ∈ Q with 0 ≤ d < 1. We compute the stringy zeta functions Z d,P (s) = Z d,P (X ; s) for the strictly lc surface singularities P ∈ X as described in §4.7. 
where k ≥ 0, and 
(2, 4, 4),
Then, by Proposition 4.5, we have
For the moment, denote this contraction by h : Y → X and
It is easy to see that h * F 5 = E 5 + (1/2)E 1 +(1/2)E 2 and h * F 5+k = E 5+k +(1/2)E 3 +(1/2)E 4 , and that K Y = h * K X . Hence
So the log discrepancies of
Then, by Proposition 4.5 and with the usual ν i and N i , we have
For 1 ≤ i ≤ 4 we already saw that ν i = 1 − d/2, and it is easy to check that
A slightly longer computation yields
For the case of k = 0, we analogously obtain 
using again the Different (see [K, Prop. 16.6, Prop. 6] ).
On the other hand, the concrete expressions for the divisors K Y −h * K X and h * F depend on the self-intersection numbers of the E i , i ∈ T , but one can verify that in each case logdisc(X , d F) ≥ 1 − d for d close enough to 1. So for such d we have X = X c d , and then by Formula 4.2.1 and the formula in [V1, §4] (which is also valid in this context), we obtain z d,P (s) = 1 1 − d + (d − 1)s (−1 + n 1 + n 2 + n 3 ) = n 1 + n 2 + n 3 − 1 (1 − d)(1 − s) .
The expression for Z d,P (s) depends on the concrete case, but it can be given simultaneously for all cases (with d still close enough to 1) in terms of the determinants D i of [V1, §5] :
Figure 7
We illustrate this with the concrete example of Figure 7 , where E 2 1 = E 2 2 = E 2 3 = −3. Here K Y = h * K X − (1/3) 3 i=1 E i and h * F = E + (1/3) 3 i=1 E i , yielding and .
For d = 1/2, these expressions are indeed the same as the previous ones.
Stringy invariants without MMP
5.1
Here we present a partial result concerning question (I). Let X be a quasiprojective Q-Gorenstein variety. With the notation of §0.1, we associate to a log resolution π : Y → X of X with all log discrepancies a i = 0 the "stringy expression"
Restricting to log resolutions π that factorize through the blow-up of X in X sing , we show that this expression is indeed an invariant of X . When X is quasiprojective, we can apply the previous argument to its projective closure and restrict the obtained linear system to X . 
Proof
Let π : Y → X be another such resolution for which E i , i ∈ T , are the irreducible components of the exceptional divisor with log discrepancies a i , and denote E • I := i∈I E i \ ∈I E for I ⊂ T . Take an effective Cartier divisor D on X as in Proposition 5.3, associated to π and π . Let E i , i ∈ T s , denote the irreducible components of the strict transform of D by π, and say that π * D = i∈T ∪T s N i E i .
We consider the zeta function Z (D, s) on the Q-Gorenstein variety X of [V2, §6] , associated to the effective Cartier divisor D, whose support contains X sing as required there. By the formula of [V2, §6] for Z (D, s) in terms of π, we have
Here the log discrepancies a i , i ∈ T s , are just 1, and the notation E • I should be clear. Now Z (D, s) is an invariant of X , and hence so is its specialization Z (D, 0) . Note that this specialization makes sense since all a i , i ∈ T ∪T s , are nonzero. Clearly,
because a i = 1 for i ∈ T s . Analogously, we obtain
and so the right-hand sides of ( * ) and ( * ) are indeed equal.
5.4.1
Restricting to log resolutions π : Y → X that factorize through the blow-up of X in X sing , we can say that E (X ) as above is a (partial) stringy E -invariant of those X for which there exists such a resolution π with all log discrepancies a i = 0.
5.5
Theorem 5.4 can be generalized to pairs (X, B) , where X is a quasiprojective normal variety, B = i b i B i is a Q-divisor on X where the B i are distinct and irreducible and all b i < 1, and K X + B is Q-Cartier. Here we consider log resolutions π : Y → X of (X, B) which factorize through the blow-up of X in X sing ∪ B nnc , where B nnc is the part of supp B in which B is not a normal crossings divisor. (This is the natural generalization of X sing to pairs.) Then for those (X, B) that admit such a log resolution π for which all log discrepancies a i (with respect to (X, B)) are nonzero, we have that E (X, B) :
is an invariant of (X, B), still using the notation of §0.1. The proof is analogous and follows from the appropriate generalization of Proposition 5.3 and [V2, §6] to pairs (X, B).
5.6
In the context of this section, but also more generally, the following problem is important.
Problem
Let X be a (normal) variety, and let π 1 : Y 1 → X and π 2 : Y 2 → X be two different log resolutions of X . Does there exist an effective Cartier divisor D on X , with X sing ⊂ supp D, such that π 1 and π 2 are also log resolutions of (X, D) (and analogously for a given pair (X, B) )?
For instance, in [BL2, Rem. 3 .11] Borisov and Libgober are confronted with the same problem when they want to associate an elliptic genus to pairs (X, B), with X projective, which are not klt.
