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Abstract
In this paper we prove Gevrey-smoothness of elliptic lower-dimensional invariant tori for nearly inte-
grable analytic Hamiltonian systems under Rüssmann’s non-degeneracy condition by an improved KAM
iteration.
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1. Introduction and main results
The well-known KAM theorems assert that majority of invariant tori of integrable Hamil-
tonian systems persist under small perturbation if some non-degeneracy conditions hold ([2,3,5,
9–13,16,17], etc.). These KAM tori usually form a parameterized family with some parameters
varying on a Cantor set. For example, in the case of Kolmogorov’s non-degeneracy condition, the
frequencies are chosen as parameters of KAM tori [5,9–11]. Under Rüssmann’s non-degeneracy
condition [12,17], we have some similar KAM theorems [12,16,17]. In this case, the frequen-
cies cannot be regarded as parameters and the persisting invariant tori depend on the original
parameters.
✩ The work was supported by the National Natural Science Foundation of China (10171012).
* Corresponding author.
E-mail addresses: zhdf@seu.edu.cn, zhdf_020736@163.com (D. Zhang), xujun@seu.edu.cn (J. Xu).0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.10.029
294 D. Zhang, J. Xu / J. Math. Anal. Appl. 323 (2006) 293–312We want to know in what way the KAM tori depend on parameters or how the KAM tori are
connected together with parameters. One of the earliest results in this field is due to J. Pöschel
[9], who proved that the persisting invariant tori of the classical KAM theorem are C∞-smooth
with respect to the frequencies in the sense of Whitney [15]. Recently, many results about
Gevrey-smoothness (see definition below) of KAM tori are obtained. Gevrey-smoothness is a
notion intermediate between C∞-smoothness and analyticity. Gevrey-smooth functions are C∞-
functions with a moderate growth of the Taylor coefficients. Because the notorious small divisors
can result in loss of smoothness with respect to parameters involving in the small divisors in
KAM steps, we can only expect Gevrey-smoothness of KAM tori even for analytic systems. In
[7] Popov obtained Gevrey-smoothness of KAM tori for analytic systems under Kolmogorov’s
non-degeneracy condition. Later, a similar result was obtained for Gevrey-smooth systems [8].
For a recent related work, we refer to [14].
More recently, Xu and You generalized the result of [7] to the case of Rüssmann’s non-
degeneracy condition [18]. By motivation of the papers [7,18], we want to consider Gevrey-
smoothness of elliptic lower-dimensional KAM tori under Rüssmann’s non-degeneracy condi-
tion.
As in [11], the problem about small perturbation of integrable Hamiltonian systems can usu-
ally be reduced to that about a family of Hamiltonian systems with some parameters. So, for
simplicity, we consider parameterized Hamiltonian systems. About parameterized systems, we
also refer to [2,3].
Let H = N + P , where
N =
n∑
i=1
ωi(ξ)yi + 12
m∑
j=1
Ωj(ξ)
(
u2j + v2j
)
is a normal form, P = P(x, y,u, v; ξ) is a small perturbation. (x, y,u, v) ∈ T n ×Rn ×Rm ×Rm
(1  m,n < ∞) with T n being the usual n-dimensional torus, and ξ ∈ Π are parameters,
where Π ⊂ Rn is a bounded closed connected domain. Assume the Hamiltonian function
H(x,y,u, v; ξ) is analytic in (x, y,u, v; ξ). Under the standard symplectic structure dx ∧ dy +
du∧ dv, the corresponding Hamiltonian systems can be written as⎧⎪⎪⎨
⎪⎪⎩
x˙ = Hy = ω(ξ)+ Py,
y˙ = −Hx = −Px,
u˙ = Hv = Ω(ξ)v + Pv,
v˙ = −Hu = −Ω(ξ)u− Pu,
(1.1)
where ω(ξ) = (ω1(ξ), . . . ,ωn(ξ)) and Ω(ξ) = (Ω1(ξ), . . . ,Ωm(ξ)) are called tangential fre-
quencies and normal frequencies, respectively, and(
Ω(ξ)v
)
j
= Ωj(ξ)vj ,
(
Ω(ξ)u
)
j
= Ωj(ξ)uj , j = 1, . . . ,m.
For m = 0, there are already a lot of results about KAM tori. If the frequencies ω(ξ) satisfy
the Kolmogorov’s non-degeneracy condition, rank{∂βω/∂ξβ | |β| = 1} = n, Gevrey-smoothness
of KAM tori was obtained in [7,14]. Xu and You [18] considered the case of Rüssmann’s non-
degeneracy condition and proved a similar result.
For m = 0, the authors are not aware of any results on Gevrey-smoothness of elliptic lower-
dimensional KAM tori. In this paper, we will prove that the elliptic lower-dimensional KAM tori
for nearly integrable analytic Hamiltonian systems are also Gevrey-smooth in parameters under
Rüssmann’s non-degeneracy condition.
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closed bounded set. For simplicity, suppose that each ξ ∈ Π∗ is a point of a positive Lebesgue
density of Π∗. That means that for any neighborhood U of ξ in Rn, U ∩Π∗ has positive Lebesgue
measure. Thus, each function f ∈ C∞ with f = 0 on Π∗ is a flat function on Π∗ (see [6]).
Moreover, we can extend the usual definition of differentiation on Π∗, and the derivatives are the
Whitney derivatives.
Definition. A function F :Π∗ → Rn is said to belong to the Gevrey-class Gμ(Π∗) of index
μ (μ 1) if F is C∞(Π∗)-smooth and there exists a constant M such that for all ξ ∈ Π∗,∣∣∂βξ F (ξ)∣∣M |β|+1β!μ, ∀β ∈ Zn+.
Remark. For our problem the set Π∗ is determined by the non-resonance conditions (2.30) and is
a Cantor set without interior point. By the non-degeneracy condition (1.3), we can know that all of
the points in Π∗ are points of positive Lebesgue density of Π∗. By Whitney’s extension theorem,
C∞-smooth functions on Π∗ can be extended to Rn; in other words, the Whitney C∞-smooth
functions on Π∗ can be the restriction of functions of C∞(Rn) on Π∗. Thus, the role of the usual
differentiation is also valid for Whitney derivatives. Therefore, formally we do not distinguish
the Whitney derivatives and the usual derivatives. For the details about Whitney derivatives, see
[9,15].
Remark. For the set Π∗ as mentioned above, a function jet on Π∗, (f β), β ∈ Nn, is determined
by f 0. In fact, we have that f β is the Whitney derivative ∂βξ f 0. For the definition of function jet,
see [1,4]. By Theorem 4.1 in [7] and Theorem 3.7 in [8], we have that a Gevrey-smooth function
on Π∗ can be extended to the whole space Rn in the same Gevrey classes. For some details, we
refer to [1,4,7,8].
Remark. By definition, it is easy to see that the Gevrey-smooth functions class G1 coincides
with the class of analytic functions. Moreover,
G1 ⊂ Gμ1 ⊂ Gμ2 ⊂ C∞
for 1 <μ1 <μ2 < ∞.
Introducing complex conjugate variables z = (u + iv)/√2, z¯ = (u − iv)/√2, the symplectic
form becomes dx ∧ dy + i dz ∧ dz¯. In these coordinates, we can write
N = 〈ω(ξ), y〉+ 〈Ω(ξ)z, z¯〉.
Let
D(s, r) = {(x, y, z, z¯) ∣∣ | Imx|∞  s, |y|1  r2, |z|2, |z¯|2  r},
where
| Imx|∞ = max
1in
| Imxi |, |y|1 =
n∑
i=1
|yi |, |z|2 =
(
m∑
j=1
|zj |2
) 1
2
.
D(s, r) is a complex neighborhood of T n × {0,0,0} in the complex space Cn/2πZn × Cn ×
Cm ×Cm.
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Πh =
{
ξ ∈ Cn ∣∣ dist(ξ,Π) h}.
Usually, denote by Zn the set of all n-dimensional integer vectors. For k ∈ Zn, define
|k| = |k|1. Let Zn+ = {k = (k1, . . . , kn) ∈ Zn | ki  0, i = 1,2, . . . , n}.
Let P(x, y, z, z¯; ξ) be real analytic in (x, y, z, z¯; ξ) on D(s, r) × Πh. Then P(x, y, z, z¯; ξ)
has a Fourier series expansion with respect to x,
P =
∑
k∈Zn
Pke
i〈k,x〉,
where the coefficients {Pk} are analytic in y, z, z¯ around the origin. Expanding Pk as Taylor
series with respect to z, z¯ at the origin, we have
Pk =
∑
p,q∈Zm+
Pkpq(y, ξ)z
pz¯q .
Define a norm of P by
‖P ‖D(s,r)×Πh =
∑
k
|MPk|r,hes|k|,
where
MPk =
∑
p,q
∣∣Pkpq(y, ξ)∣∣zpz¯q
and | · |r,h denotes the sup-norm over
Dˆ(r, h) = {(y, z, z¯): |y|1  r2, |z|2, |z¯|2  r}×Πh.
Function f (x, y, z, z¯; ξ) is said to belong to G1,μ(D(s, r)×Π∗), if f (x, y, z, z¯; ξ) is analytic
with respect to (x, y, z, z¯) on D(s, r) and Gμ-smooth in ξ on Π∗.
Moreover, we need the following assumptions.
Assumption 1 (Non-resonance conditions). For ∀k ∈ Zn and ∀l ∈ Zm with |l|  2 and with
|k| + |l| = 0, there exists ξ ∈ Π such that〈
k,ω(ξ)
〉− 〈l,Ω(ξ)〉 = 0. (1.2)
Assumption 2 (Rüssmann’s non-degeneracy condition).
rank
{
ω(ξ),
∂βω
∂ξβ
∣∣∣ ∀β ∈ Zn+, |β| n− 1
}
= n, ∀ξ ∈ Π, (1.3)
where
∂βω
∂ξβ
=
(
∂βω1
∂ξβ
,
∂βω2
∂ξβ
, . . . ,
∂βωn
∂ξβ
)T
with
∂βωi
∂ξβ
= ∂
|β|ωi
∂ξ
β1
1 ∂ξ
β2
2 . . . ∂ξ
βn
n
.
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the measure of the parameters which do not satisfy the small divisor conditions of the type as
(2.8) by Rüssmann’s non-degeneracy condition (1.3). For k with |k| M¯ , by the non-resonance
conditions (1.2) and the analyticity of 〈k,ω(ξ)〉−〈l,Ω(ξ)〉, the small divisor conditions hold for
most ξ of Π in the sense of Lebesgue measure. The conditions (1.2) and (1.3) will guarantee that
the Cantor set Π∗ in Theorem 1.1 is not empty. For details, see the section of measure estimates.
Remark. If there is a resonance between ω(ξ) and Ω(ξ), the elliptic lower-dimensional invariant
tori may be destroyed under small perturbation. For this case, recently, Broer et al. [3] considered
the problem about quasi-periodically forced oscillators and obtained some interesting results.
Denote by T1 = maxξ∈Πh |∂ω/∂ξ | and T2 = maxξ∈Πh |∂Ω/∂ξ |, where |∂ω/∂ξ | =
max1in |∂ωi/∂ξ |2 and |∂Ω/∂ξ | = max1jm |∂Ωj/∂ξ |2.
For δ ∈ (0,1) and τ > n(n− 1)− 1, let μ = τ + 2 + δ and σ = (3/4)δ/(τ+1+δ). Let
W0 = diag
(
1
ρ0
In,
1
r20
In,
1
r0ρ0
Im,
1
r0ρ0
Im
)
,
where ρ0 = (1 − σ)s/10, r0 = r and In is the n-order unit matrix.
Theorem 1.1. Let H(x,y, z, z¯; ξ) = 〈ω(ξ), y〉 + 〈Ω(ξ)z, z¯〉 + P(x, y, z, z¯; ξ). Suppose ω(ξ)
and Ω(ξ) are real analytic on the complex neighborhood Πh of Π satisfying (1.2) and
(1.3), P(x, y, z, z¯; ξ) is real analytic on D(s, r) × Πh. Then, for any δ ∈ (0,1) and any τ >
n(n− 1)− 1, there exists a sufficiently small γ > 0 such that, for sufficiently small α > 0, if
‖P ‖D(s,r)×Πh = ε  γ αr2sn+τ+2,
there is a nonempty Cantor set Π∗ ⊂ Π , and a family of symplectic mappings
Ψ∗(·, ·, ·, ·; ξ) :D(s/2, r/2) → D(s, r), ∀ξ ∈ Π∗,
with Ψ∗(x, y, z, z¯; ξ) ∈ G1,μ(D(s/2, r/2)×Π∗) satisfying that for all β ∈ Zn+,∣∣W0∂βξ (Ψ∗ − id)∣∣D(s/2,r/2)×Π∗  cM |β|β!μγ 13n , (1.4)
where M = 2τ+2(T1 +T2 +2)/α [4(n+1)(μ−1)/3]μ−1, c is a positive constant only depending
on n, τ and δ. Moreover, we have
H∗ = H ◦Ψ∗ = N∗ + P∗, H∗ ∈ G1,μ
(
D(s/2, r/2)×Π∗
)
with
N∗ =
〈
ω∗(ξ), y
〉+ 〈Ω∗(ξ)z, z¯〉, P∗ = ∑
2|l|+|p+q|3
Pklpq(ξ)e
i〈k,x〉ylzpz¯q .
Hence, the Hamiltonian systems (1.1) have a family of invariant tori {Tξ = Ψ∗(T n,0,0,0; ξ) |
ξ ∈ Π∗}, which are Gμ-smooth in ξ on Π∗, and whose tangential frequencies ω∗(ξ) and normal
frequencies Ω∗(ξ) satisfy that∣∣∂βξ [ω∗(ξ)−ω(ξ)]∣∣ cαM |β|β!μγ 13n sn+τ+2, (1.5)∣∣∂β[Ω∗(ξ)−Ω(ξ)]∣∣ cαM |β|β!μγ 13n sn+τ+2 (1.6)ξ
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(1 + |k|)τ (1.7)
for any ξ ∈ Π∗, k ∈ Zn, l ∈ Zm, |l| 2, |k| + |l| = 0. Furthermore, we have
meas(Π \Π∗) = o(1) as α → 0.
Remark. We can use a more precise non-degeneracy condition
rank
{
ω(ξ),
∂βω
∂ξβ
∣∣∣ |β|N  n− 1}= n, ∀ξ ∈ Π,
instead of (1.3). In this case we can take any τ such that τ > nN − 1. Thus, if N is smaller, we
can take a smaller τ and so the Gevrey-index μ would be smaller.
Remark. Recently Popov [8] generalized the result in [7] to Gevrey-smooth Hamiltonian sys-
tems. Here we consider analytic systems for simplicity and our result also holds true for Gevrey-
smooth systems.
Remark. From the proof of Theorem 1.1, we can see that for any μ > n(n − 1) + 1, if ε is
sufficiently small, the KAM tori can be Gμ-smooth in the parameters. The number n(n− 1)+ 1
is a critical index in the case of the non-degeneracy condition (1.3). We believe that the Gevrey-
index μ = τ +2+δ should be optimal for the small divisor conditions in the proof of our theorem,
which may be guessed by formally differentiating the functions with respect to the parameters in
the KAM iteration. Moreover, γ depends on δ with γ → 0 as δ → 0.
Remark. We can also use the inverse approximation lemma in [14] to prove the Gevrey-
smoothness, but the Gevrey-index may be larger than μ, and so the result is weaker.
Remark. By some property of Gevrey-functions and in the same way as in [7,8], we can consider
the exponential stability.
2. Proof of the theorem
In this section we use an improved KAM iteration to prove our theorem. The outline of KAM
iteration mainly follows as that in [10]. In the case of Rüssmann’s non-degeneracy condition, the
key is to control the parameters in the small divisors. In the same way as in [18], at each KAM
step, the functions are analytic with respect to parameters on a complex neighborhood of a closed
domain. So, the arbitrary order derivatives with respect to parameters can easily be estimated by
Cauchy’s estimate. Combining some technique in [7], we can obtain the convergence of KAM
iteration in the sense of Gevrey-smoothness.
KAM step. The KAM step can be summarized in the following lemma.
Iteration lemma. Let H(x,y, z, z¯; ξ) = N + P be real analytic on D(s, r) × Πh, where
N=〈ω(ξ), y〉 + 〈Ω(ξ)z, z¯〉. Let 0 < ρ < s/5, E > 0 and K > 0 such that e−Kρ = E. Suppose
that ∀ξ ∈ Π , ∀|k|K , |l| 2 and |k| + |l| = 0, the following small divisor conditions hold:∣∣〈k,ω(ξ)〉− 〈l,Ω(ξ)〉∣∣ 2α
τ
. (2.8)(1 + |k|)
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max
ξ∈Πh
∣∣∣∣∂ω∂ξ
∣∣∣∣ T1, max
ξ∈Πh
∣∣∣∣∂Ω∂ξ
∣∣∣∣ T2 (2.9)
and
h α
(T1 + T2)(1 +K)τ+1 . (2.10)
Moreover, suppose
‖P ‖s,r;h  ε = αr2ρn+τ+2E,
where the norm ‖ · ‖s,r;h indicates ‖ · ‖D(s,r)×Πh for simplicity. Let
s+ = s − 5ρ, ρ+ = σρ, η = E 13 , r+ = ηr, E+ = cE 43 ,
where σ is defined in Theorem 1.1 and c is a constant only depending on n, τ and δ (see the proof
below). Then, for any ξ ∈ Πh, there exists a symplectic mapping Ψ (·, ·, ·, ·; ξ) : D(s+, r+) →
D(s, r) such that
H+ = H ◦Ψ = N+ + P+,
where N+ = 〈ω+(ξ), y〉 + 〈Ω+(ξ)z, z¯〉 with∣∣ω+(ξ)−ω(ξ)∣∣ ε
r2
,
∣∣Ω+(ξ)−Ω(ξ)∣∣ ε
r2
, ∀ξ ∈ Πh. (2.11)
Let α+ = α − εr2 (1 +K)τ+1. We have that P+ satisfies
‖P+‖s+,r+;h  ε+ = α+r2+ρn+τ+2+ E+.
Denote by
R+kl =
{
ξ ∈ Π
∣∣∣ ∣∣〈k,ω+(ξ)〉− 〈l,Ω+(ξ)〉∣∣< 2α+
(1 + |k|)τ
}
.
Let K+ satisfy e−K+ρ+ = E+ and
I+ =
{
(k, l) ∈ Zn ×Zm ∣∣K < |k|K+, |l| 2, |k| + |l| = 0}.
Denote by
Π+ = Π
∖ ⋃
(k,l)∈I+
R+kl .
Then, ∀ξ ∈ Π+, ∀|k|K+, |l| 2 and |k| + |l| = 0, it follows that∣∣〈k,ω+(ξ)〉− 〈l,Ω+(ξ)〉∣∣ 2α+
(1 + |k|)τ . (2.12)
Let
T +1 = T1 +
6ε
hr2
, T +2 = T2 +
6ε
hr2
and
h+ 
α+
(T + + T +)(1 +K )τ+1 .1 2 +
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max
ξ∈Π+h+
∣∣∣∣∂ω+∂ξ
∣∣∣∣ T +1 , max
ξ∈Π+h+
∣∣∣∣∂Ω+∂ξ
∣∣∣∣ T +2 (2.13)
and ‖P+‖s+,r+;h+  ε+. Thus, all the conditions hold for H+.
Proof of the iteration lemma. This proof is actually a standard KAM step and consists of
several parts. Note that below we always use c to indicate some estimate constants, which are
independent of KAM steps and usually depend on n, τ and δ.
A. Truncation. Let
R =
∑
|k|K
∑
2|l|+|p+q|2
Pklpq(ξ)e
i〈k,x〉ylzpz¯q .
By Lemma A.1, it follows that
‖R‖s,r;h  2‖P ‖s,r;h  2ε (2.14)
and
‖P −R‖s−ρ,ηr;h 
(
e−Kρ + η
3
1 − η2
)
ε. (2.15)
Thus, H = N +R + (P −R).
B. Extension of small divisor estimate. By (2.9) and (2.10), for ξ ∈ Πh, |k|  K, |l|  2 and
|k| + |l| = 0, we have∣∣〈k,ω(ξ)〉− 〈l,Ω(ξ)〉∣∣ α
(1 + |k|)τ . (2.16)
In fact, for ξ in Πh there exists a ξ0 ∈ Π such that |ξ − ξ0|2 < h. Hence,∣∣〈k,ω(ξ)−ω(ξ0)〉− 〈l,Ω(ξ)−Ω(ξ0)〉∣∣
 |k|∣∣ω(ξ)−ω(ξ0)∣∣∞ + |l|∣∣Ω(ξ)−Ω(ξ0)∣∣∞
KT1h+ 2T2h α
(1 +K)τ 
α
(1 + |k|)τ
for |k|K , |l| 2, |k| + |l| = 0. Together with (2.8), this proves the claim (2.16).
C. Construction of symplectic map. The symplectic map Ψ is generated by the time-1 map of
a Hamiltonian vector field XF , i.e., Ψ = XtF |t=1. Expanding H ◦ XtF with respect to t at 0, we
have
H ◦Ψ = N +R + {N,F } + P+,
where the Poisson bracket
{N,F } = ∂N ∂F − ∂N ∂F + i ∂N ∂F − i ∂N ∂F
∂x ∂y ∂y ∂x ∂z ∂z¯ ∂z¯ ∂z
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P+ =
1∫
0
{
(1 − t){N,F } +R,F} ◦XtF dt + (P −R) ◦XtF |t=1.
The point is to find F such that N +R + {N,F } = N+ is a new normal form. Let
Nˆ =
∑
2|l|+|p+q|=2,p=q
P0lpqy
lzpz¯q .
By (2.16), for ξ ∈ Πh we can solve the equation {N,F } +R − Nˆ = 0 and have
F =
∑ Pklpq(ξ)
i(〈k,ω(ξ)〉 + 〈p − q,Ω(ξ)〉)e
i〈k,x〉ylzpz¯q ,
where the sum is for k, l,p, q such that |k|  K , |k| + |p − q| = 0 and 2|l| + |p + q|  2.
Moreover, by (2.16),∥∥F(x, y, z, z¯; ξ)∥∥
s−ρ,r;h 
cε
αρn+τ+1
. (2.17)
D. Estimates of symplectic map. It follows from (2.17) and Cauchy’s estimate that
1
ρ
|Fy |∞, 1
r2
|Fx |1, 1
rρ
|Fz|2, 1
rρ
|Fz¯|2  cε
αr2ρn+τ+2
(2.18)
uniformly on D(s − 2ρ, r/2).
These estimates are expressed more conveniently in term of a weighted phase space norm
|W · |. Namely, let∣∣(x, y, z, z¯)∣∣= max(|x|∞, |y|1, |z|2, |z¯|2)
and
W = diag
(
1
ρ
In,
1
r2
In,
1
rρ
Im,
1
rρ
Im
)
,
where In denotes the n-order unit matrix. Then (2.18) is equivalent to
|WXF |s−2ρ, r2 ;h 
cε
αr2ρn+τ+2
= cE.
Hence, if cE  η 18 , for all ξ ∈ Πh, the symplectic mapping
Ψ = XtF
∣∣
t=1 :D(s − 4ρ,ηr) → D(s − 3ρ,2ηr)
is well defined and satisfies∣∣W(Ψ − id)∣∣
s−5ρ,ηr;h,
∣∣W(DΨ − Id)W−1∣∣
s−5ρ,ηr;h  cE,
where D denotes the differential operator with respect to (x, y, z, z¯).
E. Estimates of the new frequencies. By Cauchy’s estimate, it follows easily that (2.11) holds.
Suppose ε  αr22(1+K)τ+1 . Let α+ = α − εr2 (1 +K)τ+1. Then, for ξ ∈ Π , we have∣∣〈k,ω+(ξ)〉− 〈l,Ω+(ξ)〉∣∣ 2α+ τ(1 + |k|)
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automatically for all |k|K . Thus, for ξ ∈ Π+, the small divisor conditions (2.12) hold.
Suppose h+  5h/6. By (2.11) and Cauchy’s estimate, for ξ ∈ Π+h+ , we get∣∣∂(ω+(ξ)−ω(ξ))/∂ξ ∣∣ 6ε
hr2
,
∣∣∂(Ω+(ξ)−Ω(ξ))/∂ξ | 6ε
hr2
.
By the definitions of T +1 and T
+
2 , (2.13) holds.
Remark. This part is very important for the proof of Gevrey-smoothness of elliptic lower-
dimensional KAM tori with Rüssmann’s non-degeneracy condition. In this case, the tangential
frequencies are usually on a lower-dimensional manifold and may not be kept on this submani-
fold under small perturbation. Moreover, there are Melnikov’s non-resonance conditions between
the tangential frequencies and the normal frequencies. So we cannot determine in advance the
parameters of elliptic lower-dimensional KAM tori as in the case of maximal-dimensional KAM
tori with Kolmogorov’s non-degeneracy condition. In fact, Π∗ is composed of these ξ such that
(2.30) holds.
F. Estimates of the new error terms. Now we consider the new perturbation P+. Lemmas A.4
and A.5 in combination with the estimates (2.14), (2.15) and (2.17) yield
‖P+‖s+,r+;h < c
[
ε2
αr2ρn+τ+2
+ (e−Kρ + η3)ε].
Let r+ = ηr, ρ+ = σρ. Suppose α  2α+. By the definitions of r+, ρ+, η and σ , it follows that
‖P+‖s+,r+;h  cεE  α+r2+ρn+τ+2+ E+,
where E+ = cE 43 . By h+  5h/6, we obtain ‖P+‖s+,r+;h+  ε+. Thus, the iteration lemma is
proved. 
Iteration. Now we choose some suitable parameters so that the KAM step can iterate infinitely.
At the initial step, set
E0 = γ
(
10
1 − σ
)n+τ+2
, ρ0 = (1 − σ)s10 , s0 = s, r0 = r,
and
ε0 = α0r20ρn+τ+20 E0, η0 = E
1
3
0 .
Let
K0 = − ln(E0)/ρ0, α0 = α, ω0(ξ) = ω(ξ), Ω0(ξ) = Ω(ξ)
and
Π0 =
{
ξ ∈ Π
∣∣∣ ∣∣〈k,ω0(ξ)〉− 〈l,Ω0(ξ)〉∣∣ 2α0
(1 + |k|)τ , (k, l) ∈ I0
}
,
where I0 = {(k, l) ∈ Zn ×Zm | |k|K0, |l| 2, |k| + |l| = 0}. Let
T 01 = T1 = max
∣∣∣∣∂ω
∣∣∣∣, T 02 = T2 = max
∣∣∣∣∂Ω
∣∣∣∣.
ξ∈Πh ∂ξ ξ∈Πh ∂ξ
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h0 = α0
(T 01 + T 02 )(1 +K0)τ+1
 h.
Note that we can choose sufficiently small E0 such that K0 is sufficiently large and h0  h holds.
Then, Π0h0 ⊂ Πh.
Assume that ρj , sj , rj , αj , Ej , T j1 , T
j
2 are all well defined for j th step. Then, ηj , εj , Kj , hj
are defined as follows:
ηj = E
1
3
j , εj = αj r2j ρn+τ+2j Ej , Kj = − ln(Ej )/ρj
and
hj = αj
(T
j
1 + T j2 )(1 +Kj)τ+1
.
For (j + 1)th step, define
ρj+1 = σρj , sj+1 = sj − 5ρj , rj+1 = ηj rj ,
αj+1 = αj − εj (1 +Kj)τ+1/r2j , Ej+1 = cE
4
3
j ,
T
j+1
1 = T j1 +
6εj
hj r
2
j
, T
j+1
2 = T j2 +
6εj
hj r
2
j
.
Similarly, define ηj+1, εj+1,Kj+1, hj+1. Let
Ij =
{
(k, l) ∈ Zn ×Zm ∣∣Kj−1 < |k|Kj , |l| 2, |k| + |l| = 0}.
For (k, l) ∈ Ij , define
R
j
kl =
{
ξ ∈ Πj−1
∣∣∣ ∣∣〈k,ωj (ξ)〉+ 〈l,Ωj (ξ)〉∣∣< 2αj
(1 + |k|)τ
}
.
Let
Πj = Πj−1
∖ ⋃
(k,l)∈Ij
R
j
kl, Πj = Πjhj and Dj = D(sj , rj ).
In the following we are going to check the assumptions in proof of the iteration lemma to
ensure KAM step is valid for all j  0. Moreover, we give some useful estimates which will be
used in proof of the convergence of KAM iteration.
Let xj = Kjρj = − lnEj . Since Ej = cE4/3j−1, if E0 is sufficiently small such that
− ln c
lnEj
 4(1 − σ)
3
,
we obtain
4
3
 Kj+1
Kj
 4
3σ
.
Moreover, for E0 sufficiently small, we also have that 9 <Kj <Kj+1. Thus, it follows that
1 +Kj
1 +K 
10Kj
9K
 5
6
.j+1 j+1
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hj+1
hj
= αj+1
αj
T
j
1 + T j2
T
j+1
1 + T j+12
(
1 +Kj
1 +Kj+1
)τ+1
 5
6
.
By the definitions of αj+1, εj and xj , the following inequality holds:
αj+1  αj
(
1 − (2xj )
n+τ+2
exj
)
 α0
j∏
i=0
(
1 − (2xi)
n+τ+2
exi
)
.
Let E0 be sufficiently small such that
∞∏
j=0
(
1 − (2xj )
n+τ+2
exj
)
= 1 −O(x−10 ) 12 .
Thus, we obtain α0/2 αj  α0 for all j  1 and so αj/2 αj+1  αj .
Obviously, for E0 sufficiently small, cEj  ηj  1/8 and
εj 
αj r
2
j
2(1 +Kj)τ+1
hold for all j  0.
By σ = (3/4)δ/(τ+1+δ), it is easy to see that Kδj+1ρτ+1+δj+1 Kδj ρτ+1+δj . If E0 is sufficiently
small and so x0 is sufficiently large, such that Kδ0ρ
τ+1+δ
0 = xδ0ρτ+10  1, then, by the monotonic-
ity of Kδj ρ
τ+1+δ
j , we have
xδj ρ
τ+1
j = Kδj ρτ+1+δj  1, ∀j  1. (2.19)
Let Fj = 6εj /(hj r2j ). In the same way as the above, it follows that
Fj  6
(
T
j
1 + T j2
)
(2xj )n+τ+2e−xj .
Suppose
T
j
1  T
0
1 + 1, T j2  T 02 + 1. (2.20)
Then,
∞∑
j=0
Fj  6
(
T 01 + T 02 + 2
) ∞∑
j=0
(2xj )n+τ+2e−xj .
Let E0 be sufficiently small such that
∞∑
j=0
(2xj )n+τ+2e−xj  1/6
(
T 01 + T 02 + 2
)
.
Since T j+11 = T j1 +Fj = T 01 +
∑j
i=0 Fi , it follows that T
0
1  T
j+1
1  T 01 +1. Similarly, we have
T 02  T
j+1
2 = T 02 + 1. By induction, (2.20) really holds. Note that in proof of the convergence
of KAM iteration, (2.19) and (2.20) guarantee that (2.27) and (2.28) hold.
Thus, all the hypotheses in proof of the iteration lemma hold. So, for all ξ ∈ Πj , there exist
symplectic mappings {Ψj }∞j=0 such that
Ψj (·, ·, ·, ·; ξ) :Dj+1 → Dj .
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where Wj = diag(ρ−1j In, r−2j In, (rj ρj )−1Im, (rj ρj )−1Im), DΨj stands for the Jacobian of Ψj
with respect to (x, y, z, z¯), c is a positive constant only depending on n and τ .
Let Ψ j = Ψ0 ◦Ψ1 ◦· · ·◦Ψj−1 with j  1 and Ψ 0 = Id. Then, Ψ j maps Dj into D0. Obviously,
H ◦Ψ j = Nj + Pj with
Nj =
〈
ωj (ξ), y
〉+ 〈Ωj(ξ)z, z¯〉
and
‖Pj‖Dj×Πj  εj .
For ξ ∈ Πj , we have∣∣ωj (ξ)−ωj−1(ξ)∣∣ εj−1
r2j−1
,
∣∣Ωj(ξ)−Ωj−1(ξ)∣∣ εj−1
r2j−1
.
Convergence of iteration. Now we consider the convergence of KAM iteration. In the same way
as in [10], it follows that if cE
1
3
0 
1
2 , we have
∣∣W0DΨ jW−1j ∣∣Dj×Πj 
j−1∏
i=0
(1 + cEi) 2. (2.23)
Then, (2.21) and (2.23) imply that∣∣W0(Ψ j −Ψ j−1)∣∣Dj×Πj  cEj−1.
Let r0  ρ0. If E0 is sufficiently small such that ηj  σ , then rj  ρj , ∀j  0. Relation
rj  ρj and (2.22) guarantee that∣∣D¯Ψ¯j − I ∣∣Dj+1×Πj+1  ∣∣W¯j (D¯Ψ¯j − I )W¯−1j ∣∣Dj+1×Πj+1  cEj
holds, where W¯j = diag(r−2j In, (rjρj )−1Im, (rjρj )−1Im), Ψ¯j denotes the y, z, z¯-components of
the map Ψj , D¯ denotes the differential operator only with respect to y, z, z¯.
Thus, in the way as in [10], we can estimate the first and second order derivatives of Ψ j with
respect to (y, z, z¯) and have that for j  1,∣∣D¯(Ψ¯ j − Ψ¯ j−1)∣∣
Dj×Πj  cEj−1,∣∣D¯2(Ψ¯ j − Ψ¯ j−1)∣∣
Dj×Πj  cEj−1.
Next we are going to consider the Gevrey estimates for Ψ j with respect to ξ on Πj . By
Cauchy’s estimate, for all β ∈ Zn+, we have
∣∣W0∂βξ (Ψ j −Ψ j−1)∣∣Dj×Πj  cEj−1β!h|β| , (2.24)j
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In the same way, for ξ ∈ Πj , it follows that
∣∣∂βξ (ωj (ξ)−ωj−1(ξ))∣∣ εj−1β!
r2j−1h
|β|
j
,
∣∣∂βξ (Ωj(ξ)−Ωj−1(ξ))∣∣ εj−1β!
r2j−1h
|β|
j
.
Let Jβj = cEj−1β!/h|β|j and Lβj = εj−1β!/r2j−1h|β|j . We have
J
β
j  c
(2τ+1(T j1 + T j2 )
αj
)|β|
x
(τ+1+δ)|β|
j β!e−
3
4 xj (2.27)
 c
(
2τ+2(T1 + T2 + 2)
α
)|β|(
x
|β|
j e
−nκxj )τ+1+δβ!e− 3xj4(n+1) , (2.28)
where κ = 34(n+1)(τ+1+δ) . It is easy to see that
x
|β|
j e
−nκxj = xβ1j /eκxj . . . xβnj /eκxj  β!κ−|β|.
Thus, we have
J
β
j  cM
|β|β!τ+2+δE
3
4(n+1)
j , (2.29)
where M = 2τ+2(T1 + T2 + 2)/α[4(n+ 1)(τ + 1 + δ)/3]τ+1+δ , c depends on n, τ and δ.
In the same way, we have
L
β
j  cαM
|β|β!μE
3
4(n+1)
j ρ
n+τ+2
j−1 ,
where c depends on n, τ and δ.
Note that sj → s2 , rj → 0, hj → 0, as j → ∞. Let D∗ = D( s2 ,0), Π∗ =
⋂
j0 Π
j
. Since
the mappings {Ψ j } are quadratic in y, z, z¯, these estimates (2.24)–(2.26) and (2.29) imply that
∂
β
ξ Ψ
j is uniformly convergent to ∂βξ Ψ∗ on D(s/2, r/2)×Π∗ and satisfies∣∣W0∂βξ (Ψ∗ − id)∣∣D(s/2,r/2)×Π∗  cM |β|β!μE 13n0 ,
where c depends only on n, τ and δ.
Let ω∗ = limj→∞ ωj and Ω∗ = limj→∞ Ωj . Similarly, it follows that∣∣∂βξ (ω∗(ξ)−ω(ξ))∣∣Π∗  cαM |β|β!μE 13n0 ρn+τ+20
and ∣∣∂βξ (Ω∗(ξ)−Ω(ξ))∣∣Π∗  cαM |β|β!μE 13n0 ρn+τ+20 ,
where c depends only on n, τ and δ.
D. Zhang, J. Xu / J. Math. Anal. Appl. 323 (2006) 293–312 307Moreover, for all ξ ∈ Π∗, ∀k ∈ Zn, l ∈ Zm, |l| 2, |k| + |l| = 0,∣∣〈k,ω∗(ξ)〉− 〈l,Ω∗(ξ)〉∣∣ 2α∗
(1 + |k|)τ , (2.30)
where α∗ = limj→∞ αj with α02  α∗  α0. Thus, (1.4)–(1.7) hold.
If |β| n, we can obtain better estimates. In fact, in the same way as in [18], we have∣∣W0∂βξ (Ψ∗ − id)∣∣D(s/2,r/2)×Π∗  cE 120 , ∀|β| n,∣∣∂βξ (ωj (ξ)−ω(ξ))∣∣Πj  cE 120 , ∀|β| n, (2.31)
and ∣∣∂βξ (Ωj(ξ)−Ω(ξ))∣∣Πj  cE 120 , ∀|β| n, (2.32)
where c depends on n, τ , δ and β .
Estimates of measure for parameters. Below we estimate the measure of the set Π \Π∗. Recall
that
Π∗ =
⋂
j0
Πj,
where Π ⊃ Π0 ⊃ Π1 ⊃ · · · is a decreasing sequence of closed sets defined inductively during
the iteration process by
Πj = Πj−1
∖ ⋃
(k,l)∈Ij
R
j
kl, Π
−1 = Π, j = 0,1,2, . . . .
For j = 0, let E0 be sufficiently small such that K0 > M¯ , where M¯ is the constant in
Lemma A.7. Then, by (1.2), we have that meas(R0kl) = o(1) as α0 → 0 for |k|  M¯ . Ac-
tually, by the analyticity of 〈k,ω(ξ)〉 − 〈l,Ω(ξ)〉 with respect to ξ , it follows easily that
〈k,ω(ξ)〉 − 〈l,Ω(ξ)〉 can only have finitely many zero points on the bounded closed connected
domain Π , so meas(R0kl) = O(αλ0 ) for some 0 < λ < 1 and for all |k| M¯ . For M¯ < |k|K0,
by Lemma A.7, we have
meas
(
R0kl
)
 c(diamΠ)n−1
(
α0
|k|τ+1
) 1
n−1
.
For all j  1 and (k, l) ∈ Ij , we have |k| > K0 > M¯ . By (2.31) and (2.32), the inequality (A.2)
holds for ωj (ξ) and Ωj(ξ) for (k, l) ∈ Ij with j  1. According to Lemma A.7,
meas
(
R
j
kl
)
 c(diamΠ)n−1
(
αj
|k|τ+1
) 1
n−1
 c(diamΠ)n−1α
1
n−1
(
1
|k|
) τ+1
n−1
.
Since τ > n(n− 1)− 1,
meas(Π \Π∗) =
∑
j0
∑
(k,l)∈Ij
meas
(
R
j
kl
)
 o(1)+ c(diamΠ)n−1α 1n−1
∑
|k|>M¯
(
1
|k|
) τ+1
n−1
 o(1)+ c(diamΠ)n−1α 1n−1 = o(1) (α → 0).
Thus, the proof of Theorem 1.1 is complete.
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Appendix A
In this section we give several lemmas, which are used in the proof of Theorem 1.1. Denote
byAsr the space of functions bounded and real analytic in (x, y, z, z¯) on complex domain D(s, r)
with period 2π in each of its x-variables. Let 0 < ρ < s, 0 < σ < r .
Lemma A.1. If F ∈Asr , T KF =
∑
|k|K Fkei〈k,x〉, then∥∥F − T KF∥∥
s−ρ,r  e
−Kρ‖F‖s,r .
By the definition of the norm, it is easy to see that the lemma holds.
Lemma A.2. If F ∈Asr , then∑
1in
‖Fxi‖s−ρ,r 
1
eρ
‖F‖s,r
and
sup
1in
‖Fyi‖s,r−σ 
1
(2r − σ)σ ‖F‖s,r .
This is exactly Lemma C.2 in [10].
Lemma A.3. If F,G ∈Asr , then
‖FG‖s,r  ‖F‖s,r‖G‖s,r .
For this lemma, we refer to Lemma C.1 in [10].
Lemma A.4. If F,G ∈Asr , then∥∥{F,G}∥∥
s−ρ,r−σ 
(
2
ρσ 2
+ 2
σ 2
)
‖F‖s,r‖G‖s,r .
Proof. This lemma can follows directly from Lemma A.2 and A.3 in the same way as in [10].
Lemma A.5. If F,G ∈ Asr , F is affine linear in y and quadratic in z and z¯ with ‖F‖s−ρ,r 
ρr2/(32e), then
Ψ = XtF :D(s − 2ρ, r/2) → D(s − ρ, r), 0 t  1.
Moreover,
‖G ◦Ψ ‖s−2ρ,r/2  2‖G‖s,r ,
where 0 < 2ρ < s, Ψ denotes the time-1 map of the Hamiltonian vector field XF .
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G ◦Ψ =
∑
n0
1
n!ad
n
FG,
where
ad0FG = G, adnFG =
{
adn−1F G,F
}
, n > 0.
Let ρ′ = ρ
n
, σ ′ = r
2n
1
2
, Dn = D(s − ρ − nρ′, r − n 12 σ ′). We have
∥∥adnFG∥∥s−2ρ,r/2 = ∥∥〈adn−1F G,F 〉∥∥Dn

∥∥〈Fx, adn−1F Gy 〉∥∥Dn + ∥∥〈Fy, adn−1F Gx 〉∥∥Dn
+ ∥∥〈Fz, adn−1F Gz¯〉∥∥Dn + ∥∥〈Fz¯, adn−1F Gz〉∥∥Dn
 1
ρ
‖F‖s−ρ,r 4n
r2
∥∥adn−1F G∥∥Dn−1 + 4r2 ‖F‖s−ρ,r nρ
∥∥adn−1F G∥∥Dn−1
+ 2
r
‖F‖s−ρ,r 2n
1
2
r
∥∥adn−1F G∥∥Dn−1 + 2r ‖F‖s−ρ,r 2n
1
2
r
∥∥adn−1F G∥∥Dn−1

(
16n
ρr2
‖F‖s−ρ,r
)∥∥adn−1F G∥∥Dn−1 .
Iterating this estimate,
∥∥adnFG∥∥s−2ρ,r/2 
[(
16n
ρr2
‖F‖s−ρ,r
)]n
‖G‖s,r .
By Stirling’s formula nn
n!  en for n 1, we obtain
‖G ◦Ψ ‖s−2ρ,r/2 
∑
n0
1
n!
∥∥adnFG∥∥s−2ρ,r/2

∑
n0
1
n!
[(
16n
ρr2
‖F‖s−ρ,r
)]n
‖G‖s,r

∑
n0
(
16e
ρr2
‖F‖s−ρ,r
)n
‖G‖s,r

∑
n0
(
1
2
)n
‖G‖s,r  2‖G‖s,r . 
Lemma A.6. Suppose g(x) is mth differentiable function on the closure I¯ of I , where I ⊂ R1 is
an interval. Let Ih = {x | |g(x)| < h, x ∈ I }, h > 0. If |g(m)(x)| d > 0 for all x ∈ I , where d
is a constant, then
meas(Ih) ch
1
m ,
where c = 2(2 + 3 + · · · +m+ d−1).
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Rkl =
{
ξ ∈ Π
∣∣∣ ∣∣〈k,ω(ξ)〉− 〈l,Ω(ξ)〉∣∣< 2α
(1 + |k|)τ
}
,
where k ∈ Zn, l ∈ Zm, |l|  2, |k| + |l| = 0. If Assumption 2 holds, then, there is a sufficiently
large constant M¯ , which only depends on ω and Ω , such that for |k| > M¯ ,
meas(Rkl) c(diamΠ)n−1
(
α
|k|τ+1
) 1
n−1
,
where c is independent of α.
Proof. By Assumption 2 and in the same way as in [17], it follows that for ξ ∈ Π there exist n
integers, 1 r1, r2, . . . , rn  n− 1, and n direction vectors, v1, v2, . . . , vn ∈ Rn such that
rank
{
Dr1v1ω(ξ),D
r2
v2ω(ξ), . . . ,D
rn
vn
ω(ξ)
}= n, (A.1)
where Drvω = d
r
dtr
ω(ξ + tv)|t=0 are r-order direction derivatives of ω at ξ along v. There exists
a neighborhood of ξ , Πξ ⊂ Π , such that (A.1) holds on its closure Π¯ξ .
Since Π is compact, we can choose such finite neighborhoods to cover Π , so without loss of
generality we suppose that (A.1) holds for all ξ ∈ Π .
Let the matrix A(ξ) = (Dr1v1ω(ξ),Dr2v2ω(ξ), . . . ,Drnvnω(ξ)). Since det[A(ξ)] = 0 for all ξ ∈ Π ,
there exists c1 > 0 such that for ∀(ξ, ν) ∈ Π × S, |A(ξ)ν|  c1, where S = {ν | ν ∈ Rn, |ν| =∑ |νj | = 1}, the norm of the vector A(ξ)ν is the same way as that of ν. Thus ∀(ξ, ν) ∈ Π × S,
there exists a neighborhood of ξ in Π , Πξ , and a neighborhood of ν in S, Sν such that for some i,∣∣〈Driviω(ξ ′), ν′〉∣∣ c12n, ∀(ξ ′, ν′) ∈ Πξ × Sν.
Since {Πξ × Sν | (ξ, ν) ∈ Π × S} covers the compact set Π × S, there exist finite covers: Π1 ×
S1, . . . ,ΠN × SN , such that ⋃Ni=1 Πi × Si ⊃ Π × S and for (ξ, ν) ∈ Πi × Si ,∣∣〈Dr¯iv¯i ω(ξ), ν〉∣∣ c12n,
where r¯i ∈ {r1, r2, . . . , rn} and v¯i = {v1, v2, . . . , vn}, i = 1,2, . . . ,N .
Now fix k = 0 and suppose k/|k| ∈ Si . Then for ξ ∈ Πi ,∣∣∣∣
〈
Drvω(ξ),
k
|k|
〉∣∣∣∣ c12n,
where we write r¯i and v¯i as r and v to simplify notations, and 1  r  n − 1. Let f (ξ) =
〈k,ω(ξ)〉 − 〈l,Ω(ξ)〉. Then
1
|k|D
r
vf (ξ) =
1
|k|
〈
k,Drvω(ξ)
〉− 1|k|
〈
l,DrvΩ(ξ)
〉
.
There exists M¯ > 0 such that for |k| > M¯ and ξ ∈ Πi ,
1
|k|
∣∣Drvf (ξ)∣∣ c14n. (A.2)
Let
Riklv =
{
t ∈ R
∣∣∣ ∣∣f (ξ + tv)∣∣< 2α
τ
, ξ ∈ Πi, ξ + tv ∈ Πi
}
(1 + |k|)
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Rikl =
{
ξ ∈ Rn
∣∣∣ ∣∣f (ξ)∣∣< 2α
(1 + |k|)τ , ξ ∈ Πi
}
.
Since for ξ + tv ∈ Πi , we have
1
|k|
∣∣∣∣ drdtr f (ξ + tv)
∣∣∣∣= 1|k|
∣∣Drvf (ξ)∣∣ c14n.
By Lemma A.6, it follows that
meas
(
Riklv
)
 c2
(
α
|k|τ+1
) 1
r
.
So
meas
(
Rikl
)
 c2(diamΠ)n−1
(
α
|k|τ+1
) 1
r
.
Since k|k| belongs at most to N sets S1, S2, . . . , SN , it follows that
meas(Rkl) c2N(diamΠ)n−1
(
α
|k|τ+1
) 1
n−1
.
The proof of Lemma A.7 is complete. 
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