Affect recognition from speech by Zhang, Li & Francisco, Virginia
Citation:  Zhang,  Li  and  Francisco, Virginia  (2009) Affect  recognition  from  speech. In:  
AIED'09:  International  Conference on Artif icial  Intelligence in  Education  ,  6-10 July  
2009, Brighton, UK.
Published by: UNSPECIFIED
URL: 
This  version  was  downloaded  from  Northumbria  Research  Link:  
http://nrl.northumbria.ac.uk/9865/
Northumbria  University  has  developed Northumbria  Research  Link  (NRL)  to  enable 
users to access the University’s research output.  Copyright  © and moral  rights  for  items 
on NRL  are retained by the individual  author(s) and/or other  copyright  owners.  Single  
copies of full  items can be reproduced, displayed or performed, and given to third  parties  
in  any  format  or  medium  for  personal  research or  study,  educational,  or  not-for-profit  
purposes without  prior  permission  or  charge,  provided  the  authors,  tit le  and  full  
bibliographic  details  are  given,  as  well  as  a  hyperlink  and/or  URL  to  the  original  
metadata  page. The content  must  not  be changed in  any way.  Full  items must  not  be 
sold commercially  in  any format  or medium  without  formal  permission of the copyright  
holder.  The full  policy is available online: http://nrl.northumbria.ac.uk/policies.html
This document  may differ  from the final,  published version of the research and has been 
made available online in  accordance with  publisher  policies. To read and/or cite from the  
published  version  of the  research,  please visit  the  publisher’s  website  (a subscription  
may be required.)
Affect Recognition from Speech
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University of Teesside, UK
TS1 3BA
Abstract. We aim to provide an automatic anti-bullying component in online text 
and speech based interaction for young people age 18 – 25. Affect expression in 
speech generally differs from culture to culture, from female to male. In this study, 
we focus on affect sensing from speech for different gender user groups for young 
people. So far our work mainly concentrates on the sensing of five basic emotions 
(including ‘happiness’, ‘sadness’, ‘fear’, ‘surprise’, and ‘anger’) and ‘neutral’ from 
speech. Detailed acoustic features have been extracted after analysis of speech data 
from one chosen male and female speaker. Our affect sensing component has been 
implemented under the theory of naïve Bayes classifier. We have also evaluated it 
using new test data. Our work contributes to the conference themes on intelligent 
technologies – machine learning and affective speech processing.
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Introduction
Automatic affect interpretation from speech could be challenging. Especially, affect 
expression in speech generally differs from one to another. In this study, we mainly 
focus on affect sensing from speech using acoustic features for different gender groups 
during  online  interaction.  In  our  previous  work,  we  have  made  an  in-depth 
development on affect sensing from open-ended text and metaphorical language. Our 
final research aim is to equip our system with affect sensing abilities from both speech 
and text in order to provide an automatic anti-bullying function for online interaction 
for young people. The work also shows great potential for ‘virtual tutors’ development 
in training/learning environments via the automatic interpretation of users’ emotion.
1. Related work
There is much work in the area of emotion recognition in speech. Nogueiras et al. [1] 
have  used  Hidden  Markov  Models  to  recognise  emotion  from speech.  Their  study 
proved that the structure of HMM was useful to capture the temporal behaviour of 
speech. Grimm et al. [2] have used acoustic features from speech signal and mapped 
them to an emotion state in a multi-dimensional, continuous-valued emotion space to 
recognize  driver’s  emotional  state  while  driving.  Amir  and  Cohen  [3]  have  also 
attempted to characterise emotion in the soundtrack of an animated film. Cichosz and 
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Ślot [4] reported a symbol-based learning approach to classify emotion in speech. They 
used a binary decision tree based classifier  and evaluated their approach using two 
databases of emotional speech on German and Polish. Oudeyer [5] made attempts to 
detect emotion from speech using a genetic algorithm with a set of optimal features. 
2. Emotion recognition in speech 
In our work, we create our own speech database and adopt naïve Bayes classifier to 
conduct the recognition task. First of all, we have created 10 neutral and 10 emotional 
informal conversational sentences for each emotional category. In order to justify the 
acoustic  features  discovered  for  different  emotional  speech,  we  have  made neutral 
sentences  not  only  recorded  in  a  neutral  way,  but  also  recorded  in  the  other  five 
emotional ways. Similarly, we have also recorded all affective example sentences in a 
neutral way so that such examples could assist us to remove some of the recovered 
features from emotional speech data mainly caused by particular speech context. 
Thus we have recorded 160 utterances (100 emotional utterances – 20 for each 
category and 60 neutral utterances – 10 for each category)  for each speaker using a 
standard sound studio. Our emotional speech database has been constructed with the 
speech samples contributed by 10 speakers mainly age 18 – 27 (4 female and 6 male), 
most of which have northeast British accent. All these data are used as training data. 
The test data are recorded in the same fashion, but with totally different emotional and 
non-emotional  informal  textual  sentences.  For  each  speaker,  we  have  recorded  60 
speech samples for testing (10 for each category including neutral).
Praat [6] has been used to analyze the speech data. For each sample, Praat provides 
an automatic summarized voice report and other files containing detailed information 
on acoustic features such as pitch, pulses, voicing, jitter, shimmer, intensity etc. After a 
careful  study of the voice reports  and other  acoustic  features  of the emotional  and 
neutral speech samples from all the speakers, we have chosen 9 acoustic features (mean 
and median pitch, standard pitch deviation, minimum and maximum pitch, pulses-per-
second, median intensity, minimum and maximum intensity) for further analysis. From 
the  analysis  of  the  chosen speech  samples  from a  male  and a  female  speaker,  we 
extended the 9 features to 45 for the male group and 52 for the female group. We now 
report our approach to emotional speech recognition. 
In our application, naïve Bayes classifier has been used to recognize emotion from 
speech. Equation 1 has been used to calculate the probabilities of different emotional 
states  for  any  given  test  speech  sample.  The  emotional  state  with  the  highest 
probability is regarded as the most probable affective state implied in that instance.
Vmax= argmaxvj in V P(vj)* P(a1|vj)* P(a2|vj)*...* P(an|vj)                                     (1)
In equation 1, a1, a2, … and an  represent the acoustic features recovered for each 
speech sample, such as features for mean pitch, median pitch, median intensity etc. We 
assume that these 9 general features are all independent. Each training speech sample is 
represented by the set of 9 acoustic features with different values. M-estimate has been 
adopted to produce the probability of an attribute value given any emotional or neutral 
classification. A Java application has been implemented based on the above discussion 
to recognize emotion from speech. In detail,  we use 110 training sample data (20 for 
each emotional category and 10 neutral speeches) with their  corresponding attribute 
values and the emotion labels  indicating  which emotional  states  they imply,  as  the 
input to the classifier for each gender group. The 120 test speech samples recorded by 
the same two speakers have also been represented in such a format, but with totally 
different sets of values of the acoustic features. Table 1 presents the recognition results. 
Table 1. Affect recognition results for the male and female speakers
Neutral Sad Happy Angry Fear Surprise Neutral Sad Happy Angry Fear Surprise
Neutral 90% - - 10% - - Neutra l 90% 10% - - - -
Sad 30% 10% - - 50% 10% Sad 20% 60% 20% - - -
Happy - - 20% 50% - 30% Happy - - 60% 20% 20% -
Angry - - - 60% 10% 30% Angry - - 30% 20% 40% 10%
Fear - - - 20% 50% 30% Fear - - 30% 60% 10% -
Surprise - - - - - 100% Surprise - 10% 10% - 40% 40%
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A further analysis of the results indicated that for both male and female speakers, 
an emotional utterance labeled with one negative affective state tends to be recognized 
to  contain  another  negative  affect  implication  because  of  the  resemblance  of  the 
acoustic features in these two emotional categories. E.g. speech samples with ‘anger’ 
implication have been interpreted to contain the affective state, ‘fear’. Similarly, speech 
data with ‘happiness’ implication have been regarded to contain ‘(good) surprise’ taste. 
These  results  indicate  that  our  affect  sensing component  may have extracted  some 
underlying  generalization  in  the  recognition  of  the  general  positive  and  negative 
affective states from the training data, but further improvement is needed in order to 
effectively distinguish one positive/negative affective state from another. We also aim 
to extend the speech sample size for training and evaluation as another future direction. 
3. Conclusions 
We implemented a prototype  for affect sensing from speech using Bayes  classifier. 
Although there is room for improvements, the current performance is acceptable. We 
intend  to  integrate  this  component  with  an  intelligent  conversational  agent  who 
interacts with human users during online speech based interaction so that it would be 
capable of detecting bullying situation automatically. We are also interested in how it 
intervenes in such aggressive situations based on the interpretation of the prototype. 
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