Abstract. The problem of observation error in assessing the dynamics of populations over time has received increasing attention of late. Of particular interest has been a densityindependent dynamic model, which allows a trend and is commonly employed in population viability analysis (PVA). Most of the recent work in this area has focused on assessing the impact of the observation error and on finding corrected estimators, primarily under normal models with the observation errors assumed to have a constant variance. This paper provides a comprehensive overview of statistical methods for this problem and evaluates them through simulations. This includes the development and assessment of simple and practical ways to obtain standard errors and confidence intervals for the basic parameters in the model and functions of them, such as the intrinsic rate of increase or the probability of eventual extinction. We allow for unequally spaced data and possibly changing observation error variances, and we also discuss how to employ standard errors that often accompany the estimated abundances. Both likelihood techniques under normality and methods allowing non-normal observation errors are discussed, and we describe how the various likelihoodbased techniques can be implement using standard mixed-model software, such as PROC MIXED in SAS. The projection technique we use to handle functions of the basic parameters is also valuable when there is no observation error. The methods are motivated and illustrated using data for grizzly bears, Whooping Cranes, California Condors, and Puerto Rican Parrots. We present a simulation experiment to evaluate the performance of the some of the methods.
INTRODUCTION
The role of observation/measurement error in the modeling of population dynamics has attracted considerable attention of late (e.g., de Valpine and Hastings 2002 , Calder et al. 2003 , de Valpine 2003 , Clark and Bjornstad 2005 with the random walk with drift model being of particular interest. The random walk model, commonly employed in population viability analysis, allows for a trend in the population over time resulting from a density-independent dynamic model. More precisely with N t denoting population abundance at time t and X t ¼ log(N t ), the model assumes that X t À X tÀ1 ¼ l þ e t where e t is normally distributed with mean 0 and variance r 2 . This corresponds to a model for the abundance with growth parameter r ¼ l þ r 2 /2 and ''finite rate of increase'' or trend parameter k ¼ e r . This model has also been referred to as the diffusion approximation model (Dennis et al. 1991 , Holmes 2004 , Staples et al. 2004 and is a stochastic Malthusian model. The goal in these problem is estimation of the basic parameters, l and r 2 , and functions of them based on a series of observed/estimated abundances. Of particular interest are the growth parameter, the trend, the probability of eventual extinction and probabilities about abundance at future points in time. The conclusions of such an analysis can carry important implications for management policies, especially in the case of endangered species. Dennis et al. (1991) and Morris and Doak (2002) , among others, provide extensive discussion of this model and treat many of the statistical issues in the absence of observation error.
With observation error, only an estimate of the abundance rather than the abundance itself is available. The effects of observation error on analyses which ignore it are now fairly well understood (e.g., Ludwig 1999 , Meier and Fagan 2000 , Holmes 2001 , Holmes and Fagan 2002 , Parysow and Tazik 2002 ). There has been recent progress in developing and comparing different estimators that correct for observation error, but techniques for inference (i.e., standard errors, confidence intervals, and so on) have not been fully developed. This paper provides a comprehensive discussion of inferential issues under a fairly rich class of models, including allowance for the fact that the observation error variances can be changing over time. We examine in detail both likelihood and moment-based methods for inference, address ways in which to make use of estimated standard errors that often accompany the estimated abundances, illustrate the methods using data from four species, and evaluate the techniques via simulations. The predominant approach to correct for observation error has been to assume that the errors on estimated logabundance are normal with mean 0 and constant variance, in which case all of the parameters can be estimated from the estimated log abundances. Staples et al. (2004) and Dennis et al. (2006) apply likelihood methods for estimation and inference and demonstrate how, for equally spaced data, estimation can be carried out with mixed-models software (e.g., PROC MIXED in SAS). In their examples, however, confidence limits were only provided for the mean parameter l. Building from developments in Staudenmayer and Buonaccorsi (2006) , we extend these methods in a number of ways. First, we show that in the likelihood setting one can make use of a mixed-model approach, and related software, even if the data are unequally spaced. We demonstrate how to obtain confidence intervals for the main parameters l, r 2 , and the observation error variance via this mixed-model approach. Moment-based estimators, which can be computed in closed form and allow for more general assumptions than strict normality, are also developed. We then propose a simple but powerful technique for computing confidence intervals for other quantities, such as the finite rate of increase or the probability of extinction, which are functions of the primary parameters l and r 2 . A Bayesian approach to this problem is also possible, as described by Lindley (2003) , who combined a state-space formulation with Bayesian techniques for inferences; see Calder et al. (2003) and Clark and Bjornstad (2004) for more general treatments on Bayesian methods in treating observation error in population dynamic models. We do not consider the Bayesian approach further for reasons given in the discussion.
The other important area we explore is the use of socalled ''pseudo methods'' which exploit standard errors which might accompany the estimated abundances or log-abundances. (Here we use the term pseudo as it is used in reference to first estimating ''nuisance parameter,'' in this case the observation error variances; see for example Gong and Samaniego [1981] .) Such standard errors come from direct estimates of sampling error at each time, such as if there are counts from several locations that are averaged to estimate abundance, but can also be used to give an estimate of sampling variance. There are two benefits to not throwing away that information. First, it can lead to more efficient and stable estimators (i.e., generally narrower confidence intervals). In addition, this approach also easily allows the observation error variance to realistically change over time, which commonly occurs as a result of either changing sampling effort or dependence of the variability on the underlying abundance. This problem has received limited attention. Inferential techniques paralleling those described in the preceding paragraph are presented for the pseudo-estimators, and we discuss the challenges and limitations in handling unequal observation error variances.
We begin with a description of the models for the true values and the observation errors. A brief summary is then given of methods which ignore observation error followed by detailed developments of likelihood and moment-based techniques for inference when correcting for observation error. Methods for getting confidence intervals on important functions of the basic parameters (e.g., intrinsic rate of increase) are then described. The methods are illustrated using data on grizzly bear, Whooping Cranes, California Condors, and the Puerto Rican Parrot, all of which were presented and discussed by Staples et al. (2004) . These are displayed in Fig. 1 , which shows estimated log-abundance and difference in log-abundances. See Examples for further discussion. Simulations are presented followed by general discussion.
MODELS
Following up on notation presented at the start of the paper, the model can be written in terms of true logabundance values as
where the notation jx tÀ1 means ''given X tÀ1 ¼ x tÀ1 .'' This distinguishes the actual value of log-abundance which occurs, x t , from the random variable X t (with a similar distinction for n t and N t ). In terms of abundance N t j n tÀ1 ¼ e l n tÀ1 d t , where d t ¼ e et is distributed lognormal, so with E denoting expected value,
where k ¼ e lþðr 2 =2Þ is the ''finite rate of increase'' or trend. As in Dennis et al. (1991) , we allow data to be collected at possibly unequally spaced time points t 0 , t 1 , t 2 , Á Á Á , t q . With X i denoting the random abundance at time t i , Eq. 1 leads to
for i ¼ 1, . . . , q, where s i ¼ t i À t iÀ1 is the time between observations i À 1 and i. The e i , referred to as process errors, are assumed to be independent and normally distributed with mean 0 and variance V(e i ) ¼ s i r 2 .
Observation error models
Observation, or measurement, error arises from estimation of abundance through some type of sampling. The estimated abundance at time t i is denoted bŷ N i and the estimated log-abundance byX i . Specification of an observation error model raises a number of questions, including: Is the model specified in terms of the estimated abundance or log-abundance? Does the observation error variance change over time? This can happen for at least two reasons; due to dependence of the variance on the underlying but unobserved true abundance or due to changes in sampling effort over time. Are the observation errors correlated? This correlation could result from the use of common sampling units at different time points, or result from observation errors depending on the underlying true abundances, which are themselves correlated over time.
A full discussion of the nature of the observation errors, which is both longer and more technical than is needed here, can be found in Buonaccorsi et al. (2006) and Staudenmayer and Buonaccorsi (2006) . We refer the interested reader to those papers for complete details. Here, we will work under the assumptions that
whereX i is the estimator of log-abundance at time t i and, with Cov denoting covariance,
The quantity m represents bias inX i as an estimator of the true log-abundance x i and the last assumption assumes that the observation errors are uncorrelated. The assumptions of constant bias and uncorrelated observation errors can be relaxed (see Staudenmayer and Buonaccorsi 2006) , but we will not do so here.
Almost all of the applications and methodological developments for this problem to date have made these simplifying assumptions. This will allow us to focus the discussion as changing bias and correlated observation errors introduce a suite of additional considerations that are beyond the scope of this paper. The variance of u i , denoted r 2 uðiÞ , can contain components due to sampling error and, if present, variability due to dependence of the observation error variance on the underlying log-abundance X i . The difference in estimated log abundances at time t i iŝ
and from the preceding discussion,
and Cov(Ŵ i ,Ŵ j ) ¼ 0, if ji À jj . 1. These moments are the key for assessing the properties of naive estimators that ignore observation error and for developing correction techniques.
NAIVE ANALYSES
''Naive'' approaches use the estimated log-abundances as if they were the true log-abundances, that is, as if FIG. 1. Plot of estimated log abundance and differences in estimated log abundance over time for four species. For the grizzly bears, the error bars are 62 estimated standard deviations of the observation error.
there were no observation errors. This leads to a standard linear model (see Dennis et al. 1991 and Morris and Doak 2002 for details) and the naive estimators of l and r 2 arê
With equally spaced data, these are just the sample mean and sample variance of the W i 's respectively. Naive confidence intervals for l and r 2 (which are exact with no observation error and under normality) arê 
respectively, where t 1Àa/2,qÀ1 is the 100(1 À a/2)th percentile of the t-distribution with q À 1 degrees of freedom with a similar interpretation for v 2 1Àa=2;qÀ1 based on the chi-square distribution with q À 1 degrees of freedom.
Numerous authors have documented the impacts of observation errors on naive analyses which ignore it, either through simulations or analytically (see Meier and Fagan 2000 , Holmes 2001 . show that the observation error here generally leads to overestimation of k in Eq. 2, the result of overestimation of r 2 . This is in sharp contrast to simple linear regression where measurement error in the predictor usually leads to underestimation of the slope (see Carroll et al. 2006 ).
CORRECTING FOR OBSERVATION ERROR
Here we describe two general approaches to correcting for observation error. The first, which has dominated much of the literature uses only the estimated differences in log abundances; theŴ 1 , . . . ,Ŵ q . The second technique comes under the general heading of pseudo methods, and utilizes the estimated standard errors which accompany the estimated abundances. Within each of these approaches either likelihood methods based on distributional assumptions or moment-based techniques can be employed.
Using the estimated log abundances only
Interestingly and unlike many other measurement error problems, it has been recognized that if the observation error variance is constant, the parameters l, r 2 , and r 2 u can be estimated simultaneously from the estimated log-abundances alone with no further information about the observation errors. This is the result of correlations arising from the underlying dynamic model; see Eq. 7. Both likelihood-and moment-based approaches can be used.
Likelihood methods.-Suppose the W i 's are normally distributed and that the observation errors are uncorrelated and normally distributed with constant observation error variance r 2 u . This leads to theŴ i 's being normally distributed, with mean, variance and covariances as given in Eq. 7 but with all r 2 uðiÞ equal to r 2 u . Using this model, in which l, r 2 , and r 2 u are all identifiable. Lindley (2003) , Holmes (2004) , and Staples et al. (2004) use either maximum likelihood (ML) or restricted maximum likelihood (REML) estimators for equally spaced data. We will utilize REML estimators, as Staples et al. did, since they generally lead to less biased estimates of variance components. For equally spaced data, Staples et al. (2004) recognized the advantage of a linear mixed-model formulation and used proc MIXED in SAS to obtain REML estimators for their examples. In their implementation of MIXED the two variance related parameters that are directly estimated are Àr 2 u (the covariance of adjacent estimated differences) and r 2 þ 2r 2 u (the variance of an estimated difference). These estimates must be converted to get estimates of r 2 and r 2 u and to get standard errors associated with the estimates of the variance components. This is easy since the conversions are linear, but it will be easier to directly parameterize in terms of the variances as we do below. Notice also that with this parameterization when converting one can get negative estimate of the variances components, which is not allowable. We also note that Staples et al. (2004) provided estimates but no standard errors or confidence intervals for the variance parameters, which is one of our main objectives.
The linear mixed-model approach can be extended to accommodate unequally spaced time points as shown by Staudenmayer and Buonaccorsi (2006) and discussed further in Appendix A. Further, as shown in Appendix C, PROC MIXED in SAS can be implemented to provide direct estimates and confidence intervals for the two variances. In addition since we parameterize directly in terms of the variances of interest we can (using suitable options) require nonnegative estimates of variances beforehand.
The REML estimators of the variance components will be denotedr 2 REML andr 2 u;REML . The associated estimator of the mean,l REML , produced by most mixedmodels software, is a generalized least squares (GLS) estimator (e.g., Eq. 12 in Staples et al. 2004 
The second approach utilizes a chi-square approximation for the estimated variance leading to the interval /(SE(r 2 )) 2 is an approximate degrees of freedom. Most of these intervals are produced by mixedmodel software (e.g., SAS PROC MIXED). We will see in our examples, however, that the chi-square approach can produce odd results when the approximate degrees of freedom are small.
Under the assumptions of normality and constant observation error variance, one can also obtain confidence intervals using two more computationally intensive techniques; the parametric bootstrap or a profilelikelihood method.
For a general discussion of bootstrapping see Efron and Tibshirani (1993) and Manly (1997) . Dennis et al. (1991) utilize the bootstrap in the random walk model with no observation error. For b ¼ 1 to B (large), the bth bootstrap sample, indexed by b, is generated as follows: 1) Generate true values. First set X b0 ¼X 0 which uses the estimated log abundance at time 0 as the starting point for each bootstrap sample. The remaining true values are generated by X bi ¼ X b,iÀ1 þ e bi for i ¼ 1 to q, where the e bi are independent and identically distributed as normal (i.i.d.) with mean 0 and variancer 2 . 2) Generate error-prone measures. For i ¼ 0 to q,X bi ¼ X bi þ u bi , where the u bi are i.i.d. normal with mean 0 and variancer
Estimates are obtained for each of the B bootstrap samples, from which standard errors and confidence intervals can be obtained in standard ways. In our examples, we will use bootstrap confidence intervals based on the percentile method; for example, a 95% confidence interval uses the 2.5th and 97.5th percentiles. While BC a (bias corrected and accelerated) bootstrap intervals are often preferred, further investigation is needed to address how to jackknife to obtain the acceleration constant in this setting.
We also obtain profile-likelihood confidence intervals under the normality assumptions; see, for example, Section 3.4 of Demidenko (2004) for details. For the variance components, we use the restricted loglikelihood, l(r 2 , r 2 u ) and letl denote its maximized value, maximized under the constraint that the variance estimates are nonnegative. The profile likelihood confidence interval for r
g, where P(c)¼max r 2 l(r 2 , c), which is referred to as the profile-likelihood for r 2 u . We have expressed the interval in terms of À2 log(likelihood) since this is the quantity reported in most mixed-models procedures. A profile likelihood confidence interval for r 2 is obtained in a similar manner by swapping the roles of r 2 and r 2 u . This method could also be used to get an interval for l, but it would utilize the full likelihood (which is a function of l, r 2 , and r 2 u ) rather than the restricted likelihood. Moment-based methods.-The likelihood approach described above depends on the assumed normality of the estimated difference in log-abundances. While the assumption of normality of the X i (and hence the W i ) is required for the expressions used for the finite rate of increase, the probability of extinction and other quantities, the observation errors may or may not be normally distributed. If they are not normal then neither are theŴ i 's. In addition, even if the observation error is normally distributed if its variance is a function of the true value, then unconditionally,Ŵ i is not normally distributed. One could build likelihood methods assuming some other distribution for the observation error but it may be difficult to specify a suitable distribution and even if one could do so, customized programming would be needed for the analysis (as opposed to the normalbased analysis from mixed-model software). It is useful therefore to have a method of estimation that does not depend on normality. Even if normality did hold, the likelihood estimators and associated inferences of the previous section depend on the availability of mixedmodel software, while moment estimators and associated standard errors can be obtained using explicit expressions and are easily programmed.
In simpler mixed models, moment and REML estimators essentially coincide. In more complex models, as here, differences can emerge. The REML estimators are generally known to be robust to the normality assumption, in the sense of producing consistent estimators, but the standard errors produced by most mixed-models software are not, as they do depend on the use of an information matrix based on the normality assumption; see Searle et al. (1992:64) and the reference there. The closed form of the moment estimators simplifies the derivation of the standard errors for the estimated variances when normality is not present.
For estimating the mean the naive estimator, now denotedl mom can be used. This is an unbiased estimator and under the assumption of constant observation error variance has an estimated standard error of
Using the properties in Eq. 7 along with the expected value of the naive estimator of r 2 , Staudenmayer and Buonaccorsi (2006) developed consistent moment-based estimators of the variance components given byr
where recall s i is the elapsed time between the (i À 1)st and ith observations (and so all s i ¼ 1 with equally spaced data). Section 5.1 of Staudenmayer and Buonaccorsi (2006) also provides expressions for the approximate variances ofr 2 mom andr 2 u;mom as well as for the covariance among them andl mom . While the analytical expressions for the true standard errors of the variance estimators do not depend on normality, obtaining estimated standard errors without assuming normality is general challenging, and fully robust methods need further development; see the Appendix of Staudenmayer and Buonaccorsi (2006) for some discussion. One approach, implemented in the examples, is to estimate the standard errors based on the normality assumption. The procedure then is only partly distribution free; the estimators and their properties do not depend on the normality assumption but the estimation of standard errors and associated confidence intervals do.
Once the standard errors for the moment estimators are obtained, Wald and chi-square confidence intervals can be obtained in the same manner as with the REML estimators of the preceding section, except that the Wald interval for l will use a z rather than a t value. If we assumed normality but used the moment estimators for computational convenience, we can bootstrap them in the same manner as we did the REML estimators. Without normality of the observation errors one cannot easily apply the bootstrap in a nonparametric manner. The difficulty is the need for a nonparametric estimate of the distribution of the observation error, a challenging problem which has not been attacked in this context. Note: Variables and abbreviations are: M, moment estimator; R, restricted maximum likelihood (REML) estimator; PRC, pseudo-REML estimator assuming constant variance; PRI, pseudo-REML estimator using individual variances; SD, standard deviation; jbiasj, absolute bias; mse, mean squared error. ''Pseudo'' methods using estimated observation error variances
The estimate of x i is often accompanied by an estimated standard error,r u(i) . While these were not given for the data used in our examples, such standard errors usually follow from the same sampling procedure (subsampling, and so on) that produced the estimated log-abundancex i . For illustration, standard errors were generated for the grizzly bear data; see Fig. 1 and the Examples section. Here we present ''pseudo approaches'' in which ther 2 uðiÞ are substituted for the observation error variances in Eq. 7, treated as known and then l and r 2 are estimated using either likelihood or moment techniques. If the observation error variance can be assumed to be constant, then instead of using the individualr 2 uðiÞ , the pseudo estimators can be obtained after setting each r 2 uðiÞ to the common
which is simply the mean of the estimated observation error variances. The pseudo approach has been employed in other dynamic models (Williams et al. 2003, Staudenmayer and Buonaccorsi 2005) and has been developed for the random walk model by Staudenmayer and Buonaccorsi (2006) . As discussed in Appendix C, the pseudo-REML estimators can be obtained directly with the appropriate implementation of mixed-model software, whether we use the individual observation error variances or the meanr 
If we treat the estimated observation error variances as known, then standard error and associated chi-square or Wald confidence intervals can be easily obtained for either the pseudo-REML estimators using output from mixed-model software or the pseudo-moment estimators using the first three terms in Eq. 13 of Staudenmayer and Buonaccorsi (2006) . Under normality assumptions, one can also obtain profile-likelihood confidence intervals or use the bootstrap as described earlier (with the obvious modifications when allowing unequal observation error variances). Again, direct implementation of these approaches assumes the observation error variances are fixed and known.
One should account for the uncertainty due to estimating the observation error variances if possible. The standard error associated withl mom does not need any adjustment sincel mom does not involve the r 2 uðiÞ 's, but the standard error for a pseudo estimate of r 2 does need modification. Staudenmayer and Buonaccorsi Table 2 . In addition, N, naive estimator; PMC, pseudo-moment estimator assuming constant variance; PMI, pseudo-moment estimator using individual variances. Staudenmayer and Buonaccorsi (2006) . Suppose SE F denotes the standard error obtained assuming the observation error variances are fixed and known. The corrected standard error is of the form
where Q is an additional piece based on the uncertainty in the estimated observation error variances. In the case where the observation error variances are assumed constant and the pseudo estimator usesr 2 u in Eq. 18, then the additional term is
uðiÞ Àr 2 u ) 2 /q is the sample variance ofr 2 u0 ,r 2 u1 , . . . ,r 2 uq , and c is a constant which differs depending on whether the REML or MOM estimator is being used (see Appendix B). There are some results for allowance of unequal observation error variances but work is ongoing on handling the most general setting where the observation error variances are not modeled in some fashion. Fortunately in the examples and in the simulations, these correction terms play a minor role since they are small relative to the other term entering into the standard error.
Negative estimates of variances
Special attention needs to be given to the problem of negative estimates of one of the variance components. This is a problem that arises in many mixed models (see Searle et al. 1992 ) if the problem is fit in an unconstrained manner, as occurs in our analysis of the Parrot data. Most mixed-model software will have an option to constrain the estimates of the variance components to be nonnegative, and for moment estimators, this can be done by rounding to 0 where necessary. However, problems remain in obtaining confidence intervals. The chi-square intervals for variances cannot be calculated as the estimated degrees of freedom will be 0. For the Wald intervals, the standard errors of the estimators will be off since they are computed based on setting a variance to 0. Finally, the parametric bootstrap would have to be carried out using 0 for one of the variances. None of these approaches are satisfactory. With normality assumptions the best option from the relative frequency perspective is to use profile-likelihood confidence intervals. We do note that if a variance is actually equal to 0 the usual asymptotic results do not hold (Self and Liang 1987) but in practice it is usually reasonable to assume that both the process or observation variance are nonnegative.
The problem surrounding the confidence intervals in the presence of negative variance estimates is alleviated if one is willing to adopt a Bayesian approach and calculate a ''Bayesian credible interval.'' This is relatively straightforward, in principle, with the use of standard priors, but gets more complicated if nonstandard priors allowing a nonzero prior probability of a zero value for the variance are used. In those cases where the bootstrap can be used (see earlier discussions), bootstrap standard errors and confidence intervals can be obtained for h directly, but some care must be exercised. The bootstrap is not a panacea and special attention needs to be given to One of the most commonly used techniques for getting a confidence interval on h is to use the Wald interval of the formĥ 6 z 1Àa/2 SE(ĥ), where SE(ĥ) is an estimated standard error forĥ. To employ this one needs the variance ofĥ and then SE(ĥ) is computed as the square root of the estimated variance. For nonlinear functions, the variance ofĥ must be approximated, usually done via the ''delta/Taylor series method'' (see Casella and Berger 2002:242) . In general, the smaller the sample sizes, the less accurate the approximation to the variance is. In addition, the Wald method relies on approximate normality of the estimator, which can come into question for short series.
Another approach is what we will refer to here as the projection method. This is an established, but often under used, statistical technique. It has not been previously applied to PVA analyses except as suggested by Ludwig (1999) . Here, it starts with a joint two-dimensional confidence region for l and r 2 , which we will denote by R. For our purposes, R will be a rectangle obtained by combining individual confidence intervals for l and r 2 ;
say [L l , U l ] and [L r 2 ;U r 2 ], respectively. [In the case with no observation error, it is better to use a non-rectangular confidence region for l and r 2 ; see Mood et al. (1974:384) .] In the current case with observation error one could also develop an elliptical region for R. However, we will not pursue that approach here since it depends on a number of assumptions and the resulting intervals for the functions of interest are both harder to obtain and do not utilize the previously developed intervals for l and r 
The confidence region for h is simply the set of values that result by calculating the function of interest over all values of l and r 2 in R. In most cases, the confidence set C(h) is an interval obtained by finding the min and max of the function of interest over values in R. An advantage of the projection approach is that we have a bound on the confidence coefficient. If the confidence coefficient of the region R is !1 À a then the same is true for the confidence coefficient for C(h). Using Bonferroni's inequality we can achieve this overall coverage of at least 1 À a by computing each of the intervals for l and r 2 with a confidence level of 1 À a*, where a* ¼ a/2. Following are details for getting confidence intervals for some specific quantities of interest.
Confidence intervals for r.-The growth parameter r is the most easily handled since the variance ofr can be obtained exactly with
). In the naive analysis and the likelihood approach, the Cov term is zero but the moment approach allows for a nonzero value. The Wald interval for r is CI r (W) 1 r 6 z 1Àa/2 SE(r), where SE(r) is the square root of the estimate of V(r); see also Eq. 61 in Dennis et al. (1991) and Morris and Doak (2002) . The projection interval for r is
Notice that the projection technique bypasses the need to worry about the covariance in the estimators of l and r 2 since it works from the individual intervals.
Confidence intervals for k.-The Wald interval is CI k (W ) ¼k 6 z 1Àa/2 SE(k), where SE(k) ¼ (k 2V (r)) Confidence intervals for the probability of extinction p.-Estimation of the probability of extinction has proved to be notoriously difficult, both with respect to bias of the point estimator and deriving standard errors and confidence intervals in some traditional ways. There are good arguments to be made for abandoning trying to estimate the probability of eventual extinction or the expected time to extinction given not only the statistical issues, but also because it is unclear how useful these quantities really are from an ecological perspective; see Ludwig (1999) for example. However, since the estimation of the probability of extinction continues to draw attention, we will address it briefly. It also serves to illustrate the advantage of the projection method for situations where the Wald approach may encounter difficulty. Estimating p is especially difficulty when l is less than or equal to 0 or close to 0. In particular, there are problems with bias and with getting a standard error for the estimate and associated confidence intervals when there is sufficient probability of an estimated mean less than 0 which leads to a significant point mass associated with an estimated extinction of 1. Many of these issues can be resolved through the projection method which bypasses the issue of bias and the need for a standard error by going directly to interval estimation. Let 
where x Ã ¼ log(n) À log(n c ) . 0. This is the probability of the population size eventually crossing the threshold n c starting from population of size n. The n c may represent a threshold for true extinction or some other important critical value, sometimes referred to as ''pseudo-extinction.''
The typical estimator of p( The projection confidence ''interval'' for p is easily obtained via
(i.e., the interval for l contains all negative values)
& Other probabilities.-Instead of estimating the probability of extinction a more reasonable objective may be to estimate probabilities concerning abundance at a future point in time, say at the next time point t q þ 1, for illustration. If the interest is in the probability that the population at the next time point is less than or equal to a certain proportion of the current abundance, that is in P(N qþ1 pN q ), then Buonaccorsi et al. (2006) show that under normality this is a function of l and r 2 , namely U((log(p) À l)/r). The projection technique can be applied immediately for these quantities. On the other hand, inferences for the probabilities about absolute abundance are more challenging since these probabilities also depend on the current, but unobserved abundance. See the discussion in Staudenmayer and Buonaccorsi (2006) .
SIMULATIONS
Here we present the results of a simulation experiment to compare the performance of estimators and confidence interval construction methods across a variety of parameter combinations and observation error models. We simulated series with q ¼ 21 and 11 years of data (corresponding to 20 and 10 differences, respectively) all with a starting abundance of N 1 ¼ 150. Table 1 displays the combinations of l and r 2 we used to generate the data, along with related quantities of interest. For constant observation error variances we used r In summary, for each of three settings (constant variance with normal observation errors, constant variance with uniform observation errors, and normal observation errors with unequal variances) there are 48 combinations arising from two sample sizes, two values of l, three values of r 2 and four values of r 2 u . With l ¼À0.1 (declining trend) there were some cases where the where the simulated population went extinct (i.e., X t , 0 implying N t , 1) before reaching q and in those cases additional simulations were run to get 1000 simulations where extinction was not reached.
Estimation
We discuss the estimators first. For l, we consider four estimators: the method of moments/naive (M) estimator, the REML (R) estimator and pseudo-REML estimators assuming constant (PRC) or unequal (PRI) observation error variances. For r 2 and k we have seven estimators: naive (N), method of moments (M) and pseudo methods of moments assuming constant (PMC) or unequal (PMI) observation error variances, along with R, PRC, and PRI as defined above. The pseudo estimators are based on estimated observation error variancesr 2 uðiÞ , generated so that dr 2 uðiÞ /r 2 uðiÞ was distributed chi-square with d degrees of freedom. This results inr 2 uðiÞ being unbiased for r 2 uðiÞ , and we chose the degrees of freedom so that the coefficient of variation of r 2 uðiÞ as an estimator of r 2 u is 0.10 (10%). In general, we note that there were cases where the REML or pseudo-REML estimators could not be obtained. This could have been due to nonexistence of the estimators or because of lack of convergence in PROC MIXED. With equal observation error variances, this was not much of an issue for the pseudo methods but the REML estimates could not be obtained in upwards of 5% of the cases. With unequal variances, all three methods had similar problems, with up to 10% of the cases not having estimates. In general, the worse case scenarios were with the larger observation error variances and the small process variance of 0.01.
Tables 2-4 summarize the mean performance of the estimators over all of the parameter settings for each of the three observation error models. There is, obviously, some danger in summarizing in this way. Twenty-seven figures were produced which provide an assessment of the bias (b), standard deviation (SD) and root mean squared error (b 2 þ SD 
Without estimates of observation error variance
Without estimates of the observation error variances, the comparison is only between the naive and REML estimator for l and the naive, moment, and REML estimators for the process variance r 2 and the trend k. Notes: Key to methods: NAIVE-T, naive interval using t value; MOM-W, moment method using Wald interval; PMOM-C-W, pseudo-moment method with constant variance, Wald interval; REML-T, REML method using t value; PREML-C-T, pseudo-REML method under constant variance using t value.
For l, there is generally little distinction between the moment (naive) and REML estimators, both in terms of global behavior and the correlation between the estimators over individual simulations. At the very high observation error variance, however, there is less agreement and the REML estimator gains an advantage over the moment estimator. But, as noted earlier it is in those setting that some concerns arise about being able to obtain the REML estimator.
For r 2 and k, as expected, the naive estimator begins to break down as the observation error variance increases and cannot be recommended. The moment and REML estimators again perform very similarly, and the REML has lower root mean squared error when the observation error variance is larger. Recall, however, that there can be problems with obtaining the REML estimators with large observation error variances. We note that both the MOM and REML estimators of r 2 are relatively robust to both the normality assumption and the assumption of constant variance.
Using estimated observation error variances
Here, the pseudo estimators now come into consideration.
For estimating l, the pseudo-REML estimator does not really improve on the moment and REML estimator and is often a bit more variable, even in the case of unequal variances.
For estimating the variance and k, the figures only present results for the pseudo estimators formed under the constant variance assumption (PMC and PRC) since the performance of the estimators using individual variances (PMI and PRI, respectively) was quite similar. The pseudo-REML estimators are competitive with the REML and moment estimators throughout and are superior as the observation error variances increase, for both unequal variance and non-normal observation errors. The pseudo-moment estimators on the other hand, perform poorly compared to the moment estimators (which make no use of estimated observation error variances) at higher observation error variances and offer no real advantages over the moment estimators in other cases.
Confidence intervals
Turning our attention to confidence intervals, there are numerous intervals that can be computed as described here. A number of those intervals either used directly, or were based on, a chi-square-based confidence interval for r 2 ; see Eq. 14. While these intervals may be adequate in some mixed models with sufficient sample sizes, they do not perform here, as will also be seen in our examples. In the simulations there are many cases (often the majority within a particular combination of parameters) where the estimated degrees of freedom is less than 1, leading to a ridiculously large confidence interval. For this reason we have dropped these intervals from consideration in our simulations and generally recommend against their use.
For l, we consider the Wald-based method of moment and pseudo method of moment intervals (MOMW and PMOMCW), along with REML-based confidence intervals both non-pseudo (REMLT) and pseudo (PREMLCT), where the T indicates the use of a t value with an estimated degrees of freedom (see, for example, Eq. 11). Similar confidence intervals are considered for r 2 except the REML Wald intervals use a z value rather than a t with adjusted degrees of freedom (see Eq. 13). For k we consider five intervals. Two use an approximate standard error and form a Wald-type interval using either the moment or REML estimators (MOMW and REMLW). The other four (MOMPWW, PMOMCPWW, PREMLCPTW, and REMLPTW) use the projection technique of creating the confidence interval for k from simultaneous confidence intervals for l and r 2 . The first part of the label indicates the general method (MOM ¼ moment, PMOMC ¼ pseudo method of moments with constant observation error variance, PREMLC ¼ pseudo-REML with constant observation error variance and REML) while the last part of the name Pxy indicates projection of an x interval for l and a y interval for r 2 . For example, PWW means a projection using a Wald interval for l and a Wald interval for r 2 . The pseudo intervals are given based on assuming constant variance since the performance was similar for the procedure using individual estimated observation error variances.
Overall summaries of the coverage rates is given in Tables 5-7 while Figs. 5-7 show more details over all parameterizations for the case with normal observation errors with constant variance. As with the estimation figures, the parameter combinations corresponding to the different vertical slices are indicated in the first panel of the figure. Other figures are given in the electronic appendix. All intervals were trying to achieve a coverage rate of 0.95.
The conclusions about confidence intervals are relatively complicated. Notes: Key to methods: MOM-W, moment method, Wald interval; PMOM-C-P-WW, pseudo-moment method with constant variance, projection interval constructed using Wald intervals for l and r 2 ; REML-W, REML estimator, Wald interval; PREM-C-P-TW, pseudo-moment method with constant variance, projection interval constructed using t-based interval for l and Wald interval for r 2 .
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Normal observation error with constant variance
For l, the moment-based Wald interval does the best across all of the parameterizations although it encounters problems, as do most of the procedures, with both small process and observation error variances.
For r 2 , the REML procedures fail miserably in many cases. The Wald method of moments does well throughout the parameterization as does the pseudo version of it when estimated observation error variances are available.
For k, the various moment-based Wald intervals are consistently better than the REML-based confidence intervals. As the observation error variances increase, the latter have increasing poor performance with coverage rates dropping to around 0.7 rather than the desired 0.95.
Normal observation error with unequal variances and for uniform observation errors under constant variance
The conclusions for these two settings are fairly similar. For l, while there are a few situations where some of the intervals do well, for the most part all of the intervals fail by quite a bit much of the time. Under this scenario none of the confidence intervals for l can be universally recommended. In particular, future work is needed to further accommodate non-normal observation errors. The situation for r 2 is better where there is good coverage from the Wald-based moment intervals, either non-pseudo or pseudo, across parameterizations. For k, despite the poor general performance of the confidence intervals in estimating l, the moment-based Wald interval and the moment-based interval projecting the Wald intervals for l and r 2 do quite well except in all but a few cases. The REML-based interval often FIG. 5 . Coverage of confidence intervals for l under normal observation error with constant variance. The name of a method is located at a height equal to the coverage rate. MOM W ¼ moment method using Wald interval; PMOM-C-W ¼ pseudo-moment method with constant variance; REML-T ¼ REML method using t value; PREML-C-T ¼ pseudo-REML method under constant variance using t value. encounters difficulties in these settings. Somewhat surprisingly in the case of unequal variances, the pseudo methods do not offer any great advantages over the non-pseudo methods, at least with respect to overall coverage.
Finally, note that we did not simulate the performance of the bootstrap or profile likelihood intervals in part due to their large computational requirements and the need for a lot of additional programming. Theoretical and empirical results from related problems suggest that the bootstrap or profile likelihood confidence intervals, or more complicated versions of them which make bias adjustments, will perform better (e.g., Efron 1987), so long as the model assumptions are met. We wanted to concentrate here on those methods that are readily available to experimenters. The moment estimators are easily programmed, and the REML-based procedures are available through mixed-model software. But, certainly further investigation of other interval methods is warranted.
EXAMPLES
We first apply the methods using the four data sets described in the introduction and presented in Fig. 1 . All of the original data sets are equally spaced in time, although our methods and programs readily accommodate unequally spaced data sets. A SAS program which combines the use of PROC MIXED with customized IML code was used to provide all of the results presented here except for the profile likelihood intervals. See Appendix C for a detailed description on the use of PROC MIXED. Table 8 provides estimates, standard errors and confidence intervals for the basic parameters l, r 2 , and r 2 u using naive, REML and MOM procedures under the assumption of constant observation error variances. Fig. 8 illustrates the construction of a profile likelihood confidence interval for r 2 with the parrot data. Here are some observations on 1) Since the naive estimator of l is also a momentbased estimator of l the naive and moment estimators of l are the same. This estimator is unbiased for l, but the naive standard error of the estimate of l is not correct. The corrected standard error is the one attached to the moment estimator in the output.
2) As expected, in all but the parrot data, the corrected estimator of the variance r 2 is smaller than the naive estimator, which in general overestimates the true value. Correspondingly, the confidence intervals for r 2 are generally moved towards 0 relative to the naive intervals.
3) The chi-square-based intervals for the variance components, either REML or MOM, are quite inconsistent with the other corrected intervals and not very useful. This is especially true with the condor and bear data. This is due to the degrees of freedom being too small, as a result of the standard error being relatively close to the estimate. This problem was noted in the simulations.
4) The parrot data illustrate the problem of negative estimates of variance components. If the solutions are not bounded, MOM and unbounded REML estimators of the observation error variance are À0.0020 and À0.0030, respectively, with corresponding estimates of the process variance of 0.0192 and 0.0215. If we use the strategy of just setting the observation error variance to 0, then the analysis simply reverts to the naive analysis. As discussed earlier, this is unsatisfactory in several ways. The only alternatives here to the naive methods are the profile likelihood or bootstrap-based confidence intervals. The bootstrap confidence intervals for all of the parameters were computed two ways; with observation error variance set to 0 and to 0.0066, the latter being the upper bound of the profile likelihood interval for r intervals, labeled REML-CI(B), which use the bootstrap with r 2 u ¼ 0. 5) A different problem occurs with the Condor data where the REML approach results in an estimate of essentially 0 for the process variance r 2 , with an estimated standard error also essentially 0. This is quite different from the moment estimator of 0.0468 and essentially renders the REML related confidence intervals for all parameters (computed assuming a process variance of 0) useless. The best choice here would be to use the moment-based Wald intervals or the profile likelihood intervals, neither of which set r 2 to 0. A conservative approach is to use the wider of the two. 6) We next look more closely at the bear and crane data, neither of which have an issue with a zero variance estimate. While there are some differences in the REML and moment estimators of the process variance for the bear data, 0.0082 to 0.0053, respectively, the estimates are almost identical for the crane data. Based on our simulation results, we tend to favor the moment-based Wald confidence intervals, which for l and r 2 both are fairly similar to the profile likelihood intervals. The observation error variance (assumed constant here) is of less interest than the other parameters. We note that there are substantial differences between the profile likelihood and bootstrap intervals, with the former being more similar to the moment-based Wald intervals than the latter. Both methods rely on the assumptions of normality and constant observation error variance which may or may not hold. The profile likelihood intervals are also based on a likelihood ratio test statistic being distributed approximate chi-square, which is an asymptotic result, while the bootstrap intervals are computed using the percentile method, which is not guaranteed to always work. These are the key reasons for potential differences in the two techniques, and, of course, the data analysis itself cannot decide which method is better. We have analyzed the grizzly bear data so the results that overlap match to those in Staples et al. (2004) . There are arguments for considering a model with a change point (see Lindley 2003) or models with random drift but we do not do so here. Table 9 provides estimates, standard errors, and confidence intervals for the finite rate of increase/trend k and confidence intervals for the probability of eventual extinction, p. We have omitted the intervals for r since k ¼ e r is of more interest. Given the problems with the chi-square-based confidence intervals for r 2 discussed above, confidence intervals for k or p, based on the projection method, use either the Wald or profile likelihood-based intervals for r 2 . Note that all of the confidence intervals in Tables 8 and 9 are 95% confidence intervals. This means the projection intervals for k and p are not computed directly from the intervals in Table 8 . Rather they are calculated from 97.5% confidence intervals for l and r 2 (based on the use of Bonferroni's inequality).
For the bear and crane data, the intervals for k are not very dependent on the method used, with the general consensus for with the bear data being intervals ranging from about 0.99 to 1.06 or 1.07, and for the crane data from about 1 to 1.09. As noted above we handled the bear data as one series with a common model to match parts of the analysis to Staples et al. (2004) but it would clearly be beneficial to reanalyze the trend using a change-point model or by simply dropping some of the earlier years. Based on the preceding discussion for estimating l and r 2 , for the parrot data we recommend the bootstrap or projected profile likelihood intervals, which are similar. For the condor data, we recommend the projection intervals based on the moment-based FIG. 7 . Coverage of confidence intervals for k under normal observation error with constant variance. The name of a method is located at a height equal to the coverage rate. MOM-W ¼ moment method using Wald interval; PMOM-C-P-WW ¼ pseudomoment method with constant variance, projection interval constructed using Wald interval for l and r 2 ; REML-W ¼ REML estimator using Wald interval; PREM-C-P-TW ¼ pseudo-moment method with constant variance, projection interval constructed using t-based interval for l and Wald interval for r Wald intervals (MOM-CI-PWW) or profile likelihood intervals (P-profile), with the former being a bit wider.
For illustration, the confidence intervals for the probability of extinction were computed using a cutoff point of N ¼ 1, except for the cranes where N ¼ 15 was used. Confidence intervals based on other cut points can be easily calculated using the intervals for l and r 2 and the technique described earlier in the paper. If calculated directly from the 95% intervals in Table 8 , they would be 90% confidence intervals rather than 95%. With the Crane data, direct bootstrap percentile intervals for p were not very stable over different runs of 1000 bootstrap samples and cannot be recommended here. This is because of the nature of the empirical bootstrap distribution where we can get a stack of values at 1 or 0. A better option, which we have used here on all datasets, is to project individual 97.5% bootstrap intervals for l and r 2 to get a bootstrap related interval for p. It is clear that for all of the data sets, there is very limited information about p. As noted earlier, probabilities about the abundance at a future time point are probably of more practical interest than p.
Pseudo-estimation
For illustration, we attached standard errors to the estimated log abundances with the grizzly bear data in order to demonstrate the pseudo approaches. This was done by generating an estimatedr 2 uðiÞ which had expected value 0.005, and a distribution that was proportional that of a chi square, with degrees of freedom chosen so that the standard deviation ofr u(i) is 0.002. The error bars in Fig. 1 correspond to abundance 62 SE. Results are given in Table 10 . We have only included some of the many possible intervals to give the general feel for the analysis. Note that the standard errors and confidence intervals are often smaller and narrower than in Table 8 . This is to be expected since the pseudo approaches use more of the available information. Many of the other calculations are like those used in the preceding examples. The first column provides the analysis using the individual estimated observation error variances while the second assumes constant observation error variances and uses the mean observation error variance. Standard errors and confidence intervals in the first two columns are all calculated treating the observation error variances as known. The last column modifies the standard errors and confidence intervals under the assumption of constant observation error variance in order to account for the uncertainty from estimating these variances. As noted earlier, similar corrections when allowing different observation error variances for each observation require further assumptions and are still under development. This appears to be unimportant here since, as we can see in the constant variance case, use of the additional correction term makes almost no difference as it is small relative to the first component of Eq. 20.
In computing the t-based confidence interval for l using the individual variances, PROC MIXED could not compute the interval using the Satterthwaite degrees of freedom, so an alternative was used. See Appendix C.
DISCUSSION
The main goal here was to provide a discussion of the full range of issues and options for obtaining statistical inferences on the basic parameters and functions of them in the random walk/PVA model in the presence of observation error. A variety of techniques were presented based on either normality or moment assumptions, and either with or without the use of additional information on the observation error variance (but assuming the observation error variance is constant) or by exploiting estimated observation variances. In the latter case, the observation error variances could be changing across observation. Our application of these methods to the bear, condor, crane, and parrot data provides a richer assessment of what is known about the dynamics of these species than was available from previous analyses.
We presented and assessed the best available frequentist methods. While our methodology and illustrations included bootstrap techniques and the use of profile Naive, CI(t) likelihood confidence intervals, our simulations were limited to the moment and mixed-model/REML-based techniques that would be readily usable by most applied ecologists. With respect to the methods we examined in detail, a few general recommendations emerged as described in detail in the simulation section. One conclusion is that overall the moment-based estimators and associated Wald type confidence intervals appear to be the most robust and should be used. In the case where estimated observation error variances are available, pseudo methods that incorporate them should generally be used, although they do not provide large gains in all cases. The pseudo methods assuming a constant observation error variance are recommended as they are quite robust to that assumption and are more stable than the pseudo estimators that use individual variances.
The simulations also document the (somewhat unsurprising) fact that separating the dynamic model parameters from the observation error is a challenging problem, especially with short series and/or large process or observation error variances. The estimators can be quite variable and, as seen in the simulations, many of the confidence intervals fail to achieve the desired coverage rate, sometimes by a large amount. This is a problem shared by many statistical methods in complex models when using relatively small sample sizes and the remedies may be limited. From what we know at this point, the confidence intervals based on moment estimators and Wald-type intervals are recommended. Our data analysis of the four animal abundance series and the accompanying discussion also illustrate how we think one should attack these problems given the currently available methods.
As noted in the simulation section, our simulations concentrated on methods that can be easily implemented using standard software (i.e., the mixed-models techniques) or simple programming (i.e., moment methods). It is worth exploring the performance of the more computationally demanding bootstrap and profile likelihood confidence intervals. These techniques do suffer from some disadvantages however. At this point, both rely on the assumption of normality and constant variance. Extending these methods to accommodate unequal observation errors or non-normal observation errors is an area worthy of future work. We note that a nonparametric bootstrap technique is not readily apparent because of the need to unmix the process error and observation error distributions.
We have focused on non-Bayesian relative frequentist techniques. As mentioned in the introduction, Lindley (2003) presented a Bayesian approach to the random walk model. One general benefit of the Bayesian approach is that it provides a natural way to developing confidence intervals (known as ''credible intervals'' in Bayesian terminology) that both account for all sources of variability in the model and can be extended to address transformations of the parameters without asymptotic approximation. That said, we have omitted a detailed treatment of Bayesian due to both space constraints and practical and technical concerns. In addition to the usual concerns about Bayesian methods (the need for distributional assumptions throughout and potential sensitivity to the specification of prior distributions), a practical reason for omission is that the programming requirements to implement Bayesian methods present a barrier to their implementation by a large number of ecologists. There is a software package (WinBugs; Medical Research Council Biostatistics Unit, Cambridge, UK) that can reduce the programming burden, but it is still much less prevalent than more FIG. 8 . Illustration of construction of the profile likelihood confidence interval for the process variance using the parrot data. The y-axis is the maximized value of 2 times the restricted log-likelihood with r 2 held fixed,l is the maximized value over both r 2 and r 2 u ,r 2 is the REML estimate of r 2 , and z 0.975 ¼ 1.96 is the 97.5th percentile of the standard normal distribution. 4 The major technical reason we leave Bayesian methods out of this paper is a bit subtle. Bayesian methods require priors on all parameters, and the posterior is nonzero only in regions where the prior is. In some of the examples we considered though, there was evidence that one of the variances might be zero. As a result, priors on those variances should allow for that possibility. Current Bayesian work in the ecological literature does not. That problem can be addressed with new priors and new ways of sampling from the posterior, but doing so is out of the scope of this paper. In addition, we caution that it can be difficult to find non-informative priors on variances in linear mixed models (Gelman 2006) , especially when the sample size is small. These issues warrant separate attention.
The model considered in this paper arises from a density-independent model for abundance. This is a nonstationary model, suitable for allowing drift. A popular generalization is X t j x tÀ1 ¼ / 0 þ / 1 x tÀ1 þ e t which with / 1 ¼ 1 corresponds to the random walk model. Density-dependent models result from / 1 6 ¼ 1 with j/ 1 j , 1 leading to a stationary model, which is appropriate for some populations in equilibrium. This is a linear autoregressive model on the log-abundance scale. Certain aspects of estimation for this model in the presence of observation error have been addressed in a number of papers including Staudenmayer and Buonaccorsi (2005) , Dennis et al. (2006) , and de Valpine and Hilborn (2005) . The latter paper, which is in the fisheries literature, combines and develops several interesting and sophisticated methodologies (state space and Bayesian modeling and computation and nonparametric smoothing) to address this problem. Their approach can accommodate nonlinear dynamic models, but their primary example is similar to the linear autoregressive model above. The development of a full suite of inferential methods for this model, similar to those introduced here, is ongoing. We note it is technically challenging to accommodate either / 1 ¼ 1 or j/ 1 j , 1 simultaneously since the statistical theory changes depending on whether the resulting model is stationary or not.
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