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Enmarcado en un proyecto más amplio, en este TFG se ha realizado un prototipo funcional de 
una aplicación Android para realizar una función de magnificador digital de documentos en 
papel. 
Para llevarlo a cabo se ha realizado un estudio de los TFG anteriores incluidos en este 
proyecto, así como un estudio del desarrollo en Android. 
Posteriormente se ha diseñado la interfaz de usuario del prototipo funcional, partiendo de los 
resultados de la evaluación del prototipo de baja fidelidad realizado en un TFG anterior. 
Tras este diseño se ha Implementado el prototipo funcional, usando las librerías desarrolladas 
en TFG anteriores. 
Por último, se ha realizado una evaluación de la usabilidad y accesibilidad del prototipo 
funcional y se han definido una serie de recomendaciones de cambio a partir de esta 
evaluación de cara al desarrollo del sistema definitivo. 
  
      





As a part of a larger project, this TFG develops a functional prototype of an Android application 
to perform a magnifier function to paper documents. This application is aimed at people with 
low vision problems.   
To get it done, a study of the previous TFG included in this project as well as a study of Android 
developing has been made. 
After that, the user interface of the functional prototype has been designed, starting from the 
results of the low-fidelity prototype evaluation made in a previous TFG. In this design, several 
changes have been made regarding the low-fidelity prototype, applying the results of the 
usability evaluation. 
After this design, the functional prototype has been implemented using the libraries developed 
in the previous TFG. In this process some modifications over these libraries have been 
required. 
Finally, a usability and accessibility evaluation about the prototype with real users has been 
made, and there have been defined several change recommendations from this evaluation 
having in mind the development of the final system.  
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Este TFG se enmarca dentro de un proyecto más amplio cuyo principal objetivo es utilizar un 
Smartphone de gama media-alta (con pantalla táctil y cámara de buena calidad) como 
producto de apoyo para personas con baja visión, utilizando este dispositivo para realizar la 
función de magnificador digital de documentos en papel. 
Según la definición de la Organización Mundial de la Salud, el concepto de baja visión es la 
pérdida de agudeza visual y/o campo visual que incapacita para la realización de las tareas de 
la vida diaria (cocinar, leer, escribir, coser, ver la TV, andar…). La enfermedad visual más 
frecuente es la miopía magma. 
En España la ONCE sólo da prestación a las personas con una agudeza visual menor del 10%, 
dejando al resto de personas sin prestación socio-sanitaria. Es por este motivo que la mayor 
parte de estas personas tienen grandes dificultades a la hora de poder leer cualquier 
documento físico que tenga un tamaño reducido. 
La asociación AMIRES [AMIRES, 2012] está formada principalmente por afectados de miopía 
magna, aunque lleva una labor de atención al colectivo de baja visión. Sus objetivos principales 
son apoyar y ayudar a las personas afectadas y familiares, realizar una labor de información y 
divulgación sobre la miopía magna y sus complicaciones a las personas afectadas, familiares e 
instituciones públicas y privadas, promover protocolo oftalmológico específico para el miope 
magno mejorando el diagnóstico de las distintas complicaciones asociadas, promover los 
programas de rehabilitación visual y adaptaciones de los puestos de trabajo de las personas 
con discapacidad visual favoreciendo la autonomía personal y la integración social y, por 
último, promover la investigación y los estudios clínicos de la miopía magna. 
Para favorecer su autonomía y su integración no solo en el trabajo sino en la sociedad, las 
personas con estos problemas necesitan lupas electrónicas. 
Existen dos tipos de lupas electrónicas, “de sobremesa” y  “portátiles”. Los primeros son útiles 
para utilizar en casa o en la oficina, y los segundos, para otras situaciones fuera de estos 
lugares. El problema de estos dispositivos es su alto precio, como consecuencia del tamaño 
reducido de su mercado.  
Las nuevas tecnologías en dispositivos móviles y la incorporación de cámaras digitales y 
pantallas de gran calidad y resolución a estos dispositivos permiten la oportunidad de 
desarrollar alternativas a las lupas electrónicas hardware, utilizando para ello tecnologías con 
un precio mucho más reducido.  
Por estos motivos AMIRES presentó al Grupo de Investigación en Tecnología Informática y 
Comunicaciones (CETTICO) la idea del desarrollo de una aplicación móvil que actuase como 
una lupa electrónica de modo que las personas con baja visión pudieran desenvolverse 
autónomamente en las situaciones cotidianas de la vida. 
      




En la actualidad, existen varias aplicaciones para móviles en el mercado que realizan esta 
función de magnificación, pero su interfaz de usuario no es adecuada para usuarios con baja 
visión y, por lo tanto, no cubren las necesidades del sistema que se pretende desarrollar. 
Debido a esto, la línea de trabajo a la que pertenece este TFG propone el diseño de una 
aplicación cuya interfaz de usuario se ajuste adecuadamente a las necesidades de dichos 
usuarios. 
Las funciones principales del sistema serán las siguientes: 
x Magnificación de hasta 10 aumentos. 
x Modos de alto contraste cambiando los colores de la imagen registrada por la cámara. 
x Control del flash y de la función macro de la cámara para mejorar el enfoque y la 
iluminación. 
x Estabilización de imagen para reducir el impacto de movimientos indeseados. 
El desarrollo se ha llevado a cabo en la plataforma móvil Android. Dentro de este proyecto, la 
función de este TFG es desarrollar un prototipo funcional de la aplicación en el que estén 
implementadas las funciones principales que se quieren incluir en el magnificador, partiendo 
del diseño de la interacción realizado en un TFG anterior [Sánchez Gallego, 2013]. 
Además, se analizará este prototipo por medio de una evaluación de usabilidad y accesibilidad 
con usuarios de baja visión, lo que proporcionará información acerca de la calidad del diseño y 
de su implementación. 
De esta evaluación se obtendrán una serie de recomendaciones de cambios que se podrán 
aplicar en la continuación de esta línea de trabajo. 
 
  
      




2. Estado de la cuestión 
A continuación se describen los tres TFG que son antecedentes de este Trabajo: 
x Diseño inicial de la interacción, de Cristinel Constantin Mitoi [Mitoi, 2012]. 
x Función de magnificación, de Damian Jozef Trzpis [Trzpis, 2013] 
x Diseño de la interacción, de Alejandro Sánchez Gallego [Sánchez Gallego, 2013] 
2.1 Diseño inicial de la interacción [Mitoi, 2012] 
El TFG de Mitoi presenta un diseño inicial de la interacción de un magnificador basado en 
teléfono móvil. Una parte importante se centró en el análisis previo, por un lado un análisis de 
mercado y por el otro, un análisis de contexto de uso basado en preguntas realizadas a 
personas con baja visión. También se desarrolló un prototipo de alto nivel en la plataforma 
Android, que demostraba algunas posibilidades del diseño de la interacción de este tipo de 
sistemas. 
Mitoi analizó una serie de aplicaciones para teléfonos móviles (de las plataformas iOS y 
Android) que podrían utilizarse como alternativas a las lupas electrónicas portátiles. Se 
evaluaron las fortalezas y debilidades década una de las aplicaciones para estudiar su 
adecuación a las necesidades de los usuarios con baja visión. Esta comparación puede verse en 
la Tabla 1. 












Magnifiy Android Yes Yes No Yes Yes No No 4 
Ultra 
Magnifier+ 
Android Yes No No Yes Yes No No 3 
Magnificen
t Magnifier 
Android Yes Yes No No Yes Yes No 4 
IDEAL 
Magnifier 
Android Yes Yes Yes Yes No No No 4 
eMagnifier iOS Yes No Yes No Yes No No 3 
VisionAssist iOS Yes Yes Yes Yes Yes No No 5 
AA+ Magic 
Magnifier 
iOS Yes Yes No No No No No 2 
iZoom iOS Yes No No No No No No 1 
Tabla 1: Relación de aplicaciones de magnificación para móviles [Mitoi, 2012] 
Como se puede apreciar en la tabla, el estudio de Mitoi concluyó que no existen aplicaciones 
cuya interfaz esté especialmente diseñada para personas con baja visión. En cuanto al resto de 
funciones, no se encontró ninguna aplicación que cumpliera con todas las deseadas por los 
usuarios. Por lo tanto, tras este estudio, se llegó a la conclusión de que era necesaria la 
creación de una aplicación con una interfaz diseñada específicamente para personas con baja 
visión y que tuviera las funciones que requieren dichas personas. 
En el caso del análisis de contexto de uso, se realizaron diversas entrevistas a personas de la 
asociación AMIRES, con el fin de conocer el grado de necesidad y conocimiento del uso de 
magnificadores o de lupas electrónicas, así como las funciones más importantes que debería 
incorporar la aplicación objeto de la línea de trabajo a la que pertenece este TFG. A modo de 
      




ejemplo, la Figura 1 muestra cuáles eran las funciones prioritarias para los usuarios 
entrevistados. 
 
Figura 1: Prioridad de funciones para los usuarios [Mitoi, 2012] 
2.2 Librería de programación para magnificadores [Trzpis, 2013] 
El TFG de Trzpis consiste en la implementación de una librería de programación (una clase) 
para la plataforma Android que contenga las funciones esenciales de magnificación para poder 
construir posteriormente un magnificador basado en teléfono móvil.  
La parte funcional de la aplicación fue nombrada como librería magnificador, ya que se 
compone de métodos implementados en Java que permiten hacer diferentes modificaciones 
de la imagen o del video visualizado.  
Se cubrieron todas las fases de desarrollo más significativas de un sistema software: análisis, 
diseño, implementación y pruebas. La librería se desarrolló para Android y se trabajó en 
Eclipse con Android SDK. Para el procesamiento de las imágenes se aprovechó una librería 
externa, OpenCV [Itseez, 2012], creada por Intel, con el fin de utilizar sus algoritmos eficientes 
de transformación de imágenes. 
Las funciones que ofrece la cámara implementada por Trzpis son las siguientes: 
x Capturar la imagen. 
x Activar/desactivar el autofoco. 
x Aumentar (zoom) el video/imagen. 
x Activar/desactivar el flash. 
x Activar/desactivar el enfoque macro. 
x Activar el modo de visualización  “blanco y negro”. 
x Activar el modo de visualización  “escala de grises”. 
x Activar el modo de visualización “RGB”.  
x Activar el modo de visualización “BGR”.  
x Activar el modo de visualización colores invertidos (modo alto contraste).  








Funciones prioritarias para los 
usuarios 
Prioridad Funciones
      




x Activar/desactivar la estabilización de la imagen según disponibilidad. 
La Figura 2 muestra el diseño de la librería y su programa de pruebas en notación UML. Está 
conformado por tres grandes clases: MagnificadorActivity, MagnificadorProcess y 
MagnificadorBase. 
 
Figura 2: Diseño UML de la clase Magnificador [Trzpis, 2013] 
La clase MagnificadorActivity es la actividad principal, que será la primera en ejecutarse. Es 
necesaria debido a las características que tienen todos los programas desarrollados en 
Android. Al arrancar su trabajo, el objeto de la clase MagnificadorActivity creará una instancia 
de la clase MagnificadorProcess que extiende de la clase MagnificadorBase. 
La clase MagnificadorBase es donde residen las funciones propias de la librería de la 
aplicación. Esta clase tiene dos grupos de funcionalidad:  
      




x Funciones de gestión de la cámara: Inicialización de la librería OpenCV (para tratamiento 
de imágenes) y de la cámara. 
x Funciones de magnificador: Métodos que permitirán modificar el modo de visualización.  
La clase MagnificadorBase extiende la clase SurfaceView, que es necesaria cuando entra en 
funcionamiento el uso de la cámara en la aplicación, ya que es la vista que permite ver en 
pantalla la imagen que recoge la cámara del teléfono.  
MagnificadorBase implementa a su vez dos clases más: 
x Clase SurfaceHolder.Callback, la cual es necesaria para poder controlar el objeto 
SurfaceHolder que contendrá la vista actual, y que representa el bloque de 
construcción básico para los componentes de la interfaz de usuario. 
x Clase Runnable, la cual será necesaria para crear el thread o hilo que se ocupa del 
procesamiento en tiempo real de la imagen. 
La clase MagnificadorProcess implementa la función processFrame que es el método 
responsable del procesamiento del fotograma (frame) actual para mostrar la imagen de la 
cámara transformado de acuerdo con lo que va pidiendo el usuario. 
2.3 Diseño de la interacción [Sánchez Gallego, 2013] 
El TFG de Sánchez Gallego se centra en el diseño de la interfaz de usuario completa que 
ofrezca una buena experiencia de usuario. Para ello se siguió un proceso de diseño centrado 
en el usuario. 
Los resultados principales del TFG de Sánchez Gallego son los siguientes:  
1 Análisis del contexto de uso (tareas, usuarios y entorno): A partir de información recogida 
entrevistando a personas con baja visión [Mitoi, 2012] se documentaron los perfiles de usuario 
(modelo de usuarios), las tareas que realizaron con el sistema (modelo de tareas) y los 
entornos en los cuales se usó el sistema (modelo de entorno).  
2 Diseño y evaluación de prototipos de baja fidelidad: Se diseñó un conjunto de prototipos de 
baja fidelidad en papel (Figura 3), con una interfaz basada en gestos y menús de navegación 
muy simples y se realizó una evaluación de usabilidad con usuarios reales (tanto con personas 
con una visión normal, como con personas con muy baja visión, representantes de la 
asociación AMIRES).  
3 Librería de reconocimiento de gestos: Puesto que la aplicación está diseñada y pensada para 
ser ejecutada en un dispositivo móvil Android, la implementación de dicha librería se ha 
llevado a cabo en el en el lenguaje Java y entorno de desarrollo Eclipse. A la hora de programar 
el sistema de reconocimiento de gestos se analizó el soporte para interacción táctil 
proporcionado por Android. 
      





Figura 3: Menú de navegación de la aplicación [Sánchez Gallego, 2013] 
Debido a que los servicios que ofrece Android son insuficientes para los gestos que se 
necesitan en el proyecto, Sánchez Gallego implementó un reconocedor de gestos específico. 
Los gestos que utilizará la aplicación se pueden ver en las tablas Tabla 2 yTabla 3. Los gestos 
esenciales son los que se utilizan en la mayoría de aplicaciones móviles, mientras que los 
gestos avanzados son los que no son habituales pero se incluyen en la aplicación para 
adaptarla a personas con baja visión, permitiendo el acceso rápido a la gran mayoría de 
funciones del sistema. 
Función Gesto Modo 
Enfocar la imagen Tap con un dedo (al levantar) Imagen real 
Capturar la imagen Tap con dos dedos (al levantar) Imagen real 
Volver a imagen real Tap con dos dedos Imagen capturada 
Desplazarse sobre la imagen Arrastrar un dedo Imagen capturada 
Ampliar/Reducir imagen Extender/Juntar los dedos Imagen real y capturada 
Tabla 2: Gestos esenciales 
Función Gesto Modo 
Activar / desactivar flash Hacer “flick” con un dedo diagonalmente 
de arriba-izquierda abajo-derecha. 
Imagen real 
Activar / desactivar 
estabilizador de imagen 
Hacer “flick” con un dedo diagonalmente 
de arriba-derecha a abajo-izquierda 
Imagen real 
Moverse entre modos de 
visualización 
Hacer “flick” con dos dedos hacia la 
derecha o hacia la izquierda 
Imagen capturada y 
capturada 
Desplazarse sobre la imagen Arrastrar un dedo Imagen capturada 
Aumentar brillo Arrastrar con dos dedos de abajo a arriba Imagen real y capturada 
Disminuir brillo Arrastrar con dos dedos de arriba a abajo Imagen real y capturada 
Menú modos de visualización Arrastrar borde derecho hacia la izquierda Imagen real y capturada 
Menú opciones Arrastrar borde izquierdo hacia la derecha Imagen real y capturada 
Tabla 3: Gestos avanzados 
      




3. Planteamiento del problema 
Como ya se explicó en las entregas anteriores del plan de trabajo y la memoria de seguimiento, 
el trabajo está basado en una serie de objetivos ligados a unas determinadas tareas para 
llevarlos a cabo. 
3.1 Objetivos del trabajo 
Los objetivos principales del trabajo al inicio del curso eran los siguientes: 
1. Diseñar la interfaz de usuario del prototipo funcional, partiendo de los resultados de la 
evaluación del prototipo de baja fidelidad. 
2. Implementar el prototipo funcional, usando las librerías desarrolladas en TFG 
anteriores. 
3. Evaluar la usabilidad y accesibilidad del prototipo funcional. 
4. Definir recomendaciones de cambio de cara al desarrollo del sistema definitivo. 
3.2 Tareas del trabajo 
A partir de los objetivos definidos en el apartado anterior, se listan a continuación las tareas 
que se planificó realizar a lo largo del semestre: 
1. Preparación: Estudio de desarrollo en Android y estudio de TFG anteriores. Esta tarea no 
está ligada a ningún objetivo.  
2. Diseño de la interfaz de usuario: Partiendo del TFG anterior en el que se presentaba un 
prototipo de baja fidelidad se diseñará una interfaz de usuario. Esta tarea está ligada al 
objetivo 1.  
3. Implementación del prototipo funcional: Usando las librerías que se han desarrollado en 
TFG anteriores se llevará a cabo la implementación de un prototipo que presente las 
funciones principales del magnificador. Esta tarea está ligada al objetivo 2.  
4. Preparación de entregas y reuniones de seguimiento: Preparar las diferentes entregas o 
hitos. En esta tarea también se incluyen las reuniones de seguimiento con el tutor. Esta 
tarea no está ligada a ningún objetivo.  
5. Evaluación de la usabilidad y accesibilidad: Evaluar por medio de pruebas de usuario, 
entrevistas y cuestionarios, la usabilidad y accesibilidad del magnificador por parte del 
colectivo al que está dirigido. Esta tarea está ligada al objetivo 3.  
6. Definición de recomendaciones de cambio: Definir los cambios necesarios a partir de la 
evaluación realizada en la tarea anterior. Esta tarea está ligada al objetivo 4.  
Por otro lado se plantean los siguientes hitos relacionados con entregas formales del TFG: 
1. Plan de trabajo: Documentar la descripción del trabajo que se va a realizar con las 
indicaciones del tutor durante las primeras sesiones de trabajo. Ya entregado. 
2. Memoria de seguimiento: Presentar un documento intermedio descriptivo del trabajo 
realizado hasta el momento, destacando las modificaciones que haya sido necesario 
realizar en el Plan de Trabajo y adelantando una primera versión de algunos apartados de 
la Memoria final.  
3. Memoria final: Entrega electrónica de la Memoria final del TFG, que se habrá realizado 
siguiendo las recomendaciones del tutor y respetando la estructura y demás requisitos que 
      




haya establecido para dicha Memoria final la Comisión Académica del título a propuesta 
de la Comisión de la asignatura. Se trata de este documento. 
4. Entrega y presentación del trabajo: Una vez efectuada la entrega de la Memoria final, se 
deberá presentar y defender el trabajo en sesión pública ante un tribunal universitario. 
 
  
      





La solución está planteada y organizada con respecto a las tareas descritas en el apartado 
anterior. Por tanto, primero se hablará de la preparación inicial del proyecto, después del 
diseño de la interfaz y de la implementación del prototipo y, por último, de la evaluación de 
usabilidad y accesibilidad con usuarios y las recomendaciones de cambio que se harán a partir 
de dicha evaluación. 
4.1 Preparación 
Durante la tarea de preparación fue necesario un estudio de los trabajos anteriores, así como 
profundizar en el desarrollo en Android, la plataforma elegida. También se eligió el entorno de 
desarrollo para el proyecto y los programas y herramientas que sirvieran de apoyo. Además, se 
adquirió un teléfono Android para realizar pruebas y para utilizarlo en las pruebas de usuarios. 
4.1.1 Desarrollo en Android 
Una primera decisión en la construcción de aplicaciones para móviles, es la elección de la 
plataforma: Android, iOS o Windows Phone. El objetivo de este proyecto es llegar al mayor 
número de usuarios y evitar costes, por lo que se eligió la plataforma Android en el TFG de 
Trzpis por las siguientes razones:  
x Es la plataforma que domina el mercado en España. 
x En CETTICO se podía desarrollar aplicaciones con menor inversión inicial que si se 
hubiera elegido iOS. 
4.1.1.1 Arquitectura Android 
Android tienen 5 componentes principales: kernel de Linux, bibliotecas, entorno de ejecución, 
marco de aplicación y aplicaciones. 
En la Figura 4 se puede observar cómo la arquitectura de Android está organizada por capas 
[Vico, 2012], en la cual cada capa superior depende de la inmediatamente inferior para poder 
realizar sus funciones, motivo por el cual se denomina pila. Este modo de estructuración del 
sistema operativo Android fue pensado así, para que el desarrollador de las aplicaciones no se 
vea en la necesidad de programar a bajo nivel las funcionalidades necesarias para que la 
aplicación pueda acceder o hacer uso de los componentes hardware del dispositivo móvil. 
      





Figura 4: Arquitectura Android 
 
Seguidamente se describen estos componentes de Android. 
4.1.1.2  Kernel de Linux 
El kernel de Android está basado en el kernel de Linux y es el núcleo o corazón del sistema 
operativo. Permite que el software y hardware trabajen juntos.  
Las funciones principales del kernel de Android son: administrar la energía del dispositivo, 
gestionar los procesos, gestionar la memoria para todos los programas y procesos en 
ejecución, y controlar los componentes hardware que permiten que se pueda acceder a los 
mismos sin necesidad de conocer el modelo o características precisas de los que están 
instalados en cada teléfono.  
      




4.1.1.3  Bibliotecas 
Las bibliotecas suelen estar escritas en código nativo (lenguajes C o C++) y son compiladas e 
instaladas en cada dispositivo móvil por el fabricante antes de ponerlo a la venta. Entre las 
bibliotecas que se incluyen normalmente se pueden destacar las siguientes: 
x Gestor de superficies (Surface Manager): compone las imágenes que se muestran en 
la pantalla a partir de capas gráficas de dos y tres dimensiones.  
x SGL (Scalable Graphics Library): es el motor gráfico de dos dimensiones de Android. 
x Bibliotecas multimedia: contiene todos los códec necesarios visualizar, reproducir e 
incluso grabar numerosos formatos de imagen, vídeo y audio. 
x WebKit: motor web utilizado por el navegador.  
x SSL (Secure Sockets Layer): proporciona seguridad al acceder a Internet por medio de 
criptografía haciendo uso del protocolo SSL. 
x FreeType: permite trabajar de manera eficaz con distintas tipografías. 
x SQLite: motor de bases de datos relacionales. 
x Biblioteca C de sistema (libc): proporciona funcionalidad básica para la ejecución de 
aplicaciones. 
4.1.1.4 Entorno de ejecución 
El entorno de ejecución de Android está formado por la máquina virtual Dalvik y una serie de 
bibliotecas adicionales en código administrativo, en este caso Java.  
La máquina virtual Dalvik es el componente más importante del entorno de ejecución ya que 
es el encargado de ejecutar todas las aplicaciones que no están instaladas por defecto en 
Android. A pesar de que las aplicaciones en su mayoría están programadas en lenguaje Java, 
para compilarlas y ejecutarlas se utiliza la máquina virtual Dalvik, desarrollada por Google, que 
es más eficiente para dispositivos móviles que la máquina virtual Java de Oracle. La ventaja de 
usar una máquina virtual es la portabilidad de los programas: con ejecutarlo una única vez se 
tiene la certeza de que funciona en cualquier dispositivo con sistema operativo Android, con la 
excepción de que si un programa depende de alguna característica física del dispositivo puede 
no funcionar o hacerlo de forma incorrecta. 
4.1.1.5  Marco de aplicación 
El marco de aplicación está conformado por todas las clases y servicios que utilizaran todas las 
aplicaciones que se encuentran en la capa que está inmediatamente encima, apoyándose en 
las bibliotecas nativas así como en las que están en el entorno de ejecución.  
Muchos de los componentes del marco de aplicación son más bibliotecas que acceden a los 
recursos a través de la máquina virtual Dalvik. Entre las más importantes se encuentran las 
siguientes: 
      




x Administrador de actividades (Activity Manager): controla el ciclo de vida de las 
actividades. 
x Administrador de ventanas (Windows Manager): organiza lo que se muestra en la 
pantalla. 
x Proveedor de contenidos (Content Provider): encapsula los datos que serán 
compartidos por las aplicaciones, sin perder el control sobre cómo acceder a la 
información.  
x Vistas (Views): contiene una amplia gama de vistas para poder construir la interfaz del 
usuario.  
x Administrador de notificaciones (Notification Manager): notifica al usuario si alguna 
aplicación requiere su atención. 
x Administrador de paquetes (Package Manager): gestiona y da información de los 
paquetes instalados en el dispositivo o de los nuevos paquetes que se instalarán. 
x Administrador de telefonía (Telephony Manager): permite realizar llamadas o enviar 
y recibir SMS/MMS, aunque no permite reemplazar o eliminar la actividad que se 
muestra cuando una llamada está en curso. 
x Administrador de recursos (Resource Manager): permite gestionar todos los 
elementos que forman parte de la aplicación y que están fuera del código, como 
pueden ser cadenas de texto y sus traducciones, sonidos, imágenes o layouts. 
x Administrador de ubicaciones (Location Manager): determina la posición geográfica 
del dispositivo Android  y trabaja con mapas. 
x Administrador de sensores (Sensor Manager): gestiona todos los sensores hardware 
disponibles en el dispositivo Android. 
x Cámara: proporciona acceso a las cámaras del dispositivo Android, tanto para tomar 
fotografías como para grabar vídeo.  
x Multimedia: conjunto de bibliotecas que permiten reproducir y visualizar audio, vídeo 
e imágenes en el dispositivo. 
Los componentes que más interesan en la realización de este proyecto son la cámara y las 
vistas, ya que la aplicación consta de la cámara y de los menús de navegación. 
4.1.1.6  Aplicaciones 
La capa superior de la pila software de Android está formada por las aplicaciones. En esta capa 
se incluyen todas las aplicaciones del dispositivo, tanto las que tienen interfaz de usuario como 
las que no, incluyendo las que vienen de serie con el dispositivo así como las instaladas por el 
usuario. 
      




Lo principal que hay que tener en cuenta de esta arquitectura es que todas las aplicaciones 
utilizan el mismo marco de aplicación para acceder a los servicios que proporciona el sistema 
operativo. Esto implica dos cosas: que pueden crearse aplicaciones que usen los mismos 
recursos que usan las aplicaciones nativas (nada está reservado o inaccesible) y que pueden 
remplazarse cualquiera de las aplicaciones del teléfono por otra a elección del usuario. Este es 
el verdadero potencial de Android y lo que lo diferencia de su competencia: control total por 
parte del usuario del software que se ejecuta en su teléfono. 
4.1.2 Entorno de desarrollo: Android Studio 
Android Studio [Android Developers, 2013a] es un entorno de desarrollo para Android basado 
en IntelliJ IDEA [JetBrains, 2013]. Es similar a Eclipse con el Plugin ADT, y proporciona 
herramientas de desarrollo y depuración integradas. Además del potencial que ofrece IntelliJ, 
Android Studio también ofrece: 
x Construcción del código basado en Gradle [Gradle, 2013]. Gradle es una herramienta 
para automatizar la construcción de proyectos, como son las tareas de compilación, 
pruebas, empaquetado y el despliegue de los mismos. 
x Corrección de errores y refactor especifico de Android. 
x Herramientas para comprobar el rendimiento, usabilidad, compatibilidad de versiones 
y otros problemas. 
x ProGuard: Herramienta que reduce y ofusca el código eliminando el código que no se 
usa y renombrando clases, campos y métodos con nombres semánticamente poco 
claros. El resultado es un archivo .apk sobre el cual es complicado realizar ingeniería 
inversa para descompilar la aplicación. 
x App-signing: Herramienta que añade firma y certificado a las aplicaciones. 
x Asistente (wizard) para crear diseños y componentes Android con previsualización. 
x Un editor para diseñar componentes de la interfaz gráfica con arrastrar y soltar, 
previsualización del diseño, configuraciones de pantalla dependiendo del modelo del 
teléfono, creación de diseños para la orientación vertical u horizontal del dispositivo, 
etc. 
x Soporte para Google Cloud Platform, facilitando la integración de Google Cloud 
Messaging y App Engine como componentes de servidor. 
4.1.3 Open CV 
OpenCV es una librería específica para visión artificial, desarrollada por Intel [Itseez, 2012]. 
Desde que apareció su primera versión alfa, en enero de 1999, se ha utilizado en infinidad de 
aplicaciones, desde sistemas de seguridad con detección de movimiento, hasta aplicaciones de 
control de procesos donde se requiere reconocimiento de objetos. Esto se debe a que su 
publicación se da bajo licencia BSD [OpenSource, 2012], que permite que sea usada libremente 
para propósitos comerciales y de investigación con las condiciones en ella expresadas. 
      




OpenCV es multiplataforma, existiendo versiones para Android, GNU/Linux, Mac OS X y 
Windows. Contiene más de 500 funciones que abarcan una gran gama de áreas en el proceso 
de visión, incluyendo reconocimiento de objetos (reconocimiento facial), visión estéreo, 
calibración de cámaras y visión robótica. 
La programación se realizó en código C y C++ optimizados, aprovechando además las 
capacidades que proveen los procesadores multinúcleo. OpenCV puede además utilizar el 
sistema de primitivas de rendimiento integradas de Intel, un conjunto de rutinas de bajo nivel 
específicas para procesadores Intel. La versión de OpenCV para Android tiene una interfaz en 
Java [Itseez, 2012]. Con respecto al rendimiento de la librería en dispositivos Android, según la 
propia página oficial “Open CV para Android ha sido diseñado para tener un alto rendimiento. 
Hay que tener en cuenta que la mayoría de los dispositivos móviles modernos son 
sorprendentemente potentes”. 
Open CV es una librería muy versátil, ya que tiene una amplia gama de funciones de 
tratamiento de imágenes que pueden usarse en temas de visión o para otros fines. Por ello es 
la librería que se utilizará en conjunto con Android para el desarrollo de la aplicación 
magnificador. 
Como apunte final con respecto al proyecto en sí, indicar que es necesaria la instalación de la 
aplicación OpenCV Manager en el dispositivo Android para que la aplicación funcione. Esta 
aplicación está disponible de forma gratuita en Google Play.  
4.1.3.1 Estructura modular de OpenCV 
OpenCV tiene una estructura modular, lo que significa que el paquete incluye varias 
bibliotecas compartidas o estática [OpenCV, 2012a]. Los módulos disponibles son los 
siguientes: 
x core: un módulo compacto que define las estructuras de datos básicas, incluyendo la 
matriz densa multidimensional Mat y las funciones básicas utilizadas por todos los 
otros módulos. 
x imgproc: un módulo de procesamiento de imagen que incluye la imagen lineal y no 
lineal de filtrado, transformaciones geométricas de imagen, conversión del espacio de 
colores, histogramas, etc. 
x video: un módulo de análisis de vídeo que incluye estimación del movimiento, la 
sustracción de fondo, y los algoritmos de seguimiento de objetos. 
x calib3d: algoritmos de visión geométrica múltiple, calibración simple o estéreo de la 
cámara, estimación de la posición de un objeto, algoritmos de correspondencia y 
elementos de reconstrucción 3D. 
x features2d: detector de características salientes, descriptores y descriptores de 
coincidencias. 
      




x objdetect: detección de objetos e instancias de las clases predefinidas (por ejemplo, 
caras, ojos, tazas, gente, coches, etc.). 
x highgui: una interfaz fácil de usar para captura de video, códecs de imagen y vídeo, así 
como las capacidades de una interfaz de usuario sencilla. 
x gpu: algoritmos acelerados por GPU de diferentes módulos de OpenCV. 
Los módulos que se utilizan para el proyecto son core, imgproc y video.  
4.1.4 Herramientas de apoyo 
Se ha utilizado GitHub como repositorio web, combinado con Git al que Android Studio ofrece 
soporte. Esto facilita mantener todo el trabajo guardado y hace posible subir o actualizar el 
proyecto desde el propio IDE así como trabajar desde el laboratorio o desde casa. El enlace al 
repositorio GitHub es el siguiente: 
https://github.com/Herra47/MagnificadorTFGProject 
Se ha utilizado Dropbox para guardar toda la documentación y material necesario y llevar un 
control de versiones de los documentos. 
Por último, se ha utilizado Evernote para ir guardando información importante sobre el 
desarrollo en Android, páginas de interés, tutoriales, código reutilizable, etc.  
4.1.5 Bq Aquaris 5 
El smartphone que se ha utilizado en la implementación de este TFG es el modelo Aquaris 5 de 
la compañía española Bq [Bq, 2013], mostrado en la Figura 5. Se trata de un dispositivo con 
una pantalla IPS de 5 pulgadas. Un tamaño bastante grande que es ideal para la aplicación, 
puesto que permite mostrar todos los elementos a gran tamaño y que sea fácil de ver para 
personas de baja visión. 
Las especificaciones del dispositivo que están relacionadas con las funciones que se han 
implementado en el TFG son: 
Pantalla: 
x Dimensiones: 5” 
x Tecnología: Pantalla IPS qHD capacitiva 5 puntos de detección simultáneos 
x Resolución: 540 x 960 px, 220 DPI (HDPI) 
x Relación de aspecto: 16:9 
x Ángulo de visión: 178º  
Procesador: 
x CPU: Quad Core Cortex A7 hasta 1,2 GHz 
x GPU: PowerVR™ SGX544 hasta 286 MHz 
x Memoria RAM: 1 GB 
      





x Android 4.2 Jelly Bean 
Cámaras: 
x Cámara frontal: VGA (640 x 480) 
x Cámara trasera: 8 Mp (3.264 x 2.448) con flash y autofocus 
 
Figura 5: Bq Aquaris 5 
4.2 Funcionalidad 
A continuación se detalla el funcionamiento de la aplicación, tanto la parte del magnificador 
como la parte de los menús. 
4.2.1 Funcionalidad del Magnificador 
4.2.1.1 Zoom 
En el caso de estar capturando la imagen real, si se pulsa con dos dedos y los se extienden se 
hará zoom con la cámara hasta un aumento máximo de 10X, mientras que si se juntan los 
dedos se disminuirá el zoom de la cámara hasta un mínimo de 1X. 
Por otra parte, en el caso de tener una imagen capturada, si se pulsa con dos dedos y se 
extienden se ampliará la imagen pudiendo llegar hasta un aumento 10X, mientras que si se 
juntan los dedos se reducirá la imagen hasta que vuelva a su posición original quedando 
ajustada a los bordes de la pantalla con zoom 1X. 
      




4.2.1.2 Pausar imagen 
Si se pulsa la pantalla con dos dedos, se pausará lo que en ese momento esté en la pantalla. Si 
se vuelve a pulsar con dos dedos se volverá a estar capturando la imagen real. 
La opción secundaria para realizar esta acción es pulsar el botón de volumen +. 
4.2.1.3 Mover imagen 
Si se tiene la imagen pausada y se ha hecho zoom, se podrá mover la imagen arrastrando la 
misma con un dedo. Será posible moverla hasta los límites de la imagen. 
Si no se ha hecho zoom, es decir, el zoom es 1X, no se puede mover la imagen. 
4.2.1.4 Cambiar modo de visualización 
Si se hace swipe con dos dedos horizontalmente hacia la izquierda o hacia la derecha, se podrá 
cambiar directamente los modos de visualización entre Normal, Grises, Invertido y Alto 
Contraste. 
Esta funcionalidad está disponible siempre, es decir, estando la imagen pausada, o sin estar 
pausado, y estando la imagen ampliada o sin ampliar.  
4.2.1.5 Aumentar/Disminuir umbral 
Si se está en el modo de visualización de Alto Contraste y se hace swipe con dos dedos 
verticalmente se podrá aumentar o disminuir el umbral (número de pixeles que son de un 
color u otro). 
La evolución del color cambiando el umbral se puede ver en la Figura 6. 
  
Figura 6: Ejemplo de aumento de umbral 
      




4.2.1.6 Activar/Desactivar Flash 
Si se hace un movimiento diagonal desde la esquina superior izquierda hasta la esquina 
inferior derecha se encenderá o apagará el flash del móvil. 
Esta acción también se puede realizar pulsando el botón de Volumen -. 
Nota: Si se pausa la imagen y el flash está activado, se apagará, pero cuando se vuelva a la 
captura de imagen real, volverá a encenderse. Lo mismo ocurre si entramos al menú. 
4.2.1.7 Activar/Desactivar estabilizador 
Si se hace un movimiento diagonal desde la esquina superior derecha hasta la esquina inferior 
izquierda se activará o desactivara el estabilizador del móvil. 
4.2.2 Funcionalidad en los menús 
Además de las acciones que se pueden realizar en el magnificador con los gestos y los botones, 
desde el menú se pueden llevar a cabo más acciones. Todas ellas se listan a continuación. 
4.2.2.1 Seleccionar el modo de visualización 
Desde el menú de Modos de Visualización se podrá seleccionar el modo con el que se quiere 
visualizar la imagen (Normal, Grises, Invertido y Alto Contraste). Al pulsar en el botón del modo 
que se prefiera, se abrirá la cámara en este modo. 
4.2.2.2 Seleccionar el color preferido para el modo Alto Contraste 
Desde el menú Colores, se podrá entrar al menú Fondo claro (Figura 7) o  Fondo oscuro (Figura 
8), y desde cada uno de ellos podemos seleccionar, entre 6 opciones, los colores preferidos 
para el modo de visualización Alto Contraste.  
 Figura 7: Colores de alto contraste con fondo claro 
      





4.2.2.3 Cambiar color de menús 
Desde el menú de Ajustes se podrá definir, seleccionando el correspondiente botón de radio, 
el color de los menús, a elegir entre fondo blanco y texto negro o el color elegido para el modo 
de visualización de Alto Contraste. 
4.2.2.4 Cambiar el umbral 
Desde el menú de Ajustes se podrá ajustar el valor del umbral entre 0 y 255 por medio de una 
seekbar. El valor por defecto será 127. 
4.2.2.5 Elegir entre menú de 1 opción y menú de 4 opciones 
Desde el menú de Ajustes se podrá elegir, seleccionando el correspondiente botón de radio, si 
se quiere que los menús aparezcan en el modo de 1 opción por pantalla o en el modo de 4 
opciones por pantalla. 
4.2.2.6 Activar/Desactivar Flash 
Desde el menú Ajustes de cámara se podrá activar o desactivar el flash pulsando en el botón 
correspondiente. 
4.2.2.7 Activar/Desactivar estabilizador 
Desde el menú Ajustes de cámara se podrá activar o desactivar el estabilizador pulsando en el 
botón correspondiente. 
4.2.2.8 Activar/Desactivar Macro 
Desde el menú Ajustes de cámara se podrá activar o desactivar la función macro pulsando en 
el botón correspondiente. 
Figura 8: Colores de alto contraste con fondo oscuro 
      




4.3 Diseño de la interfaz 
Para el diseño de la interfaz se ha seguido el diseño que realizó Sánchez Gallego, aunque 
realizando algunas modificaciones basadas en los resultados de sus pruebas de usuario. A 
continuación se podrá ver el mapa de menús y cómo se han diseñado los menús y el 
magnificador. 
4.3.1 Mapa de menús 
En la Figura 9 se muestra el mapa de menús. En este se puede ver como la actividad principal 
de la aplicación es el magnificador, y haciendo el gesto para entrar al menú o pulsando el 
botón de menú se accederá al mismo y se podrá navegar por los diferentes niveles. 
A través de las diferentes opciones siempre se vuelve al magnificador y para salir de la 
aplicación habrá que pulsar el botón atrás desde esta actividad. 
 
 
Figura 9: Mapa de menús 
 
      




4.3.2 Diseño de menús 
Las modificaciones realizadas con respecto al diseño de Sánchez Gallego son las siguientes: 
- Permite orientación vertical y horizontal, mientras que el diseño original sólo tenía 
orientación horizontal. 
- En el menú principal, las opciones son: Modos, Colores, Cámara y Ajustes. 
- En lugar de encender o apagar el flash/estabilizador/macro desde el menú principal, se 
hace desde el menú Cámara. 
- En el menú Colores tan solo hay dos opciones: Fondo claro y Fondo oscuro. 
- La barra de umbral y de brillo está ahora en el menú Ajustes. 
- Se ha eliminado el botón de volver atrás puesto que los dispositivos Android disponen 
siempre de un botón atrás. 
- Se ha añadido una opción para que el menú muestre una sola opción por pantalla en 
vez de cuatro. El objetivo es ofrecer un modo de funcionamiento con el tamaño de 
letra más grande que sea posible. 
- Desde el menú Ajustes se puede cambiar el color de los menús y si se prefiere el menú 
de 4 opciones o el de 1 opción. 
Por tanto, tras estas modificaciones, el menú de 4 opciones tendrá los botones uno encima de 
otro en una sola columna en orientación vertical (Figura 10); y en orientación horizontal habrá 






Figura 10: Menús en orientación vertical 
      





Por su parte, el menú de 1 botón tendrá un botón por pantalla y dos flechas, una a cada lado 
del botón, para pasar a la opción anterior o siguiente (Figura 12). También se podrá pasar de 
una opción a otra arrastrando con el dedo a izquierda o derecha. 
Los iconos de las flechas se han obtenido de la guía de diseño de Android [Android Design, 
2013] que indica que ese tipo de flecha es la definida para la navegación.  
 
 
El menú de ajustes, por su parte, será una vista con scroll que tendrá botones de radio para 
seleccionar el color y el tipo del menú, y una seekbar para definir el valor del umbral en el 
modo de alto contraste. 
La única diferencia en este menú entre la orientación vertical y la horizontal será el tamaño del 
texto, que en horizontal será mayor (Figura 13 y Figura 14). 
Como se ve en la Figura 13, el texto y el fondo del checkbox para seleccionar el color de menú 
de alto contraste tendrá los colores que se hayan definido para el modo de alto contraste.  
Figura 11: Menús en orientación horizontal 
Figura 12: Menú de 1 botón y su transición 
      






Como se puede ver en la Figura 15, cuando el color del menú está definido como los colores de 
alto contraste, el texto y fondo del Checkbox de blanco y negro permanecerá en estos colores 
para que el usuario pueda distinguir el color actual del color al que cambiaría y saber cuál ve 
mejor. 
Figura 13: Menú de Ajustes en vertical  
Figura 14: Menú de Ajustes en horizontal (todo en una 
sola imagen, en el móvil se usa scroll) 
Figura 15: Ejemplo de menú de ajustes y colores 
      




Además, se podrá personalizar los colores del menú dependiendo del color elegido para el 
modo de Alto Contraste. Estos son las 6 combinaciones siguientes y también su inversión, 
ofreciendo un total de 12 opciones: 
- Blanco y Negro 
- Amarillo y Negro 
- Blanco y Azul 
- Amarillo y Azul 
- Blanco y Rojo 
- Amarillo y Rojo 
Estos colores se podrán elegir en el menú de Colores, que ofrece dos opciones: Fondo claro y 
Fondo oscuro (Figura 16). 
 
En la Figura 17 se puede ver el menú principal en todos los colores disponibles. 
 
Figura 16: Colores para Alto Contraste 
Figura 17: Menú principal en los diferentes colores 
      




Por último, todos los botones tienen efecto de pulsación, es decir, cuando están pulsados se 
invierten los colores (Figura 18). 
 
Todos los elementos utilizados se han adaptado a los usuarios a los que va dirigida la 
aplicación, en este caso, personas con baja visión. Por esta razón se ha debido personalizar los 
botones, checkboxes, textos, fondos, seekbar, toast, etc.  
Por este motivo no ha sido posible seguir con exactitud la guía de diseño de Android [Android 
Design, 2013]. 
4.3.3 Diseño del magnificador 
El magnificador está diseñado para que aparezca a pantalla completa, y en el prototipo 
desarrollado solo funciona en orientación horizontal. 
Además, al ser manejado por gestos o botones, solo tiene un elemento de diseño, el Toast. 
Este elemento de Android es un mensaje flotante que aparece en la pantalla con una duración 
personalizada. 
Figura 18: Pulsación de botones 
      




En la aplicación se han personalizado estos mensajes para que tengan una fuente más grande y 
un fondo con contraste. Los mensajes que aparecen son los siguientes: 
- Pausado/Sin pausar: Cuando se pausa o se vuelve a la imagen normal con el gesto o 
con el botón. (Figura 19) 
- Flash ON/OFF: Indica si el flash se ha encendido o se ha apagado. (Figura 20) 
- Estabilizador ON/OFF: Indica si el estabilizador se ha encendido o se ha apagado. 
- Nivel de zoom: Indica el nivel de zoom que se haya hecho. (Figura 21) 






Figura 20: Toast Flash On/Off 
 
 
Figura 19: Toast Pausado/Sin pausar 
Figura 21: Toast Zoom 
      





4.4 Implementación del prototipo 
El prototipo consta de dos partes diferenciadas, por un lado está el Magnificador propiamente 
dicho, y por el otro, los menús necesarios para la configuración. 
4.4.1 Implementación del Magnificador 
A partir del código desarrollado por Trzpis en su TFG se han hecho varias modificaciones para 
ofrecer la funcionalidad prevista. 
x Se ha modificado la actividad MagnificadorActivity que ahora es la aplicación 
magnificador y no un prototipo para probar la librería. Se incluye en esta Activity el 
reconocimiento de gestos, la utilización de las teclas de volumen del teléfono para 
realizar determinadas acciones y los mensajes por pantalla (Toast).  
x Se han modificado las clases MagnificadorBase y MagnificadorProcess para añadir los 
nuevos modos de visualización de alto contraste en diferentes colores, no solo en 
blanco y negro como estaba previamente.  
En la Figura 23 se puede ver el diagrama UML en el cual se basa la parte del magnificador. 
Como ya se ha explicado en el punto 2.2, el magnificador está conformado principalmente por 
tres grandes clases: MagnificadorActivity, MagnificadorProcess y MagnificadorBase.  
Figura 22: Toast Modos de Visualización 
      





Figura 23: Diagrama de clases del Magnificador (en rojo las modificaciones y los añadidos) 
A continuación se describirán detalladamente los cambios realizados con respecto al código 
desarrollado en el TFG de Trzpis. 
4.4.1.1 MagnificadorActivity 
La clase MagnificadorActivity creará una instancia de la clase MagnificadorProcess que 
extiende de la clase MagnificadorBase. El nombre de esta instancia es mView, y será utilizada 
en esta clase para realizar las operaciones de la cámara. 
Los atributos más importantes que se han añadido a esta clase con respecto a lo desarrollado 
por Trzpis son: 
- CURRENT_COLOR: Atributo con un valor del enumerado CameraColors que define el 
modo de visualización en el que se encuentra la aplicación. El valor que tenga este 
atributo puede variar entre RGB, INVERT, GRAY y HIGHCONTRAST. 
- HIGH_CONTRAST_COLOR: Atributo con un valor del enumerado CameraColors que 
define el color elegido para el modo de alto contraste. 
      




- SCALE, PAUSED, STAB, FLASHED y MACRO: Atributos tipo boolean que informan de si la 
imagen está ampliada o pausada o si la cámara tiene el estabilizador, el flash o el 
modo macro activados. 
Por otra parte, las operaciones que se han añadido o modificado en esta clase son las 
siguientes: 
- initializeColor() y initializeCameraSettings(): Operaciones que se ejecutan al iniciar la 
cámara para inicializar el modo en el que está el magnificador e inicializar los ajustes 
de la cámara como el flash o el estabilizador. 
- onCreate(): El método en el que se crea la actividad y se le asocia un layout. Dentro de 
este método se ha añadido la creación de los detectores para el reconocimiento de 
gestos. 
- onKeyDown(int keyCode, Event keyEvent): Este método sobrescribe el método 
onKeyDown() de la clase Activity de Android para poder asignar funciones 
personalizadas a los botones físicos. Por tanto, dependiendo del keyEvent recibido, al 
botón de opciones KEYCODE_MENU se le asocia que se abra la actividad MainActivity, 
que es el menú principal; al botón de ‘volumen -’ KEYCODE_VOLUME_DOWN se le 
asigna la acción de encender/apagar el flash; y al botón de ‘volumen +’ 
KEYCODE_VOLUME_UP se le asigna la acción de pausar/despausar la imagen. 
- setToast(String msg): Esta operación permite mostrar un mensaje msg por pantalla 
utilizando el elemento Toast incluido en la API de Android. Dicha API solo ofrece dos 
duraciones del tiempo que se muestra este mensaje en la pantalla, y se ha considerado 
que ambas eran demasiado largas. Para definir una duración personalizada del Toast 
se ha tenido que crear un objeto de la clase Handler que pasados 750 milisegundos 
cancele el Toast. 
- Getters y Setters: Los métodos necesarios para leer y modificar los atributos desde 
otras clases. 
4.4.1.2 MagnificadorBase 
En la clase MagnificadorBase, se crearán las funciones propias de la librería de la aplicación. 
Esta clase tendrá dos módulos:  
- Módulo cámara: Inicialización de la librería OpenCV y de la cámara. 
- Módulo librería: Métodos que permitirán modificar la visualización.  
Dicha clase extenderá de la clase SurfaceView, lo cual será necesario cuando entre en 
funcionamiento el uso de la cámara en la aplicación puesto que lo que capture la cámara se 
mostrará en esta vista. 
MagnificadorBase implementará a su vez dos clases más: 
x SurfaceHolder.Callback será necesario para poder controlar el SurfaceHolder que 
contendrá la vista actual. Dicha vista representa el bloque de construcción básico para 
los componentes de la interfaz de usuario. Una vista ocupa un área rectangular en la 
pantalla y es responsable del dibujo y manejo de eventos.  
      




x Runnable será necesario para crear el thread o hilo de ejecución que va a ocuparse del 
procesamiento en tiempo real de la imagen. 
No se ha añadido ningún nuevo atributo a esta clase, pero sí se han añadido las operaciones 
necesarias para cambiar el color del modo de alto contraste, ya que en el magnificador 
desarrollado por Trzpis solo se implementaba el alto contraste en blanco y negro. 
Los métodos añadidos son blackAndYellow(), whiteAndBlack(), yellowAndBlack(), 
blueAndWhite(), blueAndYellow(), whiteAndBlue(), yellowAndBlue(), redAndWhite(), 
redAndYellow(), whiteAndRed() y yellowAndRed(). Todos ellos tienen como parámetros el valor 
del threshold y el valor máximo permitido. Además, estos métodos tan solo modifican la 
variable option para que sea en la función processFrame de Magnificador donde se hagan los 
cambios necesarios dependiendo de la opción elegida. 
4.4.1.3 MagnificadorProcess 
La clase MagnificadorProcess es donde se implementará la función processFrame que será el 
método responsable del procesamiento del frame actual. 
Dentro de este método, como se ha dicho en el apartado anterior, es donde se realizan los 
cambios de modo de visualización. Además del blanco y negro, que era el modo de alto 
contraste que implementó Trzpis, se han añadido 11 nuevas opciones combinando los colores 
negro, azul y rojo con el blanco o el amarillo. Para ello, a partir del modo en blanco y negro, se 
ha creado una máscara del correspondiente color y se ha aplicado esta máscara a la imagen en 
blanco y negro, cambiando así el blanco por un color y el negro por otro. 
4.4.1.4 Reconocimiento de gestos 
Del reconocimiento de gestos de Sánchez Gallego solo ha sido de utilidad la estructura de 
clases, puesto que los gestos han debido ser programados de nuevo para ofrecer un 
funcionamiento correcto y adaptado a la actividad MagnificadorActivity.  
Por tanto, como puede verse en el diagrama de la Figura 24, hay tres interfaces, 
GestureInterface, GestureInterfaceTest y GestureInterfaceTest2 Estas interfaces serán las 
encargadas de proporcionar la estructura a los detectores de gestos.  
La primera solo necesita pasar el MotionEvent como parámetro al método onTouchEvent(). 
La segunda, además del MotionEvent, pasa como parámetro al método onTouchEvent() el 
objeto de la clase MagnificadorProcess mView que se usa en MagnificadorActivity para realizar 
las acciones del magnificador. 
Por último, la tercera interfaz añade a los dos anteriores el factor de escala mScaleFactor, que 
se está usando en MagnificadorActivity para saber el nivel de zoom que hay. 
 
      





Figura 24: Diagrama de clases del reconocimiento de gestos (en rojo las modificaciones y los añadidos) 
La mayor complejidad en lo que respecta a reconocer muchos gestos a la vez consiste en que 
todos los gestos funcionen juntos sin causar problemas entre ellos. Por ello no solo es 
suficiente con detectar el gesto, también hay que definir una serie de restricciones que 
distingan un gesto de otro, como puede ser el número de dedos utilizado, la duración del gesto 
o la distancia que se han movido los dedos utilizados para el gesto. 
El siguiente detector usa GestureInterface: 
x HorizontalMoveDetector: Este detector detecta cuando el dedo se mueve en 
horizontal de izquierda a derecha desde el borde izquierdo de la pantalla. Las 
      




condiciones para la detección son que el dedo recorra una distancia de 200 sp(scale-
independent pixels, píxeles que, independientemente de si se ha escalado la imagen o 
no, tienen el mismo tamaño) con una duración de entre 300 y 500 milisegundos, sin 
que se mueva hacia arriba o hacia abajo un límite de 40 sp. 
Cuando se cumplen estas condiciones, se crea un Intent para iniciar la actividad del 
menú. Al ser un Intent  llamado desde una clase Java que no es una Actividad Android, 
es necesario usar el contexto de la actividad desde la que se llama, en este caso 
MagnificadorActivity, y añadir los flags FLAG_ACTIVITY_NEW_TASK y 
FLAG_ACTIVITY_CLEAR_TASK. El primero se utiliza para marcar el Intent como una 
nueva tarea y el segundo para finalizar todas las actividades que haya en segundo 
plano. 
Los siguientes detectores usan GestureInterfaceTest: 
x DiagonalMoveDetector: Este detector comprueba la posición inicial del dedo y la final, 
así como la distancia recorrida en el movimiento. Si el valor absoluto de la resta entre 
la distancia recorrida en X y la distancia recorrida en Y es menor que 2,  la duración del 
gesto está entre 100 y 750 milisegundos, la distancia es mayor que ¾ de la diagonal de 
la pantalla (calculada con el ancho y el alto de la pantalla) y solo hay un dedo pulsando 
la pantalla, se comprobará que el movimiento sea desde la esquina superior izquierda 
hacia la esquina inferior derecha para activar/desactivar el flash y la diagonal contraria 
para activar/desactivar el estabilizador. Por último se llamará al método setToast() 
para definir el mensaje que aparezca por pantalla según el diseño de la interfaz 
definido en el apartado 4.3.3. 
x TwoFingersHorizontalMoveDetector: Este gesto obtendrá las posiciones iniciales de 
los dos dedos que toquen la pantalla, calculará la distancia que recorren y detectará si 
se mueven hacia la derecha o hacia la izquierda. Si la duración es menor que 300 
milisegundos y los dos dedos se mueven en horizontal más de 20 sp y en vertical 
menos de 10 sp se llamará a los métodos colorLeft() o colorRight() dependiendo de si 
el gesto es hacia la izquierda o hacia la derecha.  
Estos métodos cambiarán el modo de visualización dependiendo del modo en el que 
se encuentre el magnificador en ese momento. El orden hacia la derecha será Normal, 
Invertido, Grises y Alto Contraste, siendo al contrario el orden hacia la izquierda. 
Cuando el modo seleccionado sea Alto Contraste se llamará al método selectContrast() 
para comprobar qué colores de alto contraste están definidos en el magnificador y 
seleccionarlos con el thresh que esté definido en ese momento en 
MagnificadorActivity. 
x ThreeFingersHorizontalMoveDetector: Este gesto no se utiliza en la aplicación, pero 
se ha definido por si se producía algún problema de compatibilidad entre el gesto de 
dos dedos en horizontal y el zoom o el tap con dos dedos. Su funcionamiento es el 
mismo que el anterior pero en lugar de dos, tres dedos. 
x NewTapTwoFingersDetector: Este gesto detecta los dos dedos al tocar la pantalla y si 
cuando se levanta el puntero no principal la duración del gesto ha sido menor que 500 
milisegundos y los dedos no se han movido más de 10 sp en X o en Y se pausa o se 
      




vuelve a la imagen real. Después se llama al método setToast() para que aparezca el 
mensaje por pantalla “Pausado” o “Sin pausar”. 
x TwoFingersVerticalMoveDetector: Este detector obtiene los punteros de los dos 
dedos que toquen la pantalla, calculará las distancias que se muevan estos dos dedos 
en las coordenadas X e Y y, si las distancias que recorren los dos dedos en X son 
menores que 15 sp y en Y son mayores que 0 el gesto será hacia abajo. Si en Y son 
menores que 0 el gesto será hacia arriba. 
Si el gesto es hacia arriba se aumentará thresh de manera progresiva, y si es hacia 
abajo se disminuirá su valor. 
Por último, se llamará al método setThresh() para llamar al método del modo de alto 
contraste definido en el magnificador con el thresh obtenido. 
x SingleTapDetector: Este gesto es el más sencillo de todos los desarrollados. Tan solo 
se comprueba que entre que el dedo toca la pantalla y se levanta no pasan más de 300 
milisegundos y el dedo no se ha movido más de 10 sp en ninguna dirección. 
Y el siguiente detector usa GestureInterfaceTest2: 
x MoveDetector: En primer lugar, este detector obtiene las coordenadas donde el dedo 
toca la pantalla por primera vez. Después calcula la distancia que se ha movido el dedo 
en X y en Y, y suma esta distancia a las posiciones mPosX y mPosY que serán los 
parámetros que usará el método translate(). Antes de la llamada a este método habrá 
que calcular los límites de la imagen para que al moverla no los sobrepase. Para ello, 
se usan los pivotes y el factor de escala que se utilizan para el zoom y si mPosX o 
mPosY son mayores que el límite superior o menores que el límite inferior, se ajustan 
al valor del límite. 
Por último, el gesto de zoom, que ha sido el más complejo de implementar. Android 
proporciona la clase ScaleGestureDetector para detectar el gesto de zoom por lo que este se 
detecta dentro de la clase MagnificadorActivity.  
Dentro de MagnificadorActivity se crea una clase simpleOnScaleGestureListener que extiende 
de ScaleGestureDetector.SimpleOnScaleGestureListener y que ofrece los métodos 
onScaleBegin(), onScale() y onScaleEnd() para realizar las operaciones necesarias asociadas al 
gesto, que se describen a continuación. 
x onScaleBegin(): Dentro de este método se calcula el punto central de la pantalla. Este 
punto se obtiene dividiendo el ancho y el alto de la pantalla por la mitad. 
Además se actualizan las coordenadas x e y de la imagen, que ha se han podido 
modificar si estaba capturada y se ha movido. 
x onScale(): En este método se calcula el factor de escala y se definen los límites del 
mismo entre 1 y 10. Después habrá que diferenciar dos casos: 
o Zoom IN: Si el zoom es para aumentar la imagen se comprobará si esta se ha 
movido. Para que el zoom vaya hacia el centro de la pantalla se deben 
combinar las funciones translate() y scale() haciendo los cálculos necesarios. 
      




Habrá que trasladar la imagen hacia donde ha sido movida previamente ya 
que por defecto la función scale() va hacia el centro de la pantalla. 
o Zoom OUT: Si el zoom es para reducir la imagen se comprobará que esta no 
traspase los mismos límites definidos para MoveDetector. De esta forma, la 
imagen se irá ajustando a la pantalla a medida que se vaya reduciendo el zoom 
y no se saldrá de los límites. Esto también se hará combinando las funciones 
translate() y scale().  
Finalmente se guardará el factor de escala en la variable mOldScaleFactor para poder 
comprobar en siguientes escalas si el zoom es para ampliar o para reducir.  
x onScaleEnd(): En este método se guardarán las posiciones de X e Y tras el zoom y se 
llamará a la función setToast() para que aparezca un mensaje por pantalla con el valor 
del factor de escala, como se puede ver en la Figura 21 del apartado 4.3.3. 
Como ejemplo de un caso en el que primero haya zoom, luego se mueva la imagen, y por 
útlimo se vuelva a hacer zoom, podemos ver la Figura 25. En ella se ve como al hacer zoom y 
mover la imagen (Zoom 2 + Move), si se quiere volver a hacer zoom debe ser hacia el punto 
rojo (Zoom 3), y no hacia el centro del rectángulo de Zoom 1. 
 
Figura 25: Ejemplo de Zoom + Move 
 
4.4.2 Implementación de los menús 
Para cada menú se ha creado una Actividad Android que implementa la funcionalidad de los 
mismos. 
Para los menús que tienen el modo de 1 opción, se ha creado una actividad en la que se crean 
instancias de un fragment, y en la que cada instancia es una opción del correspondiente menú.  
4.4.2.1 Menús de varias opciones 
En la Figura 26 se puede ver el diagrama de clases del menú en el que hay varias opciones en 
pantalla. 
      





Figura 26: Diagrama de clases del menú de varias opciones por pantalla 
Cuando el reconocedor de gestos detecte el gesto mHorizontalMoveDetector o el método 
onKeyDown() detecte que se ha pulsado la tecla de menú, se abrirá el menú de la aplicación.  
Se ha creado una clase que extiende de Activity para cada uno de los menús de la aplicación. 
Cada actividad tendrá un atributo color para saber en qué color se ha de iniciar el menú. Esta 
inicialización se hará en el método onCreate(), que llamará al método changeContrast() con el 
color definido. Este color será una opción del enumerado Colors. 
      




Para pasar de una actividad a otra se usa un objeto de la clase Intent, que se crea con la 
actividad  en la que se está y la actividad a la que se quiere pasar. Después se llama al método 
startActivity(intent) para iniciar la actividad. 
En cada actividad están definidos los botones que forman parte del menú y la acción se 
realizará si alguno de ellos es pulsado se hará dentro del método de cada botón 
setOnClickListener(). Si se trata de un paso de un menú a otro simplemente se creará un Intent 
como se ha explicado anteriormente, pero si se trata de abrir el magnificador o de guardar los 
ajustes, se deberán hacer las acciones requeridas: 
- En el caso de ModesActivity además del Intent para abrir MagnificadorActivity, se 
llamará al método setCURRENT_COLOR() de MagnificadorActivity para definir el modo 
de visualización elegido dependiendo del botón pulsado.  
- En el caso de DarkBackActivity o BrightBackActivity, además del Intent para abrir 
MagnificadorActivity, se llamará al método setCURRENT_COLOR() de 
MagnificadorActivity asignando el valor CameraColors.HIGHCONTRAST y 
setHIGH_CONTRAST_COLOR() asignando el alto contraste dependiendo del botón 
pulsado. 
- En el caso de CameraSettingsActivity, además del Intent para abrir 
MagnificadorActivity, se llamará a los métodos setFlashed(), setSTAB() y setMACRO() 
de MagnificadorActivity dependiendo del botón pulsado, y se asignará el valor negado 
del que tengan los atributos FLASHED, STAB y MACRO en ese momento en dicha 
actividad. 
- En el caso de SettingsActivity, al pulsar en el botón Guardar se creará el Intent para 
abrir Magnificador, se llamará al método setMenu1Button() de las actividades que 
dispongan de esta opción para definirlo a true o a false dependiendo del Checkbox 
seleccionado, y se llamará al método setColor() de todas las actividades para asignar el 
color de menú elegido entre Blanco y negro o Color de Alto Contraste. Además, si se 
ha modificado el umbral en la seekbar, se llamará al método setTHRESH() de 
MagnificadorActivity para asignar el valor de la seekbar a esta actividad. 
Las actividades que puedan mostrarse con solo una opción por pantalla tendrán un atributo 
boolean con nombre menu1Button. Si el valor de este atributo es true, en el método 
onCreate(), antes de construir la actividad, llamará a startActivity() para iniciar la actividad de 
una opción por pantalla como se explicará en el siguiente apartado. 
4.4.2.2 Menús de una opción 
En la Figura 27 se muestra el diagrama de clases del menú con una opción por pantalla. 
Como se ha explicado en el apartado anterior, cuando el atributo menu1Button sea true, las 
actividades que puedan mostrarse en la modalidad de una opción por pantalla (MainActivity, 
ModesActivity, ColorsActivity, CameraSettingsActivity) llamarán en el método onCreate() a 
otras actividades (Menu1ButtonDrawerActivity, Modes1ButtonActivity, Colors1ButtonActivity, 
CameraSettings1ButtonActivity) que implementen este diseño. El diseño de estos menús 
puede verse en el apartado 4.3.2. 
      





Figura 27: Diagrama de clases del menú de una opción por pantalla 
Estas cuatro actividades extienden de la clase FragmentActivity, que está disponible en la 
librería de soporte de Android [Android Developers, 2013]. 
Para cada una de las cuatro actividades que permiten este diseño se ha creado una clase que 
extiende de Fragment. Para Menu1ButtonDrawerActivity se tiene DummySectionFramgent, 
para Modes1ButtonActivity se tiene Modes1ButtonFragment, para Colors1ButtonActivity se 
tiene Colors1ButtonFragment y para CameraSettings1ButtonActivity se tiene 
CameraSettings1ButtonFragment. 
Las actividades crearán una instancia de estos fragmentos para cada una de las opciones del 
menú. Por ejemplo, en el menú principal hay cuatro opciones: Modos, Colores, Cámara y 
Ajustes. La actividad que corresponde al menú principal con el diseño de una opción por 
pantalla (Menu1ButtonDrawerActivity) tendrá una instancia de DummySectionFramgent para 
Modos, otra para Colores, otra para Cámara y otra para Ajustes.   
      




Para contener estos fragmentos en las actividades, poder pasar de uno a otro o definir una 
animación personalizada entre el paso entre ellos se usan los atributos  mSectionPagerAdapter 
y mViewPager.  
El primero es de la clase SectionPagerAdapter, que almacena cada uno de los fragmentos que 
contiene la actividad en una List<Fragment> de nombre fragments. Por medio de este atributo 
podrá añadir fragmentos con el método addFragment(), obtener el fragmento que está en una 
posición dada getItem(int position) o saber cuántos fragmentos hay en la lista con getCount(). 
El segundo es de la clase ViewPager, proporcionada por la librería de soporte comentada 
anteriormente. A este atributo se le asigna el adaptador mSectionPagerAdapter con el método 
setAdapter() y para personalizar el paso entre un fragmento y otro se le asigna un objeto de la 
clase ZoomOutPageTransformer, pasándolo como parámetro de setPageTransformer(). 
Las instancias mencionadas anteriormente se crearán con el método newInstance(int option, 
int index, Colors menuColor) donde option será la referencia al String con el nombre de la 
opción, index será el número de opción que es y menuColor será el color que tiene definida la 
actividad. 
Será en los fragmentos, donde, al igual que las actividades del menú de varias opciones, habrá 
un atributo color con un valor definido en el enumerado Colors para que al ejecutar el método 
onCreateView() se cree el menú en los colores definidos llamando al método changeContrast(). 
Además, dentro de los fragmentos es donde están definidos los botones y las acciones 
asociadas a cada uno de ellos. Como se ha explicado en el diseño de los menús, el paso entre 
una opción y otra se puede hacer deslizando con el dedo o por medio de dos botones. Uno 
será previousItem y el otro nextItem. Cuando se detecte la pulsación en estos botones con 
setOnClickListener() se llamará al método setCurrentItem(int currentItem) de viewPager 
aumentando o disminuyendo en una unidad currentItem. Por otra parte, el botón que realice 
la acción de la opción seleccionada será optionButton. 
4.4.3 Tabla de reconocimiento de gestos 
La Tabla 4 recoge la representación gráfica de los gestos que se pueden realizar en el prototipo 
desarrollado en este TFG. 
Acción Icono Gesto 
Enfocar 
 
Tap con un dedo 
Capturar imagen / Volver 
a imagen real 
 
Tap con dos dedos 
      




Acción Icono Gesto 
Desplazarse sobre la 
imagen 
 




Extender dos dedos 
Reducir imagen 
 
Juntar dos dedos 
Activar / desactivar flash 
 
“Trazo” (flick) diagonal 
hacia abajo a la 
derecha 
Activar / desactivar 
estabilizador 
 
“Trazo” (flick) diagonal 
hacia abajo a la 
izquierda 
Moverse entre modos de 
visualización 
 
Hacer “flick” con dos 
dedos hacia la derecha 
o hacia la izquierda 
Aumentar umbral 
 
Arrastrar con dos 
dedos de abajo a arriba 
Disminuir umbral 
 
Arrastrar con dos 
dedos de arriba a abajo 
      




Acción Icono Gesto 
Acceder a menú 
 
Arrastrar borde 
izquierdo hacia la 
derecha 
Tabla 4: Representación gráfica y descripción de gestos 
4.5 Evaluación de usabilidad y accesibilidad 
Para la evaluación del prototipo se realizaron pruebas con usuarios que pertenecen a la 
asociación AMIRES. Cabe destacar la dificultad de conseguir su colaboración, por lo que sólo se 
consiguió citar a tres usuarios, de los cuales uno faltó por problemas familiares. Finalmente se 
pudieron realizar pruebas con dos usuarios.  
En primer lugar, se les detallaron las instrucciones de la evaluación, y se les informó acerca del 
propósito del prototipo, así como de sus funciones principales, los gestos tanto básicos como 
avanzados con los que funciona la aplicación y cuáles eran sus metas u objetivos.  
Es importante destacar que, con el objetivo de obtener la máxima información posible, se les 
expusieron los tres escenarios (restaurante, prospecto y configuración). Dentro de estos 
escenarios se crearon varias tareas que debían realizar y para cada participante se cambiaba el 
escenario inicial, el tipo de menú y el modo de visualización, dejando al usuario libre para 
cambiar esta configuración una vez empezada la prueba. Se explicaron todos los gestos a los 
participantes al inicio de las pruebas. 
Una vez detalladas las instrucciones, se le entregó a cada participante el Smartphone Bq 
Aquaris 5 con la aplicación instalada y configurada con las opciones según cada caso. Además, 
se les entregó las fichas de gestos y de objetivos para que pudiera consultarlas tantas veces 
como fuera necesario.  
Durante la evaluación, se contó con el apoyo del tutor de este trabajo y de la compañera de 
laboratorio Laura Elorrieta. El tutor tomaba notas de sus impresiones sin seguir ninguna ficha 
mientras que Laura y yo tomamos notas en unas fichas de observación, acerca de cómo 
interaccionaba el usuario con la aplicación, exponiendo, qué tareas de las pedidas, lograban 
realizar y cuáles no,  de qué forma las realizaban, cuántos errores cometían, cuántas acciones 
realizaban correctamente, el tiempo que tardaban en cada tarea y anotaciones relevantes. 
Una vez terminada la evaluación, se le entregaron un cuestionario de satisfacción con las 
siguientes partes: 
- Impresión general del producto. 
- Encuesta UEQ 
- Información sobre el participante.
También se les formularon una serie de preguntas oralmente (debido a los problemas de visión 
para leer las preguntas) destinadas a conocer la experiencia de dichos usuarios con la 
aplicación. 
      




Gracias a los cuestionarios y las entrevistas propuestas a los participantes, se pudo comprobar 
las sensaciones y experiencias de los usuarios al usar la aplicación, así como los puntos donde 
se debía mejorar o modificar la funcionalidad y el diseño de la misma, con el fin de mejorar su 
accesibilidad y usabilidad. 
Tanto las instrucciones que se dieron a los participantes, como la ficha de gestos, los objetivos 
que debían tratar de lograr, el cuestionario de satisfacción, las entrevistas realizadas y la ficha 
de observación,  se especifican en el Anexo A: Material para las pruebas de evaluación. 
Tras completarse la evaluación, se realizó un análisis detallado acerca del grado de satisfacción 
de los participantes con la aplicación, así como el grado de accesibilidad y usabilidad, de la 
misma. Para ello estudió y reviso las observaciones realizadas por el tutor, mi compañera Laura 
y las mías propias, así como los cuestionarios y entrevistas. 
4.5.1 Producto evaluado 
La evaluación de usabilidad y accesibilidad se realizó sobre el prototipo funcional descrito en 
los apartados 4.3 y 4.4. Este prototipo se instaló en un teléfono Android Bq Aquaris 5 (descrito 
en el apartado 4.1.5), que tiene las características que se buscaban para el primer prototipo 
funcional de la aplicación. La evaluación se centró en las sensaciones que produce dicho 
prototipo en los usuarios. Más concretamente, se evaluaron el grado en que los usuarios son 
capaces de comprender y utilizar los gestos de la aplicación y la facilidad o complejidad de la 
navegación en el menú de la aplicación. 
4.5.2 Contexto de usuario 
Las pruebas se realizaron en el Hospital Clínico San Carlos. Allí tiene la asociación AMIRES su 
sede. El director de la asociación pidió un aula al Hospital y él mismo junto con otro miembro 
fueron los participantes de las pruebas. 
El primer participante es un hombre de 50 años con un problema de baja visión monocular del 
0,15%. Ya había usado una lupa electrónica antes de las pruebas y también una aplicación 
magnificadora que, además, cumple con sus necesidades. Tiene experiencia con el uso de 
tecnologías móviles, le interesan y disfruta utilizándolas.  
El segundo participante es una mujer de 59 años con miopía magma, glaucoma y poco 
contraste visual. Nunca ha usado una lupa electrónica ni una aplicación magnificadora. 
Tampoco tiene experiencia con el uso de tecnologías móviles pero le interesan y disfruta 
utilizándolas.  
Estos participantes realizaron las siguientes tareas: 
- Elegir en la carta de un restaurante (Figura 28 y Figura 29) un primer plato, un segundo 
plato y un vino por un coste máximo de 35€. 
- Encontrar en un prospecto del medicamento Nolotil (Anexo D: Prospecto) el número 
de veces que lo puede tomar al día y las contraindicaciones para conducir. 
- Navegar por los menús para elegir unos determinados colores para el modo de alto 
contraste y a su vez definir estos colores para el menú. 
      





Figura 28: Carta de restaurante - Exterior 
 
Figura 29: Carta de restaurante - Interior 
      




4.5.3 Objetivos de la evaluación 
Se evaluó la capacidad de los usuarios elegidos para usar el producto con una efectividad 
adecuada. Para ello se observó, y midió: 
o La eficiencia de los usuarios para realizar un conjunto de tareas claramente 
definidas. 
o Los diferentes niveles de experiencia en el uso de tecnologías móviles de los 
usuarios. 
También se evaluaron las diferentes reacciones subjetivas, actitudes y ratios de satisfacción 
mediante una entrevista estructurada y cuestionarios de percepción de usuarios adecuados a 
la aplicación que se está evaluando. 
4.5.4 Plan de medidas 
El plan de medidas se estructura en los siguientes apartados. 
4.5.4.1 Usuarios 
La evaluación se realizó con miembros de la asociación AMIRES con problemas graves de visión 
como miopía magma o baja visión monocular. 
4.5.4.2 Método 
Los métodos que se han seguido para la evaluación han sido los siguientes: 
x Fichas de observación: Se han documentado todas las acciones (completadas y errores), 
dudas, y consultas que realizaron los usuarios durante el proceso de evaluación. 
x Cuestionario de satisfacción y Encuesta UEQ: Se han realizado cuestionarios de satisfacción 
a los usuarios y una encuesta UEQ para saber las sensaciones que les tuvieron utilizando el 
prototipo. 
x Entrevistas a los usuarios: Se han realizado entrevistas a los participantes con el fin de 
conocer con más detalle sus sensaciones con el producto ofrecido. 
4.5.4.3 Secuencia 
1. Explicación de instrucciones e información acerca del prototipo. 
2. Entrega del dispositivo con la aplicación. 
3. Realización de las tareas. 
4. Contestación al cuestionario y la encuesta. 
5. Formulación de preguntas. 
4.5.4.4 Planificación de la evaluación de usabilidad 
Se realizó un test de usabilidad para comprobar cómo comprendían los usuarios el uso del 
prototipo funcional. Se utilizaron los escenarios descritos al inicio del apartado 4.5. La técnica 
que se usó fue el “protocolo de voz alta”. [Nielsen, 1993]. 
Las instrucciones dadas a los usuarios cuando comenzó el test de usabilidad fueron las 
siguientes:  
      




“Buenos días, hemos realizado un prototipo funcional para probar la interacción de una 
aplicación que permita usar un teléfono táctil como magnificador electrónico. Es importante 
que comprenda que estamos evaluando nuestras ideas para saber si funcionan o no y por qué. 
No estamos evaluando sus capacidades. 
Las funciones que se ofrecen en este prototipo son las siguientes: 
1. Ampliar/Reducir imagen: Los usuarios podrán, ampliar y reducir la imagen, tanto real 
como capturada. 
2. Enfocar la imagen: Los usuarios podrán enfocar la imagen. 
3. Capturar la imagen: los usuarios podrán capturar la imagen deseada. También podrán 
volver a la imagen real. 
4. Desplazarse sobre la imagen capturada: Los usuarios podrán desplazarse en todas las 
direcciones sobre la imagen capturada. 
5. Cambiar de modo de visualización. Los modos disponibles son: normal, grises, 
invertido y alto contraste. 
6. Cambiar los colores del modo de alto contraste. Se pueden elegir los colores de fondo 
y primer plano del modo de alto contraste. 
7. Activar / desactivar el flash: Los usuarios podrán activar o desactivar el flash. 
8. Activar / desactivar el estabilizador de imagen: Los usuarios podrán activar o 
desactivar el estabilizador de imagen. 
9. Activar / desactivar el modo macro: Los usuarios podrán activar o desactivar el modo 
macro. 
10. Cambiar el umbral de corte: para el modo de alto contraste. Este umbral define el 
límite entre lo que se considera primer plano y lo que se considera fondo. 
El funcionamiento básico de estas pruebas es el que sigue:  
- Se le entregará un teléfono con la aplicación instalada y lista para su uso. 
- Se le facilitará una ficha con los gestos del sistema, que podrá consultar tantas veces 
como le sea necesario. 
(Se explican los gestos y los botones y se le da la ficha de gestos. A algunos usuarios se les 
explican todos los gestos y a otros usuarios solo los gestos esenciales). 
Vamos a plantearle tres situaciones diferentes y en cada una de ellas tendrá que usar e 
prototipo para llevar a cabo una serie de tareas, sin límite de tiempo. Después de realizar estas 
tareas le pasaremos un cuestionario con preguntas que están destinadas a conocer su 
experiencia utilizando el sistema. 
Le agradeceríamos que narrase en voz alta todo lo que va pensando mientras realiza las tareas. 
Si tiene alguna duda o necesita ayuda no dude en preguntar. 
(Se le ofrecerá volverle a explicar los diferentes gestos de la aplicación)” 
Los escenarios planteados son los siguientes: 
      





Tras trabajar durante la semana, llega el fin de semana y le apetece irse a cenar a un 
restaurante. Se pide elegir un menú que cumpla con las siguientes características: 
x Primer plato 
x Segundo plato 
x Vino 
x Coste máximo: 35 € 
(Si es posible, realizar esta prueba con menos luz) 
Escenario Prospecto 
Tras tener una fiebre muy alta durante varios días ha decidido ir al médico y le ha recetado 
Nolotil. Ya la tiene en casa pero no encuentra el volante. Se pide encontrar la siguiente 
información: 
x Número de veces que lo puede tomar al día 
x Contraindicación para conducir 
Escenario Configuración 
Tras usar la aplicación decide que los colores que mejor distingue en el modo de alto contraste 
son fondo rojo y texto amarillo.  
x Elija estos colores para el modo de alto contraste. 
x Elija estos colores para el menú. 
El orden de escenarios y configuración fue el siguiente: 
Participante 1 
x 4 botones – Modo libre – Escenario 1  
x 1 botón – Alto Contraste – Escenario 2  
x 1 botón – Escenario 3 
Participante 2 
x 1 botón – Escenario 3 
x 4 botones – Alto Contraste – Escenario 1 
x 1 botón – Modo libre – Escenario 2 
Tras finalizar las pruebas se pasaron los cuestionarios de satisfacción y la encuesta UEQ y se 
realizaron las siguientes preguntas a los participantes: 
1. ¿Cuáles son los principales problemas que has encontrado al usar este producto?  
2. ¿Cuáles son las características positivas más destacables para ti?  
3. ¿Cuál es la parte del producto con la que has tenido más problemas?  
4. ¿Cuál es la parte del sistema que crees que es la más difícil de entender?  
      




5. ¿Puedes describir tu experiencia general al usar el producto?  
6. ¿Qué cambiarías para mejorarlo?  
7. ¿Qué le ha parecido la posibilidad de usar un tipo de menú u otro?  
8. ¿El nivel de zoom es suficiente? 
4.5.4.5 Reparto de roles 
El reparto de roles fue el siguiente: 
- Facilitador y guía del prototipo: Carlos. Cumplió con la función de explicar las 
instrucciones de las pruebas y mostrar el funcionamiento del dispositivo. 
- Observadores: Carlos, Tutor del TFG y Laura. Recogieron la información necesaria en 
las fichas de observación mientras que el tutor tomó notas sin seguir ninguna ficha, 
para recoger observaciones más generales. 
4.5.4.6 Material utilizado 
El material utilizado ha sido el siguiente: 
- Teléfono con la aplicación instalada 
- Instrucciones y escenarios para los observadores 
- Cuestionarios de satisfacción para los usuarios 
- Entrevista de impresiones para los usuarios 
- Escenarios con fuentes grandes para entregar a los usuarios 
- Ficha de gestos con fuentes grandes para entregar a los usuarios 
- Fichas de observación para los observadores 
- Carta del restaurante y prospecto del medicamento para los usuarios 
4.5.5 Resultados 
A partir de la evaluación realizada se han obtenido una serie de resultados. Estos se pueden 
dividir entre la impresión general del producto, obtenida a partir de los cuestionarios de 
satisfacción, la encuesta UEQ, y los resultados de las entrevistas para obtener resultados más 
detallados y concretos. 
4.5.5.1 Fichas de observación 
Las fichas completas están disponibles en el Anexo B: Fichas de observación rellenadas. 
Participante 1 
Escenario Restaurante 
Para este escenario, el usuario ha necesitado 9 minutos para realizar correctamente las 
elecciones de un primer plato, un segundo plato y un vino por menos de 35€. 
El número de gestos incorrectos o no reconocidos ha sido de solo 3, por lo que no ha tenido 
grandes problemas con la interacción. Los problemas los ha tenido a la hora de enfocar, puesto 
que la cámara del teléfono tardaba mucho en realizar esta acción.  
Solo ha necesitado consultar 2 veces la hoja de gestos para saber utilizarlos y no ha cometido 
errores de navegación puesto que no ha utilizado los menús. 
      




Le ha gustado el mensaje (Toast) que aparece al realizar alguna acción en el magnificador. 
Tras un tiempo en el que intentaba leer el menú sin tener la imagen capturada, decide pausar 
la imagen y se da cuenta de que es la mejor opción, aunque se queja de que no entra en la 
misma imagen el nombre del plato y el precio. 
Escenario Prospecto 
Para este escenario el usuario solo utiliza los gestos de zoom y enfocar, por lo que no comete 
errores en los gestos. Sí que comete dos errores en la navegación, cuando intenta cambiar el 
modo de alto contraste al modo normal.  
En cuanto al número de veces que consulta la ficha de gestos, además de consultarlo antes del 
inicio de la tarea, vuelve a hacerlo en dos ocasiones más. 
Le lleva 20 minutos completar las tareas pedidas. 
Realiza algunos comentarios importantes, como recomendar dejar el umbral siempre en un 
valor neutro de 127 cada vez que se abra el magnificador para no olvidarlo. También que la 
sensibilidad del gesto para regular el umbral no es muy precisa y que la respuesta entre el 
deslizamiento de los dedos y el efecto es lenta.  
Por otra parte, le gusta el menú de una opción por pantalla y se da cuenta después de un 
tiempo de que es mejor pausar la imagen y recorrerla que estar leyendo la imagen real, puesto 
que el enfoque es muy lento.   
Escenario Configuración 
Para este escenario el usuario consulta una única vez la hoja de gestos para ver cuál es el gesto 
para abrir el menú desde el magnificador.  
Después comete dos errores de navegación confundiendo el menú de fondo claro con el de 
fondo oscuro. Realiza bien el cambio de colores de alto contraste, pero al ir al menú de ajustes 
para cambiar el color del menú tiene un problema para distinguir los checkboxes. 
Como recomendación propone que el valor del umbral sea de 0 a 100 y no de 0 a 255 ya que la 
mayoría de las personas no saben los valores rgb de los colores (aunque especifica que él sí los 
conoce) y tal vez les costaría entender estos valores. 
Participante 2 
Escenario Restaurante 
Este usuario ha cometido numerosos errores de navegación y muchos gestos incorrectos o no 
reconocidos, llevándole un tiempo de 16 minutos. 
La prueba empezó en el modo de alto contraste pero lo cambia a normal puesto que le cuesta 
mucho regular el umbral con el gesto. En ocasiones, el sistema no guardaba el valor del umbral 
y comenzaba de nuevo en 0. 
      




El usuario repite en varias ocasiones que no se le da bien el uso de este tipo de tecnologías, y 
comete muchos errores involuntarios, como pulsar el botón Home o el botón de atrás sin 
darse cuenta. Esto hace que se ponga nervioso. 
Aun así, utilizando el gesto de pausa y haciendo zoom consigue ir leyendo la carta y elegir los 
platos y el vino correctamente.  
Escenario Configuración 
El usuario comete numerosos errores con los gestos y también bastantes errores de 
navegación. Tiene dudas con la navegación por los menús y no entiende las opciones de un 
botón y cuatro botones. Sigue teniendo problemas al pulsar la tecla Home involuntariamente.  
A pesar de ello consigue realizar las tareas correctamente en un tiempo de 5 minutos. 
4.5.5.2 Impresión general del producto (cuestionario SUS) 
Los cuestionarios completados se encuentran en el Anexo C: Cuestionarios contestados. 
Como se puede observar en la Tabla 5, los resultados de los dos participantes han sido 
bastante parejos, coincidiendo completamente en que el sistema no es innecesariamente 
complejo. Estos resultados sirven para ver que el desarrollo de la aplicación va en buen camino 
y que los usuarios tienen una buena impresión general. 
  Muy en desacuerdo Desacuerdo Neutro Acuerdo 
Muy de 
acuerdo 
Me gustaría usar el sistema 
frecuentemente 0 0 1 1 0 
El sistema es innecesariamente complejo 2 0 0 0 0 
El sistema ha sido fácil de usar 0 0 1 0 1 
Necesitaría la ayuda de personal técnico 
para poder usar este sistema 1 1 0 0 0 
Las funciones del sistema están bien 
integradas 0 0 0 1 1 
Hay mucha inconsistencia en el sistema 1 1 0 0 0 
La mayoría de las personas podrían 
aprender rápidamente a usar el sistema 0 0 0 1 1 
El sistema es muy incómodo de usar 1 1 0 0 0 
Me sentí muy seguro usando el sistema 0 0 1 1 0 
Tuve que aprender muchas cosas antes de 
poder usar el sistema 0 0 1 1 0 
Tabla 5: Resultados de la impresión general del producto 
4.5.5.3 Encuesta UEQ [UEQ-Online,2013] 
El Cuestionario de Experiencia del Usuario (en Español CEU, en Inglés UEQ) permite una rápida 
evaluación de la experiencia de los usuarios en productos interactivos. El formato del 
cuestionario permite a los usuarios expresar sentimientos, impresiones y actitudes que surgen 
cuando utilizan un producto. 
      




El usuario tendrá que responder entre pares de palabras, a cuál de los dos extremos se acerca 
más su sensación y su experiencia con la aplicación. Los pares de palabras son los siguientes: 
1. desagradable/agradable 
2. no entendible/entendible 
3. creativo/sin imaginación  
4. fácil de aprender/difícil de aprender 
5. valioso/de poco valor 
6. aburrido/emocionante 












19. cubre expectativas/no cubre expectativas 
20. ineficiente/eficiente 
21. claro/confuso 





Las escalas del cuestionario cubren una impresión exhaustiva de la experiencia del usuario, es 
decir,  miden  aspectos de la usabilidad clásica (eficiencia, claridad, fiabilidad) y los aspectos de 
la experiencia del usuario (originalidad, estimulación). 
A partir de los resultados obtenidos se lleva a cabo una interpretación de diferentes escalas: 
x Atractivo: Impresión general acerca el producto. ¿A los usuarios les gusta o les 
disgusta el producto? 
x Eficiencia: ¿Se puede utilizar el producto de forma rápida y eficiente? ¿Se ve la 
interfaz de usuario organizada? 
x Claridad: ¿Es fácil de entender cómo utilizar el producto? ¿Es fácil  familiarizarse 
con el producto? 
x Fiabilidad: ¿Siente el usuario que controla la interacción? ¿Es la interacción con el 
producto segura y predecible? 
      




x Estimulación: ¿Es interesante y excitante usar el producto? ¿Se siente el usuario 
motivado para seguir utilizando el producto? 
x Novedad: ¿Es el diseño del producto innovador y creativo? ¿Capta el producto  la 
atención de los usuarios? 
Tras las pruebas que realizaron los usuarios con el prototipo, se les pidió que rellenaran la 
encuesta UEQ (Anexo C: Cuestionarios contestados) obteniendo los siguientes resultados: 
 
Figura 30: Valoración por ítem UEQ 
Como puede observarse en la Figura 30, todos los elementos excepto uno han tenido 
resultados positivos. El único elemento que no ha sido positivo es con el par de palabras 
predecible/impredecible. Esto seguramente es debido a la confusión de uno de los 
participantes a lo largo de las pruebas. 
Los pares más destacados son fácil de aprender/difícil de aprender, seguro/inseguro y 
ordenado/sobrecargado. 



























      





Figura 31: Resultados UEQ 
Centrándose ahora en la Figura 31, se puede observar como todas las escalas son positivas. 
Dentro de este resultado favorable destacan sobre todo la Transparencia o Claridad y la 
Estimulación. Esto da a entender que es fácil de comprender cómo utilizar el producto y 
también es sencillo familiarizarse con él. Además el usuario se siente motivado para seguir 
utilizando la aplicación ya que su uso es interesante y excitante.  
Por debajo de estas dos escalas, pero también con un resultado destacable están la Eficiencia y 
la Novedad. Por tanto, el producto puede utilizarse de forma rápida y eficiente, el diseño del 
producto es innovador en cuanto a interacción y capta la atención de los usuarios.  
Por último, las escalas que tienen un mayor margen de mejora son la Atracción y la 
Controlabilidad, dando a entender que a los usuarios les gusta el producto en general  pero 
que no controlan del todo la interacción, debido principalmente a los gestos.  
Finalmente, respecto a la Figura 32, se describe el lugar de los resultados con respecto a la 
media de la encuesta UEQ. Todas las escalas están en una posición superior a la media.  
 















      




Las conclusiones que se sacan de estos resultados son que el producto va por buen camino y 
que mejorando los aspectos menos valorados, como la Controlabilidad, será un producto que 
interese a los usuarios a los que va dirigido. 
4.5.5.4 Entrevistas personales 
Las entrevistas se realizaron oralmente debido a los problemas de visión de los participantes y 
la dificultad de su lectura. 
Los resultados de las entrevistas personales son los siguientes: 
Participante 1 
x ¿Cuáles son los principales problemas que has encontrado al usar este producto?  
o  Enfoque y el tema de regular el umbral en alto contraste. 
x ¿Cuáles son las características positivas más destacables para ti?  
o Sencillo de manejar. 
x ¿Cuál es la parte del producto con la que has tenido más problemas?  
o No contesta. 
x ¿Cuál es la parte del sistema que crees que es la más difícil de entender?  
o Los botones de Android pero nada más. 
x ¿Puedes describir tu experiencia general al usar el producto?  
o Complicado porque le costaba mucho el tema del enfoque. Cansa estar 
descifrando en pantalla. Al capturar es más cómodo y se puede ver rápidamente. 
Está bien cambiar cosas en modo captura. 
Sugiere separar blanco y negro de alto contraste. 
x ¿Qué cambiarías para mejorarlo?  
o Habría que hacer un soporte para facilitar la lectura. 
El tema del enfoque. 
x ¿Qué le ha parecido la posibilidad de usar un tipo de menú u otro?  
o Ve bien los dos y entonces prefiere 4. Pero le parece buena idea lo de un botón. 
x ¿El nivel de zoom es suficiente? 
o Le parece bien. 
 
      





x ¿Cuáles son los principales problemas que has encontrado al usar este producto?  
o Falta de práctica con teléfonos táctiles. 
x ¿Cuáles son las características positivas más destacables para ti?  
o La posibilidad de poder ver cosas pequeñas sin tener que llevar más trastos. 
x ¿Cuál es la parte del producto con la que has tenido más problemas?  
o No contesta. 
x ¿Cuál es la parte del sistema que crees que es la más difícil de entender?  
o La parte de los gestos táctiles por falta de práctica. 
x ¿Puedes describir tu experiencia general al usar el producto?  
o Muy buena 
x ¿Qué cambiarías para mejorarlo?  
o No sabe 
x ¿Qué le ha parecido la posibilidad de usar un tipo de menú u otro?  
o Ve bien la de 4 y la prefiere. 
x ¿El nivel de zoom es suficiente? 
o Para ella sí. 
Cree que para algunos usuarios se podría quedar bajo. 
 
4.6 Recomendaciones de cambio 
A partir de los resultados obtenidos de las pruebas de usuario se proponen hacer una serie de 
cambios en el diseño y en la funcionalidad del magnificador: 
- Barra de umbral entre 0 y 100. Los usuarios no suelen conocer el formato RGB de 
colores, y por tanto ignoran que el umbral puede variar entre 0 y 255. Por esta razón 
se recomienda que en el menú de ajustes se pueda ajustar el valor entre 0 y 100 y en 
la lógica de la aplicación adaptar el valor 0-100 a una escala 0-255. Esto se puede hacer 
de una forma muy sencilla con un factor 100/255.  
Como opción extra, se puede añadir un campo en los ajustes en los que introducir el 
valor manualmente, además de la seekbar. 
      




- Rediseño de gestos con dos dedos. En el magnificador hay 4 gestos que usan dos 
dedos (pausa, zoom, cambio de modos y cambio de umbral). Esto produce que al 
realizar alguno de estos gestos también se procesen los demás y puedan entrar en 
conflicto. Por esta razón es necesario mejorar las condiciones que reconocen un gesto 
u otro. Otra opción es la de rediseñar alguno de los gestos para realizarlos con tres 
dedos. 
- Valor de umbral por defecto al 50%. Se recomienda que el umbral al iniciar el 
magnificador sea siempre del 50% ya que si se mantiene el valor utilizado cada vez es 
posible que el usuario se pierda o que, si el valor está muy alto o muy bajo, vea todo 
de un solo color cuando vuelva a entrar en la aplicación. También se sugirió que 
hubiera una forma rápida de volver a ese 50% de umbral, que podría ser por medio de 
algún elemento nuevo en el menú de ajustes.  
- Mejorar el gesto de regulación del umbral. Este gesto ha dado muchos problemas en 
las pruebas de usuario, por lo que es recomendable mejorar su implementación para 
un mejor funcionamiento. 
- Personalizar botones de radio. En el menú Ajustes hay varios botones de radio para 
seleccionar el color y el tipo de menú, pero en las pruebas de evaluación, a los 
usuarios les costó ver estos elementos. Sería necesario personalizar estos botones de 
radio para que sean más grandes y para que los colores se adapten al color de menú 
que está seleccionado. 
- Personalizar seekbar. En el menú Ajustes hay una seekbar para seleccionar el umbral 
del modo de alto contraste, pero en las pruebas de evaluación, a los usuarios les costó 
ver este elemento. Sería necesario personalizar esta seekbar para que sea más grande 
y para que los colores se adapten al color de menú que está seleccionado. 
  
      




5. Resultados y conclusiones 
Tras la finalización del proyecto se han cumplido todos los objetivos marcados al inicio del TFG 
y que están descritos en el apartado 3.1.  
También se ha cumplido la planificación que se llevó a cabo en el plan de trabajo, con las 
correspondientes modificaciones en la memoria de seguimiento. En la Figura 33 se puede ver 
el diagrama de Gantt utilizado para esta planificación.  
 
Figura 33: Diagrama de Gantt del trabajo 
Si en el TFG de Mitoi se realizó un diseño inicial de la interacción y un análisis de mercado, en 
el de Trzpis se desarrolló las funciones del magnificador y en el de Sánchez Gallego se realizó 
un prototipo de baja fidelidad, en este TFG se ha implementado un prototipo funcional del 
magnificador. 
Por tanto, las principales tareas que se han llevado a cabo han sido, primeramente, el diseño 
de la interfaz de usuario basado en el TFG de Sánchez Gallego. 
Tras esto, la implementación del prototipo funcional, realizado desarrollando el 
reconocimiento de gestos basado en la estructura de Sánchez Gallego y uniéndolo al 
magnificador de Trzpis con algunas modificaciones y añadidos. También la implementación 
desde cero de todos los menús de la aplicación.  
Por último, la evaluación de la usabilidad y la accesibilidad del prototipo con pruebas de 
usuarios y las recomendaciones de cambio obtenidas a partir de dichas pruebas. 
Como visión personal, si bien me hubiera gustado perfeccionar más el prototipo, creo que este 
ofrece las funciones principales para que en un próximo TFG se pueda mejorar el uso y la 
experiencia de usuario, obteniendo una aplicación funcional que pueda estar disponible en la 
Play Store de Google para su descarga.   
      




6. Líneas de trabajo futuro 
El trabajo futuro debería orientarse a desarrollar una aplicación completa que pudiera 
ofrecerse comercialmente. Para ello, además de las recomendaciones de cambio del apartado 
4.6 se deben mejorar los siguientes aspectos del sistema:  
Mantener la imagen pausada al entrar al menú. Si se tiene la imagen pausada en el 
magnificador y se entra al menú, al volver del magnificador se debería volver a ver la imagen 
pausada. Sin embargo el funcionamiento actual no soporta esta funcionalidad. La imagen se 
pierde, es decir, cuando se vuelva al magnificador no se mantendrá esta imagen pausada si no 
que se volverá a la captura de imagen real. 
Esto obliga a los usuarios a utilizar los gestos cuando la imagen está pausada y no es posible 
hacerlo desde el menú. Una solución podría ser guardar la imagen pausada en un Bitmap que 
se cargara al volver del menú. 
Cambiar la orientación en el magnificador. En la aplicación, los menús se pueden ver en 
orientación vertical y horizontal, pero esto no es posible estando en la cámara, que solo 
soporta la orientación horizontal. Sería necesario modificar esto para que, al cambiar el móvil 
de orientación también cambien los gestos, adaptándose a estar en vertical. 
Adaptación a diferentes tamaños de pantalla. Hasta el momento, la aplicación funciona bien 
en tamaños de pantalla en torno a 5 pulgadas. Pero al tratarse de una aplicación que usa un 
tamaño de fuente personalizado para que sea el máximo posible, en móviles con pantallas más 
pequeñas es posible que no se muestren correctamente algunas opciones del menú por ser el 
tamaño de la fuente demasiado grande. Por tanto, es necesario adaptar el tamaño de la fuente 
a diferentes tamaños de pantallas y realizar pruebas con dispositivos de varios tamaños. 
Mejora de funcionalidad y rendimiento. Mejorar algunos aspectos de la funcionalidad, como 
por ejemplo un enfoque más rápido de la cámara. Además, mejorar el código para obtener un 
mejor rendimiento que permita el uso de la aplicación en teléfonos con menos recursos 
hardware. Como ejemplo de un mal rendimiento se recuerda que en las pruebas de usuario, 
estos se quejaban de que la respuesta entre el gesto de cambiar el umbral y la acción era 
lenta.  
Mensaje para cambiar color de menús. Cuando se elija un color en el menú de colores de alto 
contraste, que aparezca un mensaje que pregunte al usuario si quiere que el color elegido sea 
también el definido para los menús. Además, añadir un Checkbox a este mensaje para que el 
usuario pueda decidir si quiere que el mensaje siga apareciendo cada vez que se cambien los 
colores. 
Color-Picker. Como funcionalidad extra, se podría añadir en los ajustes de la aplicación dos 
Color-Pickers (Figura 34), uno para personalizar el color de fondo y otro el color principal del 
modo de alto contraste. De esta forma se ofrece una aún mayor capacidad de personalización 
que se pueda adaptar a más problemas de visión. 
      









   
Figura 34: Ejemplos de Color-Picker 
Mejora del gesto para cambiar el umbral. En el proyecto actual, el gesto para cambiar el 
umbral no permite hacerlo de una forma continua, es decir, si se aumenta demasiado el 
umbral con dos dedos hacia arriba y se quiere disminuir se debe levantar los dos dedos y 
volver a realizar el gesto, esta vez moviendo los dedos hacia abajo. Lo ideal en este gesto sería 
que fuese posible regular el umbral sin tener que levantar los dedos de la pantalla para 
cambiar la dirección. 
Modificar el almacenamiento de las preferencias. Actualmente, la aplicación usa atributos 
estáticos en las clases para definir las preferencias, como el modo de visualización, el color de 
alto contraste o el tipo de menú. Se recomienda cambiar esta forma de almacenar las 
preferencias por una de las recomendadas por Android, como usar el almacenamiento interno 
del teléfono o usar SQLite. [Android Developers, 2013c] 
Añadir un tutorial inicial. Dado que el sistema se controla fundamentalmente con gestos, y 
dado que los gestos son difíciles de descubrir, se propone la implementación de un “tutorial” 
que explique los gestos esenciales (y si el usuario quiere los avanzados). Este tutorial debe 
arrancar automáticamente en la primera ejecución del sistema, pero también debe ser posible 
verlo en cualquier momento. 
Líneas de guía en el texto: Tras la evaluación, algún participante sugirió la posibilidad de 
añadir líneas de guía en textos, ya que les ayuda bastante a orientarse en el texto y les facilita 
      




bastante el poder leer los textos. Podría ser una buena posibilidad de cara al futuro, para 
mejorar la aplicación. 
Funcionamiento por voz: Una vez terminada la aplicación, la  opción de controlar las acciones 
de la aplicación por voz, es una opción muy sugerida por los usuarios, por lo que podría ser 
bastante beneficioso para ellos y haría la aplicación más accesible. 
Lectura de textos: La posibilidad de que la aplicación leyera los textos, en lugar de tener que 
irse desplazando sobre la imagen aumentada, es una gran posibilidad de mejora para la 
aplicación ya que fue solicitado por varios usuarios de la asociación AMIRES. 
Redefinir algunos nombres de elementos en el código. Al tratarse de un prototipo, hay 
algunos nombres de clases en el código que son poco descriptivos. Sería recomendable 
renombrarlos para tener un código más claro y comprensible. Algunos ejemplos son los 
interfaces GestureInterfaceTest y GestureInterfaceTest2, la actividad 
Menu1ButtonDrawerActivity o el fragmento DummySectionFragment. 
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8. Anexo A: Material para las pruebas de evaluación 




Impresión general del producto 
Valora de 1 a 5 las siguientes afirmaciones, donde 1 significa “estoy en completo desacuerdo” 
y 5 significa “estoy totalmente de acuerdo”. 
 1 2 3 4 5 
Me gustaría usar el sistema frecuentemente      
El sistema es innecesariamente complejo      
El sistema ha sido fácil de usar      
Necesitaría la ayuda de personal técnico para poder usar este sistema      
Las funciones del sistema están bien integradas      
Hay mucha inconsistencia en el sistema      
La mayoría de las personas podrían aprender rápidamente a usar el sistema      
El sistema es muy incómodo de usar      
Me sentí muy seguro usando el sistema      
Tuve que aprender muchas cosas antes de poder usar el sistema      
  
      





Para cada pareja de términos, marca la posición que mejor indique tu opinión respecto al 
producto utilizado. 
  1 2 3 4 5 6 7     
desagradable {{{{{{{agradable 1 
no entendible {{{{{{{entendible 2 
creativo {{{{{{{sin imaginación  3 
fácil de aprender  {{{{{{{difícil de aprender  4 
valioso {{{{{{{de poco valor 5 
aburrido {{{{{{{emocionante 6 
no interesante {{{{{{{ interesante 7 
impredecible  {{{{{{{predecible 8 
rápido {{{{{{{ lento 9 
original {{{{{{{convencional 10 
obstructivo {{{{{{{ impulsor de apoyo 11 
bueno {{{{{{{malo 12 
complicado {{{{{{{fácil 13 
repeler {{{{{{{atraer 14 
convencional {{{{{{{novedoso 15 
incómodo {{{{{{{cómodo 16 
seguro {{{{{{{ inseguro 17 
activante  {{{{{{{adormecedor  18 
cubre expectativas {{{{{{{no cubre expectativas 19 
ineficiente {{{{{{{eficiente 20 
claro {{{{{{{confuso 21 
no pragmático {{{{{{{pragmático 22 
ordenado {{{{{{{sobrecargado 23 
atractivo {{{{{{{feo 24 
simpático {{{{{{{antipático 25 
conservador {{{{{{{ innovador 26 
 
  
      




Información sobre el participante 
Por favor, contesta a las siguientes preguntas sobre ti y tu experiencia. 
1. ¿Ha usado alguna lupa electrónica? 
Sí  No 
   
2. ¿Ha usado alguna aplicación magnificadora en un dispositivo móvil? 
Sí  No 
   
3. ¿En caso afirmativo, la interfaz de dicha aplicación cumple con sus necesidades? 
Sí  No 
   
4. ¿Tiene experiencia con el uso de tecnologías móviles? 
Sí  No 
   
5. En general, ¿cuál es tu interés en las tecnologías móviles? 
No me interesan 
especialmente y 
evitaría usarlas si 
pudiera 
 
Me interesan sólo como medio 
para ayudarme a realizar mi 
trabajo mejor y más rápido 
 
Me interesan en 
general, y disfruto 
utilizándolas 
           




Estudiante  Trabajando  Otro 
           
Edad: _______ 
¿Tiene algún problema de visión? 
Sí  No 
   
Describa cuál: _________________________________________________________________ 
Hombre  Mujer 
   
      










Preguntas de la entrevista 
• ¿Cuáles son los principales problemas que has encontrado usando este producto? 
 
 
• ¿Cuáles son las características (positivas) más destacables para ti? 
 
 
• ¿Cuál es la parte del producto con la que has tenido más problemas? 
 
 
• ¿Cuál es la parte del sistema que crees que es la más  difícil de entender? 
 
 
x  ¿Siente que falta algo en la aplicación? En caso afirmativo, ¿Qué falta? 
 
 
x  ¿Qué le gustaría cambiar, quitar o modificar para que la aplicación mejorase? 
 
 
• ¿Puedes describir tu experiencia general  al usar el producto? 
 
  
      





Acción Icono Gesto 
Enfocar 
 
Tap con un dedo 
Capturar imagen / 
Volver a imagen 
real  
Tap con dos 














Juntar dos dedos 
Acceder al menú 
 
Arrastrar desde el 
borde izquierdo 
hacia la derecha 
o botón de menú 
 
  
      





Acción Icono Gesto 





abajo a la derecha 
o  botón de bajar 
volumen 










Hacer “flick” con 
dos dedos hacia la 




Arrastrar con dos 




Arrastrar con dos 




      




Ficha de Observaciones de la evaluación: Restaurante 
 
Participante  Fecha  
 




Elección vino Cambio de modo 
(si se pide) 
Tareas realizadas     
 
 
       Número de gestos incorrectos o no reconocidos 
 
 















      




Ficha de Observaciones de la evaluación: Prospecto 
 
Participante  Fecha  
 
 Cantidad que puede 
ingerir al día 
Contraindicaciones para 
conducir 
Cambio de modo (si se 
pide) 
Tareas realizadas    
 
 
       Número de gestos incorrectos o no reconocidos 
 
 














      




Ficha de Observaciones de la evaluación: Configuración 
 
Participante  Fecha  
 
 Cambiar el color del modo de alto 
contraste 





























      




Instrucciones para la evaluación del prototipo funcional 
Buenos días, hemos realizado un prototipo funcional para probar la interacción de una 
aplicación que permita usar un teléfono táctil como magnificador electrónico. Es 
importante que comprenda que estamos evaluando nuestras ideas para saber si funcionan 
o no y por qué. No estamos evaluando sus capacidades. 
Las funciones que se ofrecen en este prototipo son las siguientes: 
11. Ampliar/Reducir imagen: Los usuarios podrán, ampliar y reducir la imagen, 
tanto real como capturada. 
12. Enfocar la imagen: Los usuarios podrán enfocar la imagen. 
13. Capturar la imagen: los usuarios podrán capturar la imagen deseada. También 
podrán volver a la imagen real. 
14. Desplazarse sobre la imagen capturada: Los usuarios podrán desplazarse en 
todas las direcciones sobre la imagen capturada. 
15. Cambiar de modo de visualización. Los modos disponibles son: normal, grises, 
invertido y alto contraste. 
16. Cambiar los colores del modo de alto contraste. Se pueden elegir los colores de 
fondo y primer plano del modo de alto contraste. 
17. Activar / desactivar el flash: Los usuarios podrán activar o desactivar el flash. 
18. Activar / desactivar el estabilizador de imagen: Los usuarios podrán activar o 
desactivar el estabilizador de imagen. 
19. Activar / desactivar el modo macro: Los usuarios podrán activar o desactivar el 
modo macro. 
20. Cambiar el umbral de corte: para el modo de alto contraste. Este umbral define 
el límite entre lo que se considera primer plano y lo que se considera fondo. 
El funcionamiento básico de estas pruebas es el que sigue:  
- Se le entregará un teléfono con la aplicación instalada y lista para su uso. 
- Se le facilitará una ficha con los gestos del sistema, que podrá consultar tantas 
veces como le sea necesario. 
(Se explican los gestos y los botones y se le da la ficha de gestos. A algunos usuarios se les 
explican todos los gestos y a otros usuarios solo los gestos esenciales). 
Vamos a plantearle tres situaciones diferentes y en cada una de ellas tendrá que usar e 
prototipo para llevar a cabo una serie de tareas, sin límite de tiempo. Después de realizar 
estas tareas le pasaremos un cuestionario con preguntas que están destinadas a conocer 
su experiencia utilizando el sistema. 
Le agradeceríamos que narrase en voz alta todo lo que va pensando mientras realiza las 
tareas. 
Si tiene alguna duda o necesita ayuda no dude en preguntar. 
(Se le ofrecerá volverle a explicar los diferentes gestos de la aplicación) 
      




1. Escenario Restaurante 
Tras trabajar durante la semana, llega el fin de semana y le apetece irse a cenar a un 
restaurante. Se pide elegir un menú que cumpla con las siguientes características: 
x Primer plato 
x Segundo plato 
x Vino 
x Coste máximo: 35 € 
(Si es posible, realizar esta prueba con menos luz) 
2. Escenario Prospecto 
Tras tener una fiebre muy alta durante varios días ha decidido ir al médico y le ha 
recetado Nolotil. Ya la tiene en casa pero no encuentra el volante. Se pide encontrar la 
siguiente información: 
x Número de veces que lo puede tomar al día 
x Contraindicación para conducir 
3. Escenario Configuración 
Tras usar la aplicación decide que los colores que mejor distingue en el modo de alto 
contraste son fondo rojo y texto amarillo.  
x Elija estos colores para el modo de alto contraste. 
x Elija estos colores para el menú. 
 
Participante 1 
x 4 botones – Modo libre – Escenario 1  
x 1 botón – Alto Contraste – Escenario 2  
x 1 botón – Escenario 3 
Participante 2 
x 1 botón – Escenario 3 
x 4 botones – Alto Contraste – Escenario 1 
x 1 botón – Modo libre – Escenario 2 
  
      




9. Anexo B: Fichas de observación rellenadas 
 
  
      






      






      






      






      






      






      






      




10. Anexo C: Cuestionarios contestados 
Nota: Los cuestionarios están en orientación horizontal porque se imprimieron con fuentes 
grandes para que los usuarios fueran capaces de leerlos con más facilidad. 
 
      






      






      






      






      






      






      






      






      






      




11. Anexo D: Prospecto 
El prospecto está disponible en el siguiente pdf o en las imágenes a continuación: 
 Prospecto.pdf  
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