Abstract. We study self-adjoint bounded Jacobi operators of the form:
Introduction
In this work we consider bounded self-adjoint Jacobi operators on ℓ 2 (N) with a Dirichlet boundary condition, i.e., discrete one-dimensional operators defined by:
(Jψ)(n) = a n ψ(n + 1) + b n ψ(n) + a n−1 ψ(n − 1), n > 1 (Jψ)(1) = a 1 ψ(2) + b 1 ψ(1),
where a = {a n } and b = {b n } are bounded sequences of real numbers, inf a n > 0, and for some fixed q ∈ N the sequences a and b are of square-summable q-variation, namely:
|a n+q − a n | 2 + |b n+q − b n | 2 < ∞. For Jacobi operators J (with inf n a n > 0), we define Σ ac (J), the essential support of the absolutely continuous spectrum of J, as the equivalence class, up to sets of zero Lebesgue measure, of the set E ∈ R lim ǫց0 Im δ 1 , (J − E − iǫ) −1 δ 1 exists and differs from 0. .
Here ·, · denotes the scalar product in ℓ 2 (N) and δ 1 = (1, 0, 0, . . .)
T . In what follows, equalities of the form Σ ac (J) = S should be understood as (Σ ac (J) \ S) ∪ (S \ Σ ac (J)) being a set of zero Lebesgue measure.
Our main result in this paper is the following: This theorem generalizes a recent result of Denisov [8] , who proved the case a ≡ 1, lim b n = 0, and settles the full [13, Conjecture 2] . Preservation of absolutely continuous spectrum under decaying perturbation has been intensively studied during the last two decades.
Let us denote by J(a, b) the Jacobi operator defined in (1.1) and consider a Jacobi operator of the form J(a + α, b + β), where α = {α n } ∞ n=1 and β = {β n } ∞ n=1 are decaying sequences. Recall the following classical fact: from Weyl's Theorem (see, for example, [26, Theorem XIII.14] ), one obtains that the essential spectrum of any Jacobi operator is preserved under a decaying perturbation. The absolutely continuous spectrum, on the other hand, is much easier to destroy. Indeed, Last [25] has constructed an example of a Jacobi operator J(1, b + β) with lim n→∞ b n = lim n→∞ β n = 0, so that β is of summable 1-variation (namely, |β n+1 − β n | < ∞), both J(1, b) and J(1, β) have purely a.c. spectrum on (−2, 2) with essential support (−2, 2), but J(1, b + β) has empty absolutely continuous spectrum. In particular, adding a decaying perturbation of summable 1-variation to a Jacobi operator can fully "destroy" its absolutely continuous spectrum.
Numerous works have been devoted to the following question: which conditions on (a, b) and on the perturbation (α, β) ensure that the essential support of the absolutely continuous spectrum of the perturbed operator J(a + α, b + β) coincides with that of J(a, b)? For recent reviews on the subject see, e.g., the articles by Denisov and Kiselev [9] and by Killip [15] .
In particular, in the 1990's much work has been done towards showing that square-summable perturbations of the free Laplacian do not change its a.c. spectrum. For summable perturbations, the analogous result has been known at least from the 1950's and follows, in particular, from Birman-Kato theory of trace class perturbations (see [26, vol III] ). The passage to ℓ 2 perturbations took a lot of effort (see, e.g., [2, 3, 9, 14, 18, 19, 27] ). Eventually, Killip and Simon [16] (strengthening Deift and Killip [5] ) proved the following. , b) ), the essential support of the a.c. spectrum of J(a, b), is equal to [−2, 2].
An analog of this theorem may hold for a wider class of operators (see the conjecture in [20, the remark after Theorem 1.6]). Killip [14] has proven it for the case of a = 1 and b being a periodic sequence plus a square-summable perturbation.
The ℓ 2 condition is known to be sharp: the works of Delyon, Simon and Souillard [6, 7, 28] and Kotani-Ushiroya [21, 22] on decaying random potentials showed in the 1980's that perturbations that are not square-summable can result in purely singular spectrum. Later on, Simon [29] proved that for any p > 2 the potentials {β n } ∈ ℓ p resulting in purely singular continuous spectrum form a dense G δ set in the topology of ℓ p . Therefore, the a.c. spectrum of any Jacobi operator can be destroyed by adding a perturbation in ℓ p for any p > 2. The above mentioned results exploit the decay of the perturbation. Another, weaker, criterion for a perturbation to preserve the a.c. spectrum has been studied for a long time. Weidmann [33] in 1967 proved that the a.c. spectrum is preserved under a perturbation of summable 1-variation (Weidmann actually proved a variant of this for continuous Schrödinger operators. For a proof of the discrete case, see Dombrowski-Nevai [10] or Simon [31] .) Golinskii and Nevai [11] generalized Weidmann's result to arbitrary q ≥ 1; their argument, written originally for orthogonal polynomials on the unit circle, yields the following result for Jacobi operators:
Theorem (Golinskii-Nevai). Let J(a, b) be a periodic Jacobi operator of period q and let {α n } and {β n } be decaying sequences of summable q-variation, namely
(1.5)
Then the essential support of the a.c. spectrum of J(a+α, b+β) is equal to the spectrum of J(a, b) and, moreover, the spectrum of J(a+α, b+β) is purely absolutely continuous on the interior of the bands that make up the spectrum of J(a, b). A special case of Theorem 1, with J(a, b) = J(1, 0) and α ≡ 0, was conjectured by Last [25, Conjecture 1.6] . A variant of this conjecture for the special case q = 1 has also been made by Simon [30, Chapter 12] . A notable result in this direction has been obtained by Kupin [23] who showed that the essential support of the a.c. spectrum of J(1, 0) is still preserved if a decaying sequence β of a square-summable variation (with q = 1) is added to b, under an additional restriction that β ∈ ℓ m for some m ∈ N. In general, more tools exist to explore spectra of decaying perturbations of J(1, 0), e.g., sum rules and trace formulas used, in particular by Kupin. Extensions of these methods to general periodic operators are sometimes quite involved. A recent work of Damanik, Killip and Simon [4] has given some definitive results in this direction. Moreover, methods used by Kupin impose very restrictive conditions on the behavior of α and β.
Kim and Kiselev [17] have relaxed the conditions on α and β using an analog of the techniques developed by Christ and Kiselev [3] for continuous (namely, differential) Schrödinger operators. The results of Kim and Kiselev imply that if a = 1, b = 0, α = 0 and β is a bounded (but not necessarily decaying) sequence obeying ∞ n=1 |β n+1 −β n | p < ∞ for some p < 2, then the essential support of the a.c. spectrum coincides with [−2 + lim sup β n , 2 + lim sup
In the special case lim β n = 0 this implies
Very significant progress has been recently made by Denisov [8] , who proved the full [25, Conjecture 1.6] . To analyze the a.c. part of the spectral measure of a perturbed operator, Denisov [8] uses an important factorization of the Radon-Nikodym derivative of the spectral measure. This expression, involving the Jost function, has been proven by Killip and Simon [16] for trace class perturbations of the free Laplacian. We do not know how to extend the technique of perturbation determinants from [16] to the case of periodic Jacobi operators. However, approximating the operator under consideration by finitely supported perturbations, combined with a number of ideas of Denisov [8] , we are able to prove Theorem 1 by a more elementary technique.
For a finitely supported perturbation J N and an energy ζ = E +iǫ in the upper half-plain of C we can explicitly construct an
As ǫ ց 0, the vector u N (ζ) becomes a Jost solution, that is, asymptotically a Bloch wave. Using u N 0 (ζ) similarly to the way it is done in [16] , we are able to express the Radon-Nikodym derivative of the spectral measure as a product of a well-behaving function depending on the parameters of the periodic operator and a harmonic function u N 0 (ζ) depending on the perturbation, which can be called, by analogy with [16] , the Jost function.
As we show below, to prove that the a.c. spectrum of J fills σ(J per ) it will be sufficient to bound the integrals I ln |u 
Outline of the proof
Given an operator J as above, we consider, for E ∈ R, the associated eigenvalue equation
where ψ is a sequence of complex numbers. For n ∈ N, define the one-step transfer operators associated with (2.1) by
(with a 0 = a per 0 ). For q from (1.2) and n ≥ 0, denote by Φ n (E) the following product of q consecutive one-step transfer matrices:
It is easy to see that A n , B n , C n and D n are polynomials of degrees q, q − 1, q − 1 and q − 2, respectively, with non-zero leading term and real coefficients. For J per , the matrix Φ per n (E) does not depend on n, so we write:
In what follows we use the following well known fundamental fact (see, e.g., [24] for a fuller exposition): for periodic operators the spectrum is equal to
and it is purely absolutely continuous.
Let µ be the spectral measure of J with respect to the cyclic vector δ 1 , that is:
From Weyl's theorem [26] , we know that σ ess (J) = σ ess (J per ). We show that the a.c. spectrum of J fills σ(J per ) (i.e., |σ(J per ) \ Σ ac (J)| = 0) by choosing a family of intervals covering almost every point of σ(J per ) and proving that
for any interval I in this family. Here µ ac is the a.c. part of the spectral measure µ.
The main idea of our proof is to approximate J by truncated perturbations of J per . Namely, for N ∈ N we define J N to be the Jacobi operator with
Let µ N be the spectral measure of J N with respect to the same cyclic vector δ 1 . Since, as N → ∞, the coefficients defined by (2.6) converge to the Jacobi parameters of J per , the measures µ N converge weakly to the spectral measure µ for J. Hence, we can use the semi-continuity of entropy. Namely, we use the following Lemma 1 ( [16, Corollary 5.3]). Suppose a sequence of absolutely continuous measures {ρ n (x)dx} converges weakly to a measure ρ(x)dx. Then for any measurable set S,
and bounded since ζ / ∈ σ(J N ). For
To solve the above system, we slightly modify it, considering instead ℓ 2 ({0} ∪ N), and find a vector u
For u N a solution of (2.9), the vector
, which is false for ǫ = 0. However, we still need to prove that lim ǫց0 u N 0 (E + iǫ) = 0. In the next section we solve (2.9) and obtain the key formula (3.5) of the form dµ
where F (E) is a function that depends on the Jacobi parameters of J per only. As will be shown, this function is well-behaving on I, therefore it does not affect the estimate on the entropy. Hence, a lower bound on 
Then there exists a constant B > 0, depending on C and α, so that
Note that although the statement is slightly different from [8] , the argument of Denisov proves it as well.
As one can see from Lemma 2, we need to provide estimates for ln |u show how the behavior of transfer matrices can be analyzed and an estimate on u N 0 (ζ) can be obtained when the matrices have an eigenvalue with absolute value greater than one off the real line. This can be guaranteed, though, only if the determinant of the transfer matrices is equal to one (Proposition 1 of the Appendix). However, in our case, det Φ n = a nq /a (n+1)q = 1 because of the perturbation, and we "fix" the situation by a renormalization of the transfer matrices.
The semi-continuity of the entropy (Lemma 1) finishes the proof.
Truncated perturbations
In this section we obtain an explicit formula connecting µ N ac , the a.c. part of the spectral measure of J N , to its Jacobi parameters. Denote ∆(E) = Trace Φ per (E). Note that:
• ∆(E) is a polynomial of degree q with real coefficients.
• Since det Φ n (ζ) = anq a (n+1)q , for the periodic case det Φ per (ζ) = 1.
where C(E) is defined by (2.4). For a closed interval I ⊂ S denote
We choose a collection I of closed intervals I ⊂ S and ǫ I small enough for each I, such that S = I∈I I and for every I ∈ I the following conditions hold true:
• ∆ is invertible on I ǫ I ∪ I, • C(ζ) = 0 for any ζ ∈ I ǫ I , • For any ζ ∈ I ǫ I , the matrix Φ per (ζ) has an eigenvalue
such that |z(ζ)| < 1 as ensured by Proposition 1 from the Appendix. We continue z(ζ) to I as well; z(ζ) is analytic in I ∪I ǫ I .
We choose the collection I so that I∈I |I| < ∞, which is possible, since σ(J per ) is a union of q closed intervals and the previous conditions do not hold on a finite number of points only. Then, to prove Theorem 1, it will be sufficient to prove that for any I ∈ I the a.c. spectrum of J fills I.
Therefore, we fix I ∈ I and prove that there exists a uniform bound C, so that for any N ∈ N,
be an eigenvector of Φ per (ζ) corresponding to the eigenvalue z(ζ). Recall that
where A, B, C, D are polynomials with real coefficients, and C(E) = 0 on I. Hence we can take
Now we set
and calculate u N n (ζ) for any n, solving the recursion (2.9) backward and forward. In this way we have built a solution of (2.9) which lies in ℓ 2 ({0} ∪ N). Indeed, it is easy to see from (2.6) that for n > Nq,
For E ∈ I we can define u N (E) as a limit of u N (ζ) when ζ = E + iǫ, ǫ ց 0, as follows: first define it for u N N q and u N N q+1 using (3.1), then for any n using the fact that u 
both satisfy
Comparing the Wronskian (see, e.g., [32, p. 20] for its definition and properties) of u N (E) and v N (E) at zero and at Nq, we get
where the first equality follows from the properties of the Wronskian, and the second equality is obtained by combining (3.1) and (3.2). Hence
Also, (3.3) shows that on I the value of u N 0 (E) is not zero: indeed, (z(E) − z(E))C(E) = 0 on I, and v
Since from (2.10)
we get from (2.7) and (3.4) the key formula 5) where u N is the solution of (2.9) defined by the condition (3.1). Now we can see that a uniform lower bound for the integral
will follow from a (uniform) upper bound on I ln |u N 0 (E)| dE, which is the subject of the next section.
The estimate on u N 0
In order to obtain an estimate on u N 0 we use the following theorem from [8] :
where λ n ∈ C and, for some constants C, κ and v ∈ [0, 1),
(where C > 0 is a universal constant.) Then
where φ n , ν n satisfy the following estimate, uniformly in n with some constant B > 0 (depending only on C) :
Moreover,
uniformly in n, where B(κ) > 0 is a constant depending on κ (and tending to infinity as |κ| approaches 1.)
We would like to use Theorem 2 with Λ n being the diagonalization of Φ n . However, det Φ n = a nq /a (n+1)q = 1 because of the perturbation, and we need to "fix" the situation. Define, in the notations of (2.3),
so that det Φ n = 1. Then
where
Recall that, from (2.6), we have a (N −1)q = a N q = a per 0 , thence
and it is easy to check that
Let us denote ξ n = (a nq , . . . , a (n+1)q , b nq+1 , . . . , b (n+1)q ) ∈ R 2q+1 . Then
A n (ζ), B n (ζ), C n (ζ) and D n (ζ) are polynomials with coefficients which are analytic functions of ξ n (recall that inf n a n > 0). Hence, by the Mean Value Theorem, the norms of W n are square-summable (for any ζ) and { W n (ζ) } 2 ≤ C < ∞, uniformly on I ǫ I ∪ I. By means of a finitely supported perturbation we can make { W n (ζ) } 2 as small as needed without changing the a.c. spectrum of J. By Proposition 1 from the Appendix
for a suitably chosen positive constant C I . We also have for ζ ∈ I ǫ I ∪ I and some constant B 6) which is proven following the argument in [8, Theorem 2.2] . Applying Theorem 2 to (4.4), (4.5) and (4.6), we obtain
where 8) and by means of a finitely supported perturbation we can ensure, for any fixed ǫ > 0, that
Proof of the Main Theorem
From Weyl's theorem we know that σ ess (J) = σ ess (J per ). We show that the a.c. spectrum of J fills σ(J per ) by proving that for the chosen above (arbitrary) interval I:
; let us show that f N satisfies the assumptions of Lemma 2. Obviously, f N is harmonic in I ǫ I and continuous in I ǫ I ∪ I. Then, I ǫ I ∪ I is a compact set, therefore
and by (4.8)
Im ζ for all ζ ∈ I ǫ I , and the second condition of Lemma 2 is satisfied.
For ζ ∈ Ω I = 3 4 
By (4.6) the second addend is uniformly bounded on I; the third addend is also uniformly bounded, since I is compact. Thus
and hence
Integrating over I, we obtain:
and the first condition of Lemma 2 is also fulfilled. Therefore, This finishes the proof.
Appendix A.
Proposition 1. Suppose Φ : C −→ SL 2 (C) is analytic and ∆(ζ) = Trace Φ(ζ). Let I ⊂ R be a closed interval so that |∆(x)| < 2 and ∆ ′ (x) = 0 for any x ∈ I. Then there exist positive constants ǫ I and C I , so that for any ζ ∈ I ǫ I ≡ x + iy x ∈ I, 0 < y ≤ ǫ I the matrix Φ(ζ) has two different eigenvalues z ±1 (ζ), where |z(ζ)| < |z Moreover, let {Φ n (ζ) ∈ SL 2 (C)} be a sequence of analytic matrices converging to Φ for any ζ ∈ I ǫ ∪ I. Then the constant C I can be chosen so that the two eigenvalues of Φ n (ζ) satisfy (A.1) for any n ≥ n 0 for some n 0 .
Proof. Let z(ζ) = ∆(ζ) + ∆(ζ) 2 − 4 2 be one of the eigenvalues of Φ(ζ). Define f (x, y) = ln |z(x + iy)|. Since Φ ∈ SL 2 (C) and |∆(ζ)| < 2, we have f (x, 0) = 0 for any x ∈ I. Below we prove that g(x) ≡ Since I is compact, there exists min x∈I g(x) = 2C I . Therefore, there exists ǫ I so that for every 0 < y ≤ ǫ I f (x, y) = ln |z(x + iy)| = g(x)y + O(y 2 ) > C I y.
To prove that Note that {λ n (ζ)} is a sequence of analytic functions converging pointwise to z(ζ) on I ǫ I ∪ I and uniformly bounded on it. Hence, by Vitali's theorem (see, e.g., [12] ), the convergence is uniform and the second statement of the Proposition holds true for our choice of C I .
