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1 Introduction
This thesis deals with regularization parameter selection methods in the context
of Tikhonov-type regularization with Poisson distributed data, in particular the
reconstruction of images, as well as with the identification of the volatility surface
from observed option prices. Inverse problems arise in various applications such
as image processing, finance, mechanical or physical problems, atmospheric physics
and many others so that the field of inverse problems became an important subject
in applied mathematics. In the following parts we consider two specific inverse
problems occurring in the fields of image processing and finance.
The main interest in inverse problems lies often in the reconstruction or identify-
ing of unknown and not directly observable parameters from directly observed data.
In our specific problems these desired objects are an image (Part I) and the volat-
ility function (Part II). This reconstruction can often be formulated as an operator
equation
F (u) = z (1.1)
for computing u from measured data z with a linear or nonlinear operator F . Often
the direct inversion of equation (1.1) yields no sensible results because the data is
usually disturbed by noise and the equation is ill-posed in the sense of Hadamard so
that small perturbations in the data z cause significant distortions in the solution u.
Hence, equation (1.1) has to be regularized to ensure stability and compute useful
solutions.
In the last decades, many methods to regularize inverse problems have been de-
veloped. A very popular regularization strategy in the Hilbert space setting is the
Tikhonov regularization [118]
1
2 ||F (u)− z||
2 + α2 ||u||
2 → min, subject to u ∈ U (1.2)
with a regularization parameter α > 0 where the first term fits the noisy data to
the evaluation of the forward operator F (u) and the second term provides some
information about the solution and stabilizes the equation. In the case of Banach
spaces the exponents in equation (1.2) can be between one and infinity.
A wide field of research lies in another class of regularization methods: the iterat-
ive regularization methods [89] such as Landweber iteration, Newton-type methods,
e.g. Levenberg-Marquardt [43], multilevel methods, e.g. regularization by discretiz-
ation, and others.
The knowledge of the regularization parameter is of special interest. Various
regularization parameter selection methods [23] have been proposed and can be
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classified in three categories: a priori methods, a posteriori methods, or data driven
methods.
The thesis is organized in the following manner. In Part I we examine the choice
of the regularization parameter when reconstructing an image, which is disturbed
by Poisson noise, with Tikhonov-type regularization. This type of regularization is
a generalization of the classical Tikhonov regularization in the Banach space setting
and often called variational regularization. The goal is to obtain a solution for
equation (1.1) by minimizing
S(F (u), z) + αΩ(u)→ min, subject to u ∈ U .
After a general consideration of Tikhonov-type regularization for data corrupted
by Poisson noise, we examine the methods for choosing the regularization parameter
α numerically on the basis of two test images and real PET data.
In Part II we consider the estimation of the volatility function from observed call
option prices with the explicit formula
σ(K,T ) =
√√√√√ ∂C∗(K,T )∂T + rK ∂C∗(K,T )∂K
1
2K
2 ∂2C∗(K,T )
∂K2
(K,T ) ∈ Ω∗
which has been derived by Dupire in [60] using the Black-Scholes partial differential
equation. The option prices are only available as discrete noisy observations so
that the main difficulty is the ill-posedness of the numerical differentiation. Finite
difference schemes, as regularization by discretization of the inverse and ill-posed
problem, do not overcome these difficulties when they are used to evaluate the
partial derivatives. Therefore we construct an alternative algorithm based on the
weak formulation of the dual Black-Scholes partial differential equation and evaluate
the performance of the finite difference schemes and the new algorithm for synthetic
and real option prices.
10
Part I
Regularization with Poisson
distributed data in imaging
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In this part we deal with Tikhonov-type regularization of images with a non-standard
noise model. Often additive Gaussian noise is assumed for modeling the data struc-
ture of inverse problems so that many authors consider this as the standard noise
model and indeed it fits to the ill-posed problem in many cases whenever the true
object is disturbed by a normal distributed random variable.
But in many applications, other noise models yield better results. For instance
in astronomical [30] or medical imaging [116], a continuous image is sampled by a
sensor, which counts events. These events may be photons that are emitted by a far
galaxy or decay events of a radioactive fluid in a human body as they occur in the
positron emission tomography (PET). The events of such cases are often modeled
as a Poisson process. The number of counts can be very small or even zero.
The inverse and ill-posed problem can be written as an operator equation
Au = z. In the classical Tikhonov regularization [118] the solution is approximated
by the minimizer of the functional
1
2 ||Au− z||
2 + α2 ||u||
2 (α > 0).
But in the case of Poisson distributed data, the classical Tikhonov regulariza-
tion is not appropriate. In recent years, this functional is generalized to overcome
difficulties for other types of noise. The maximum a posteriori probability (MAP)
estimation leads to a more general form of the Tikhonov regularization and is often
called Tikhonov-type or variational regularization
S(Au, z) + αΩ(u)→ min, subject to u ∈ U .
Therefore, Tikhonov-type regularization with a general fitting term S and different
stability terms Ω were established and discussed, for instance in [46, 67, 69, 68, 85,
95, 104].
In this thesis, we will use the Kullback-Leibler functional as the fitting functional
to regularize Poisson distributed data. This is motivated by the MAP estimation
with the Poisson distribution as an a priori density.
The regularization will be stabilized with a total variation penalty term which
emphasizes sharp edges in images.
This part is organized as follows. In Chapter 3 we provide an overview of
Tikhonov-type regularization with Poisson distributed data with general fitting and
stabilizing term. We give the main results on existence, stability and convergence
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of solutions. Moreover, we introduce the continuous regularization with a Kullback-
Leibler fitting functional and the total variation as stability term as well as its
discrete version.
In Chapter 4 we describe various parameter selection methods which will be
used later in a numerical study. We extend two concepts of a discrepancy principle
and consider different versions of the L-curve method. Finally, we describe the
quasi-optimality criterion.
In Chapter 5 we test the Tikhonov-type regularization with Kullback-Leibler
fitting functional and total variation as stability functional. In this context, we deal
with three different types of test image: a very simple image of concentric circles,
an image with a medium amount of noise and real data from positron emission
tomography. We are interested in the performance of each regularization parameter
selection method and the quality of the reconstructions. We also want to find out
if one of the parameter choice methods always yields better results than the other
methods.
In Chapter 6 we examine the three test images with a standard Tikhonov fitting
functional together with total variation as stabilizing functional. We want to answer
the question whether the Kullback-Leibler fitting functional yields indeed better
reconstructions than the standard Tikhonov fitting functional.
In Chapter 7 we summarize our numerical studies and formulate open questions
and an outlook.
14
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Poisson distributed data
3.1 Tikhonov-type regularization
Throughout this part we study inverse problems as an operator equation
Au = z (3.1)
where A : D(A) ⊆ U → V is a linear operator between the Banach spaces U and V .
We search for solutions u ∈ U from observed data z ∈ V . Equation (3.1) is often
ill-posed so that one or more of the conditions in Definition 3.1 are not satisfied.
Definition 3.1 (Well-posedness of an operator equation) The operator equation (3.1)
is well-posed if the following three conditions of Hadamard are satisfied
(i) Existence: For every z ∈ V, a solution u ∈ U of equation (3.1) exists.
(ii) Uniqueness: The solution of equation (3.1) is unique.
(iii) Stability: The solution u of equation (3.1) depends continuously on the data z.
The relevance of the first two conditions is obvious. If the third condition is
violated, small disturbances in the data z cause significant distortions in the solution
u. Typical, we have only noisy measurements zδ ∈ V of the exact data available and
the third condition is not fulfilled.
Therefore the operator equation (3.1) has to be regularized. One concept is the
Tikhonov regularization (see e.g. [64, 118]) which was proposed by A. N. Tikhonov.
Instead of equation (3.1), we consider the minimization problem
S(Au, zδ)→ min, subject to u ∈ U (3.2)
where the functional S : V × V → [0,∞] is called fitting functional and overcomes
the absence of exact data. It measures the distance between the perturbed data
zδ and an evaluation of the forward operator Au or the exact data z, respectively.
The closer the noisy data and the exact data are, the smaller is the value of the
fitting functional. But the minimization (3.2) is also ill-posed and therefore we add
an additional non-negative functional, the stabilizing functional, Ω : U → R ∪ {∞}
15
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which provides some prior information about the solution. Finally, we write the
regularization method in a general form for a real positive parameter α as
Tα,zδ(u) := S(Au, zδ) + αΩ(u)→ min, subject to u ∈ U . (3.3)
The parameter α is called regularization parameter. It controls the influence of
the stabilizing functional on the solution of the minimization problem (3.1) and the
degree of regularization.
Examples of the fitting functional can be found in Example 3.1.
Example 3.1 (Examples of fitting functionals) Let D be a subset of Rn.
(i) Let V = Lp(D) be a space with 1 ≤ p < ∞. Then we can choose the fitting
functional as
S(Au, zδ) = 1
p
||Au− zδ||pV . (3.4)
For p = 2, we get the standard Hilbert space setting, whereas for p ∈ (0,∞)
equation (3.4) becomes a fitting functional in a Banach space.
(ii) Let V = L1(D) be a Banach space. The functional
S(Au, zδ) =
∫
D
zδ ln
(
zδ
Au
)
+ Au− zδ dµ
is the Kullback-Leibler functional for noisy data zδ that we describe in Sec-
tion 3.2.1 in more detail for Poisson distributed data.
(iii) Let V = {zδ ∈ L1(D) : zδ ≥ 0, ||zδ||L1 = 1}. The f-Divergence
S(Au, zδ) =
∫
D
zδf
(
Au
zδ
)
dµ
where f ∈ F0 := {f : R+0 → R ∪ {∞} : f is convex and continuous in 0,
f(1) = 0} can be used as a fitting functional. More details about this divergence
can be found for instance in [104] and the references therein.
The following Example 3.2 shows some possible stabilizing functionals.
Example 3.2 (Examples of stabilizing functionals) Let D be a subset of Rn.
(i) Let U = Lp(D) be a reflexive space with 1 ≤ p <∞. Then we can choose the
stabilizing functional as
Ω(u) = 1
p
||u||pU . (3.5)
It is possible to use u− u0 instead of u in equation (3.5) with an initial guess
u0.
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(ii) Let U = BV (D) where BV (D) = {u ∈ L1(D) : Ω0(u) < ∞} is a Banach
space of functions u ∈ L1(D) of bounded variation. The functional
Ω(u) = Ω0(u) = sup
g∈G
∫
D
u(x, y)div g dt
defined in Definition 3.5 is a possible stabilizing functional. More details can
be found in Section 3.2.2.
(iii) Let U = L1(D) and a initial guess u0 ∈ L1(D) with u0 > 0. We define
Ωu0(u) =

∫
D
u ln
(
u
u0
)
+ u0 − u dµ if u ≥ 0 almost everywhere,
∞ else.
The first case is again the Kullback-Leibler divergence and is described in Sec-
tion 3.2.1.
(iv) Let U = L1(D). Then, we define the entropy functional as
Ω(u) =

∫
D
u ln u dµ if u ≥ 0 almost everywhere,
∞ else.
The Tikhonov-type regularization (3.3) is also discussed in various papers (e.g.
[67, 67, 69, 85]) and theses (e.g. [68, 104]). A good overview of Tikhonov-type
regularization in the past and recent progress can be found in [95] and the references
therein.
In the classical Tikhonov regularization fitting functional and stabilizing func-
tional are chosen as S(Au, zδ) = 12 ||Au− zδ||2 and Ω(u) = 12 ||u||2, respectively, such
that the Tikhonov functional is defined as
Tα,zδ(u) =
1
2 ||Au− z
δ||2 + α2 ||u||
2. (3.6)
The spaces U and V are Hilbert spaces. The noisy data satisfy
||y − zδ|| ≤ δ (3.7)
where δ > 0 is the noise level.
The classical Tikhonov regularization is based on the assumption that the exact
data is disturbed by noise that follows a Gaussian distribution. But in some applic-
ations, e.g. in medical imaging or astronomy, the noisy data represents a number of
counts of particles, e.g. photons, that are emitted from an unknown source. These
counts are discrete so that the assumption of Gaussian noise is not appropriate.
17
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Instead we assume Poisson distributed noisy data. In Section 3.4.2, we consider this
special kind of noisy data closer and derive a fitting functional that is the so-called
Kullback-Leibler distance. The choice of this fitting functional has become more im-
portant in recent years [9, 67, 86, 104]. To apply the Tikhonov-type regularization
to Poisson data and inverse problems in image processing in subsequent chapters,
we choose instead of the stabilizing functional in equation (3.6) the total variation
described in Section 3.2.2.
For this reasons, we generalize the functional Tα,zδ(u) in equation (3.3). Because
the Poisson distributed data do not depend on a certain noise level, it is sensible to
consider noisy measurements v ∈ V of the exact data u instead of noisy data zδ ∈ V
and reformulate equation (3.1) as
Au = v. (3.8)
We define the functional S : V × V → [0,∞] and the Tikhonov-type regularization
Tα,v(u) := S(Au, v) + αΩ(u)→ min, subject to u ∈ U . (3.9)
This regularization is also called variational regularization scheme in the lit-
erature. Note that in some applications the fitting functional S is defined as
S : Z × V → [0,∞] because it is assumed that the right-hand side z of equa-
tion (3.1) lies in another space than the noisy data v. This situation is considered
in [67, 68]. In this thesis we assume that z and the Poisson disturbed data denoted
by v, are elements of the same space V that we define later.
For the sake of completeness, we repeat some essential characteristics of the func-
tional (3.9). For detailed information see e.g. [68, 104] and the references therein.
There are three main questions that should be answered for the minimization (3.9).
• Existence A minimizer exists for each data element v and for a fixed regu-
larization parameter α.
• Stability is necessary to guarantee well-posedness according to Definition 3.1
such that the solution of the regularization (3.9) depends continuously on the
data v.
• Convergence ensures that the approximated solutions of equation (3.1) get
closer to the exact solution as the data v fits better z. In this context con-
vergence rates are often considered. Convergence of the regularized solutions
can be arbitrarily slow, so that the rate of convergence becomes interesting for
practical situations. In this thesis we do not consider convergence rates.
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The following assumptions adopted from [67] must be satisfied.
Assumption 3.1 Assumptions on A : D(A) ⊆ U → V:
(i) A is weakly sequentially continuous, i.e. if uk ⇀ u for u, uk ∈ D(A) then
A(uk) ⇀ A(u).
(ii) The domain D(A) of A is weakly sequentially closed, i.e. uk ⇀ u for
uk ∈ D(A) and u ∈ U implies u ∈ D(A).
Assumptions on S : V × V → [0,∞] for arbitrary z, zk, v, vk ∈ V:
(iii) S is weakly sequentially lower semicontinuous, i.e. from zk ⇀ z and vk ⇀ v
follows S(z, v) ≤ lim inf
k→∞
S(zk, vk).
(iv) If S(z, vk)→ 0 then exists a v ∈ V such that vk ⇀ v.
(v) We assume that z, v are positive and bounded away from zero. Hence, if vk ⇀ v
and S(z, v) <∞ then S(z, vk)→ S(z, v).
Assumptions on Ω : U → [0,∞]:
(vi) Ω is weakly sequentially lower semicontinuous, i.e. from uk ⇀ u for u, uk ∈ U
follows Ω(u) ≤ lim inf
k→∞
Ω(uk).
(vii) The level sets MΩ(c) := {u ∈ U : Ω(u) ≤ c} are weakly relatively sequentially
compact (see Definition A.6) for all c ≥ 0.
Throughout our numerical considerations of Poisson distributed data in sub-
sequent sections, we consider only strictly positive data so that the additional as-
sumption 0 < η ≤ z, v in Assumption 3.1(v) is sensible. The stabilizing functional
can attain negative values, but by the last item of Assumption 3.1(vii) it is bounded
below.
A precondition for the existence of a minimizer of (3.9) is given by the items
3.1(i), 3.1(iii) and 3.1(vii) whereas the stability of the minimization problem (3.9)
is guaranteed by item 3.1(vii).
The examples for the fitting functional (Example 3.1) and for the stabilizing
functional (Example 3.2) satisfy the conditions in Assumption 3.1.
The following three theorems provide existence, stability and convergence of the
minimization problem (3.9). Their proofs can be found in [68, 85, 104]. The solutions
of the minimization problem are commonly not unique. Therefore we concentrate
on Ω-minimization solution.
Proposition 3.1 Assume that an element u¯ ∈ D(A) with Au¯ = z exists for
z ∈ V and it holds Ω(u¯) <∞. Then there exists an Ω-minimization solution of the
minimization problem (3.1), i.e. there is an element u† ∈ D(A) such that
Ω(u†) = inf{Ω(u) : u ∈ D(A), Au = z}.
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The proposition follows directly from Assumption 3.1 and the proof is shown in
[68]. According to this proposition, there exist among all solutions of equation (3.1)
a solution which minimizes the stabilizing functional Ω(u).
Theorem 3.1 (Existence) For all v ∈ V and all regularization parameters α > 0,
the minimization problem (3.9) has a solution.
The stability of the minimization problem (3.9) is necessary for our numerical
study. It means that the minimizer does not change very much due to numerical
inaccuracies, e.g. rounding errors.
Theorem 3.2 (Stability) Fix the noisy data v ∈ V and the regularization para-
meter α ∈ (0,∞). Assume (vk)k∈N is a sequence in V that satisfies vk ⇀ v. Addi-
tionally assume that there exists an element u¯ ∈ D(A) with finite fitting functional
S(Au¯, v) <∞ and finite stabilizing functional Ω(u¯) <∞.
Then each sequence (uk)k∈N with
uk ∈ arg min
u∈D(A)
Tα,vk(u)
has a weakly convergent subsequence and for sufficiently large k the elements uk
satisfy Tα,vk(uk) < ∞. Each limit u˜ of a weakly convergent subsequence (ukl)l∈N is
a minimizer of Tα,v. Moreover, we have Tα,vkl (ukl) → Tα,v(u˜), Ω(ukl) → Ω(u˜) and
also S(Aukl , vkl)→ S(Au˜, v).
In the following theorem, we guarantee that the numerical solution is indeed an
approximation of the exact solution of the minimization problem (3.9).
Theorem 3.3 (Convergence) Assume that
• z ∈ V,
• (vk)k∈N be a sequence in V so that the fitting functional S(z, vk) converges to
zero,
• (αk)k∈N is a sequence of regularization parameters in (0,∞),
• an element u¯ ∈ D(A) with Au¯ = z and Ω(u¯) <∞.
Then each sequence (uk)k∈N with
uk ∈ arg min
u∈D(A)
Tαk,vk(u)
has a weakly convergent subsequence and Tαk,vk(uk) → 0. Each limit of a weakly
convergent subsequence (ukl)l∈N is equal to a solution of Au = z. In addition each
such limit uˆ fulfills Ω(uˆ) ≤ Ω(u∗) for all solutions u∗ of equation (3.1). If uˆ is a
solution then it is also an Ω-minimization solution and Ω(uˆ) = liml→∞Ω(ukl).
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3.2 The continuous regularization scheme
In this section, we describe the continuous regularization scheme for Poisson dis-
tributed data. We choose the spaces U := BV (D) ⊂ L1(D) (see Section 3.2.2) and
V := L1(D) with a nonempty, open and bounded subset D ⊂ R2. Therefore D has
a Lipschitz continuous boundary. Let µ be the Lebesgue measure on D. We denote
the continuous Kullback-Leibler functional from Section 3.2.1 by
S : V × V → [0,∞].
As stabilizing functional, we use an approximation of the total variation described
in Section 3.2.2. Let A : U → V be the convolution operator that causes a blurred
image. The domain of A is then D(A) = U . The process of image formation is
explained in Section 3.4.1. The two-dimensional convolution has the form
z(x, y) = (Au)(x, y) = (k ∗ u)(x, y) =
∫
R2
k(x− s1, y − s2)u(s1, s2)ds1ds2.(3.10)
The convolution operator A is linear and continuous so that the operator is also
weakly sequentially continuous. Because we choose the domain of A as D(A) = U ,
D(A) is weakly sequentially closed. Hence, the Assumptions 3.1 on the operator A
are satisfied.
The following definition sums up the continuous minimization problem.
Definition 3.2 (Continuous minimization problem) We define the continuous min-
imization problem for v ∈ V and u ∈ U as
T contα,v (u) := S(Au, v) + αΩβ(u)→ min, subject to u ∈ C (3.11)
with a real positive regularization parameter α and
C = {u ∈ U : u ≥ η almost everywhere}, η > 0 small.
The continuous Kullback-Leibler functional is defined as
S(Au, v) =
∫
D
v ln v
Au
+ Au− v dµ
and the approximated total variation as
Ωβ(u) =
∫
D
√
|∇u|2 + β2 dx dy.
Note that we exclude u = 0, because the Kullback-Leibler functional is not defined
at this position. In Section 3.2.1, we describe the continuous Kullback-Leibler
functional that is motivated by maximum a posteriori probability estimation (Sec-
tion 3.3) as a fitting functional and the total variation (Section 3.2.2) as a stabilizing
functional. In the relevant sections, we also prove the fulfilment of the Assumptions
3.1 for both functionals.
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3.2.1 The continuous Kullback-Leibler divergence
In this section we give the definition of the Kullback-Leibler functional in continuous
terms and some basic results. The Kullback-Leibler functional is motivated by the
maximum a posteriori estimation which is described in detail in Section 3.3.
Definition 3.3 (Continuous Kullback-Leibler functional) We define the Kullback-
Leibler functional Scont : L1(D)× L1(D)→ [0,∞] as
Scont(Au, v) =
∫
D
v ln v
Au
+ Au− vdµ (3.12)
where u ∈ U = BV (D), v ∈ V = L1(D) and D ⊆ R2. The Lebesgue-measure on D
is denoted by µ.
The origins of the entropy functional (3.12) lies in information theory and was
proposed for probability densities by Kullback and Leibler in 1951, see [93], as
a distance between probability densities. For probability densities u and v, the
entropy functional takes the form
s(u, v) =
∫
D
v(t) ln v(t)
u(t)dµ(t). (3.13)
The functional (3.12) is a generalization of the entropy functional (3.13) for func-
tions that are not necessarily probability densities. In 1991, Csiszàr proposed
a generalization of the discrete version of Kullback-Leibler divergence (see Sec-
tion 3.4.2) and called it “I-divergence” [57]. This generalization retains the property
S(Au, v) ≥ 0 and equals if and only if Au = v. In the literature (e.g. [50]) the
I-divergence is also referred to as cross entropy.
A statistical interpretation of the Kullback-Leibler divergence is presented in [56].
In recent years, the generalized Kullback-Leibler divergence appeared in various ap-
plications as fitting functional in Tikhonov-type regularization, e.g. [9, 27, 54, 104].
A regularization method with the generalized Kullback-Leibler divergence as both
fitting and stabilizing functional are examined by Anderssen and Resmerita [9]. In
this thesis we will use the Kullback-Leibler divergence only as fitting functional. The
maximum entropy regularization is another method that uses the functional (3.12)
as a stabilizing functional. For detailed information see [63, 64]. An application of
the maximum entropy regularization can be found in [86].
The generalized Kullback-Leibler functional is a special case of Bregman distances
and is considered e.g. in [104]. Here we want to give some theory on Bregman
distances which has been introduced by L. M. Bregman in 1967.
We define the Bregman distance for a strictly convex and differentiable function
g following [104]. A more general definition of Bregman distances can be found in
[112].
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Definition 3.4 (Bregman distance) Suppose g : R → R is a strictly convex and
differentiable function. Define a functional G : Lp(D) → R on a region D ⊂ Rn
with G(u) =
∫
D g(u)dµ and non-empty subdifferential (see Definition A.2). Let
DB(G) := {t : ∂G(t) 6= 0} = {t : g′(t) ∈ Lp∗(D)}. For t1, t2 ∈ DB(G), the Bregman
distance BG : D(G)×D(G) ∩ DG(B)→ [0,∞] is defined as
BG(t1, t2) :=
∫
D
g(t1)− g(t2)− g′(t2)(t1 − t2)dµ.
The Bregman distance is not a classical distance or metric, because it is neither
symmetric nor does a triangular inequality hold. But the condition
BG(t, t) = 0 holds as it holds also for classical metrics. If the function g is convex,
then the Bregman distance is non-negative, i.e. BG(t1, t2) ≥ 0, and for strictly convex
functions BG(t1, t2) > 0. The definition of convex and strictly convex functions is
equivalent to the definition of convex functionals in Definition A.1.
The generalized Bregman distance BG,ξ(., w) of G at w ∈ D(G) and at
ξ ∈ ∂G(w) ⊆ U∗ is defined as
BG,ξ(w˜, w) := G(w˜)−G(w)− 〈ξ, w˜ − w〉U∗×U , w˜ ⊆ D(G).
For some functionals G, e.g. G(w) := 1
q
||w||qU , we obtain a lower bound of the
Bregman distance for q ∈ (0,∞) and c > 0 (see [37, 83])
c||w˜ − w||qU ≤ BG,ξ(w˜, w), for all w˜ ∈ D(G).
A schematic visualization of the Bregman distance is given in Figure 3.1. It can
be considered as the difference between the convex function and a tangent.
Figure 3.1: Schematic visualization of the Bregman distance.
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The generalized Kullback-Leibler functional is the Bregman distance of the Boltzman-
Shannon entropy (see [9]) which is given by a functional G : L1(D) → (−∞,+∞)
on a bounded and measurable region D ⊂ Rn
G(u) =

∫
D
t ln tdµ if t ≥ a.e. and t ln t ∈ L1(D),
∞ else.
By convention, we use 0 ln 0 = 0. With Definition 3.4 we can write
Scont(t1, t2) = BG(t1, t2) =
∫
D
t1 ln
t1
t2
− (t1 − t2)dµ (3.14)
and yield the generalized Kullback-Leibler divergence (3.12). The function
g(u) = u ln u − u satisfies the assumptions of the following Theorem 3.4 which can
be found in [104]. This theorem guarantees that the Assumptions 3.1 for the fitting
functional S(t1, t2) and
S(t1, t2) = 0 if and only if t1 = t2
hold if we use the Kullback-Leibler functional (3.12) and (3.14).
Theorem 3.4 Suppose D ⊂ Rn and g : D(g)→ R is a function with the properties
(i) strictly convex,
(ii) thrice differentiable,
(iii) g′′(t1)(−g′′′(t2)(t1 − t2) + g′′(t2))− g′′(t2)2 ≥ 0 for every t1, t2 ≥ 0,
(iv) G(u) :=
∫
D g(u)dµ is sequentially consistent, i.e. if for two sequences {vk} and
{wk} with {vk} bounded and if limk→∞BG(vk, wk) = 0 then ||vk − wk|| = 0.
For t1, t2 ∈ Lp(D) we define a functional
S(t2, t1) =
BG(t1, t2) if t1 ∈ D(G) and t2 ∈ DB(G),∞ else.
Then S fulfills Assumption 3.1.
See for the proof [49, 104]. Since the Bregman distance is not symmetric, we set
S(Au, v) = BG(v,Au)
so that the noisy data have not to be in DB(G). Because the function g(u) is
strictly convex, the Bregman distance BG(t1, t2) and therefore the Kullback-Leibler
divergence is non-negative.
The Theorem 3.4 guarantees that the Assumptions 3.1 (iii)-(v) are satisfied and
we can use the Kullback-Leibler functional as a fitting functional in Tikhonov-type
regularization.
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3.2.2 Total variation regularization
Regularization with total variation is a very common ansatz in image processing
when the underlying image is not smooth e.g. “blocky” images, i.e. nearly piecewise
constant images with jump discontinuities. Total variation was first introduced by
Rudin, Osher and Fatemi [108] to remove noise from an image.
In the literature total variation (TV) regularization is also mentioned as edge-
preserving regularization, because the method removes noise and emphasizes regions
with sharp edges. Numerical applications [17, 52, 53, 103, 108] as well as theoretical
analysis [1] of total variation regularization was examined in the subsequent years.
Moreover regularization with Poisson distributed data with total variation were
considered [14, 15, 19, 31, 32], but not the same situation as we consider it in this
thesis.
We choose two-dimensional total variation as the penalty term Ω(u) in equation
(3.9). Let D ⊂ R2 be a nonempty, open subset with Lipschitz continuous boundary.
This is satisfied for our problem in image processing, because D is a rectangular.
More information about the discretization of continuous images can be found in
Section 3.4.1. The following analysis of TV functionals hold also for subsets D ∈ Rd,
d = 1, 2, . . . and functions u : Rd → R. Because we consider in this thesis inverse
problems in image processing we restrict our considerations to d = 2. According to
[1] and [120] we define the total variation.
Definition 3.5 (Total variation) The total variation of a function u ∈ L1(D) is
defined by
Ω0(u) = sup
g∈G
∫
D
u(x, y) div g dt (3.15)
where t := (x, y) and the space
G = {g ∈ C10(D,R2) : |g(t)| ≤ 1, for all t ∈ D}
consists of functions g = (g1(x, y), g2(x, y)) whose Euclidean norm |t| =
√
x2 + y2 is
bounded by 1.
C10 denotes the space of once continuously differentiable functions u : D → R2
with compact support supp(u) = {t ∈ D : u(t) 6= 0} in D. The divergence of g is
referred to as div g = ∂ g1
∂ x
+ ∂ g2
∂ y
.
Hence, the elements of g are continuously differentiable and vanish outside of D.
Note that the space C∞0 (D,R2) of arbitrarily often continuously differentiable
functions with compact support in D is dense in C10(D,R2). Hence, we obtain the
same supremum in equation (3.15) if we use C∞0 (D,R2) instead of C10(D,R2).
Before we consider the discrete total variation, which is needed for the numerical
study, we recall some properties of the total variation and of functions of bounded
variation. This is based on the paper of Acar and Vogel [1] and on a book [120].
The proofs of the theorems can be found in these references as well as in [71].
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From the next theorem follows that we can use an approximation of the total
variation for sufficiently smooth functions u.
Theorem 3.5 If u belongs to the Sobolev space W 1,1(D) ⊂ L1(D) then has the total
variation Ωβ(u) the form
Ω0(u) =
∫
D
|∇u| dt (3.16)
where ∇u =
(
∂ u
∂ x
, ∂ u
∂ y
)
denotes the gradient of u.
In this thesis, we use for computational purposes an approximation of the Euc-
lidean norm because Ω0 is not differentiable at zero
|t| ≈
√
|t|2 + β2
with a small positive parameter β. Therefore we consider an approximation of the
total variation (3.15)
Ωβ(u) =
∫
D
√
|∇u|2 + β2 dt. (3.17)
If β = 0, equation (3.17) reduces to equation (3.16) and is also often called total
variation of u. We have to chose β very small, because otherwise the approximation
causes blurring effects in the reconstruction. Hence, we define the penalty term as
Ω(u) =

∫
D
√
|∇u|2 + β2 dt u ∈ W 1,1(D),
∞ u /∈ W 1,1(D).
(3.18)
In the following sections of this thesis we neglect the second part of equation (3.18)
to avoid long-winded formulations.
Note that for non-smooth functions equation (3.17) can be extended to
Ωβ(u) = sup
g∈G
∫
D
−u div g + β
√
1− |g|2 dt. (3.19)
This equation is analogous to equation (3.15). Ωβ(u) is not a semi-norm.
Theorem 3.6 The TV functional Ω0(u) is a pointwise limit of Ωβ(u), i.e. for any
u ∈ BV (Ω) holds
lim
β→0
Ωβ(u) = Ω0(u).
Now we give some theorems regarding the space of functions of bounded variation
and the total variation functional.
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Definition 3.6 (Space of functions with bounded variation) If the total variation
of a function u ∈ L1(D) is finite in D, then u has a bounded variation in D. The
space of such functions with bounded variation in D is defined as
BV (D) = {u ∈ L1(D) : Ω0(u) <∞}.
Theorem 3.7 BV (D) is a Banach space under the norm
||u||BV = ||u||L1 + Ω0(u)
where ||u||L1 =
∫
D |u|dµ. The TV functional Ω0(u) is a semi-norm on BV (D).
See [71] for a proof. If β = 0, equation (3.17) reduces to the BV semi-norm (3.16).
Theorem 3.8 (Convexity) The total variation functional Ωβ(u) is convex for any
β ≥ 0 if it is defined on the space BV (D).
Theorem 3.9 (Compactness) Suppose D ⊂ Rd, d ≥ 1, be an open and bounded
set with a Lipschitz boundary. Let S be a set of BV-bounded functions, i.e. there
exists a M > 0 so that ||u||BV ≤ M for all u ∈ S. Then S is a relatively compact
subset of Lp(D) with 1 ≤ p < d/(d− 1) and weakly relatively compact in Lp(D) with
p = d/(d− 1) for d ≥ 2. If d = 1, we set d/(d− 1) = +∞.
The proofs are shown in [1].
Remark 3.1 Note that BV (D) ⊂ L1(D) andW 1,1(D) is a proper subset of BV (D).
In the following, we prove that the Assumptions 3.1(vi) and (vii) are satisfied for
the TV functional Ωβ(u), so that the theorems on existence, stability and conver-
gence (Theorems 3.1-3.3) can be applied. The verification is based on the weak∗-
topology on space BV (Ω) and follows e.g. [10, 47]. First of all we eliminate the
mean value of u and define the subspace
BV0(D) =
u ∈ BV (D) :
∫
D
u dt = 0
 .
With the following classical theorem, we can identify the space BV0(D) with the
dual of some Banach space.
Theorem 3.10 (Banach-Alaoglu) Let X be the dual space of some separable Banach
space Z. Then each bounded set in X is relatively sequentially compact in the weak∗-
topology.
Therefore we have to find a space whose dual is BV0(D) and thus identify the
weak∗-topology on BV0(D).
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Proposition 3.2 Let
Z0 = {div g : g ∈ C∞0 (D,R2)}
with norm
||p||Z = inf
g∈C∞0 (D,R2),div g=p
||g||L∞
and its completion is denoted by
Z := Z¯0
then BV0(D) can be identified with the dual space of Z.
Finally we have to replace the BV-norm by the seminorm, that is the total vari-
ation, to verify Assumptions 3.1(vi)-(vii).
Proposition 3.3 The total variation is an equivalent norm on BV0(D), i.e. there
exist to constants c1, c2 > 0 such that for all u ∈ BV0(D)
c1||u||BV ≤ Ω0(u) ≤ c2||u||BV .
The proof of Propositions 3.2 and 3.3 can be found in [47]. As a direct consequence
of Propositions 3.2 and 3.3 we can replace Assumption 3.1(vii) (see e.g. [48]) by
(vii) The level sets MΩ(c) := {u ∈ U : Ω(u) ≤ c} are weak∗ relatively sequentially
compact for all c ≥ 0.
Therefore we can apply the Theorems 3.1-3.3 on existence, stability and convergence
to the penalty functionals Ω0(u) and Ωβ(u) for non-reflexive Banach spaces
U = BV (D). Note that we assume that the forward operator A is weak∗-to-weak
continuous between U and V .
Theorem 3.11 (Weakly lower semicontinuous) The functional Ω0(u) is weak∗ lower
semicontinuous (Definition A.5) on BV0(D).
The proof is shown in [47].
3.2.3 About the continuous minimization problem
Now, we want to summarize the results of the last sections about the fulfilment of
Assumption 3.1.
As we have seen in Section 3.2, the convolution operator A fulfills Assumptions
3.1(i) and (ii). By Theorem 3.4, the Kullback-Leibler functional S satisfies also
its Assumptions 3.1(iii)-(v), see Section 3.2.1. It remains the verification of the
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assumptions on the total variation functional. In Section 3.2.2, we have shown
that it satisfies also its assumptions, namely Assumptions 3.1(vi)-(vii). Because the
approximation (3.17) of the TV functional is a special case of equation (3.19) that
is equivalent to the TV functional (3.15), the Assumption 3.1 is also fulfilled for the
regularization term (3.17) which we use in our numerical computations.
Therefore, the theory in Section 3.1 can be applied for the continuous minimization
problem in equation (3.11). Hence, a solution of this regularization method exists,
is stable and approximates the true solution.
In the remainder of this section, we consider the uniqueness of the minimizer of
T contα,v in equation (3.11). For this purpose, we have to show the strict convexity of
the objective functional.
Since the Kullback-Leibler functional and the total variation functional are convex,
the objective functional (3.11) with U = BV0(D) is a convex variational problem
(cf. [47]). Additionally we assume that the null-space of the convolution operator A
does not contain constant functions (cf. [15]). Then the null-spaces of ∇2S(Au, v)
and ∇2Ωβ(u) do not intersect. With Assumption 3.1(vii) and its reformulation from
Section 3.2.2 we obtain a unique solution of the minimization problem (3.11).
3.3 MAP estimation
Throughout the next sections and in our numerical studies, we deal with random
data. Hence, we introduce the approach of maximum a posteriori probability (MAP)
estimation that motivates the continuous Kullback-Leibler functional (3.12). This
approach is very common to derive Tikhonov-type regularization according to Sec-
tion 3.1. An advantage of the MAP estimation is that the method includes a priori
information about the exact data u as well as prior information about the present
noise. The idea of the statistical inversion approach is to consider all relevant quant-
ities as random variables over a common probability space (Θ,F , P ). Furthermore,
we consider the randomness as our degree of information about the realizations of
the random variables. This degree of information is represented in the probability
distribution. Finally, we get the posterior probability distribution as the solution of
the inverse problem. Further and detailed information about statistical inverse prob-
lems can be found in [88]. Computational methods for these problems are presented
in [120]. MAP estimation for discrete random vectors, as they occur in imaging,
absolutely continuous distributions as well as a continuous MAP estimation are de-
scribed in [112]. A relationship to variational methods is established for example in
[14, 102].
Here, we only want to give the basic concept of MAP estimation in order to apply
it to Poisson distributed data in Section 3.4.2.
The basic idea of the MAP estimation is to maximize the posterior probability
density. First, we consider the exact data u ∈ U , the solution z ∈ V of equation
(3.1) and the noisy data v ∈ V as random variables ξ : Θ → U , η : Θ → V and
ζ : Θ → V , respectively. pξ, pη and pζ are the corresponding probability densities.
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Hence, u, z and v are realizations of ξ, η and ζ. Our interest is in the determination
of ξ, which represents the unknown exact data, given the direct observable random
variable ζ and its realization ζ = v, the measured data. Hence, we reformulate the
inverse problem of estimating u in equation (3.8) from observed data v as: Find
the conditional probability distribution pξ|ζ(u|v) of the unknown data ξ if the data
ζ = v is observed.
The conditional density pζ|ξ(v|u) is the noise process which generates the noisy
data v given the unknown data u. Therefore, we combine these two conditional
probability densities using Bayes’ formula. The posterior probability density pξ(u|v)
is then
pξ|ζ(u|v) =

pζ|ξ(v|u)pξ(u)
pζ(v) , if pζ(v) > 0,
0, if pζ(v) = 0
and expresses our knowledge about the unknown ξ after the observation ζ = v. The
conditional probability pζ|ξ(v|u) is influenced by the kind of noise.
In the following we assume that pζ(v) > 0. Then the maximization problem
pζ|ξ(v|u)pξ(u)
pζ(v)
→ max, subject to u ∈ U (3.20)
is called continuous MAP estimation (see [112]). The statistical ansatz for
inverse problems yields a point estimate that is only a part of the information about
the exact data and it may not be unique.
The prior probability density pξ(u) contains information about ξ before performing
the measurement of ζ. Often the Gibbs model is used to model the prior probability
pξ(u) = e−αΩ(u) (3.21)
with a positive parameter α > 0 and a convex functional Ω : U → R ∪ {∞}. This
Gibbs prior is necessary to derive the minimization problem (3.9) via the MAP
estimation as we see in the following.
By transforming the maximization problem (3.20) into a minimization problem,
we get the Tikhonov-type regularization (3.9)
arg max
u∈U
pξ|ζ(u|v) = arg min
u∈U
(− ln pξ|ζ(u|v)).
The negative log-likelihood yields
− ln pξ|ζ(u|v) = − ln pζ|ξ(v|u) + ln pζ(v)− ln pξ(u).
Using the Gibbs prior (3.21) and neglecting ln pζ(v) which does not change the
minimizer because of the independence of u, we get
− ln pξ|ζ(u|v) = − ln pζ|ξ(v|u) + αΩ(u)
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We set for all z, v ∈ V the fitting functional as
S(Au, v) := − ln pζ|ξ(v|u) (3.22)
and obtain the optimization problem
arg max
u∈U
pξ|ζ(u|v) = arg min
u∈U
S(Au, v) + αΩ(u). (3.23)
3.4 The discrete regularization scheme
In this section, we describe a discretization of the continuous regularization scheme
and the corresponding discrete regularization. At first we describe the basic idea
of the formation of an image and its discretization. Afterwards we apply the MAP
estimation to Poisson distributed data and get the discrete Kullback-Leibler func-
tional. Finally we formulate our discrete regularization scheme which we use in our
numerical study.
3.4.1 Discrete images
Now, we describe the basic idea of image formation and discretization. An image
represents a true object u ∈ U but is degraded by two processes.
The first degradation happens due to the formation of the noise-free image. An
object produces a radiance distribution z ∈ V which is called noise-free image of
u. Here, atmospheric turbulence or relative motions between the ground and the
camera produce a so-called blurring of the object. In the following, we choose the
spaces U = BV (D) ⊂ L1(D) and V = L1(D) for some bounded domain D ⊂ R2. We
will model this blurring as a linear convolution of the object u and a two dimensional
function k ∈ L2(R2), which is often called point spread function (PSF). Therefore,
let A : U → V be the convolution operator and satisfies Assumption 3.1(i)-(ii). We
assume that the image u is zero outside D, i.e. u|R2\D. The resulting image z = Au
is then
z(x, y) = (Au)(x, y) = (k ∗ u)(x, y) =
∫
R2
k(x− s1, y − s2)u(s1, s2)ds1ds2
a blurred, but noise-free version of the object. In the sequel, a Gaussian kernel
k(x, y) = 12piσ2 exp
(
−x2+y22σ2
)
= 1√
(2pi)σ
exp
(
− x22σ2
)
1√
(2pi)σ
exp
(
− y22σ2
)
(3.24)
is used to realize the blurring. The discrete convolution is described in Section 5.1.1.
Gaussian blurring is also known as Gaussian smoothing.
This blurred image is recorded with a recording system that contributes a second
degradation, called noise, to the blurred and noise-free image and is denoted by
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v ∈ V . In practical applications, the random process that generated the noise is not
known. In the case of additive noise, the noisy image is given by
v(x, y) = Au(x, y) + w(x, y) (3.25)
with the convolution operator A. If w(x, y) is a realization of random variables that
are Gaussian distributed, then we obtain the mentioned Gaussian noise model. This
model is often not appropriate. In this thesis, we only consider Poisson noise that is
neither an additive nor multiplicative noise. Therefore we omit the function w(x, y)
in (3.25) and describe the Poisson noise in Section 3.4.2
The processes of image formation and image detection are shown in Table 3.1.
imaging︷ ︸︸ ︷
object
u(x, y)
→ imaging
system
k(x− s1, y− s2)
→ noise-free
image
z(x, y)
→ recording
system
w(x, y)
→ noisy
image
v(x, y)
︸ ︷︷ ︸
detection
Table 3.1: Schematic representation of the image formation process (c.f. [29]).
When the continuous, noise-free image is recorded via a CCD sensor, it is sampled
on a uniform grid that we will describe now. The discretization is done in accordance
with [19, 103, 119] where a cell-centered finite difference discretization is proposed.
Without loss of generality, we consider only square images. For further purposes
we denote D as a open and bounded subset of R2. The image is then defined on
some rectangular [0, N ] × [0, N ] ⊂ D ⊂ R2 that is decomposed into disjoint pixels
Dij ⊂ D of a CCD image sensor. We define the pixels as
Dij = {(x, y) : i− 1 ≤ x ≤ i, j − 1 ≤ y ≤ j} 1 ≤ i, j ≤ N. (3.26)
The total number of cells is n = N2 and the dimension of each pixel Dij is
h = ∆x = ∆y = 1. Each pixel has an area of |Dij| = h2. The grid, on which the
image z(x, y) is recorded, is defined by the centers of the pixels
{
(xi, yj) : xi =
(
i− 12
)
, yj =
(
j − 12
)
, 1 ≤ i, j ≤ N
}
, (3.27)
which represents a N ×N array of points. Therefore, u, y and v are N ×N arrays.
We denote by uij, zij, and vij the elements of the matrices of the object, the noise-
free image and the noisy image, respectively. The pixel grid is shown in Figure
3.2.
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x1 x2 . . . xN
y1
y2
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0 1 2 N−1 N
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Figure 3.2: Pixel grid within region D with midpoints (xi, yj).
In literature, this discretization scheme is called “cell-centered finite discretization
scheme” and is described e.g. in [103]. The cells are the pixels Dij.
Often a lexicographical ordering of the matrices is sensible. So we give the defin-
ition according to [120].
Definition 3.7 (Lexicographical ordering of matrices) Let y ∈ Rnx×ny be an array.
By applying the linear operator vec : Rnx×ny → Rnxny to y, one obtains a vector
y ∈ Rnxny
y = vec(y) = (y11 . . . ynx1 y12 . . . ynx2 . . . y1ny . . . ynxny)T .
This means a stacking of columns of y and corresponds to lexicographical ordering
of the components in y.
In the sequel, the use of a lexicographic ordering of the image u is stated as
u = (u1, . . . ,un)T with the elements of the true image u1 := u11, . . . ,un := uNN
and uij = u(xi, yj). The length of the vector u is n = N2. The images z and v are
referred to in an equivalent manner.
In the following, we often consider quotients of vectors, e.g. uv , that are in the
Hadamard sense, i.e. component-wise.
Our aim is the denoising and deblurring of the image v to reconstruct u. One
can regard this as two different problems, that were considered separate as well as
in combination. Denoising problems in imaging are considered e.g. in [105, 35, 119]
and deblurring e.g. in [34, 39, 99]. A combination can be found for example in
[50, 28].
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3.4.2 MAP estimation for Poisson data
In this section we want to describe the Poisson distributed data and the correspond-
ing MAP estimation. MAP estimation for Poisson data has been investigated in
various articles, see e.g. [12, 27, 67]. Because the Poisson distribution is a discrete
distribution, we consider only discrete images as described in Section 3.4.1. In our
numerical studies we consider mainly grayscale images with integer values between
0 and 255 because it is convenient in digital photographing.
First, we consider the case of “single channel data” (see [88]) where we observe a
random variable ϑ : Θ→ N with expectation value and variance λ. Then we recall
the Poisson distribution
P (ϑ = k) = λ
k
k! e
−λ
and denote the Poisson distributed random variable ϑ by
ϑ ∼ Poisson(λ).
We are interested in the reconstruction of the object u if we observe the image v
via MAP estimation as described in Section 3.3. Therefore the likelihood function
pζ|ξ(v|u) in the fitting functional (3.22) of the optimization problem (3.23) is
pζ|ξ(v|u) = (Au)
v
v! e
−Au.
In our multichannel setting, we observe the noisy image v and want to recon-
struct the image u. Both images are considered as random variables ζ and ξ in
lexicographical ordering, respectively. The noisy image is corrupted by Poisson
noise with expectation Au, the blurred and noise-free image. The observed image
is a realization of a Poisson process and we write
v ∼ Poisson(Au). (3.28)
Additionally, we assume that the elements ζ1, . . . , ζn of ζ are mutually independent.
Then we obtain the conditional probability in the multichannel case
pζ|ξ(v|u) =
n∏
i=1
([Au]i)vi
vi!
e−[Au]i
where Au is the lexicographic ordering of Au. So we obtain the fitting functional
(3.22)
S(Au,v) = − ln pζ|ξ(v|u) =
n∑
i=1
−vi ln[Au]i + [Au]i + ln vi!. (3.29)
We neglect the term ln vi! and add −vi and −vi ln vi without changing the solution,
because of the independence of u. It follows the fitting functional
S(Au,v) =
n∑
i=1
vi ln
vi
[Au]i
+ [Au]i − vi. (3.30)
34
3.4 The discrete regularization scheme
This functional is related to the Kullback-Leibler divergence known in statistics
and therefore often called generalized Kullback-Leibler divergence.
In statistics the concept of this divergence was introduced by Kullback and Lei-
bler [93] as a distance between probability densities. In 1991, Csiszàr proposed a
generalization of the Kullback-Leibler divergence and called it “I-divergence” [57].
It has the same form as equation (3.30). This generalization retains the property
S(Au,v) ≥ 0 and equals if and only if Au = v. In the literature (e.g. [50]) the
I-divergence is also referred to as cross entropy.
In recent years, the generalized Kullback-Leibler divergence appeared in various
applications as fitting functional e.g. [9, 27, 54, 104] in Tikhonov-type regularization.
The true object can be obtained from Poisson distributed data by solving the
discrete minimization problem
n∑
i=1
vi ln
vi
[Au]i
+ [Au]i − vi + αΩ(u)→ min, subject to u ∈ U ,
where Ω(u) is a suitable stabilizing functional and U = BV (D) ⊂ L1(D), see
Sections 3.2 and 3.4.1.
From a practical point of view, a continuous version of (3.30) is not sensible,
because the data are discrete. But it can be considered as a model for images with
high resolution, i.e. N is very large. The definition of the continuous Kullback-
Leibler functional as well as its properties were considered in Section 3.2.1.
For a numerical computation of the inverse problem, we need the gradient and
hence the derivatives of the Kullback-Leibler functional.
Let A be a matrix representing the convolution (see 5.1.1 for more details) and
u, v the true and noisy image as vectors.
The gradient and Hessian of the Kullback-Leibler functional S(Au, v) with respect
to the variable u are given by
∇uS(Au,v) = −AT
( v
Au − en
)
,
∇2uuS(Au,v) = AT diag
(
v
(Au)2
)
A
where en is a vector of size n with all entries equal to one. The division is component-
wise and diag(v) is a diagonal matrix with the main diagonal v.
Further derivatives of the Kullback-Leibler functional are needed for the regular-
ization parameter selection methods. Therefore, we give them here
∇vS(Au,v) = ln
( v
Au
)
,
∇2uvS(Au,v) = −AT diag
( en
Au
)
,
∇2vuS(Au,v) = − diag
( en
Au
)
,
∇2vvS(Au,v) =
en
v .
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3.4.3 The discrete minimization problem
Now we want define the discrete regularization scheme with positive constraints.
Therefore, we need a discrete version of the convolution operator (3.10), the gen-
eralized Kullback-Leibler divergence (3.29) and the approximated total variation
(3.17). We consider the two-dimensional image u(x, y) on grid (3.27) (see Section
3.4.1). Because we discretize the gradient of the total variation via differences, we
will loose one row and one column. For simplicity, we add a row and column (see
e.g. [32, 38]). In general, this can be done in two ways
(1) reflexive boundary xN+1 = xN and yN+1 = yN or
(2) periodic boundary xN+1 = x1 and yN+1 = y1.
In our numerical study, we will use the reflexive boundaries. Before we consider the
discrete minimization problem, we have to have a look at the discrete convolution,
the discrete fitting and discrete penalty functional.
The theory about discrete convolution and its computation can be found for ex-
ample in [120]. We describe the methods for computing the two-dimensional discrete
convolution. We convolve the true image u with a two-dimensional Gaussian ker-
nel (3.24) to simulate the blurring. The discrete fitting functional is described in
Section 3.4.2.
Finally, we define the discrete penalty functional Ω : R(N+1)×(N+1) → R by
Ωβ(u) =
1
2
N+1∑
i=2
N+1∑
j=2
ψ
((
Dxiju
)2
+
(
Dyiju
)2)
where
Dxiju = ui,j − ui−1,j Dyiju = ui,j − ui,j−1 (3.31)
and
ψ(t) = 2
√
t+ β2.
Definition 3.8 (Discrete minimization problem) Let u ∈ C and v ∈ V be defined
on grid (3.27) with C = {u ∈ L1(D) : u ≥ η almost everywhere}, η small, and
V = L1(D). The discrete regularization scheme is defined as
Tα,v(u) := S(Au,v) + αΩβ(u)→ min, subject to u ∈ C (3.32)
with fitting functional
S(Au,v) =
n∑
i=1
vi ln
vi
[Au]i
+ [Au]i − vi,
where u and v are lexicographical ordered, penalty term
Ωβ(u) =
1
2
N+1∑
i=2
N+1∑
j=2
ψ
((
Dxiju
)2
+
(
Dyiju
)2)
,
blurring operator A and positive regularization parameter α.
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In the following, we denote a solution of the minimization problem as uα. The
solution of the discrete minimization problem (3.32) is unique, see [38].
For the numerical computation of the discrete minimization problem, the evalu-
ation of the gradient is needed
∇Tα,v(u) := ∇S(Au,v) + α∇Ωβ(u)
with u and v in lexicographic ordering. The gradient of the generalized Kullback-
Leibler functional with respect to variable u is considered in Section 3.4.2. Therefore,
we describe now the gradient of the discrete total variation.
First, we consider the image u in matrix form on a cell-centered grid (3.27) and
assume reflexive boundaries. Then we compute the gradient
d
dτΩβ(u+ τg)|τ=0 =
N+1∑
i=2
N+1∑
j=2
Ψ′ij
[
(Dxiju)(Dxijg) + (D
y
iju)(D
y
ijg)
]
where
Ψ′ij = Ψ′
(
(Dxiju)2 + (D
y
iju)2
)
i, j = 2, . . . , N + 1.
Now, we consider a lexicographical ordering of the matrices u and g. Let Dx and
Dy denote the matrices of size N2× (N + 1)2. that correspond to the grid operators
in equation (3.31). Let diag(Ψ′(u)) be a diagonal matrix of size N2 ×N2 with the
diagonal entries Ψ′ij. The Euclidean inner product on R(N+1)
2 is denoted by < ., . >.
Then we get
d
dτΩβ(u+ τg)|τ=0 = 〈diag(Ψ
′(u)Dxu), Dxg〉+ 〈diag(Ψ′(u)Dyu), Dyg〉
and a gradient representation
∇Ωβ(u) = L(u)u (3.33)
where
L(u) = DTx diag(Ψ′(u))Dx +DTy diag(Ψ′(u))Dy (3.34)
= [DTxDTy ]
 diag(Ψ′(u)) 0
0 diag(Ψ′(u))
  Dx
Dy
 .
In [120], it is mentioned, that L(u) can be interpreted as a “steady-state dif-
fusion operator” and that the operator L(u) can also be obtained by applying a
discretization scheme directly to the continuous operator
L(u)g = − ∂
∂x
(
Ψ′ ∂
∂x
g
)
− ∂
∂y
(
Ψ′ ∂
∂y
g
)
with Ψ′ = Ψ′
( ∂
∂x
u
)2
+
(
∂
∂y
u
)2
of L(u). An example for a discretization scheme is the so-called “cell-centered finite
difference scheme” that we have described in equations (3.26) and (3.27). A detailed
description of this ansatz to obtain L(u) can be found in [103].
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4 Regularization parameter selection
methods
The choice of the regularization parameter is a crucial task because we have to find
a good balance between the fitting functional and the stabilizing term. There exist
many different methods for choosing the regularization parameter. In this thesis
we want to consider the discrepancy principle, the L-curve method and the quasi-
optimality criterion for our regularization problems (3.11) and (3.32), respectively.
A good overview of different regularization choice methods can be found in [23]. In
this chapter, we consider the discrete minimization problem from Section 3.4.3.
Parameter choice methods can be distinguished between the following three types:
(i) a priori methods where the regularization parameter α depends only on the
noise level δ and not on the noisy data zδ. Therefore we write α = α(δ).
(ii) a posteriori methods where the regularization parameter depends on both,
noise level and noisy data. Hence α = α(δ, zδ).
(iii) data-driven methods where the choice of α is independent of the noise level,
i.e. α = α(zδ).
In the literature data-driven methods are often called “heuristic methods”. In the
case of a deterministic setting, where ||w|| = δ in equation (3.25), a result of Bakush-
inskii states that a regularization method which does not use the noise level δ is not
a convergent regularization method (see [64]). It is not appropriate for stochastic
noise [22] and in a statistical setting [25]. The main advantage for practitioner is the
absence of the noise level, because it is often not known or only one data record is
available. Therefore data-driven regularization methods are often used in practice.
In this thesis, a stochastic noise model is present.
In the following sections we describe two modifications of the classical discrep-
ancy principle (also known as Morozovs discrepancy principle) as an example of a
a posteriori parameter choice method. Bertero et.al. has described one modification
of the discrepancy principle in [31, 32] and Bardsley et.al. another modification in
[18]. We apply both methods to our minimization problem (3.32) and alter them
to simulate different noise level by adding a tuning parameter that controls the
amount of noise. The changes lead to new variations of the mentioned discrepancy
principles. Then we apply two data-driven methods to our minimization problem,
the L-curve method and the quasi-optimality criterion.
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In our numerical study in Chapter 5, we simulate different noise levels. Because
the noise levels are required for some regularization choice methods, we describe the
generation of the noise levels for Poisson distributed data.
We create different noise levels by modifying equation (3.28). Hence, we generate
Poisson distributed data v¯ with expectation value %Au and a real tuning (or noise)
parameter % > 0, that controls the amount of noise in the image. Therefore, we
write
v¯ ∼ Poisson(%Au) (4.1)
where u is the true image or object and Au the blurred image. By standardization
v := v¯
%
(4.2)
we get the noisy test image.
We measure the amount of noise in a discrete image with the signal-to-noise ratio
(SNR, in dB). We denote this amount of noise as the ‘noise level’ of the image. The
SNR is the ratio between the variance of the noisy image u and the variance of the
present noise
SNR = 10 log10
variance noisy image
variance noise = 10 log10
||v||22
||v−Au||22
(4.3)
where the images are represented as vectors and ||.||2 denotes the Euclidean vector
norm
||u||2 =
√
〈u,u〉 =
√√√√ n∑
i=1
u2i .
Images with high noise tend to have a low SNR whereas images with low noise
often have a high SNR. By varying the SNR and applying equation (4.1)-(4.2), we
are able to simulate different noisy images from a given true image u.
Throughout this chapter we consider the images as vectors of size n = N2 accord-
ing to Definition 3.7.
We present the numerical experiments in which we examine the different methods
for choosing the regularization parameter in Chapter 5.
4.1 Discrepancy principles
In this section we present two different discrepancy principles for Poisson data.
Therefore we shortly describe the traditional ansatz, the classical Morozov discrep-
ancy principle.
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4.1.1 The classical discrepancy principle
In a deterministic setting, where ||w|| = δ in equation (3.25), we choose the largest
value of the regularization parameter α so that
||Auα − v|| ≤ δ
where uα is the regularized solution for a fixed regularization parameter α. For
convergence properties of the discrepancy principle see e.g. [64, 120].
In the stochastic case, where w in equation (3.25) is the realization of discrete
white noise, the reconstructed data should have a mean-squared distance from the
noisy data and this difference is equal to the variance of the noise. Therefore, we
search for the regularization parameter that satisfies
||Auα − v|| = σ
√
n
where σ2 is the variance E( 1
n
||Auα − v||2) ≈ E( 1n ||w||2) = σ2.
This principle cannot be applied for Poisson distributed data, because the noise
level is hidden in the Poisson data and not explicitly known. Another reason is that
the variance is dependent on the pixels and on the true object.
4.1.2 Discrepancy principle I (DPI)
The first discrepancy principle that we consider is modeled after some papers of
Bertero et. al. [31, 32]. This principle is a special case of our discrepancy principle
with a tuning parameter % = 1. The discrepancy function is based on the following
lemma.
Lemma 4.1 Let ϑ¯ be a Poisson distributed random variable with expectation value
%λ. We consider for ϑ = ϑ¯
%
the function
F (ϑ) = 2
(
ϑ ln ϑ
λ
+ λ− ϑ
)
.
The expectation value of the function F (ϑ) of the random variable ϑ can be estimated
for large λ as
E(F (ϑ)) = 1
%
+O
(1
λ
)
.
Proof. The expectation value of the random variable ϑ is Eϑ = 1
%
Eϑ¯ = λ. We
consider the function
F (n) = 2
(
n ln
(
1 + n− λ
λ
)
+ λ− n
)
(4.4)
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for any nonnegative integer n. The Taylor expansion of order 4 yields
ln(1 + x) = x− x
2
2 +
x3
3 −
x4
4 + e4(x) (4.5)
with
e4(x) =
x∫
0
(x− t)4
(1 + t)5 dt.
By inserting (4.5) in (4.4) and with x = n−λ
λ
, we yield
F (n) = (n− λ)
2
λ
− (n− λ)
3
3λ2 +
(n− λ)4
6λ3 −
(n− λ)5
2λ4 + 2n e4
(
n− λ
λ
)
.
The expectation value of F (ϑ) with ϑ = ϑ¯
%
is then
E(F (ϑ)) = E
[
F
(
ϑ¯
%
)]
= µ2
λ
− µ33λ2 +
µ4
6λ3 −
µ5
2λ4 + 2E
 ϑ¯
%
e4
 ϑ¯% − λ
λ

where
µk = E
( ϑ¯
%
− λ
)k = 1
%k
E
[(
ϑ¯− %λ
)k]
k = 1, . . . , 5.
For the calculation of the moments µk, we need the moments of the random variable
ϑ¯
Eϑ¯k = d
kMϑ¯(s)
dsk
∣∣∣∣∣
s=0
, k = 1 . . . , 5,
where
Mϑ¯(s) = exp(%λ(es − 1))
are the moment-generating function for Poisson distributed random variables with
mean %λ. The moments of ϑ¯ are
Eϑ¯1 = %λ,
Eϑ¯2 = %λ+ %2λ2,
Eϑ¯3 = %λ+ 3%2λ2 + %3λ3,
Eϑ¯4 = %λ+ 7%2λ2 + 6%3λ3 + %4λ4,
Eϑ¯5 = %λ+ 15%2λ2 + 25%3λ3 + 10%4λ4 + %5λ5.
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Hence, we get the moments µk
µ2 =
1
%2
E(ϑ¯− %λ)2 = λ
%
, µ3 =
1
%3
E(ϑ¯− %λ)3 = λ
%2
,
µ4 =
1
%4
E(ϑ¯− %λ)4 = λ
%3
+ 3λ
2
%2
, µ5 =
1
%5
E(ϑ¯− %λ)5 = λ
%4
+ 10λ
2
%3
.
Then is the expectation value
E
(
F
(
ϑ¯
%
))
= 1
%
+ 16%2λ −
29
6%3λ2 −
1
2%4λ3 +
2
%
E
ϑ¯e4
 ϑ¯% − λ
λ
 (4.6)
and we obtain the estimate∣∣∣∣∣E
(
F
(
ϑ¯
%
))
− 1
%
∣∣∣∣∣ ≤ 16%2λ + 296%3λ2 + 12%4λ3 + 2%
∣∣∣∣∣E
(
ϑ¯e4
(
ϑ¯− %λ
%λ
))∣∣∣∣∣ .
The last term is estimated by the function x44
e4(x) =
1
4!
x∫
0
(x− t)4d
5 ln(1 + t)
dt5
dt = ln(1 + x) + x
4
4 −
x3
3 +
x2
2 − x ≤
x4
4
because it holds
−13 +
1
2x −
1
x2
+ ln(1 + x)
x3
≤ 0
and after calculating the limit for x→∞ we get 0 ≥ −13 . Then follows the remainder
2
%
∣∣∣∣∣E
(
ϑ¯e4
(
ϑ¯− %λ
%λ
))∣∣∣∣∣ ≤ 1 + 11%λ+ 3%2λ24%3λ3 = O
(1
λ
)
.
Because all terms in (4.6) except 1
%
are of order O( 1
λ
), the lemma is proved.
Because the function F (ϑ) has a similar structure as each term of the functional
S(Au,v) in equation (3.30) where Au is the expectation value, we formulate the
discrepancy principle as follows. Due to summation, we have to divide by n = N2.
Definition 4.1 (Discrepancy principle I (DPI)) For an observed noisy image v with
a noise level parameter %, the discrepancy between v and the reconstructed image uα
is
DIv(α) =
2
n
S(Auα,v) =
2
n
n∑
i=1
(
vi ln
vi
[Auα]i
+ [Auα]i − vi
)
.
Choose that solution uα as the optimal solution of the minimizing problem (3.32)
with regularization parameter α where
DIv(α) =
1
%
(4.7)
holds.
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In the paper [31] the problem of denoising, i.e. A = I and I is the identity
operator, and the problem of deblurring, i.e. Au+ben with an additional background
emission, are examined for % = 1. The choice of the value 1
%
in (4.7) may not be
a good choice, because numerical effects can disturb the aim to compute this value
exactly. Therefore we follow the idea of [31] and add a small positive or negative
value
DIv(α) =
1
%
+ ε
and choose such α where∣∣∣∣∣DIv(α)− 1%
∣∣∣∣∣→ min, subject to α > 0
holds.
In [31, 38] are statements about existence and uniqueness of the solution for
the two cases mentioned above. Especially [38] deals with one-, two- and three-
dimensional data and provides two properties that must be satisfied to apply the
theorems and lemmas in [31] to show uniqueness and existence of the solution of the
discrepancy function (4.7). We want to adopt these ideas to our inverse problem.
At first we consider the proposed properties that ensures that we can apply the
results of [31] to our two-dimensional minimization problem.
(i) The null space of the Hessian of the total variation Ωβ(u) is given by
N (∇2Ω(u)) = {c ∈ R : u = cen}.
(ii) The sum of the entries of the gradient of the penalty functional is zero
n∑
i=1
[∇Ωβ(u)]i = 0.
The convolution Au for discrete data can be written in terms of a matrix multi-
plication with a lexicographical ordering of the images
Au = v
and is described in detail in Section 5.1.1. So we assume here, that A ∈ Rn×n is a
matrix with nonnegative entries and satisfies the conditions
Aij ≥ 0,
n∑
i=1
Aij > 0 for all j = 1, . . . , n. (4.8)
A is normalized by
n∑
i=1
Aij = 1 for all j = 1, . . . , n (4.9)
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such that ATen = en where en is a vector of size n with all entries equal to 1. If the
matrix A is approximated by a cyclic convolution with a nonnegative and periodic
point-spread function k of size NK × NK , then is a discrete representation of the
kernel function (3.24)
Au = k ∗ u.
If the point-spread function is in addition normalized
NK∑
i=1
NK∑
j=1
kij = 1
then is the normalization condition (4.9) satisfied. In this case it holds Aen = en.
In our numerical experiments, we approximated the convolution according to this
form (see Section 5.1.1) and the equations (4.8) and (4.9) hold.
We make some additional assumptions.
Assumption 4.1
(i) The data are positive.
(ii) The null space of A is equal to zero, i.e. N (A) = {0}.
The first item has been assumed before when we chose the region C in Section 3.4.3.
The second item provides again the strict convexity of the functional Tα,v(u), as
shown before in Section 3.2.3 and applies also for the discrete minimization problem.
Another argument for the strict convexity of Tα,v(u) is given in [38]. The generalized
Kullback-Leibler divergence and the total variation are convex functionals and the
functional Tα,v(u) is strictly convex, if the intersections between the null spaces of
the Hessian of both functionals is trivial, i.e.
N
(
∇2Tα,v(u)
)
= N
(
∇2S(Au,u)
)
∩N
(
∇2Ωβ(u)
)
= {0}
The following lemma is proved in [31].
Lemma 4.2 If the functional Tα,v(u) is strictly convex, then is S(Auα,v) an in-
creasing and Ωβ(uα) a decreasing function of α.
We want to summarize the results about uniqueness of a solution of equation (4.7)
in the following theorem.
Theorem 4.1 Let the Assumptions 4.1 hold. Then is the solution of the discrepancy
function (4.7) for the minimization problem (3.32) unique, if it exists.
A second question that arises is the existence of a solution of the discrepancy
function that we want to examine now. Hence, we need the following lemma.
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Lemma 4.3 Let v¯ = 1
n
∑n
i=1 vi > 0 be the average value of the components of the
data vector v. Then the following limits hold true
lim
α→0 uα = u0 and limα→∞uα = v¯en
where u0 is a minimizer of S(Au,v) from Section 3.4.3.
Proof. The proof can be found in [31].
Theorem 4.2 Under the assumptions of Lemma 4.3 the discrepancy equation (4.7)
has a solution if and only if the data satisfy the conditions
S(Au0,v) < n2% and
n∑
i=1
vi ln vi − nv¯ ln v¯ > n2%. (4.10)
Proof. From the Lemmas 4.2 and 4.3, we know for two regularization parameters
α2 > α1 > 0 and for α1 → 0
lim
α1→0
DIv(α1) = limα1→0
2
n
S(Auα1 ,v) =
2
n
S(Au0,v)
and that S(Au,v) is an increasing function of α. Therefore we have
2
n
S(Au0,v) < 2
n
S(Auα2 ,v).
By the definition of the discrepancy principle in Definition 4.1 we obtain for α2
DIv(α2) =
1
%
and 2
n
S(Au0,v) < 1
%
and finally the first condition.
The second condition can be found by using Lemma 4.3 and the normalization of
A in equation (4.9)
lim
α→∞D
I
v(α) = limα→∞
2
n
S(Av¯en,v) = 2
n
n∑
i=1
vi ln vi − 2v¯ ln v¯. (4.11)
where v¯ = 1
n
∑n
i=1 vi. The value DIv(α) = 1% can only be reached if the limit (4.11)
is bigger than 1
%
. Then we easily obtain the second condition
n∑
i=1
vi ln vi − nv¯ ln v¯ > n2%.
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4.1.3 Discrepancy principle II (DPII)
Another discrepancy principle is proposed by Bardsley and Goldes in [18] for a
similar minimization problem for Poisson data with an Euclidean inner product as
stabilizing functional. The derivation of this second discrepancy principle is based
on another ansatz than the previous one.
In this section, we let u† be the exact object or image and z = Au† the exact and
noise-free, but blurred one. The expression Au symbolizes the numerical computa-
tion of the convolution described in Section 4.1.2. The resulting vector z is again
of size N2 × 1. We refer to Section 3.4.1 for more explanations about the notation.
We set h = u − u† and k = v − z. Note that v ∈ Rn has the form (4.2). Then,
we expand S(Au,v) in a Taylor series about u† using the derivatives of the fitting
functional S(Au,v) from Section 3.4.2.
S(Au,v) = S(Au† +Ah, z + k)
= S(Au†, z) + (u− u†)T∇uS(Au†, z) + (v− z)T∇vS(Au†, z)
+ 12(u− u
†)T∇2uuS(Au†, z)(u− u†) +
1
2(u− u
†)T∇2uvS(Au†, z)(v− z)
+ 12(v− z)
T∇2vuS(Au†, z)(u− u†) +
1
2(v− z)
T∇2vvS(Au†, z)(v− z) +R2
= 0 + 12(Au−Au
†)T diag
( en
Au†
)
(Au−Au†)
− 12(Au−Au
†)T diag
( en
Au†
)
(v− z)
− 12(v− z)
T diag
( en
Au†
)
(Au−Au†)
+ 12(v− z)
T diag
(en
z
)
(v− z) +R2
= 12
[
(Au− v)T diag
(en
z
)
(Au− v)
]
+R2
with an estimation of the remainder
R2 =
1
3!
[
h
∂
∂
u+ k∂
∂
v
]3
S(Au† + θh, z + θk), 0 < θ < 1
= O(||h||32 + ||h||22||k||2 + ||h||2||k||22 + ||k||32).
Note, that S(Au†, z) = 0, because by the relationship Au† = z the term∑n
i=1 zi ln zi[Au†]i +[Au†]i+zi equals zero. The quotient of vectors is component-wise.
The last equation is achieved by excluding some terms. We denote the Euclidean
norm of u by ||u||2. We remark, that diag(v) transforms the vector v in a diagonal
matrix of size n.
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Finally, we get a quadratic approximation of the generalized Kullback-Leibler
divergence
S(Au,v) = Swls(Au,v) +O(||h||32 + ||h||22||k||2 + ||h||2||k||22 + ||k||32)
where
Swls(Au,v) = 12
∣∣∣∣∣∣V − 12 (Au− v)∣∣∣∣∣∣2
2
, V = diag (v) . (4.12)
The discrepancy principle is now derived by calculating the expectation value of
the fitting functional
ES(Au,v) ≈ ESwls(Au,v).
Then we choose such regularization parameter α where the approximated Kullback-
Leibler divergence is about its expectation value
Swls(Auα,v) ≈ ESwls(Au†,v).
We follow here the idea of [18] where the Poisson distributed data v are approx-
imated by a normal distribution. The noisy image v is obtained by equation (4.2)
and has the expectation value and variance Au. On the other hand, we know that
v¯ has mean and variance %Au. Thus, we approximate v¯ by
v¯ = %Au† + ξ
where ξ ∼ N(0, %V ) is a Gaussian random variable with mean 0 and covariance
matrix %V . V is defined as in equation (4.12). Then we get an approximation of
the noisy data v
v = Au† + 1
%
ξ.
In a next step, we define the function
r(u) := V − 12 (Au− v)% 12
that is a Gaussian distributed random variable for u = u† with mean 0 and covari-
ance matrix In
r(u†) ∼ N(0, In).
In is the identity matrix of size n. From statistics we know that the sum of n squared
standard Gaussian distributed random variables has a chi-square distribution with
expectation value n. This implies
||r(u†)||22 = ||%
1
2V −
1
2 (Au† − v)||22 ∼ χ2(n).
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By choosing the regularization parameter such that
2%Swls(Auα,v) ≈ n,
we get the discrepancy function
DIIv (α) =
1
n
∣∣∣∣∣∣V − 12 (Auα − v)∣∣∣∣∣∣22 ≈ 1%.
The experiences of the authors of the article [18] has shown for their regularization
problem that V should be replaced by Vα = diag(Auα) due to better numerical
results. This implies that the noisy data has an influence on the choice of the
regularization parameter only in the difference. We will adopt this idea to our
inverse problem and define the discrepancy principle.
Definition 4.2 (Discrepancy principle II (DPII)) Let v be an observed noisy im-
age with a noise level parameter %. Then is the discrepancy between v and the
reconstructed image uα
DIIv (α) =
1
n
∣∣∣∣∣
∣∣∣∣∣Auα − v√Auα
∣∣∣∣∣
∣∣∣∣∣
2
2
.
Choose that solution uα as the optimal solution of the minimizing problem (3.32)
with regularization parameter α where
DIIv (α) =
1
%
(4.13)
holds.
The computation of the discrepancy function (4.13) may be influenced by numer-
ical effects so that the value 1
%
may not be an optimal choice. Therefore, we add
again a small positive or negative value
DIIv (α) =
1
%
+ ε
and choose that regularization parameter α where∣∣∣∣∣DIIv (α)− 1%
∣∣∣∣∣→ min, subject to α > 0
holds.
As we pointed out before, the minimization problem (3.32) has a unique solution
(see Sections 3.1 and 4.1.2).
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4.2 The L-Curve method
The L-curve method, proposed by Hansen [75, 76, 77, 80], was originally suggested
by Lawson and Hanson. The method is based on a balance between the functionals
S(Au, v) and Ωβ(u), i.e. between data fitting and stability of the regularization
problem.
Suppose a series of regularization parameters αk, k = 1, 2, . . . , kmax. Points on
the horizontal part of the L-curve indicate an over-smoothed solution because of a
relatively high regularization parameters and the solution is dominated by regulariz-
ation errors. Whereas points on the vertical part correspond to an under-smoothed
solution due to a small regularization parameter. The solution is then dominated by
perturbation errors. Therefore, a right balance between these extremes is the corner
of the L-curve. But the identification of this corner is a difficult task, because the
L-curve has rarely the form of the letter “L” with a sharp edge.
First of all, we define the L-curve as follows.
Definition 4.3 (L-curve) Let uα be the regularized solution of the minimization
problem defined in Definition 3.8 and v the noisy image. Then is the L-curve defined
as the plot
(ln(S(Auα, v)), ln(Ωβ(uα))) . (4.14)
Choose the solution uα as the optimal solution of the minimizing problem with reg-
ularization parameter α that lies nearest to the corner of the L-curve.
Several methods for finding the corner have been proposed for the classical formu-
lation of the L-curve. The classical formulation is a log-log plot (||Au− zδ||2, ||u||2)
and is used e.g. when a classical Tikhonov-regularization (3.6) is performed.
An major advantage of the L-curve method is its robustness and the “ability to
treat perturbations consisting of correlated noise” (see [77]). But the L-curve has
also some serious limitations. First of all, a corner may not exist. In a determin-
istic setting, the method is not convergent when the noise level tends to zero and
in a stochastic setting with a sample size tending to infinity the solution is then
either under-smoothed or over-smoothed. These effects have been analyzed in the
literature, e.g. [106, 120].
We give a selection of possible methods to find the corner.
(LC1) Visual identification. We plot the L-curve and choose the corner by looking
at it. This is the simplest method to identify the corner.
(LC2) Point of the L-curve that is closest to the origin. Different methods
can define “closest” in several ways. Hence, there is no uniform description of
the distance between the point and the origin.
(LC3) Point of the L-curve that has maximal curvature. The corner is defined
by a purely geometric criterion, the maximal curvature. If the L-curve is
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defined by a smooth, computable function and is twice differentiable, the
curvature can be estimated by a simple formula. In many applications such an
L-curve is missing, because we can only estimate a finite set of points. Then
the curvature may not exist. Hansen and O’Leary [80] proposed to fit a cubic
spline to these points and then calculate the curvature. In the case of a limited
number of points of the L-curve both authors suggest an algorithm to identify
the corner without calculating the whole L-curve.
(LC4) Point of the L-curve that has a tangent with slope −1. This method has
been suggested by Regińska [106]. The idea is that a straight line is tangent to
the L-curve in the corner and that the L-curve is convex in the neighborhood
of the corner.
(LC5) ‘Adaptive pruning algorithm’. Another algorithm for identifying the corner
has been proposed in [79] and uses a sequence of pruned L-curves. These
trimmed L-curves can be considered as the L-curves at different scales.
(LC6) Triangle method. This method is described in [51]. The aim of the method
is again finding the point with maximal curvature by considering triangles that
are formed by the discrete points of the L-curve.
In our numerical study, we will adopt the methods (LC1), (LC4) and (LC5) to our
inverse problem and consider the methods (LC4) and (LC5) closer in the following.
4.2.1 Identification of the corner with a tangent
Now, we consider the L-curve method (LC4). This ansatz has been proposed by
Reginska in [106] for the Tikhonov-regularization in equation (3.6)
||Auαk − zδ||2 ||uαk ||2 → min, subject to 0 < k ≤ K
with u and v in lexicographic ordering. It is stated there that a reason for this choice
is that ||Auα − zδ||2 is an increasing function and ||uα||2 is a decreasing function of
α.
Due to Lemma 4.2 the function S(Auα,v) is also an increasing function and
Ωβ(uα) is a decreasing function of α too. Therefore, we adopt this method for our
minimization problem of Definition 3.8 and choose the regularization parameter αk
according to
S(Auαk ,v)Ωβ(uαk)→ min, subject to 1 ≤ k ≤ K
where K is a suitable chosen maximal index. In our numerical experiments, we
choose K = 26, because this index yielded good results for the quasi-optimality
criterion of Section 4.3 and we want to use the same value for all methods where
a maximal index is required. The criterion has a simple geometric interpretation
and a local minimum that is described in [106] for the Tikhonov-regularization. We
recall the theorem.
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Theorem 4.3 Let be f(α) = lnS(Auα, v) and g(α) = ln Ωβ(uα). The function
Ψ(α) = S(Auα, v)Ωβ(uα) has a local minimum at α¯ if and only if
(i) a straight line g = −f + const is tangent to the L-curve (4.14) at point
(f(α¯), g(α¯)) and
(ii) the L-curve (4.14) is convex in a neighborhood of (f(α¯), g(α¯)).
The proof can be found in [106]. We remark that the tangent has slope −1.
4.2.2 Identification of the corner with the ‘adaptive pruning
algorithm’
Another method for identifying the corner of the L-curve is an algorithm proposed
by Hansen [79]. It is an ‘adaptive pruning algorithm’ (LC5). For the sake of com-
pleteness, we recall the main steps of the algorithm.
The main idea is to use ‘oriented angles’ [79] to locate the corner using three
points Pj, Pk, Pl of the L-curve. We denote by hj,k a vector from point Pj to Pk.
The angle between to vectors hj,k and hk,l are defined as
θ(j, k, l) = ^(hj,k, hk,l), j < k < l (4.15)
where ^ is the sign for an angle. It holds θ(j, k, l) ∈ [−pi, pi]. If θ(j, k, l) < 0,
the angle corresponds to a point that could be the corner. On the other hand, if
θ(j, k, l) ≥ 0, the point associated with this angle is of no interest. In the literature,
it is mentioned that the location of the corner should be an easy task by computing
all angles θ(k−1, k, k+1), k = 2, . . . , kmax−1, where kmax is the number of considered
regularization parameters, and the corner is found where the angle is near −pi/2, a
right angle. But this method works not well in practice, because the L-curve may
have several local corners.
Therefore, Hansen proposes a global view of the points of the L-curve. By remov-
ing a certain amount of points, the corner can be found easily. The algorithm is
based on two stages.
1. In the first step, we consider a sequence of pruned L-curves, i.e. create L-
curves out of the original L-curve with a different amount of points removed
from it. These new L-curves are considered as convex curves. For each pruned
L-curve, we identify two candidates for the corner and finally get a list of r
candidates for the corners Pk1 , . . . , Pkr . We remove identical candidates and
sort the list according to ki > ki−1. To compute the corner of the point Pk1
with the angle method (4.15), we add the first point of the L-curve to the list
Pk0 = P1.
The identifying of the corner of each pruned is done by two distinct algorithms.
The first routine is based on the angles between subsequent vectors and tests
for convex curvature of the pruned L-curves. The second algorithm tries to
detect the vertical and horizontal branches of the L-curve.
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2. The aim of the second step is to find the best corner from the list which
is created in stage one. If we have only one candidate on the list, then we
identified the corner of the original L-curve, otherwise we have to choose a
point from the list. We want to avoid that a chosen point lies on the vertical
branch of the L-curve. The sought point is the last point on the list that lies
before the first point on the vertical branch. Hansen suggest two criteria to
test for feasible points.
• If the vector hki−1,ki has a slope greater than pi/4, a point Pki is considered
as a point of the vertical branch.
• If the angle θ(ki−1, ki, ki+1) < 0, then the curvature at the possible corner
point is acceptable.
The complete algorithm is described in detail in [79]. The numerical tests in
Chapter 5 will show how this method works with our inverse problem. We used
the MATLAB code “corner.m” provided in “Regularization Tools” (see [78]). The
numerical experiments of Hansen showed that the proposed algorithm is more stable
than the method with cubic splines [80] and faster than the triangle method [51],
but showed also that the method may fail.
4.3 Quasi-Optimality criterion (QO)
The quasi-optimality criterion [118] is one of the simplest and oldest principle to
detect the optimal regularization parameter. It was proposed by Tikhonov and
Glasko [117] and became more common in the years later. An analysis of the quasi-
optimality criterion for deterministic and stochastic noise for classical inverse prob-
lems are done e.g. in [21, 22, 24].
We consider a series of regularization parameters
αk = α0qk, k = 1, 2, . . . , kmax. (4.16)
Then we define the quasi-optimality criterion as follows.
Definition 4.4 (Quasi-optimality criterion (QO)) Let uαk denote the regularized
solution of the minimization problem (3.32) when using the regularization parameter
αk. Given a sequence of regularization parameters (4.16), we choose the best solution
that satisfies
||uαk − uαk+1||2 → min, subject to 1 ≤ k ≤ K, (4.17)
where K ≤ kmax denotes a suitable maximal index.
The continuous version is
min
∣∣∣∣∣
∣∣∣∣∣αduαdα
∣∣∣∣∣
∣∣∣∣∣ .
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The method has several advantages and disadvantages. A main advantage is that
we need for this regularization choice method no information about the noise, the
solution or the operator. The method is also independent of the noise level and it has
been successful in solving practical problems. An the other hand, the independence
of the noise level contradicts the result of Bakushinskii, where a parameter choice
method should depend on the noise level, for deterministic noise. In some situations
an analysis of the quasi-optimality criterion has been examined, e.g. [24] for spectral
cut-off regularization in a Bayesian setting. In other situations, there is no analysis
of that principle.
The usage of a suitable maximal index K is necessary to get reasonable results for
the regularization parameter. In [23], various choices of K for spectral cut-off and
Tikhonov regularization has been proposed. In our numerical study, we considered
kmax = 50 regularization parameters and choose the maximal index as K = 26. The
computational experiments showed that this value is in most cases a good choice to
find the best regularization parameter according to the quasi-optimality criterion.
For further details on the results of the numerical experiments we refer to Chapter 5.
Until now, we found no reason why we should choose K = 26. Therefore, the choice
of the maximal index for the minimization problem (3.32) could be examined in
future work.
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functional
In this chapter, we show a selection of the results of the simulation and testing of the
different regularization parameter selection methods from Chapter 4 for our inverse
problem described in Chapter 3. We explain the discrete convolution (Section 5.1.1)
as well as the ‘Scaled gradient projection’ (SGP) algorithm (Section 5.2) proposed
in [39] which is used in this thesis.
The SGP algorithm is a further development of the expectation maximization
(EM) method, or the Richardson-Lucy algorithm, [97, 107, 116] which is one of most
popular algorithms in image restoration in medicine and astronomy in the absence
of a regularization term (α = 0). But this method has a very slow convergence
rate. In recent years, further research has been done to adopt the EM method to
minimization problems with the generalized Kullback-Leibler functional as fitting
functional and the TV as penalty term. EM-TV methods [44] and Bregman-EM-TV
methods [45] are examples of further developments of the EM method. These and
other algorithms are also mentioned in [26, 115].
However, the SGP algorithm improves the convergence of the EM method by
using efficient updating rules for the scaling matrix (Section 5.2.1) and the step
length (Section 5.2.2). The numerical study in [39] showed that the SGP algorithm
produces the same accuracy of the reconstructed image but needs less iteration steps
as the EM method. Another advantage of the SGP algorithm is its simplicity and
its global convergence properties examined in the cited references.
For our numerical experiments and hence for this entire chapter, we assume re-
flexive boundaries (1) described in Section 3.4.3. Therefore, the image is actually
of size (N + 1) × (N + 1). After reconstruction, the additional row and column is
deleted. For simplicity, we write N := N + 1 and n := (N + 1)2.
Before showing the results of our numerical study in Section 5.3, we want to give
some preliminaries in Section 5.1 and explain the used minimization algorithm in
Section 5.2. We will show the numerical results for three different kinds of images
(i) a simple test image with sharp edges (Section 5.3.1),
(ii) a test image often used in imaging (Section 5.3.2),
(iii) real PET data (Section 5.3.3).
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5.1 Preliminaries for the numerical experiments
In this section we give some preliminary remarks on the discrete convolution. We
explain the chosen sequence of regularization parameters as well as the definition of
the ‘optimal regularization parameter’ and the corresponding solution of the inverse
problem. Last but not least, we characterize the measurement of the noise level and
the performance of the algorithm, i.e. the quality of the reconstructed image.
5.1.1 Discrete convolution
We want shortly recall some definitions and properties of the discrete convolution
that we used to simulate blurred images.
In Section 3.4.1, we defined the continuous convolution (3.10) and showed the
Gaussian kernel function (3.24). For the numerical computation, it is necessary to
use instead of equation (3.10) a discrete version
dij =
N−1∑
s1=0
N−1∑
s2=0
ti−s1,j−s2f(xs1 , ys2)
with the discrete PSF
tij = k(x− s1, y − s2)∆x∆y.
There are various ways to compute the discrete convolution. We realized the two-
dimensional convolution via a matrix multiplication. First, we extend the image
matrix u of size N×N and the kernel matrix k, a discrete version of equation (3.24),
of size NK×NK to matrices uext and kext of size N1×N2 with N1 = N2 = N+NK−1
by appending zeros to create matrices of the same size. Then, we construct a block
circulant matrix with circulant blocks (BCCB)
A =

A0 AN2−1 · · · A2 A1
A1 A0 · · · A2
... . . . ...
AN2−2 · · · A0 AN2−1
AN2−1 AN2−2 · · · A1 A0

where Aj are circulant matrices of size N1 ×N1 and having the form
Aj =

c0 cN1−1 . . . c2 c1
c1 c0 cN1−1 . . . c2
... . . . ...
cN1−2 · · · c0 cN1−1
cN1−1 cN1−2 · · · c1 c0

.
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The first column of each matrix is the j-th column of the extended kernel matrix
kext, i.e. Aj(., 1) = kext(., j). We get the other columns of Aj by shifting the first
column to the right. The same principle used to create the matrix A from the blocks
Aj. Matrix A has then size N1N2 ×N1N2.
Finally, we compute the convolution as
k ∗ u = Auext,
reshape it to a matrix and get the blurred image matrix z from [Auext]ij with
2 ≤ i, j ≤ N + 1 or z the corresponding lexicographical ordering.
The requirements of the discrepancy principle (DPI) in Section 4.1.2 are fulfilled
in spite of the extended matrix kext because kext is only expanded by zeros.
For faster computation we use the following representation of the BCCB matrix-
vector product
Au = vec [ifft2(fft2(kext)fft2(uext))]
where “fft2” and “ifft2” are Matlab functions for the two-dimensional fast fourier
transformation and inverse fast fourier transformation, respectively. Despite this
alternative computation of the discrete convolution, the requirements and assump-
tions of the discrepancy principles (DPI) and (DPII) are fulfilled. Note that kext
and uext are matrices and the multiplication fft2(kext)fft2(uext) is componentwise.
Further information about different methods of numerical computation of the
convolution and about the fast fourier transformation can be found in [120].
5.1.2 Optimal regularization parameter and relative error
We consider a geometric sequence of regularization parameters αk ∈ [αkmax , α1]
αk = α0qk, k = 1, . . . , kmax (5.1)
where
q =
(
αkmax
α1
) 1
kmax−1 and α0 =
α1
q
.
In our numerical study we will choose kmax = 50 regularization parameters in the
interval [10−12, 10], such that the starting value of the sequence is α0 = 18.42 and
q = 0.54287.
We denote by u† the true object or image that we desire to reconstruct. Let uαk be
the reconstructed image of the minimization problem (3.32) where the regularization
parameter is αk.
Definition 5.1 (Optimal regularization parameter) Let uαopt be the optimal reg-
ularized solution of the minimization problem (3.32) where the relative error in the
Euclidean norm is minimal
||uαk − u†||2
||u†||2 → min, subject to αk ∈ [αkmax , α1].
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Hence, the optimal regularization parameter αopt is that regularization parameter
which generates uαopt.
Remark 5.1 (Relative error and best regularization parameter for a specific regu-
larization parameter selection method)
Note, that we define the relative error as
r(uαk) :=
||uαk − u†||2
||u†||2 . (5.2)
We denote by α∗k that regularization parameter which is chosen as the best regular-
ization parameter by a specific parameter choice method.
5.1.3 Measuring the noise level and the performance
In Chapter 4, we described the signal-to-noise ratio (equation (4.3)) to measure the
amount of noise in a perturbed image. After applying the minimization algorithm,
we want to determine the quality of the reconstructed image in comparison to the
original image. Therefore, we compute two variables that are often used in image
processing (see e.g. [101, 113]):
(i) The peak-signal-to-noise ratio (PSNR) is the ratio between the maximal
possible value w of the image and the power of noise. Hence, we compute the
value
PSNR(uαk) = 10 log10
N2w2
||u† − uαk ||22
. (5.3)
In the numerical tests of the test images in Sections 5.3.1 and 5.3.2, the highest
possible value is w = 255 because we consider grayscale images where the
values of the pixels are between 0 (black) and 255 (white). Note that we
replace all zero values by the small parameter η to obtain positive data.
For real PET data, w is the highest value of the noisy image matrix. The
better the quality of the reconstructed image is, the higher the PSNR is. In
image processing, the denominator is also often called “mean squared error”.
Typical values of the PSNR are between 20 and 40 dB.
(ii) Another measure is the improvement of signal-to-noise ratio (ISNR)
that is the difference between the PSNR of the reconstructed image and the
PSNR of the noisy image
ISNR(uαk) = PSNR(uαk)− PSNR(v) = 10 log10
||u† − v||22
||u† − uαk ||22
. (5.4)
Our numerical experiments showed that a negative value of the ISNR is pos-
sible. It can be interpreted as a degradation of the noisy image v. Again we
seek for high ISNR to get reconstructions with a higher quality.
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Both values are measured in decibel (dB). The actual values of PSNR and ISNR
are not informative and therefore not of interest. But comparing the PSNR or
ISNR of different reconstructed images, the value gives a measure for the quality.
Note that SNR measures (SNR, PSNR, ISNR) do not always match well with
observed visual quality in all cases. In the last years, other methods are developed
to measure the quality of the image and involve characteristics of human visual
system. But for our numerical study, we will use the simple measures (5.3) and
(5.4), because “they are simple to calculate, have clear physical meanings, and are
mathematically convenient in the context of optimization” [42].
5.2 Algorithm for the minimization problem
To solve the discrete minimization problem, defined in Definition 3.8, numerically,
we apply an algorithm presented in [32, 33, 39]. The method is a scaled gradi-
ent projection (SGP) algorithm which is based on special scaling and step-length
selection.
The SGP algorithm requires a continuously differentiable function Tα,v(u) and a
projection operator PC : Rn → Rn onto C. Let u be the lexicographic ordering of an
image u. Then we define the projection as
PC(u) = arg minp∈C ||p− u||2
where the ith component is
[PC(u)]i = max(ui, 0).
The main steps are stated in Algorithm 1. We denote the kth iterated reconstruc-
tion of the true image as u(k).
It is worth noting that any choice of the step length ak ∈ [amin, amax] and of the
scaling matrix Sk ∈ SL is possible. From a practical point of view, this allows one to
make the updating rules of the step length and the scaling matrix problem related.
We adopt the updating rules from [39].
We choose the starting point as the projection of the noisy data u(0) = PC(v).
A non-monotone line search is used, i.e. we choose the parameter M = 10. This
ensures that the value of the Kullback-Leibler functional Tα,v(u(k+1)) in the (k+1)st
iteration is lower than the maximum of the Kullback-Leibler functional of the last
M iterations.
Algorithm 1 stops if equation∣∣∣Tα,v(u(k+1))− Tα,v(u(k))∣∣∣ ≤ tol · Tα,v(u(k+1)) (5.5)
is satisfied where tol = 10−5. Then the value of function Tα,v(u(k+1)) is computed
as the solution of the inverse problem.
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Algorithm 1 SGP (Scaled gradient projection method)
1. Initialization. Choose a starting point u(0) ∈ C. Set some parameters
amin, amax ∈ R such that 0 < amin < amax, θ, γ ∈ (0, 1)
and fix an integer M > 0. Choose the step length parameter
a0 ∈ [amin, amax] and the scaling matrix S0 ∈ SL.
for k=0,1,2,. . . do
2. Projection. w(k) = PC(u(k) − akSk∇Tα,v(u(k)))
3. Descent direction. d(k) = w(k) − u(k)
4. Line-search. Set λk = 1 and Tmax = max
0≤j≤min{k,M−1}
Tα,v(u(k−j)).
while Tα,v(u(k) + λkd(k)) > Tmax + γλk∇Tα,v(u(k))Td(k)
do
λk = θλk
end while
5. Update. Set u(k+1) = u(k) + λkd(k), Sk+1 ∈ SL and
ak+1 ∈ [amin, amax].
end for
A convergence analysis of Algorithm 1 is done in [39] for a general case
f(u)→ min, subject to u ∈ H,
where H ⊂ Rn is a closed and convex set and f : H → R is a continuously differ-
entiable function. The algorithm has been evaluated for a deconvolution problem
with Poisson noise and without a regularization term. It is stated there, that the
minimization problem in Definition 3.8 can be considered as a special case even if a
penalty term is present. Therefore, we only give the convergence result and refer to
[39] for a proof.
Theorem 5.1 Assume that {u(k)} is a sequence produced by the scaled gradient
projection Algorithm 1 and that C0 = {u ∈ C : Tα,v(u) ≤ Tα,v(u(0))} is a bounded
set. Then is every accumulation point u∗ ∈ C of the sequence {u(k)} a stationary
point of (3.32), i.e.
∇Tα,v(u∗)T (u− u∗) ≥ 0 for all u ∈ C.
For a general definition of a accumulation point and a stationary point see Defin-
itions A.3-A.4.
5.2.1 Scaling selection
The selection of the scaling matrix Sk ∈ SL has to avoid introducing significant
computationally costs. Another aim is to improve the convergence rate by a specific
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choice of Sk. In [39, 109] it is proposed to use a split gradient method which has
been first presented in [2]. Here, we give only the main idea.
For a given positive scalar L > 1, we define a compact set SL consisting of diagonal
matrices
Sk = diag
(
s
(k)
1 , . . . , s
(k)
n
)
such that the entries
s
(k)
i = min
L,max
 1L, u
(k)
i
en + θ[V (Ω)(u(k))]i

 i = 1, . . . , n
satisfy the inequality
1
L
≤ s(k)i ≤ L i = 1, . . . , n.
The gradient of the penalty term∇Ωβ(u) (see equation (3.33)) can be decomposed
into a positive and a negative part
∇Ωβ(u) = −U (Ω)(u) + V (Ω)(u)
where both vectors, U (Ω)(u), V (Ω)(u), have nonnegative entries.
The gradient of the complete functional Tα,v(u) can also be written as
∇Tα,v(u) = −
(
AT
( v
Au
)
+ αU (Ω)(u)
)
+
(
en + αV (Ω)(u)
)
.
The quotient of the vectors are again in the Hadamard sense. We denote a vector
of size n with all entries equal to one by en.
For total variation regularization the functions are chosen as
U (Ω)(u) = (L(u)− diag([L(u)]ii)) u and V (Ω)(u) = diag([L(u)]ii)u.
The components of V (Ω)(u) are the diagonal elements of the matrix L(u), calculated
in equation (3.34), multiplied with the entries of the true image. The entries of
U (Ω)(u) are the remaining parts of L(u) multiplied with u. Note, that arbitrarily
many choices of the functions U (Ω)(u) and V (Ω)(u) are possible.
5.2.2 Step length selection
The choice of the step-length ak influences the convergence rate of Algorithm 1. In
[32, 39] the authors propose the adaptation of rules for step-length selection from
non-scaled gradient methods. Barzilai and Borwein show the original ideas of this
step length selection in [20].
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The step-length rules are
a
(1)
k =
r(k−1)TS−1k S−1k r(k−1)
r(k−1)TS−1k t(k−1)
and a(2)k =
r(k−1)TSkt(k−1)
t(k−1)TSkSkt(k−1)
(5.6)
where r(k−1) = u(k)−u(k−1) is the difference between the reconstructed image of the
current iteration and the solution of the iteration before and
t(k−1) = ∇Tα,v(u(k))−∇Tα,v(u(k−1)) is the difference between gradients of the min-
imization functional of the relevant iterations.
Algorithm 2 shows the choice of the step length ak in Algorithm 1 in the kth
iteration by alternating both rules (5.6).
Algorithm 2 (Step length selection)
Set Ma ≥ 0, τ1 ∈ (0, 1) and a0 ∈ [amin, amax].
for k=0,1,2,. . . do
if r(k−1)TS−1k t(k−1) ≤ 0 then
set a(1)k := amax
else
set a(1)k := max
{
amin,min
{
a
(1)
k , amax
}}
end if
if r(k−1)TSkt(k−1) ≤ 0 then
a
(2)
k := amax
else
a
(2)
k := max
{
amin,min
{
a
(2)
k , amax
}}
end if
if a
(2)
k
a
(1)
k
≤ τk then
set ak := min
{
a
(2)
j , j = max{1, k −Mα}, . . . , k
}
and τk+1 := 0.9τk
else
set ak := a(1)k and τk+1 := 1.1τk
end if
end for
5.3 Numerical results
A detailed numerical evaluation of the minimization problem (3.32) with different
parameter choice strategies from Chapter 4, is presented in this section. We con-
sider the behavior of the discrepancy principles (DPI) (Section 4.1.2) and (DPII)
(Section 4.1.3), three L-curve methods ((LC1), (LC4) and (LC5) from Section 4.2)
as well as the quasi-optimality criterion (QO) (Section 4.3).
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Now, we summarize the chosen parameters of the minimization Algorithm 1
u(0) = PC(v), M = 10, tol = 10−5, θ = 0.4 and γ = 10−4. For the scaling selection,
we select L = 1010 and for the step length selection Algorithm 2 we use amin = 10−10,
amax = 105, a0 = 1.3, Ma = 2 and τ1 = 0.5. The parameter of the approximation of
the total variation in equation (3.17) is β = 10−5.
We denote the true discrete image u†(x, y) by u†, the discrete noisy image v(x, y)
by v and the reconstructed image uαk(x, y) by uαk for different regularization meth-
ods.
According to Remark 5.1, we signify the relative error with r(uαk) and the best
regularization parameter chosen by a selection method with α∗k.
5.3.1 Test image with sharp edges
We adapt the first test image of size 256× 256 from [12, 32]. The image consists of
three circles with intensities 70, 130 and 200 within a frame of intensity 5 on a back-
ground of intensity 10. The intensities represent the number of photons impinging
an each cell of the discretized image sensor. To simulate different intensities we
apply model (4.1) and (4.2). In Figure 5.1, we show the original image as well as an
adjusted image to visualize the frame.
(a) Original image. (b) Adjusted image.
Figure 5.1: Original and adjusted image.
In the following, we consider different situations to evaluate the performance of the
regularization methods from Chapter 4. The blurring parameter σ of the Gaussian
convolution kernel is chosen as σ = 1.5. In Figure 5.2, we demonstrate the effect of
different values of the parameter % = 0.3, 1 and 5 to simulate various noise levels.
By % = 0.3, we create an image with high noise and low SNR = 15.37 whereas
% = 5 leads to a low perturbed image with higher SNR. The last Figure 5.2d shows
an image where the blurring parameter has changed to σ = 4 and % = 1 is identical
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to the test image with a medium amount of noise. The SNR of the Figures 5.2b and
5.2d has almost the same value because it measures only the noise that is present in
disturbed image and not the blurring. These images are the basis of the following
numerical study to reconstruct the true image in Figure 5.1a.
(a) Blurring σ = 1.5.
High noise % = 0.3, SNR = 15.37.
(b) Blurring σ = 1.5.
Middle noise % = 1, SNR = 20.39.
(c) Blurring σ = 1.5.
Low noise % = 5, SNR = 27.39.
(d) Blurring σ = 4.
Middle noise % = 1, SNR = 20.40.
Figure 5.2: Blurred and noisy images.
Figure 5.3 shows the relative errors (5.2) of the best reconstructed image for each
regularization method. As expected the relative errors are smaller if the noise is
lower. For small regularization parameters the relative errors are high and oscillat-
ing. Then the Kullback-Leibler functional dominates the minimization problem and
the solution is under-smoothed. On the other hand, generates a high regularization
parameter over-smoothed solutions and the relative error increases. The optimal
regularization parameter can be found between these extremes. These effects as
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well as the optimal regularization parameter αopt (see Definition 5.1) can be seen in
Figure 5.3.
(a) High noise % = 0.3. (b) Middle noise % = 1.
(c) Low noise % = 5.
Relative error
♦ Optimal
NM (DPI)
HO (DPII)
JC (LC1)
 (LC4)
•◦ (LC5)
F9 (QO)
Figure 5.3: Relative errors of the best reconstructed images applying different reg-
ularization parameter selection methods for different amount of noise and constant
blurring σ = 1.5 in logarithmic scales.
We see that the results of the regularization parameter choice methods are close
together when medium or low noise is present. For high noise the methods perform
more different. For the different amount of noise, the identification of the regulariz-
ation parameter with L-curve method (LC1) is often equal with or very near to the
optimal regularization parameter. The performance of the L-curve methods (LC4)
and (LC5) equals and is worse in comparison to the visual identification (LC1).
Except for high noise both discrepancy principles perform equally, too. During our
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numerical study we observed a little difference in the applicability of discrepancy
principle (DPI) and (DPII). The first one cannot always be used to identify the
regularization parameter because the conditions (4.10) are not always fulfilled. For
the example of this section, the conditions are always satisfied. If the image is highly
disturbed by Poisson noise, the discrepancy principle (DPII) yields the worst result
among all considered methods.
In the following, we want to consider two situations in detail: intermediate noise
(% = 1) and high noise (% = 0.3). Let us start with the first situation. Table 5.1 gives
the results for intermediate noise. We show the relative errors r(uα∗
k
) and corres-
ponding regularization parameters for the best reconstructed image when applying
each regularization method. The errors lie between 4.77% and 5.47%. As mentioned
before the relative errors of the discrepancy principles as well as the L-curve meth-
ods are close to each other. The relative errors of the latter methods are identical
to the relative error achieved with the optimal regularization parameter αopt. We
observe also that the L-curve methods need half as much iterations as the discrep-
ancy principles and the quasi-optimality criterion. PSNR and ISNR show also the
better performance of the L-curve methods, because the higher both measures are,
the better is the quality of the reconstructed image. As mentioned in Section 5.1.3,
the specific values of PSNR and ISNR are not of interest, but the comparison of
both variables for different reconstructed images gives us an indication of the quality
of the reconstruction.
Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) 0.4715 0.0547 202 35.9985 6.6767
(DPII) 0.4715 0.0547 202 35.9985 6.6767
(LC1) 0.1390 0.0477 96 37.1885 7.8667
(LC4) 0.1390 0.0477 96 37.1885 7.8667
(LC5) 0.1390 0.0477 96 37.1885 7.8667
(QO) 0.4715 0.0547 202 35.9985 6.6767
Optimal αopt 0.1390 0.0477 96 37.1885 7.8667
Table 5.1: Relative errors, number of iterates, PSNR and ISNR (both expressed
in dB) for the best regularization parameter of different regularization parameter
selection methods for an image with intermediate blurring σ = 1.5 and intermediate
noise % = 1.
We depict the results in Figure 5.4. The first Figure 5.4a shows the reconstructed
image when the discrepancy principles (DPI) or (DPII) or the quasi-optimality cri-
terion are used whereas Figure 5.4b illustrates the reconstruction with the L-curve
methods or the optimal regularization parameter. All methods remove the noise
from image 5.2b and recreate sharp edges. But the L-curve methods reconstruct the
true image slightly better than the discrepancy principles or the quasi-optimality
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criterion because of a higher sharpness of the resulting image.
(a) Reconstructed image obtained with
(DPI) or (DPII) or (QO).
(b) Reconstructed image obtained with
L-curve methods (LC1), (LC4) or
(LC5).
(c) Profile with (DPI) or (DPII) or
(QO).
(d) Profile with L-curve method (LC1),
(LC4) or (LC5).
Figure 5.4: Reconstructed images and profiles for σ = 1.5 and intermediate noise
% = 1.
Reconstruction result obtained (a) with discrepancy principles or quasi-optimality
criterion and (b) with L-curve methods.
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate y = 128 (c) for discrepancy principles or quasi-
optimality criterion and (d) for L-curve methods.
We show the profile of line y = 128, which is exactly the middle of the image,
in Figure 5.4c for the discrepancy principles and quasi-optimality criterion, respect-
ively, and in Figure 5.4d for the L-curve methods. The horizontal axis (x) denotes
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the width of the image and the vertical axis the intensities of the image which are
the values of the true image u†, the noisy image v and the reconstructed image
uα∗
k
. The black line is the profile of the true image, the grey line represents the
noisy data and the red one is the reconstruction with the appropriate regularization
choice method.
We observe that all methods give a good reconstruction of the true image. The
good recreation of the jumps shows us that the blurring is removed and the correct
reconstruction of the constant parts of the image indicates that the Poisson noise
is removed, too. The small jumps on the left and right side of the pictures are the
frame that can be hardly seen in the true image 5.1a but in the adjusted one. In the
profile of the reconstruction with the discrepancy principles, we see slightly more
deviations from the original image than in Figure 5.4d.
Now, we consider the second situation where high noise (% = 1) is present and get
the following results. The quality of the reconstructed images is more different as
Table 5.2 shows. The best reconstruction is achieved with L-curve method (LC1)
with an relative error of 6%. We get the worst result with the discrepancy principle
(DPI) with almost 10% relative error. We see a considerable difference of the PSNR
and the ISNR for the best and worst reconstruction. In this situation the L-curve
method (LC1) and the discrepancy principle (DPI) should be preferred among all
considered regularization methods.
Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) 10 0.0991 185 30.8404 5.4408
(DPII) 1.5999 0.0731 216 33.4851 8.0855
(LC1) 0.2560 0.0592 156 35.3187 9.9191
(LC4) 2.9471 0.0804 127 32.6518 7.2522
(LC5) 2.9471 0.0804 127 32.6518 7.2522
(QO) 5.4287 0.0887 107 31.8027 6.4031
Optimal αopt 0.2560 0.0592 156 35.3187 9.9191
Table 5.2: Relative errors, number of iterates, PSNR and ISNR (both expressed
in dB) for the best regularization parameter of different regularization parameter
selection methods for an image with intermediate blurring σ = 1.5 and high noise
% = 0.3.
We illustrate the results in Figure 5.5. The worst reconstruction in Figure 5.5a
is more blurred than the best reconstruction in Figure 5.5b. But both solutions
remove the noise almost completely from image 5.2a. The difference between worst
and best reconstruction can be clearly seen at the blurred borders of the circles. But
the worst reconstruction is still better than the noisy image 5.2a. Other test images
showed that this is not always the case.
The blurring effects can also be seen in the profiles in Figure 5.5c and 5.5d at the
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reconstruction of the jumps. The black line is again the true image, the grey line
the noisy image and the red line the reconstructed one.
In comparison to the profile of the reconstructed image for medium amount of
noise, the profile of the worst solution has a greater deviation from the true profile.
In general, the constant parts of the true profile are good reconstructed. The in-
accuracies of the reconstruction of the jumps cause the differences in the quality of
different solutions. Therefore, we conclude that the other methods for choosing the
regularization parameter lie between the best and worst reconstruction and remove
the noise.
(a) Reconstructed image obtained with
(DPI). Worst Reconstruction.
(b) Reconstructed image obtained with
(LC1). Best Reconstruction.
(c) Profile with (DPI). (d) Profile with (LC1).
Figure 5.5: Reconstructed images and profiles for σ = 1.5 and high noise % = 0.3.
Reconstruction result obtained (a) with (DPI) and (b) with (LC1).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate y = 128 (c) for (DPI) and (d) for (LC1).
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To evaluate if the described solutions are random results of the minimization
problem, we compute the situations m = 50 times and present two special cases
here (σ = 1.5 and % = 1 or % = 0.3). We calculate mean
r¯(uα∗
k
) = 1
m
m∑
l=1
rl(uα∗
k
)
and variance of the relative error
V ar
(
r(uα∗
k
)
)
= 1
m− 1
m∑
l=1
(rl(uα∗
k
)− r¯(uα∗
k
))2
where rl(uα∗
k
) is the relative error of the best solution for a specific parameter se-
lection method of the lth simulation. The results are shown in Tables 5.3 and 5.4.
The mean regularization parameter α¯∗k as well as the mean PSNR are computed in
the same manner.
% = 1
Selection method r¯(uα∗
k
) V ar
(
r(uα∗
k
)
)
α¯∗k PSNR(uα∗k)
(DPI) 0.0553 4.0 · 10−6 0.48 35.92
(DPII) 0.0557 3.1 · 10−6 0.50 35.85
(LC4) 0.0593 5.2 · 10−5 0.95 35.37
(LC5) 0.0580 7.4 · 10−5 0.86 35.59
(QO) 0.0930 1.8 · 10−2 0.62 34.40
(QO)(without outliers) 0.0553 1.9 · 10−5 0.64 35.94
Optimal αopt 0.0486 4.8 · 10−7 0.11 37.03
Table 5.3: Mean r¯(uα∗
k
) and variance V ar(r(uα∗
k
)) of the relative errors, mean reg-
ularization parameter α¯∗k and PSNR(uα∗k) (expressed in dB) for the best regulariz-
ation parameter of the different regularization parameter selection methods for an
image with medium blurring σ = 1.5 and medium noise % = 1.
The average relative errors of the reconstructed images for a medium amount of
noise (Table 5.3) are between 5.5% and 6% for discrepancy principles and L-curve
methods. They are close together and vary only slightly during m = 50 simulations
which can be seen at the low variances. But they are obviously different from the
mean optimal relative error that is about 4.8%. Further, the mean regularization
parameter of the discrepancy principles α¯∗k = 0.48 is far away from the average
optimal regularization parameter α¯∗k = 0.11. This situation occurs also for the
L-curve method (LC4) α¯∗k = 0.95 and L-curve method (LC5) α¯∗k = 0.86. The aver-
age PSNR show that the quality of the reconstructed image for all regularization
parameter selection methods are close together, too. Images reconstructed with the
quasi-optimality criterion have worse average relative errors than the other methods
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achieve. The reason can be found in four of 50 simulations. The relative errors of
these reconstructions are between 30% and 74% and we consider them as outliers.
If we ignore these four results, then we get an average relative error of 5.5% that lie
near the results of the discrepancy principles.
% = 0.3
Selection method r¯(uα∗
k
) V ar
(
r(uα∗
k
)
)
α¯∗k PSNR(uα∗k)
(DPI) 0.0950 2.2 · 10−5 6.71 31.22
(DPII) 0.0719 5.6 · 10−6 1.45 33.63
(LC4) 0.0711 1.5 · 10−4 1.73 33.85
(LC5) 0.0712 1.6 · 10−4 1.73 33.84
(QO) 0.1446 5.7 · 10−2 2.62 31.61
(QO)(without outliers) 0.0749 1.6 · 10−4 2.85 33.37
Optimal αopt 0.0599 1.8 · 10−6 0.24 35.21
Table 5.4: Mean r¯(uα∗
k
) and variance V ar(r(uα∗
k
)) of the relative errors, mean reg-
ularization parameter α¯∗k and PSNR(uα∗k) (expressed in dB) for the best regulariz-
ation parameter of the different regularization parameter selection methods for an
image with medium blurring σ = 1.5 and high noise % = 0.3.
In contrast to a medium amount of noise, high noise causes more differences
between the regularization parameter selection methods (see Table 5.4). The average
optimal relative error is about 6%, but the best methods, which are both L-curve
methods, have a mean relative error of 7%. The worst reconstruction with the quasi-
optimality criterion achieves an average error twice as high as the best methods.
Again, the reason lies in four outliers within 50 simulations. These solutions have
relative errors around 100% and fail to reconstruct the image. The PSNR is then
around 11 dB and the ISNR about -14 db so that the reconstructed image is much
worse than the blurred and noisy image. If we neglect these outliers the results are
getting better. The mean relative errors are now almost as good as the average
relative errors of the discrepancy principle (DPII) and the L-curve methods. The
variance sinks also and can be compared with the results of the L-curve methods.
Comparing the results of both situations, we state that high noise causes a higher
variability of the performance of the parameter selection methods than a medium
amount of noise. The mean relative errors for % = 1 are closer to each other and also
closer to the mean optimal relative error. For high noise, the discrepancy principle
(DPI) and the quasi-optimality achieve the worst results, far away from the results
of the optimal relative error. In general, the quasi-optimality criterion produces
good reconstructions, if we neglect outliers. In both examples, we have seen that
this selection method may create images that are worse than the noisy starting
image. So we have to be careful if we choose the regularization parameter with the
quasi-optimality criterion. We have to ensure that we do not select an outlier as
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our best result, maybe by simulating a situation several times or by reducing the
parameter K in equation (4.17).
It is interesting for us if a regularization parameter choice method can be favored
among all considered methods and if the parameter % that controls the amount of
noise influences the performance of the methods. Therefore we examine 50 different
% in the interval [0.1, 5.1] and show the results in Figure 5.6. Due to a high amount
of effort to apply L-curve method (LC1) to all noise levels, we neglect this method.
In both pictures, the black line is the relative error of the optimal regularization
parameter.
In Figure 5.6a the blue and red line are the relative errors of the best reconstruction
with discrepancy principles (DPI) and (DPII). Since every % yields a reconstruction
with the discrepancy principle (DPI), conditions (4.10) are satisfied for each choice
of %. This showed also further numerical test but we do not report all results here.
For small values of %, that is a high amount of noise, the discrepancy principle
(DPII) performs better than (DPI), but there are situations for higher % where the
relation is reverse. In most situations both methods perform equally, so that we
have only the mentioned tendency and cannot prefer one of them. Nevertheless, we
observe, that the smallest relative error (black line) is not achieved by one of the
discrepancy principles.
× Optimal
× (DPI)
+ (DPII)
(a) Relative error of the best result with (DPI) (blue line) and (DPII) (red line).
Figure 5.6: Relative errors of the best result of the simulation of different % for con-
stant blurring σ = 1.5.
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× Optimal
× (LC4)
+ (LC5)
(b) Relative error of the best result with (LC4) (blue line) and (LC5) (red line).
× Optimal
× (DPI)
+ (DPII)
× (LC4)
+ (LC5)
× (QO)
(c) Overview of the results of the parameter selection methods: discrepancy principles
(blue lines), L-curve methods (blue lines) and quasi-optimality criterion (green line).
Figure 5.6 (cont.): Relative errors of the best result of the simulation of different %
for constant blurring σ = 1.5.
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× Optimal
× (DPI)
+ (DPII)
× (LC4)
+ (LC5)
× (QO)
(d) Zoom into Figure 5.6c and neglecting peaks, i.e. r(uα∗
k
) > 0.15.
Figure 5.6 (cont.): Relative errors of the best result of the simulation of different %
for constant blurring σ = 1.5.
The result for the L-curve methods is not so clear. The blue line in Figure 5.6b is
now L-curve method (LC4) and the red line is L-curve method (LC5). Both graphs
present many jumps and there are many situations where one of the L-curve method
or even both yield the same result as the optimal regularization parameter. These
effects differ from the discrepancy principles. For many %, the L-curve methods
(LC4) and (LC5) yield the same result. But we prefer (LC5), because there are
more situations where this method performs better than (LC4) than otherwise.
Figure 5.6c and 5.6d give an overview of the performance of the regularization
parameter selection methods for 50 different %. The relative errors of the discrepancy
principles (blue lines) have a similar shape as the optimal relative errors but with
higher values of the relative error. On the other side, the L -curve methods (red
lines) do not have this behavior. The relative errors vary very much and fit together
with the optimal relative errors several times. For most tuning parameter %, the
L-curve methods are the better choice to determine the regularization parameter.
But the many jumps in the result makes these methods less predictable than the
discrepancy principles. If the noise of the original image changes slightly, the quality
of the reconstructed image with (LC4) and (LC5) may be worse or better than the
reconstructions with (DPI) or (DPII). Here lies an advantage of the discrepancy
principles because little changes in the noise changes the relative error of the resulting
image only slightly. In Figure 5.6c we can see a similar shape of the relative errors
for the quasi-optimality criterion (green line) as for the other methods. But there
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are also seven peaks which may be outliers as described before. For us, there are
no other reasons that can explain the effects. If we neglect these results and zoom
into Figure 5.6c, we get Figure 5.6d. Here, we can learn more about the structure
of the performance of the quasi-optimality criterion for different %. It has a similar
shape as the optimal relative error and performs often better than the discrepancy
principles as well as the L-curve methods. Because of the outliers, we have to be
careful when applying the quasi-optimality criterion.
In the last table of this Section 5.5 we present the results for an image with high
blurring (σ = 4) and intermediate (% = 1) and high noise (% = 0.3), respectively.
If the true image has a high amount of noise, % = 0.3, then the L-curve method
(LC1) yields the best reconstruction again. The worst reconstruction is obtained
when we choose the regularization parameter with discrepancy principle (DPI). We
have observed a similar result for σ = 1.5 and high noise (see Figure 5.5). Hence, we
suppose that in the case of a high amount of noise the blurring does not influence the
performance of the regularization parameter choice method but only the highness
of the relative error between the reconstructed and the original image. The noise
dominates the blurring in the disturbed image.
Selection % = 0.3 % = 1
method r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
) r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
)
(DPI) 0.1146 29.6602 5.2228 0.0663 34.3291 6.9370
(DPII) 0.0955 31.0741 6.6366 0.0655 34.4386 7.0464
(LC1) 0.0777 32.9770 8.5396 0.0689 33.9974 6.6052
(LC4) 0.1146 28.4033 3.9658 0.0767 33.0578 5.6656
(LC5) 0.0955 30.5040 6.0665 0.0767 33.0578 5.6656
(QO) 0.3404 30.5040 6.0665 0.2090 24.3574 -3.0348
Optimal αopt 0.0773 33.0037 8.5662 0.0655 34.4386 7.0464
Table 5.5: Relative errors, PSNR and ISNR (both expressed in dB) for the best
regularization parameter of the different regularization parameter selection methods
for an image with high blurring σ = 4 and high noise % = 0.3 (left side) and medium
noise % = 1 (right side).
If the noise is less than the noise in the situation before, now % = 1, the results
(relative error, PSNR, ISNR) are slightly different. Now the discrepancy principles
and the L-curve method (LC1) yield almost the same results whereat the discrep-
ancy principle (DPII) has the best reconstruction. The other methods yield similar
relative errors and the quasi-optimality criterion fails completely. The reconstructed
image is worse than the noisy image which can be seen at the negative ISNR. The
result can be improved if we lower the value of K in equation (4.17). Here arises
the question which choice of K yield a good reconstruction. As we will see in the
next section, there is no universal answer. It may be dependent on the choice of the
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sequence of regularization parameters. We can only state that the regularization
parameter α should not be too small.
In contrast to the situation σ = 4 and % = 0.3, where the choice of the parameter
selection method is similar to the situation with σ = 1.5 and % = 0.3, the relative
errors for σ = 4 and % = 1 differ from the relative errors of a similar parameter
choice σ = 1.5 and % = 1. The best results are obtained by the L-curve methods
(see Table 5.1 and Figure 5.3b). Now the discrepancy principles and the L-curve
method (LC1) have relative errors close to the optimal relative error and even the
discrepancy principle (DPII) has the same result.
Figure 5.7 illustrates the reconstructions with (DPI) and σ = 4 for different noise
parameter.
(a) Reconstructed image with (DPI) for
high noise % = 0.3.
(b) Reconstructed image with (DPI)
for medium noise % = 1.
Figure 5.7: Reconstructed images with (DPI) for (a) high noise and (b) medium
noise for constant blurring σ = 4.
Let us summarize the results of this section and for the special image in Figure 5.1a
and its noisy versions in Figure 5.2. If intermediate blurring σ = 1.5 and a medium
amount of noise is present, all considered regularization parameter selection methods
perform almost equally. The results are close together. The best solution, i.e. the
solution that has the smallest relative error, is achieved by the L-curve methods and
the quasi-optimality criterion. The discrepancy principle perform slightly worse. If
more noise is present in the image, % = 0.3, then the L-curve method (LC1) is the
best choice followed by the discrepancy principle (DPII). The other L-curve methods
perform similar and the discrepancy principle (DPI) yields the worst reconstruction.
The differences between the selection methods are more distinct than for % = 1. The
relative errors for the image with little noise are again close together.
50 simulations of the same situation has shown that the results of the different
regularization parameter selection methods equal each other on average for a me-
dium amount of noise, % = 1, and have more variability for a high amount of noise
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% = 0.3. The reconstructions are obvious worse than the best reconstruction with
the optimal regularization parameter. The quasi-optimality criterion obtains for
both choices of % four reconstructions that we consider as outliers and worsen the
average results. By neglecting these outliers, the relative errors are getting better
and become comparable to the relative errors achieved by the other regularization
parameter selection methods. But we have to be careful, if we choose the regulariz-
ation parameter according to the quasi-optimality criterion.
It results from the simulation of 50 different noise level that the discrepancy
principles perform almost equal. But L-curve method (LC5) yields slightly better
reconstructions than L-curve method (LC4). From the simulations of different % we
conclude that the L-curve methods produce mostly better solutions than the dis-
crepancy principles and the relative errors match the optimal relative errors several
times. But little changes in % may cause much higher relative errors than applying
the discrepancy principles. These methods are more predictable for different % and
the graph has a similar structure as the graph of the optimal relative error. Again
one has to be careful when applying the quasi-optimality criterion because outliers
may cause very different results. But most often this method works as good as
the L-curve methods. Additionally the shape of the relative errors for different % is
similar to the shape of the optimal relative errors.
The considered situation σ = 4 and % = 0.3 yields similar results as the situation
σ = 1.5 and % = 0.3. Therefore we suppose that the amount of noise influences
the choice of the parameter selection method more than the amount of blurring
in a picture. Again we obtain the best reconstruction with L-curve method (LC1)
followed by the discrepancy principle (DPI). For a higher amount of noise, % = 1,
the discrepancy principles and the L-curve method (LC1) are close together and
near by the optimal relative error. In this case, the discrepancy principle (DPII)
performs best and the quasi-optimality criterion produces the worst solution.
For this test image, we state that the results of the considered regularization
parameter selection methods are close together. But among all methods the visual
identification of the corner of the L-curve (LC1) is the best method followed by
the discrepancy principle (DPII). The latter regularization choice method performs
slightly better than the discrepancy principle (DPI) in most situations. We have
to be careful when choosing the regularization parameter according to the quasi-
optimality criterion.
5.3.2 Test image “Cameraman”
As a second test image we examine a standard test picture that is often used in
image processing (Figure 5.8). In the front, a cameraman and its camera is visible
and in the back there are some buildings. The image has a medium level of details
[72] but much more than the test image before. It has also sharp edges so that the
application of total variation as a stabilizing functional is sensible. Figure 5.8 shows
the original image and three noisy and blurred versions of it. These images are the
base of our numerical tests. The SNR is in all three images a little bit lower than
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the SNR of the previous test example (see Figure 5.2). This means that the amount
of noise in the images of Figure 5.8 is a bit higher.
At first, we show in Figure 5.9 the relative errors for the best reconstruction of
the different methods for the three noise level situations.
(a) Original image. (b) Blurred, noisy image.
High noise % = 0.3, SNR = 16.54.
(c) Blurred, noisy image.
Middle noise % = 1, SNR = 21.72.
(d) Blurred, noisy image.
Low noise % = 5, SNR = 28.68.
Figure 5.8: Original and blurred, noisy images with σ = 1.
Before we consider each noise level in detail, we have a look at the results in
general. First, we observe that the optimal relative error according to Definition 5.1
is not achieved by one of the different parameter selection methods. The relative
errors of the results of the parameter choice methods are close together for a high
noise level and for the other noise levels the relative errors are more different. In our
previous test example (Section 5.3.1) the situation was opponent. The results were
close together for medium and low noise and more different for a high amount of
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noise. A second observation is that the discrepancy principle (DPI) fails to achieve
a good reconstruction for a low amount of noise. In this case, the necessary require-
ments of equation (4.10) are not fulfilled whereas the conditions were always satisfied
in the previous test example. Both discrepancy principles, if necessary conditions
fulfilled, perform better than the other regularization parameter selection methods
for all noise level.
(a) High noise % = 0.3 (b) Middle noise % = 1
(c) Low noise % = 5
Relative error
♦ Optimal
NM (DPI)
HO (DPII)
JC (LC1)
 (LC4)
•◦ (LC5)
F9 (QO)
Figure 5.9: Relative errors of the best reconstructed images applying different regu-
larization parameter selection methods for a different amount of noise and constant
blurring σ = 1 in logarithmic scales.
The quasi-optimality criterion fails to yield a good reconstruction for intermediate
and low noise, too. The performance can be improved if we consider less than
K regularization parameter in equation (4.17). In this example, we choose the
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parameter K = 26 like in the tests of Section 5.3.1. But by lowering K to 22, the
quality of the resulting images improves very much (see Table 5.6 for instance). We
conclude from our experiments that the regularization parameter should not be too
small, but we cannot state a fixed value of K for which the quasi-optimality criterion
yields always a good solution.
Now, we evaluate the results for a medium amount of noise, % = 1. As we
mentioned before the discrepancy principles perform better than the other methods.
This can be seen either in Figure 5.9b or Table 5.6. The optimal relative error is
about 8.9% and the discrepancy principles yield a relative error of 9.2% with only 29
iterations of Algorithm 1 described in Section 5.2. The ISNR shows also the good
performance of the discrepancy principles whereas a negative ISNR indicates that
the L-curve method (LC1) and the quasi-optimality criterion fails to reconstruct
the true image. The other L-curve methods lie between these extremes and the
regularized solution achieves a relative error of 10.5%. A lower value of the parameter
K = 22 improves the performance of the quasi-optimality criterion so that we get
a relative error of 9.8% whereas the relative error of the solution with K = 26 is
88.6%. The relative error of the reconstructed image with quasi-optimality criterion
and K = 22 lies between the relative error of the discrepancy principles and of the
L-curve methods (LC4) and (LC5).
Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) 0.0495 0.0921 29 26.2970 3.0460
(DPII) 0.0495 0.0921 29 26.2970 3.0460
(LC1) 0.8685 0.1404 135 22.6349 -0.6161
(LC4) 0.1390 0.1050 55 25.1563 1.9054
(LC5) 0.1390 0.1050 55 25.1563 1.9054
(QO) (K = 26) 2.33 · 10−6 0.8859 197 6.6348 -16.6162
(QO) (K = 22) 0.0754 0.0977 87 25.7821 2.5311
Optimal αopt 0.0222 0.0886 270 26.6381 3.3871
Table 5.6: Relative errors, number of iterates, PSNR and ISNR (both expressed
in dB) for the best regularization parameter of different regularization parameter
selection methods for an image with intermediate blurring σ = 1 and intermediate
noise % = 1.
The difference between the image with a regularization parameter chosen by the
discrepancy principles and the resulting image chosen by the L-curve methods (LC4)
and (LC5) can be seen in Figure 5.10a and 5.10b, respectively, as well as in the
corresponding profiles which show the horizontal middle.
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(a) Reconstructed image with (DPI) or
(DPII).
(b) Reconstructed image with (LC4) or
(LC5).
(c) Profile with (DPI) or (DPII). (d) Profile with (LC4) or (LC5).
Figure 5.10: Reconstructed images and profiles for σ = 1 and intermediate noise
% = 1.
Reconstruction result obtained (a) with discrepancy principles (DPI) or (DPII) and
(b)with (LC4) or (LC5).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate y = 128 for (c) discrepancy principles (DPI) or
(DPII) and (d) (LC4) or (LC5).
The image in Figure 5.10a is sharper than the image in Figure 5.10b and details
are better visible. This is observable at the building in the back and the camera in
the front. Therefore the latter image is slightly over-smoothed. This can be seen in
the profiles, too. The jumps and details of the profile with the discrepancy principles
are good recreated. Even the largest peak has a good reconstruction as well as the
following two peaks. These three peaks are on a short part of the image and require
jumps that has to be reconstructed. The peaks around x = 100 and around x = 120
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are worse recreated but still better than the result with the L-curve methods (LC4)
or (LC5). In the profile of the reconstructions with these methods, the smoothing
of the image is clearly visible. Peaks are smoothed and not well reconstructed
whereas these parts are better reconstructed in Figure 5.10c. Hence, the discrepancy
principles yield obviously better solutions of the minimization problem than the L-
curve methods.
For a high amount of noise the results of the parameter choice methods do not
change very much, see Table 5.7. The discrepancy principles perform again similar
and have smaller relative errors than the L-curve methods achieve. These methods
yield the same relative error of 11.7%. The relative error of the solution obtained
with the quasi-optimality criterion is about 12.5% and the reconstructed image has
the worst quality. In contrast to the image with a medium amount of noise, all
solutions with the considered parameter selection methods have a positive ISNR
and therefore the quality of the reconstructed image is better than the noisy image.
The algorithm needs more iterations to find a solution than in an image with a
lower amount of noise. Again the relative errors of the solutions are often close to
the optimal relative error.
Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) 0.1389 0.1087 84 24.8555 4.3696
(DPII) 0.1389 0.1087 84 24.8555 4.3696
(LC1) 0.2559 0.1169 117 24.2209 3.7349
(LC4) 0.2559 0.1169 117 24.2209 3.7349
(LC5) 0.2559 0.1169 117 24.2209 3.7349
(QO) 0.4715 0.1247 179 23.6630 3.1770
Optimal αopt 0.0754 0.1035 246 25.2819 4.7960
Table 5.7: Relative errors, number of iterates, PSNR and ISNR (both expressed
in dB) for the best regularization parameter of different regularization parameter
selection methods for an image with intermediate blurring σ = 1 and high noise
% = 0.3.
The effect of smoothing is again clearly visible in the reconstructed images of
Figure 5.11 as well as in the corresponding profiles. The Poisson noise is removed in
both images. More details of the original image can be seen in Figure 5.11a (e.g. the
buildings and the camera) than in image 5.11b. But in contrast to the images with
% = 1 the sky in the background is not so smooth. The building in the back of the
image is not so detailed reconstructed as in the previous situation (see Figure 5.10).
Little more details can be seen in the reconstructed image with the discrepancy
principles. We observe small differences in the profiles, especially around x = 150
and x = 190.
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(a) Reconstructed image with discrep-
ancy principles.
(b) Reconstructed image with L-curve
methods.
(c) Profile with discrepancy principles. (d) Profile with L-curve methods.
Figure 5.11: Reconstructed images and profiles for σ = 1 and high noise % = 0.3.
(a) Reconstruction result obtained with discrepancy principles (DPI) or (DPII) and
(b) with (LC4) or (LC5).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate y = 128 for (c) discrepancy principles (DPI) or
(DPII). (d) Profile of the images for (LC4) or (LC5).
The question arises whether we yield a good reconstruction of the noisy image if we
choose the regularization parameter high enough. We consider the noisy image with
a medium amount of blurring σ = 1 and a high noise level % = 0.3 in Figure 5.8b.
The regularization parameter is chosen as α = 20 that is twice as high as the highest
regularization parameter of the sequence in equation (5.1). We refer to Table 5.7
for the best results with different parameter choice methods for the sequence of
regularization parameter (5.1). We compare the solution for α = 20 with the results
in Table 5.7.
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The optimal relative error of this test image is 10.35% which is about 47% smaller
than the relative error obtained with α = 20, namely 19.55%. Both discrepancy
principles yield a better reconstructed image with a relative error which is about 44%
lower. The improvement of the reconstruction when we apply the quasi-optimality
criterion, which performed worst for the regularization parameter sequence 5.1, is
still 36% less than we get with α = 20. The relative errors of the L-curve methods
lie between these results and is about 40% smaller.
The worse reconstruction is also obvious if we compare the ISNR for the optimal
regularization parameter which is ISNR = −0.67 for α = 20 and ISNR = 4.80 for
α = 0.0754. The solution with a regularization parameter α = 20 is worse than the
noisy, blurred image whereas α = 0.0754 yield a clear improvement. In Figure 5.12,
we show the reconstructed image for α = 20 and it is obvious that the solution
is smoothed to much. Therefore, we conclude that a high relative error do not
yield a better reconstruction than applying the regularization parameter selection
methods. The regularization parameter should not be chosen too small or too high.
As mentioned above a too small regularization parameter does not stabilize the
minimization enough whereas a too high regularization parameter causes an over-
smoothed solution.
Figure 5.12: Reconstructed image for medium blurring σ = 1, medium noise % = 1
and a high regularization parameter α = 20.
Now we consider again 50 realizations of two special situations, % = 0.3 and % = 1.
The results are shown in Table 5.8 for an image with high noise and in Table 5.9
for an image with a medium amount of noise. The requirements of equation (4.10)
for discrepancy principle (DPI) are fulfilled for each realization and both values of
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%. Again we neglect the visual identification of the L-curve method (LC1) due to a
high amount of effort while computing all 50 realizations for two different values of
%.
% = 0.3
Selection method r¯(uα∗
k
) V ar
(
r(uα∗
k
)
)
α¯∗k PSNR(uα∗k)
(DPI) 0.1093 1.6 · 10−7 0.14 24.81
(DPII) 0.1093 1.6 · 10−7 0.14 24.81
(LC4) 0.1406 2.9 · 10−4 1.20 22.68
(LC5) 0.1421 3.5 · 10−4 1.36 22.60
(QO) 0.6679 2.5 · 10−1 0.14 13.32
(QO) (without outlier) - - - -
Optimal αopt 0.1044 2.9 · 10−7 0.07 25.21
Table 5.8: Mean r¯(uα∗
k
) and variance V ar(r(uα∗
k
)) of the relative errors, mean reg-
ularization parameter α¯∗k and PSNR(uα∗k) (expressed in dB) for the best regulariz-
ation parameter of the different regularization parameter selection methods for an
image with medium blurring σ = 1 and high noise % = 0.3.
For a high amount of noise, % = 0.3, we observe that the discrepancy principles
(DPI) and (DPII) perform identical at each realization. The average relative error
10.9% is close to the average optimal relative error of 10.4%. That indicates that the
discrepancy principles performs best in this example. During the 50 realizations of
the same situation, the relative errors of the discrepancy principles vary less than the
optimal relative error. The variance of the discrepancy principles is V ar(r(uα∗
k
)) =
1.6 · 10−7 and of the optimal relative error V ar(r(uα∗
k
)) = 2.9 · 10−7. Hence, the
discrepancy principles perform very stable.
The L-curve methods yield worse results than the discrepancy principles with
an average relative error of about 14%. But both methods (LC4) and (LC5) per-
form similar. A very high average relative error (66.8%) yields the quasi-optimality
criterion. Closer examination of this method showed that the relative error of the re-
constructed image of 28 realizations out of 50 are far away from the optimal relative
error, i.e. 56% of all realizations. Therefore, we do not consider these cases as out-
liers. The high variance V ar(r(uα∗
k
)) = 0.25 shows also the instability of the quality
of the reconstructed image. Hence, we have to have luck to get a reconstruction that
has a relative error close by the optimal relative error. Hence, the quasi-optimality
criterion is no suitable parameter choice method for high noise (% = 0.3) and the
test image “Cameraman”.
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% = 1
Selection method r¯(uα∗
k
) V ar
(
r(uα∗
k
)
)
α¯∗k PSNR(uα∗k)
(DPI) 0.0921 1.0 · 10−7 0.04 26.30
(DPII) 0.0921 1.0 · 10−7 0.04 26.30
(LC4) 0.1095 7.5 · 10−5 0.21 24.82
(LC5) 0.1135 2.4 · 10−4 0.36 24.55
(QO) 0.2010 7.6 · 10−2 0.09 23.21
(QO) (without outlier) 0.1007 1.9·10−5 0.11 25.53
Optimal αopt 0.0886 1.8 · 10−7 0.02 26.64
Table 5.9: Mean r¯(uα∗
k
) and variance V ar(r(uα∗
k
)) of the relative errors, mean reg-
ularization parameter α¯∗k and PSNR(uα∗k) (expressed in dB) for the best regulariz-
ation parameter of the different regularization parameter selection methods for an
image with medium blurring σ = 1 and medium noise % = 1.
As expected, the average relative errors are smaller if the noise is lower (% = 1).
Again, the best results yield the discrepancy principles with an average relative error
of 9.2% that is close to the average optimal relative error of 8.8%. These methods
are also very stable with a variance V ar(r(uα∗
k
)) = 1.0 · 10−7. The relative errors
of the L-curve methods lie between the relative errors of the discrepancy principles
and the quasi-optimality criterion. Now the quasi-optimality criterion has a better
performance and the relative error is in most cases close to the optimal relative error.
But outliers create a high average relative error and without them the performance
is similar to the L-curve methods (LC4) and (LC5). The performance of the quasi-
optimality criterion is very dependent on the noise level and still there are outliers
so that, we cannot rely on the reconstruction if we have only one realization of an
experiment. In our previous test image (see Section 5.3.1), the quasi-optimality
criterion creates also some outliers (Figure 5.6c) but not so much. Hence, we have
to be careful again when using the quasi-optimality criterion.
Figure 5.13 shows the results of the regularization parameter selection methods if
the noise parameter % varies.
The first observation is that the discrepancy principle (DPI) cannot be calculated
for % > 2.7 because the necessary conditions (4.10) are not fulfilled whereas the
discrepancy principle (DPII) can be used for all values of % (see Figure 5.13a). It
yields for almost all % a result that is near the best reconstructed image with the
optimal relative error. Therefore, the discrepancy principle should (DPII) be used
for this example.
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× Optimal
× (DPI)
+ (DPII)
(a) Relative error of the best result with (DPI) (blue line) and (DPII) (red line).
× Optimal
× (LC4)
+ (LC5)
(b) Relative error of the best result with (LC4) (blue line) and (LC5) (red line).
Figure 5.13: Relative error of the best result of the simulation of different % for
constant blurring σ = 1.
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× Optimal
× (DPI)
+ (DPII)
× (LC4)
+ (LC5)
× (QO)
(c) Overview of the results of the parameter selection methods: discrepancy prin-
ciples (blue lines), L-curve methods (blue lines) and quasi-optimality criterion
(green line).
× Optimal
× (DPI)
+ (DPII)
× (LC4)
+ (LC5)
× (QO)
(d) Zoom into Figure 5.13c and neglecting relative errors r(uα∗
k
) > 0.3.
Figure 5.13 (cont.): Relative error of the best result of the simulation of different %
for constant blurring σ = 1.
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The L-curve methods (LC4) and (LC5) perform similar but the relative error
is clearly different from the optimal relative error. The L-curve method (LC5)
yield slightly better results than the other L-curve method (LC4). But the main
structure of the optimal relative error is recreated by both methods. See for details
Figure 5.13b.
The performance of the quasi-optimality criterion in comparison to the other
regularization parameter selection methods can be seen in Figure 5.13c and in Fig-
ure 5.13d where we zoom into Figure 5.13c and neglected all peaks above
r(uα∗
k
) > 0.3. In the first picture, we observe that the relative error of the recon-
structed image chosen by the quasi-optimality criterion varies very much for different
amounts of noise. This substantiates our conjecture that the quasi-optimality cri-
terion is a very unstable method to choose the regularization parameter for the test
image of this section. In the second figure, we are able to compare all regularization
parameter selection methods. For most values of the parameter %, the discrepancy
principles, if necessary conditions are fulfilled, have a relative error that is closest
to the optimal relative error. The L-curve methods perform worse than the dis-
crepancy principles but much better than the quasi-optimality criterion, except for
% < 1. Therefore, we conclude that the discrepancy principle (DPII) is here the best
choice to choose the regularization parameter α.
In the last situation, we examine how the reconstructions and its qualities change
if the blurring is higher, now σ = 3. The corresponding test images are Figure 5.14a
for a high amount of noise % = 0.3 and Figure 5.14b for a medium amount of noise
% = 1. We list the results in Table 5.10. In the tests of Section 5.3.1, the results
for an image with high blurring are still close together, except the quasi-optimality
criterion. The results of the test image of this section have a greater variation,
especially for % = 0.3.
Selection % = 0.3 % = 1
method r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
) r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
)
(DPI) 0.4818 11.9246 -6.2221 - - -
(DPII) 0.4818 11.9246 -6.2221 0.1802 20.4686 0.9640
(LC1) 0.1557 21.7363 3.5896 0.1649 21.2382 1.7336
(LC4) 0.1971 19.6896 1.5429 0.1649 21.2382 1.7336
(LC5) 0.1971 19.6896 1.5429 0.1649 21.2382 1.7336
(QO) 0.4011 13.5192 -4.6275 0.1451 2.3519 2.8473
Optimal αopt 0.1515 21.9735 3.8268 0.1410 22.5975 3.0929
Table 5.10: Relative errors, PSNR and ISNR (both expressed in dB) for the best
regularization parameter of the different regularization parameter selection methods
for an image with high blurring σ = 3 and high noise % = 0.3 (left side) and medium
noise % = 1 (right side).
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In general, the results are now more different to the previous results. For high
noise, % = 0.3, L-curve method (LC1) is now the best method with a relative
error of 15.6% and very near to the optimal relative error 15.2%. The discrepancy
principles, which are the best method for σ = 1 in most situations, has now the worst
performance and the quality of the reconstruction is even worse than the quality of
the noisy and blurred image which shows the negative ISNR. The quasi-optimality
criterion yields a similar behavior.
(a) Blurred, noisy image SNR = 12.02.
High blurring σ = 3.
High noise % = 0.3.
(b) Blurred, noisy image SNR = 22.48.
High blurring σ = 3.
Middle noise % = 1.
(c) Reconstructed image with (LC1) for
high noise % = 0.3. Best reconstruction.
(d) Reconstructed image with (QO) for me-
dium noise % = 1. Best reconstruction.
Figure 5.14: Blurred, noisy images for high blurring σ = 3 and (a) high noise
% = 0.3 and (b) medium noise % = 1.
Reconstructed images (c) for high noise with (LC1) and (d) for medium noise with
quasi-optimality criterion.
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When we lower the amount of noise, i.e. % = 1, we get better reconstructions.
No reconstruction is worse than the noisy and blurred image, i.e. positive ISNR.
Nevertheless, the discrepancy principles perform as bad as in the case of a high
amount of noise. Discrepancy principle (DPI) cannot be calculated because the
conditions (4.10) are not satisfied and discrepancy principle (DPII) has only a small
improvement of the noisy image and a high relative error. In this situation the
quasi-optimality criterion yields the best reconstruction and is closest to the optimal
relative error. The performance of the L-curve methods is identically and lie between
the quality of the discrepancy principles and the quasi-optimality criterion.
Figures 5.14c and 5.14d show the results of the best regularization choice methods
for high noise and medium noise, respectively, i.e. on the left side L-curve method
(LC1) and on the right side the quasi-optimality criterion. We see the main com-
ponents of the image, but details are hardly visible. The reason lies in the high
blurring of the test image that is hard to remove.
At the end of this section, we summarize the results for the test image and its
noisy versions in Figure 5.8. If intermediate blurring σ = 1.5 is present, the regu-
larization parameter selection methods perform more different than in our tests in
Section 5.3.1. The relative errors of the discrepancy principles and the L-curve meth-
ods are close together. In contrast to the previous test image the quasi-optimality
criterion yields often very bad reconstructions and the discrepancy principles the
best ones. If we lower the value of the parameter K for % = 1, the quality of the
resulting image with quasi-optimality criterion improves and is comparable with the
image achieved by the discrepancy principles. If more noise is present in the image,
e.g. % = 0.3, the discrepancy principles are the best regularization parameter selec-
tion method. We observed in both tests (% = 0.3 and % = 1) that both discrepancy
principles perform equally. As the profiles showed, the image is good reconstructed
and even most of the high peaks have a good reconstruction. The L-curve methods
produce slightly over-smoothed solutions.
When we simulated two situations 50 times, we observed for % = 0.3 that the
relative errors of the quasi-optimality criterion are very often far away from the
optimal relative error and we cannot consider these reconstructions as outliers. For
a medium amount of noise the number of such solutions sinks, so that they can be
neglected as outliers. But this result shows us that the quasi-optimality may yield
very different reconstructions and that we have to be more careful when applying the
quasi-optimality criterion than using the previous test image. Again the discrepancy
principles produced the best reconstructions with a small variance of the relative
errors during 50 realizations.
The simulation of 50 different % showed that the performance of the discrepancy
principles are almost equal and that the conditions for the discrepancy principle
(DPI) are not fulfilled for noise parameter % > 2.7. Again the quality of the recon-
structions obtained with the quasi-optimality criterion is very different. Sometimes
the relative errors are close to the optimal relative error and sometimes they are
far away. This emphasizes the instability of the quasi-optimality criterion when a
different amount of noise is present because small changes of % may cause high relat-
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ive errors. The discrepancy principle (DPII) is the most stable parameter selection
method for different % and the test image of this section. The L-curve methods per-
form also better than the quasi-optimality criterion and worse than the discrepancy
principles.
In the last considered situation (σ = 4), the parameter selection methods perform
reverse, i.e. the discrepancy principles produce now the worst solutions and not the
best any more. The solutions are even worse than the noisy and blurred image.
Therefore, we suppose that high blurring influences the reconstructions very much.
In the previous test image we observed that the blurring influences the solution less
than the amount of noise. A reason could be the higher amount of details in the
test image “Cameraman” in contrast to the very simple structure of the test image
before.
Finally, we state for the test image “Cameraman” that the relative errors of the
considered regularization parameter selection methods are not so close together as
before. If the blurring of the image is not too high, the best results are produced
by the discrepancy principles (DPI) and (DPII). Especially the second discrepancy
principle should be chosen, because the conditions for discrepancy principle (DPI)
are not always fulfilled. The worst results yield the quasi-optimality criterion inde-
pendent of the amount of blurring and we have to be very careful if we calculate
the regularization parameter α with this method. The relative errors of the L-curve
methods lie between these extremes.
5.3.3 Real PET data
In the following, we consider real data from positron emission tomography (PET)
which is a biomedical imaging technique to visualize physiological and biochemical
processes, e.g. a blood flow. This method is often applied for instance to detect
tumors or regions of the heart that is influenced by a coronary artery disease. In
PET, the data is recorded by injecting radioactive tracers into the blood circulation
and counting photons during the decay of the tracer. Tracers are substances which
are marked with radionuclides, so-called radiopharmaceuticals. The choice of the
tracer is dependent on the molecules which should be studied. Radioisotopes are
suitable markers which decay by emitting a positron. The patient lies on the back
in the tomography device which is a circular configuration of detectors. The emitted
positron annihilates with an electron almost immediately and emits two positrons
in opponent directions, i.e. with an angle of 180◦ to each other. Opposing detectors
capture them in coincidence so that it can be considered as a straight line through
the body where the decay occurred. During a fixed time interval, the number of
decay events at each line are counted and stored. An image reconstruction algorithm
is applied to make the underlying radioactive distribution visible. The number of
counts at each line is small as the dose of the radioactive tracer is small as well.
Therefore we assume that the data is Poisson distributed. For further information
about PET see e.g. [13, 110] and the references therein.
In our numerical study, we use the resulting image of the image reconstruction
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algorithm of size 175 × 175 for a data acquisition time of 20 minutes as our ‘true’
image with high count rates. Two images with shorter time intervals, 1 minute and
5 seconds acquisition time, are considered as the noisy data with low count rates.
Figure 5.15 shows a transversal view of a heart after 20 minutes (Figure 5.15a),
1 minute (Figure 5.15b) and after 5 seconds (Figure 5.15c) acquisition time.
(a) 20 minutes. ‘True data’.
Figure 5.15: Transversal view: (a) 20 minutes, (b) 1 minute and (c) 5 seconds ac-
quisition time for data.
(b) 1 minute. Noisy data. (c) 5 seconds. Noisy data.
Figure 5.15 (cont.): Transversal view: (a) 20 minutes, (b) 1 minute and
(c) 5 seconds for data acquisition time.
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On the lower area of the image, we see the spine and on the area above the
heart. Left and right of each picture are the costal arch. Red and yellow parts of
the image show a high concentration of the tracer. Shorter acquisition times have
several advantages, e.g. the time of treatment for each patient is shorter and the
costs of a PET examination for each person may sink.
The data were provided by the research group of Prof. Dr. Martin Burger at
Westfälische Wilhelms-Universität Münster.
In the two-dimensional case, the measured data, which are blurred and noisy, can
be modeled as a Poisson process with a mean that is given by the Radon transform.
This is a simple model of 2D-PET data neglecting e.g. attenuation effects. For
details see [110, 111] and the references therein. On the other side, the blurring can
be modeled via a convolution with a convolution kernel that is assumed to be known
and the blurred image is the mean of the Poisson process [115, 116]. Because we
want to evaluate the performance of the regularization parameter selection methods
from Chapter 4, we assume that the two-dimensional PET data are generated by a
convolution with a Gaussian kernel. A first question is the value of the parameter
σ of the Gaussian kernel.
For real data, the values of parameter σ and % are unknown. For the reconstruction
of the true image the knowledge about the value of the parameter σ is used to
undo the blurring of the noisy data that arises by a short acquisition time of data.
The parameter % is mainly used to select the regularization parameter with the
discrepancy principles among all possible reconstructions. It has no influences on
the selection of α with the L-curve methods or the quasi-optimality criterion. In the
regularization of our synthetic data, the parameter % has an influence because of the
generation of the noisy data by equations (4.1) and (4.2). Due to this generation,
we get different reconstructions for different values of %. For real data, we have only
one realization and assume that the parameter % is contained in the noisy image.
But the selection of the regularization parameter with the L-curve methods and the
quasi-optimality criterion do not involve the parameter %.
Due to high computing times of the algorithm described in Section 5.2 for the
present visualized PET data , we scale the true u† as well as the noisy image v onto
the interval [0, 255]. Both test images in Sections 5.3.1 and 5.3.2, respectively, have
values in this region. Therefore, our scaling for an image t = u, v (true or noisy
image) is
tscale =
t
tmax
w
where w = 255 is the maximal value of the interval and
tmax = max1≤i≤n ti
the maximal value of the image t. The solution is an image that is scaled. Without
scaling, our numerical experiment with Matlab from The MathWorks and the de-
scribed algorithms fail to yield solutions of the minimization problem.
94
5.3 Numerical results
The scaling does not influence the measures r(uαk), ISNR and PSNR of the
performance.To calculate the PSNR of the solution which is scaled reversely, we
have to choose the parameter w in (5.3) as w = umax.
At first, we are interested in the values of % and σ and therefore we evaluate the
relative error for different values of σ for constant % = 1 in the following Table 5.11.
1 min acquisition time 5 sec acquisition time
σ r(uα∗
k
) σ r(uα∗
k
)
without convolution 0.2106 without convolution 0.5498
0.1 0.2106 0.5 0.5497
0.3 0.2107 1 0.5397
0.4 0.2113 1.5 0.5320
0.5 0.2125 2 0.5234
1 0.2222 3 0.5124
2 0.2494 4 0.5190
3 0.2937
Table 5.11: Relative errors of the reconstruction for different σ for the noisy images
with 1 minute acquisition time (left side) and 5 seconds acquisition time (right side)
and constant parameter % = 1.
For the image with 1 minute acquisition time, we choose σ = 0.3 because lower
values do not yield sensible results when using the L-curve method to determine
the regularization parameter. The second image was created with only 5 seconds
acquisition time and we choose the blurring parameter as σ = 3. The short acquis-
ition time creates a higher blurred and noisy image that has to be smoothen much
more. It is obvious that the relative errors of the image with 5 seconds acquisition
time is much higher than with 1 minute acquisition time.
After determining the value of the blurring parameter σ, we seek for the value of
the noise parameter %. As mentioned before, % influences only the discrepancy prin-
ciples (DPI) and (DPII) directly. Therefore, we compute the solutions for different
rho only for those regularization parameter selection methods. The relative errors
are shown in Figure 5.16.
It is obvious that both discrepancy principles perform similar. For some situ-
ations the discrepancy principle (DPII) has a smaller relative error. But these
relative errors are greater than the optimal relative error of 21%. Both regulariza-
tion parameter choice methods can be seen in comparison to the other methods in
Figure 5.16 as well as in Table 5.12. We display the best results for both discrep-
ancy principles. These results can be achieved for % ≥ 4.2 for discrepancy principle
(DPI) and % ≥ 3.9 for discrepancy principle (DPII). We constructed the generation
of different noisy data in Chapter 4 so that high % corresponds to a low noise level
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and low % to a high noise level. We have to verify if this model of noisy data also
fit to real PET data.
× Optimal
× (DPI)
+ (DPII)
× (LC4)
+ (LC5)
× (QO)
Figure 5.16: Relative error of the best result of the simulation of different % for
constant blurring σ = 0.3 and image with 1 minute acquisition time.
The results for each parameter selection method is listed in Table 5.12. The best
result of both discrepancy principles is shown for % ≥ 4.2 and % ≥ 3.9, respectively.
We observe that the regularization parameter that should be chosen is very different,
but the relative errors of the L-curve methods (LC4) and (LC5) as well as the
quasi-optimality criterion are close to the optimal relative error around 21%. These
methods perform equally that we see also at the almost same PSNR. But the
reconstruction is slightly worse than the noisy image. Both discrepancy principles
yield the same reconstructed image but performs worse than the former mentioned
methods. The worst performance is achieved by the L-curve method (LC1). The
quality of the reconstructed images with L-curve method (LC4) or (LC5) or the
quasi-optimality criterion is similar to the quality of the noisy image because of the
small absolute value of the ISNR. Nevertheless the reconstructed images are not
as good as in the test images before due to the negative ISNR. The reason may
be for instance the applied algorithm or the structure of the image with many black
regions and therefore small photons impinging at each pixel. Further research may
also improve the quality of the reconstructions with the considered regularization
choice methods.
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Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) (% ≥ 4.2) 0.4715 0.2493 56 32.1365 -1.2167
(DPII)(% ≥ 3.9) 0.4715 0.2493 56 32.1365 -1.2167
(LC1) 1.5999 0.3195 138 28.4994 -4.8809
(LC4) 3.2 · 10−8 0.2172 39 33.3593 -0.0209
(LC5) 3.7 · 10−7 0.2172 117 33.3593 -0.0209
(QO) 2.3 · 10−6 0.2172 22 33.3594 -0.0209
Optimal αopt 0.0409 0.2107 129 33.6229 0.2426
Table 5.12: Relative errors, number of iterates and PSNR (expressed in dB) for
the best regularization parameter of different regularization parameter selection
methods for the image with 1 minute acquisition time (Figure 5.15b), σ = 0.3 and
intermediate noise % > 2.4.
To illustrate the solutions, we present in Figure 5.17 the reconstructions with the
discrepancy principles (Figure 5.17a) and the best reconstructed image with either
L-curve methods (LC4) or (LC5) or the quasi-optimality criterion (Figure 5.17b).
The corresponding profiles of the reconstructions with undone scaling are shown in
comparison to the noisy image with 1 minute acquisition time and the true image
with 20 minutes acquisition time.
In both figures, we see the main structures of the true image. The reconstruction
computed by the discrepancy principles are more smoothed. But high intensities,
displayed with red colors, which can be seen in the true image are not reached.
Hence, high concentrations of the tracer are not found completely. This is very
obvious in the profile 5.17c where the high peaks are not reached by the graph of
the reconstructed image.
On the other side, the L-curve methods (LC4) and (LC5) as well as the quasi-
optimality criterion (QO) reconstruct these peaks much better. The image is not
smoothed so much and shows also some concentration in the spine (light blue color).
But these methods do not find the concentration of the tracer completely, too.
At last, we examine a highly disturbed test image (Figure 5.15c) of PET data
with only 5 seconds acquisition time. The first aim is again to determine the blur-
ring parameter σ and then the noise parameter %. Afterwards, we consider the
reconstructions achieved by the different parameter selection methods.
In Table 5.11 we list the relative errors for constant % = 1 and different σ. The
best solution is found for the blurring parameter σ = 3 which is much higher than
the noisy image with 1 minute acquisition time. The higher blurring parameter
indicates that a higher smoothing of the original noisy image is needed to recover
the true image.
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(a) Reconstructed image with (DPI) or
(DPII).
(b) Reconstructed image with (LC4),
(LC5) or (QO).
(c) Profile with discrepancy principles. (d) Profile with (LC4), (LC5) or (QO).
Figure 5.17: Reconstructed images and profiles for σ = 0.3, % ≥ 4.2 and 1 minute
acquisition time.
Reconstruction result obtained with (a) (DPI) or (DPII) and (b) (LC4), (LC5) or
quasi-optimality criterion (QO).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate x = 105 for (c) discrepancy principles (DPI) or
(DPII) and (d) (LC4), (LC5) or quasi-optimality criterion.
In Figure 5.18, we present the relative errors for different values of %.
Again, we observe that the discrepancy principle (DPI) can be used for a limited
number of noise parameter, here % ≤ 1.1 (Figure 5.18). The required conditions are
not fulfilled for higher values of %. On the other side the discrepancy principle (DPII)
yields sensible reconstructions only for % ≤ 1. For noise parameters % ∈ [0.1, 1.1], the
reconstruction with discrepancy principle (DPII) has lower or identical relative errors
as the image obtained with discrepancy principle (DPI), so it can be favored among
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both principles. Both L-curve methods (LC4) and (LC5) yield worse reconstructions
than the quasi-optimality criterion and the results are again independent of %.
× Optimal
× (DPI)
+ (DPII)
× (LC4)
+ (LC5)
× (QO)
Figure 5.18: Relative error of the best result of the simulation of different % for
constant blurring σ = 3 and image with 5 seconds acquisition time.
In Table 5.13 we present the relative errors of each parameter selection method.
We list the best result among all noise parameters for both discrepancy principles.
Here appears a difference to the previous PET test image, because we achieve the
best reconstructions at different noise level, namely % = 1 for discrepancy principle
(DPI) and % = 0.8 for discrepancy principle (DPII). Then the reconstructions are
close or equal to the solution with the optimal relative error, but we have still an
error about 51%. The L-curve methods as well as the quasi-optimality criterion
perform much worse with more iterates and a higher relative error, 64% and 61%,
respectively.
When we considered synthetic noisy test images in Sections 5.3.1 and 5.3.2, we
used the parameter % to create different amounts of noise and stated that small noise
parameters generate highly noisy images and a high % an image with a low amount
of noise. For the image with 1 minute acquisition time, % ≥ 4.2 should be chosen to
get a good reconstruction with both discrepancy principles. Here, we have to choose
% = 0.8 or % = 1 that is much smaller than before. Therefore, the real data fit to
our assumption that small % causes high noise and vice versa. Only the discrepancy
principle leads to a solution of the minimization problem with a higher quality of
the reconstructed image than the quality of the noisy image that can be seen at the
positive ISNR for (DPII).
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Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) (% = 1) 0.0754 0.5132 73 25.8907 -0.2428
(DPII) (% = 0.8) 0.1389 0.5124 59 25.9055 0.6689
(LC1) 5.4287 0.6449 254 23.9065 -0.2428
(LC4) 5.4287 0.6449 254 23.9065 -0.6279
(LC5) 5.4287 0.6449 254 23.9065 -1.3052
(QO) 2.9471 0.6161 207 24.3035 -0.9277
Optimal αopt 0.1389 0.5124 59 25.9055 0.6689
Table 5.13: Relative errors, number of iterates and PSNR (expressed in dB) for
the best regularization parameter of different regularization parameter selection
methods for image with 5 seconds acquisition time (Figure 5.15c), σ = 3 and noise
% = 1 and % = 0.8, respectively.
Again, we illustrate the solutions in Figure 5.19 with the discrepancy principle
(DPII) (Figure 5.19a) which is the best solution and the L-curve methods which are
the worst reconstructions (Figure 5.19b), as well as its corresponding profiles.
In the best reconstruction, the main parts of the high concentration of the tracer
is visible as well as more details than in the worst solution. But the height of
the concentration (red parts in Figure 5.15) are not visible. It is obvious that the
blurring is mainly removed. Nevertheless, the true image in Figure 5.15a is not
well reconstructed. L-curve methods find solutions that are not as good as the
discrepancy principles.
This is also illustrated in the profiles 5.19c and 5.19d for constant x = 105. The
smoothing of the noisy and blurred image is clearly visible as well as the failure to
reconstruct high peaks, e.g. y = 100. The discrepancy principle (DPII) achieve to
recreate small peaks around y = 50 and y = 80. The peaks of the solution of the
L-curve methods are less good recreated. Therefore, we state that the discrepancy
principles achieve a better reconstruction than the L-curve methods or the quasi-
optimality criterion.
Finally, we summarize the results of the reconstruction of real PET data. If we
have data with 1 minute acquisition time, the quality of the reconstructed image
is equal to the quality of the noisy image. The blurring parameter σ is smaller
and the noise parameter % higher than the image with only 5 seconds acquisition
time. Therefore, the first image has to be smoothed less than the second PET test
image and has a lower amount of noise. Nevertheless, the relative error is still about
21% and the error of the reconstruction of the second image is much higher. In the
first image, the results of the different regularization parameter selection methods
are close together. The L-curve methods (LC4) and (LC5) as well as the quasi-
optimality criterion yield the best results followed by the discrepancy principles.
We get the worst results with L-curve method (LC1).
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(a) Reconstructed image with (DPII).
Best reconstruction.
(b) Reconstructed image with (LC1),
(LC4) or (LC5).
Worst reconstruction.
(c) Profile with (DPII). (d) Profile with (LC1), (LC4) or (LC5)
Figure 5.19: Reconstructed images and profiles for σ = 3, % = 0.8 and 5 seconds
acquisition time.
Reconstruction result obtained with (a) (DPII) and (b) (LC1), (LC4) or (LC5).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate x = 105 for (c) (DPII) and (d) (LC1), (LC4) or
(LC5).
The other test image needs a higher σ to remove the higher blurring and a smaller
noise parameter % = 0.8 or % = 1 instead of % ≥ 4.2 for the image with 1 minute
acquisition time. The different values of % for different noisy images support our
model (4.1) and (4.2) and the dependence of the discrepancy principles on an ad-
ditional noise parameter. The discrepancy principles are close together and yield
the best results, but need different values of %. The reconstructions with L-curve
methods are the worst ones and the reconstructed image with the quasi-optimality
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criterion is inbetween.
5.4 Conclusions
In the previous Sections 5.3.1-5.3.3, we have examined three different types of im-
ages. The first test image has been a very simply image, then we have considered
an image with a medium amount of details and finally we have tested real PET
data. For the first two images, we construct noisy versions from the true image
with equations (4.1) and (4.2). For real data, we have sought for the blurring para-
meter σ and the noise parameter %, before we have considered the performance of
the regularization parameter selection methods. Our experiments have shown that
the reconstruction with the selection methods is dependent on the structure of the
image.
For the simple image in Section 5.3.1, we have found out that the relative errors
of the considered regularization parameter selection methods are close together.
Hence, the quality of the reconstructed images is close together, too. Among all
considered parameter selection methods the visual identification of the corner of the
L-curve (LC1) is the best method followed by the discrepancy principle (DPII). This
discrepancy principle performs in most situations slightly better than discrepancy
principle (DPI). Due to a higher variability of the quality of the reconstructions,
we have to be careful when choosing the regularization parameter with the quasi-
optimality criterion.
The relative errors of the selection methods for the second test image with a higher
amount of details (Section 5.3.2) are not so close together as in the first test im-
age. If the blurring of the image is low, the best reconstructions are yielded by the
discrepancy principles (DPI) and (DPII). Especially discrepancy principle (DPII)
should be chosen, because the conditions for discrepancy principle (DPI) are not
always satisfied. We yield the worst results when we choose the regularization para-
meter according to the quasi-optimality criterion where every amount of blurring
has generated such worse solutions. Again, we have to be very careful if we calculate
the regularization parameter with this method. The results of the L-curve methods
lie between these extremes.
For real PET data, we have obtained that the blurring parameter σ is smaller
for an image with 1 minute acquisition time and the noise parameter % higher than
for an image with only 5 seconds. Therefore, the first image has to be smoothed
less than the second PET test image and has a lower amount of noise. For the
first PET image, the results with the different regularization parameter selection
methods are close together whereas the relative errors of the second PET image
are more different. The L-curve methods (LC4) and (LC5) as well as the quasi-
optimality criterion yield the best results followed by the discrepancy principles
for an image with 1 minute acquisition time. The second PET test image is best
reconstructed with the discrepancy principles but need different values of % and we
obtain the worst reconstructions with the L-curve methods. The different values
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of % for different noisy images support our noise model (4.1) and (4.2) and the
dependence of the discrepancy principles on an additional noise parameter.
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6 Case studies with Gaussian fitting
functional
The Tikhonov-type regularization method for Poisson distributed data has been
introduced in Chapter 3 and examined in Chapter 5. It is based on the Kullback-
Leibler functional as fitting functional and total variation as stabilizing functional.
This method is derived via MAP estimation (see Section 3.3).
Now, we are going to compare this method with the classical Tikhonov regulariz-
ation described in Section 6.1 for a Banach space setting. This method was designed
especially for noise which is Gaussian distributed. Hence, we examine the perform-
ance of a method that does not fit to Poisson data. Therefore, we expect worse
results for the classical Tikhonov regularization than Tikhonov-type regularization
with Kullback-Leibler fitting functional. For verification of this conjecture, we give
again a detailed numerical study (Section 6.2) for the three different test images of
Chapter 5
6.1 Regularization method and its numerical
computation
The classical Tikhonov regularization [64, 118] of equation (3.6) is a widely used
method to overcome the difficulties of inverse problems mentioned in Section 3.1.
We assume that U and V are Banach spaces. Let A : D(A) ⊆ U → V be a linear
operator between these spaces with domain D(A) representing the image blurring.
Now, we set the fitting functional
S(Au, v) := 12 ||Au− v||
2
V (6.1)
and get the objective function
T T ikhα,v (u) =
1
2 ||Au− v||
2
V + Ωβ(u). (6.2)
The norm on the Banach space V is denoted by ||.||V . The total variation is chosen
as the stabilizing functional, see for details Section 3.2.2. Note that a general form
of
S(Au, v) := 1
p
||Au− v||pV with p ∈ (0,∞)
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is also possible.
This situation is examined e.g. in [1, 120] and serves as a comparison to the
minimization problems 3.2 and 3.8 with the generalized Kullback-Leibler-functional.
Actually, the noisy data has to satisfy equation (3.7) and a certain noise level is
given. But in our case, we do not have such noisy data because of Poisson distributed
data.
The Banach spaces are chosen as U := BV (D) ⊂ L1(D) and V := L1(D) with a
nonempty, open and bounded subset D ⊂ R2 as defined in Section 3.4.1. Because
the situation (6.1)-(6.2) is a special case of the Tikhonov-type regularization that is
described in Chapter 3, the existence, uniqueness and stability of a solution can be
guaranteed. This is also verified in early work of Acar and Vogel [1].
In summary, we define the Tikhonov regularization with a total variation penalty
as follows.
Definition 6.1 (Tikhonov regularization with a total variation penalty) We define
the Tikhonov regularization of original data u ∈ U and noisy data v ∈ V as
T T ikhα,v := S(Au, v) + αΩβ(u)→ min, subject to u ∈ C (6.3)
with a regularization parameter α > 0, fitting functional
S(Au, v) = 12 ||Au− v||
2
V
and penalty term
Ωβ(u) =
∫
D
√
|∇u|2 + β2dx.
The region C is defined as C = {u ∈ L1(D) : u ≥ η almost everywhere}.
The fitting functional S(Au, v) as well as the stability term satisfy Assumption
3.1, so that the existence, stability and convergence of the solution of minimization
problem 6.3 is guaranteed. See for details on existence, stability and convergence
the Theorems 3.1-3.3.
For the numerical computation we need the gradient of the objective function
(6.3). Now, we assume that minimization (6.3) is discretized according to Sec-
tion 3.4.1 and the resulting matrices are ordered lexicographical as in Definition 3.7.
Therefore, the gradient is
∇T T ikhα,v (u(k)) = AT (Au− v) + αL(u)u
with L(u) from equations (3.33) and (3.34).
For our numerical study, we use a simple algorithm “Steepest descent for total
variation-penalized least squares” described in [120, p. 135] which is considered as
similar to the approach of Rudin, Osher and Fatemi [108]. For completeness we
recall it in Algorithm 3.
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The algorithm performs a line search which is basically identical to the line search
in Algorithm 1. If we choose the parameter M = 1 there, then we get the known
Armijo rule [11] which is applied in Algorithm 3. The difference between both
algorithms is the objective function Tα,v and the choice of the search direction.
Algorithm 3 Steepest descent for total variation-penalized least squares
1. Initialization. Choose a starting point u(0) ∈ C and parameters θ, γ ∈ (0, 1).
for k=0,1,2,. . . do
2. Descent direction. d(k) = −∇T T ikhα,v (u(k))
3. Line-search. Set λk = 1.
while TTikhα,v (u(k)+λkd(k))>TTikhα,v (u(k))+γλk∇TTikhα,v (u(k))Td(k)
do
λk = θλk
end while
4. Update. Set u(k+1) = u(k) + λkd(k).
end for
We stop the computation if
|T T ikhα,v (u(k+1))− T T ikhα,v (u(k))| ≤ tol · T T ikhα,v (u(k+1)) (6.4)
is satisfied. This is done analogous to the stopping criterion (5.5). The parameters
are chosen identical to the parameter in SGP of Algorithm 1 as tol = 10−5, θ = 0.4,
γ = 10−4.
6.2 Numerical results
In this section, we compare the numerical results from Section 5.3 with the numer-
ical results when applying Tikhonov regularization (6.3) to evaluate if the Kullback-
Leibler fitting functional performs better than the standard Tikhonov fitting func-
tional. We use again the test images from the previous chapter. We refer to the
Tikhonov-type regularization with Kullback-Leibler fitting functional and total vari-
ation (see Definitions 3.2 and 3.8) as ‘Kullback-Leibler regularization’ and denote
the minimization functional by TKLα,v (u). The regularization problem with standard
fitting functional and total variation penalty from Definition 6.1 is simply indicated
as ‘Tikhonov regularization’ to avoid complicated formulations.
6.2.1 Test image with sharp edges
Here, we want to reconstruct the simple test image of Figure 5.1a in Section 5.3.1
from the noisy images in Figure 5.2. When computing the Tikhonov regularization
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for this test image, we often have to raise the tolerance in equation (6.4) to
tol = 10−4. The reason is a very high computing time of each iteration step. This
is one of the disadvantages of either the regularization method in Definition 6.1 or
Algorithm 3.
Figure 6.1 presents the relative errors (5.2) of the Tikhonov regularization with
total variation penalty for the three noisy images in Figure 5.2 in comparison to the
relative errors of the Kullback-Leibler regularization of the minimization problems
defined in Definitions 3.2 and 3.8, respectively.
(a) High noise % = 0.3. (b) Middle noise % = 1.
(c) Low noise % = 5.
Relative error
♦ Optimal
NM (DPI)
HO (DPII)
JC (LC1)
 (LC4)
•◦ (LC5)
F9 (QO)
Figure 6.1: Relative errors for the best reconstructed images with Tikhonov regu-
larization (black line) applying different regularization parameter selection methods
for different amount of noise and constant blurring σ = 1.5 in comparison with the
Kullback-Leibler ansatz (blue line) in logarithmic scales.
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First of all, we observe that the relative errors of the Kullback-Leibler regulariza-
tion vary more than the relative errors of the Tikhonov regularization. For most of
the regularization parameters α > 0, the relative error obtained with the Kullback-
Leibler regularization is lower. But for some α > 0 the relative error achieved by
the Tikhonov regularization is smaller. This is true for small or relatively high reg-
ularization parameters. But the optimal relative error (see Definition 5.1) and the
relative errors of almost all solutions chosen by the different parameter selection
methods are smaller when Kullback-Leibler regularization is applied.
For all three noise levels, the results of the Tikhonov regularization with the
considered regularization parameter methods, except the quasi-optimality criterion,
are close together. The quasi-optimality criterion fails to yield a good reconstruction
of the noisy image. The relative error is much higher than the relative error of the
other regularization methods, e.g. for high noise it is about 90% and for low noise
25%. By lowering the termination parameter K in equation (4.17), the solution
improves. For an example see the displayed results for σ = 1.5 and % = 1 in
Table 6.1 where the best choice for α is α = 10. The best regularization parameter
α = 10 is also achieved for % = 0.3 and % = 5 if K = 15 and the relative errors vary
between 6.6% and 7% for all considered noise levels. Hence, the quasi-optimality
criterion performs as good as the other regularization parameter selection methods.
For a high amount of noise, the relative errors of the Kullback-Leibler regulariza-
tion with L-curve method (LC1) and quasi-optimality criterion are not smaller than
the optimal relative error of the Tikhonov regularization. Here, the Tikhonov regu-
larization has a little advantage against the Kullback-Leibler regularization. But if
one selects a regularization parameter only a little bit smaller than the α found by
the parameter selection methods with Tikhonov regularization, the Kullback-Leibler
regularization yields better solutions. Even the quasi-optimality criterion performs
better for the latter regularization method.
After these general observations of the performance of the Tikhonov regulariza-
tion, we want to look closer at the results for an image with a medium amount of
noise (see Table 6.1 and Figure 6.2).
As mentioned before, the quasi-optimality criterion performs worst in comparison
to the discrepancy principles and L-curve methods. This is also obvious when we
look at the ISNR. The solution found by the quasi-optimality criterion is even
worse than the noisy and blurred image.
The best reconstruction can be achieved by the discrepancy principle (DPI) and
the L-curve method (LC5) with an relative error of 6.3% but the Kullback-Leibler
regularization has a better performance, because all three L-curve methods achieve
the best solution with an error of 4.8%. Even the quasi-optimality criterion and
the discrepancy principles yield better solutions when the Kullback-Leibler fitting
functional is used.
In Figure 6.2 we illustrate the best and worst reconstruction with the norm fitting
functional as well as the corresponding profiles. The best solution in Figure 6.2a
removes most of the Poisson noise and blurring.
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Selection TKLα,v (u) T T ikhα,v (u)
method α∗k r(uα∗k) ISNR(uα∗k) α
∗
k r(uα∗k) ISNR(uα∗k)
(DPI) 0.4715 0.0547 6.6767 2.9471 0.0633 5.4216
(DPII) 0.4715 0.0547 6.6767 5.4287 0.0638 5.3103
(LC1) 0.1390 0.0477 7.8667 0.8685 0.0740 4.0274
(LC4) 0.1390 0.0477 7.8667 10 0.0662 4.9893
(LC5) 0.1390 0.0477 7.8667 2.9471 0.0630 5.4216
(QO) (K = 26) 0.4715 0.0547 6.6767 2.3·10−6 0.5013 -12.5921
(QO) (K = 15) 0.4715 0.0547 6.6767 10 0.0662 4.9893
Optimal αopt 0.1390 0.0477 7.8667 2.9471 0.0633 5.4216
Table 6.1: Relative errors and ISNR (expressed in dB) for the best regularization
parameter of different regularization parameter selection methods for an image with
intermediate blurring σ = 1.5 and intermediate noise % = 1 for the Kullback-Leibler
regularization (left) and Tikhonov regularization (right).
A look at the profile (Figure 6.2c) makes clear that the main structure of the image
is reconstructed, i.e. the blurring is removed, but the details (e.g. the straight lines)
vary more than the corresponding profile of the Kullback-Leibler regularization in
Figure 5.4c. On the other side, the blurring is removed in the worst reconstruction
but the noise is increased. The reconstruction of the sharp edges and the increasing
noise can be seen also in the corresponding profile.
We have repeated this simulation (σ = 1.5, % = 1) several times. The simulation
showed that the solutions obtained by the quasi-optimality criterion differ very much
and they are much worse than the noisy, blurred test image. The most stable
regularization parameter selection methods are the discrepancy principle (DPI) and
the L-curve methods (LC4) and (LC5).
In Figures 6.3a and 6.3, we present the relative errors of the best solutions of the
regularization parameter selection methods for different noise level.
The first Figure 6.3a shows the relative errors of the discrepancy principles (DPI)
and (DPII) of the Tikhonov regularization (red lines) in comparison to the results
of the Kullback-Leibler regularization (blue lines).
As a reference of the best possible result, we give also the optimal relative er-
rors (black line) obtained with Kullback-Leibler regularization. It is clearly visible
that the discrepancy principles with Kullback-Leibler approach yield the best re-
construction, except for very small α. Therefore this ansatz performs better than
the classical Tikhonov regularization. A similar result can be found for the L-curve
methods (LC4) and (LC5) whereas the relative errors are closer together and vary
more than the discrepancy principles. Again the Kullback-Leibler regularization
is better. At last, we look at the performance of the quasi-optimality criterion.
For five noise levels, the Tikhonov regularization has smaller relative errors. But
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we considered these results as outliers before, because the relative error is in only
10% of all considered noise level so high. In most situations the Kullback-Leibler
regularization yields the better reconstructed images.
(a) Reconstructed image with (DPI) or
(LC5). Best reconstruction.
(b) Reconstructed image with (QO).
Worst reconstruction.
(c) Profile with (DPI) or (LC5). (d) Profile with (QO).
Figure 6.2: Reconstructed images and profiles for σ = 1.5 and intermediate noise
% = 1.
Reconstruction result obtained (a) with (DPI) or (LC5) and (b) with (QO).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate y = 128 (c) for (DPI) or (LC5) and (d) for (QO).
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× Optimal (KL)
× (DPI)
+ (DPII)
× (DPI)
+ (DPII)
(a) Relative error of the best result with discrepancy principles for Tikhonov
regularization (red lines) and Kullback-Leibler regularization (blue lines).
× Optimal (KL)
× (LC4)
+ (LC5)
× (LC4)
+ (LC5)
(b) Relative errors of the best result with L-curve method (LC4) and (LC5) for
Tikhonov regularization (red lines) and Kullback-Leibler regularization (blue lines).
Figure 6.3: Relative errors of the best reconstructions for different amount of noise
for constant blurring σ = 1.5 and different parameter choice methods for Tikhonov
regularization (red lines), Kullback-Leibler approach (blue lines) and the optimal
relative error of Kullback-Leibler regularization (black line).
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× Optimal (KL)
× (QO)
+ (QO)
(c) Relative errors of the best result with quasi-optimality criterion for Tikhonov
regularization (red line) and Kullback-Leibler regularization (blue lines).
Figure 6.3 (cont.): Relative errors of the best reconstructions for different amount
of noise for constant blurring σ = 1.5 and different parameter choice methods for
Tikhonov regularization (red lines), Kullback-Leibler approach (blue lines) and the
optimal relative error of Kullback-Leibler regularization (black line).
Finally, we changed the blurring parameter to σ = 4. The results are shown
in Table 6.2 for two noise levels. Again the quasi-optimality yields the worst re-
constructions. The relative errors of the other parameter choice methods are close
to the optimal relative errors and these are achieved by the discrepancy principle
(DPI) and L-curve method (LC5) for a noise level % = 1. We assume that the
blurring dominates the noise and the relative errors are now higher but the methods
have relative errors close to the optimal one. In comparison to the results of the
Kullback-Leibler approach (see Table 5.5), the relative errors are again higher for a
higher blurring parameters.
The best reconstructed images of both noise levels can be found in Figure 6.4.
The worse reconstruction is obvious in comparison to a lower blurring.
Finally, we conclude that the Kullback-Leibler approach is indeed the better reg-
ularization method than the Tikhonov regularization with classical fitting term. In
most situations the relative errors of the Tikhonov regularization are much higher
than they are achieved by the Kullback-Leibler regularization. The quasi-optimality
criterion yields only good results for the first 14 regularization parameters of the se-
quence (5.1) and then, the regularization parameter is relatively high. That indicates
that we emphasize the sharp edges, because the total variation has a higher weight
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Selection % = 0.3 % = 1
method r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
) r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
)
(DPI) 0.1097 29.9565 5.5916 0.0935 31.3423 3.9501
(DPII) 0.1097 29.9565 5.5916 0.0945 31.2555 3.8633
(LC1) 0.1061 30.2472 5.8823 0.0935 31.3423 3.9501
(LC4) 0.1097 29.9565 5.5916 0.1029 30.5103 3.1181
(LC5) 0.1061 30.2472 5.8823 0.0935 31.3423 3.9501
(QO) 0.2233 23.7842 -0.5806 0.1434 27.6278 0.2356
Optimal αopt 0.1039 30.4271 6.0623 0.0935 31.3423 3.9501
Table 6.2: Relative errors and ISNR (expressed in dB) for the best regularization
parameter of the different regularization parameter selection methods for an image
with high blurring σ = 4 and high noise % = 0.3 (left side) and medium noise % = 1
(right side).
in the regularization (see equation (6.3)).
(a) Reconstructed image with (LC1) or
(LC5) for high noise % = 0.3.
(b) Reconstructed image with (DPI),
(LC1) or (LC5) for medium noise
% = 1.
Figure 6.4: Reconstructed images with (a) (LC1) or (LC5) for high noise and with
(b) (DPI), (LC1) or (LC5) for medium noise and constant blurring σ = 4.
The Tikhonov regularization yield better reconstructions than the Kullback-Leibler
ansatz for images with a high amount of blurring that dominates the Poisson data.
Due to our blurring model as a convolution with a Gaussian kernel, the Tikhonov
regularization, originally designed for Gaussian noise, fits better.
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6.2.2 Test image “Cameraman”
In this section, we examine the second test image “Cameraman”. The noisy version,
which are the basis of the following tests, are shown in Figure 5.8 in Section 5.3.2.
The blurring parameter is again σ = 1 and we consider the three noise levels
% = 0.3, 1, 5. We have to lower the tolerance parameter to tol = 10−4 because of the
extremely high computing time that arose in the case tol = 10−5 in each iteration
step.
In Figure 6.5 we show the best relative errors of the Tikhonov regularization with
total variation penalty in comparison to the best relative errors of the
(a) High noise % = 0.3. (b) Middle noise % = 1.
(c) Low noise % = 5.
Relative error
♦ Optimal
NM (DPI)
HO (DPII)
JC (LC1)
 (LC4)
•◦ (LC5)
F9 (QO)
Figure 6.5: Relative errors of the best reconstructed images with Tikhonov regular-
ization (black line) applying different regularization parameter selection methods
for different amount of noise and constant blurring σ = 1 in comparison with the
Kullback-Leibler ansatz (blue line) in logarithmic scales.
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Kullback-Leibler regularization of each regularization parameter selection method.
We observe that the relative errors are mostly higher for the Tikhonov regulariza-
tion and the selected regularization parameter is higher as well. Often the quasi-
optimality criterion fails to yield a good reconstruction with small relative errors.
We also see in the graphs that the relative errors of the reconstructions obtained
by the parameter selection methods lie close to each other. The relative errors
do not vary so much when the Tikhonov regularization is applied instead of the
Kullback-Leibler approach.
When we want to reconstruct the true image from an image with a high amount
of noise, we get complex values for lnS(Au, v) when computing the L-curve methods
and this methods yield no sensible solutions. The reason may be in the computation
of the solution of this highly disturbed image. For a lower amount of noise, we
achieve sensible reconstructions.
In the following Table 6.3 as well as in Figure 6.6, we examine the image with a
medium amount of noise, % = 1, closer.
Selection TKLα,v (u) T T ikhα,v (u)
method α∗k r(uα∗k ) ISNR(uα∗k ) α
∗
k r(uα∗k
) ISNR(uα∗
k
)
(DPI) 0.0495 0.0921 6.6767 2.9471 0.0922 3.0262
(DPII) 0.0495 0.0921 6.6767 0.0222 0.7669 -15.3718
(LC1) 0.8685 0.1404 -0.6161 5.4287 0.0965 2.6351
(LC4) 0.1390 0.1050 1.9054 5.4287 0.0965 2.6351
(LC5) 0.1390 0.1050 1.9054 5.4287 0.0965 2.6351
(QO) (K = 26) 2.3 · 10−6 0.8859 -16.6162 2.3 · 10−6 1.5850 -21.6777
(QO) (K = 16) 0.0754 0.0977 2.5311 10 0.1034 2.0349
Optimal αopt 0.0222 0.0886 3.3871 2.9471 0.0922 3.0262
Table 6.3: Relative errors and ISNR (expressed in dB) for the best regularization
parameter of different regularization parameter selection methods for an image with
intermediate blurring σ = 1 and intermediate noise % = 1 for the Kullback-Leibler
regularization (left) and Tikhonov regularization (right).
It is obvious that the discrepancy principles (DPI) and (DPII) and the quasi-
optimality criterion (QO) yield worse reconstructions with the Tikhonov regular-
ization than applying the Kullback-Leibler regularization. The relative errors are
higher (between 9.2% and 158.5%) and the ISNR are smaller or even negative.
Therefore, the reconstructed images with the discrepancy principle (DPI) and the
quasi-optimality criterion are worse than the noisy test image. On the other side,
the relative errors of the L-curve methods are a little bit smaller with T T ikhα,v (u) than
with TKLα,v (u) and hence, the reconstruction is better. When the visual identification
of the corner of the L-curve (LC1) yield a more noisy image (ISNR = −0.6) when
using the Kullback-Leibler regularization, we now get a better reconstruction. To
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get a better reconstructed image with the quasi-optimality criterion, we now have to
consider only the first 17 (K = 16) regularization parameters of the sequence (5.1)
instead of 22 when applying the Kullback-Leibler regularization. The best possible
reconstruction with 9.2% that is also the optimal relative error is achieved by the
discrepancy principle (DPI) which also yields together with the discrepancy principle
(DPII) the best reconstruction in the case of Kullback-Leibler regularization.
The best reconstructed image as well as the worst reconstruction can be seen in
Figure 6.6 together with its corresponding profiles.
(a) Reconstructed image with (DPI).
Best reconstruction.
(b) Reconstructed image with (QO).
Worst reconstruction.
(c) Profile with (DPI). (d) Profile with (QO).
Figure 6.6: Reconstructed images and profiles for σ = 1 and intermediate noise
% = 1.
Reconstruction result obtained (a) with (DPI) and (b) with (QO).
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate y = 128 (c) for (DPI) and (d) for (QO).
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In the best reconstructed image (Figure 6.6a), it is clearly visible that the noise
as well as the blur is mostly removed and the image is sharpened. The profile
emphasizes the good reconstruction, because the jumps are well recreated as well
as the small oscillations. Some errors can be found e.g. in the small peaks around
x = 50 and x = 90 and in some oscillations. On the other side, the profile of the
worst reconstruction (Figure 6.6d) show that the true image is not reconstructed at
all, but the noise is raised. This effect can also be seen in the reconstructed image
in Figure 6.6b.
We have calculated the reconstruction of our test image for 30 different noise levels
like in the test examples before. The computing time was very long in contrast to
the computing time of 50 different % applying the Kullback-Leibler regularization.
The results are exemplarily shown for the discrepancy principles and the L-curve
methods in Figures 6.7-6.8 in comparison to the results of the Kullback-Leibler
regularization.
× Optimal (KL)
× (DPI)
+ (DPII)
× (DPI)
+ (DPII)
Figure 6.7: Relative errors of the best reconstructed images of the simulation
of different % for constant blurring σ = 1 with discrepancy principles for Tik-
honov regularization (red lines), Kullback-Leibler regularization (blue lines) and
the optimal relative error of Kullback-Leibler regularization (black line) neglecting
r(uα∗
k
) > 0.13.
We do not show values of the relative errors that are greater than 1.3 for better
comparison of the discrepancy principles in Figure 6.7. In many cases, the discrep-
ancy principles perform much worse with the Tikhonov regularization than applying
the Kullback-Leibler approach. It is visible that the discrepancy principle (DPI) fails
to have a solution for % > 1.2 because the required conditions (4.10) are not ful-
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filled. When using the Kullback-Leibler regularization we get reconstructions for
% ≤ 2.7 and the conditions are not satisfied for higher values of %. Hence, we get
reconstructions for noisy data with a higher amount of noise.
When we look at the relative errors of the L-curve methods in Figure 6.8, we see
that the Tikhonov regularization yield better results for % < 1 than the Kullback-
Leibler approach. But it takes a very long time to get a reconstruction so that we
prefer the Kullback-Leibler ansatz. For data with more noise, all L-curve methods
(LC4) and (LC5) perform similar. But due to a lower computing time the Kullback-
Leibler regularization is favored.
× Optimal (KL)
× (LC4)
+ (LC5)
× (LC4)
+ (LC5)
Figure 6.8: Relative errors of the best reconstructed images of the simulation of dif-
ferent % for constant blurring σ = 1 with L-curve methods 4 and 5 for Tikhonov reg-
ularization (red lines), Kullback-Leibler regularization (blue lines) and the optimal
relative error of Kullback-Leibler regularization (black line) neglecting r(uα∗
k
) > 0.2.
At last we examine the test image 5.14 with a higher amount of blurring σ = 3 for
a medium and a high amount of noise. Table 6.4 shows the results for the parameter
selection methods. The conditions of discrepancy principle (DPI) are only fulfilled
for % = 0.3 and the reconstruction with (DPI) achieves a relative error of about
15.3% that is close to the relative errors of the L-curve methods and (DPII).
The quasi-optimality criterion yields for both noise levels reconstructions that
has a much higher relative error. A lower amount of noise in our test image im-
proves the reconstructions with the Tikhonov regularization only a little bit. Now
the quasi-optimality criterion as well as the discrepancy principles fail to choose
a good solution of the minimization problem. For both noise levels, the relative
errors are smaller in comparison to the Kullback-Leibler regularization, except the
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relative error of the reconstructed image with the quasi-optimality criterion . The
reason is the high blurring which is modeled as a convolution of a Gaussian kernel.
Now the blurring dominates the Poisson distribution of the noise and the Tikhonov
regularization fits better to the Gaussian kernel of the blurring.
Selection % = 0.3 % = 1
method r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
) r(uα∗
k
) PSNR(uα∗
k
) ISNR(uα∗
k
)
(DPI) 0.1538 21.8446 3.7090 - - -
(DPII) 0.1555 21.7455 3.6099 0.2519 17.5583 -1.9490
(LC1) 0.1529 21.8919 3.7563 0.1443 22.3971 2.8899
(LC4) 0.1599 21.5063 3.3707 0.1594 21.5349 2.0277
(LC5) 0.1555 21.7455 3.6099 0.1540 21.8300 2.3228
(QO) 0.5820 10.2843 -7.8512 0.3567 14.5360 -4.9713
Optimal αopt 0.1529 21.8919 3.7563 0.1443 22.3971 2.8899
Table 6.4: Relative errors and ISNR (expressed in dB) for the best regularization
parameter of the different regularization parameter selection methods for an image
with high blurring σ = 3 and high noise % = 0.3 (left side) and medium noise % = 1
(right side).
Figure 6.9 illustrates the reconstructed images for the best solution which is
achieved by L-curve method (LC1).
(a) Reconstructed image with (LC1) for
high noise % = 0.3.
(b) Reconstructed image with (LC1) for
medium noise % = 1.
Figure 6.9: Reconstructed images with (LC1) for (a) high noise and (b) medium
noise and constant blurring σ = 3.
Finally, we state that the Kullback-Leibler should be favored for Poisson distrib-
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uted data unless the blurring, modeled as a convolution with a Gaussian kernel, is
not too high, so it dominates the Poisson distributed data. The quasi-optimality
criterion does not compute good reconstructions. The relative errors are always very
high. Among the discrepancy principles, (DPI) yields similar solutions as (DPII)
but does not fulfil the requirements often. The L-curve methods also perform very
similar.
6.2.3 Real PET data
In this section, we compare the results of the minimization problem 3.8 from Section
5.3.3 with the classical Tikhonov fitting functional for both noisy versions of the
true image 5.15a with 1 minute acquisition time (Figure 5.15b) and only 5 seconds
(Figure 5.15c).
At first, we have to determine the values of σ and %. In Table 6.5 we show the
choices of σ for the image with 1 minute acquisition time and the image with 5
seconds for Kullback-Leibler regularization as well as the standard Tikhonov fitting
functional. The relative errors with the standard fitting functional are smaller than
the Kullback-Leibler regularization but the computing times are much higher. The
differences between the reconstructions with Kullback-Leibler regularization and
Tikhonov-regularization are small for the first image whereas the relative errors of a
noisy image with a high amount of noise are more different. The best reconstructed
image for a constant parameter % is achieved with a blurring parameter of σ = 5 for
both images, i.e. both images are smoothed in the same way. This parameter will
be used for further tests.
When we apply the minimization scheme in Definition 3.8 to the data, the blurring
parameter is chosen σ = 0.3 in the case of 1 minute acquisition time and σ = 3 for 5
seconds acquisition time. This coincides with the assumption that a higher blurring
of an image needs a higher σ to remove the blurring. Here, it seems that the amount
of blurring does not affect the solution of the minimization problem because of the
constant value of σ.
r(uα∗
k
)
σ TKLα,v (u) T T ikhα,v (u)
1 min acquisition time 0.3 0.2107 0.2063
5 - 0.1949
5 sec acquisition time 3 0.5124 0.4914
5 - 0.4683
Table 6.5: Relative errors for different σ for the noisy images with 1 minute and 5
seconds acquisition time for Kullback-Leibler regularization (left side) and Tikhonov
regularization (right side) for a constant parameter % = 1.
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Again, we have to scale the image according to Section 5.3.3. Otherwise a com-
putation with the applied algorithms is not possible.
The noise parameter has been determined by calculating the solution of the min-
imization problem 6.1 for different noise levels %. Figure 6.10a shows the relative
errors for the image with 1 minute acquisition time and Figure 6.10b for the image
with only 5 seconds.
(a) Overview of the results of the parameter selection methods for
the noisy image with 1 minute acquisition time (Figure 5.15b).
× (DPI) + (DPII)
× (LC4) + (LC5)
× (QO) × Optimal
Figure 6.10: Relative errors of the best result of the simulation of different % for
constant blurring σ = 5 and different parameter selection methods.
In the case of 1 minute acquisition time, it is obvious that the L-curve methods
(LC4) and (LC5) performs best and the quasi-optimality fails to select a regular-
ization parameter which yields a good reconstruction. The relative error is then
127%. The solutions with the discrepancy principles achieve relative errors close to
the optimal relative error unless the noise parameter is greater than 0.6. Then, the
relative errors are worse.
Additionally, the discrepancy principle (DPI) cannot be applied for % > 0.8 be-
cause the necessary conditions are violated. The other discrepancy principle per-
forms similar as the quasi-optimality criterion for % > 0.9.
When the acquisition time is only 5 seconds, then the optimal relative error is
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higher. For % = 0.6 the discrepancy principle (DPII) yields the best reconstruction.
For all other % the L-curve methods are the best parameter choice methods for
this example. Again, the quasi-optimality criterion (QO) fails, to estimate a good
reconstruction. But the relative error is much smaller than before.
(b) Overview of the results of the parameter selection methods for
the noisy image with 5 seconds acquisition time (Figure 5.15c).
× (DPI) + (DPII)
× (LC4) + (LC5)
× (QO) × Optimal
Figure 6.10 (cont.): Relative errors of the best result of the simulation of different %
for constant blurring σ = 5 and different parameter selection methods.
Because of these results, we choose the noise parameter % = 0.6 for both images
like the blurring parameter. In the Kullback-Leibler regularization, a small noise
parameter generated a high noise whereas a high % creates a low noise in the image.
Because the parameter % is constant in the Tikhonov regularization of this chapter,
we assume that this regularization is not appropriate for Poisson data. We expected
a higher value of % for the image with 1 minute acquisition time due to a lower
amount of noise.
Table 6.6 presents the results for the image with 1 minute acquisition time. The
L-curve method (LC1) as well as the quasi-optimality criterion fail to choose a
regularization parameter so that the noisy image is improved. The reconstructed
images with both methods are worse than the noisy image in Figure 5.15b. As
mentioned before, the best improvement is achieved by the discrepancy principles.
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The Tikhonov regularization seems to reconstruct the true image better than the
Kullback-Leibler approach, because the relative errors are mostly smaller, except the
solutions with the regularization parameters found by the L-curve method (LC1)
and the quasi-optimality criterion. Higher PSNR show also a better reconstruction.
But the regularization in this chapter needs often more iterates than the algorithm
in Chapter 5.
Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) (best) 10 0.1949 108 34.3018 0.9216
(DPII) (best) 10 0.1949 108 34.3018 0.9216
(LC1) 1.5999 0.4685 353 26.6834 -6.6968
(LC4) 5.4287 0.2018 85 33.9965 0.6162
(LC5) 5.4287 0.2018 85 33.9965 0.6162
(QO) 2.3 · 10−6 1.2710 311 18.0139 -15.3664
Optimal αopt 10 0.1949 108 34.3018 0.9216
Table 6.6: Relative errors, number of iterates and PSNR (expressed in dB) for the
best regularization parameter of different regularization parameter selection meth-
ods for the image with 1 minute acquisition time (Figure 5.15b), σ = 5 and % ≤ 0.6.
Figure 6.11a shows the best reconstructed image with the Tikhonov regulariza-
tion and choosing α according to the discrepancy principles (DPI) or (DPII). The
differences to the best reconstructions with Kullback-Leibler regularization in Fig-
ure 5.17a are marginal. In the profile in Figure 6.11c, we see a slightly better
approximation with the Tikhonov regularization.
The results of test image with 5 seconds acquisition time are shown in Table 6.7.
Selection method α∗k r(uα∗k) Iterates PSNR(uα∗k) ISNR(uα∗k)
(DPI) (best) 5.4287 0.5001 190 26.1150 0.8783
(DPII) (best) 0.8685 0.4683 249 26.6865 1.4498
(LC1) 2.9471 0.4863 328 26.3591 1.1224
(LC4) 2.9471 0.4863 328 26.3591 1.1224
(LC5) 2.9471 0.4863 328 26.3591 1.1224
(QO) 2.3 · 10−6 0.6945 192 23.2631 -1.9735
Optimal 0.8685 0.4683 249 26.6865 1.4498
Table 6.7: Relative errors, number of iterates and PSNR (expressed in dB) for the
best regularization parameter of different regularization parameter selection meth-
ods for the image with 1 minute acquisition time (Figure 5.15c), σ = 5 and interme-
diate noise % = 0.6.
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6.2 Numerical results
The regularization parameter selection methods in combination with the Tikhonov
regularization with standard fitting functional yield again better reconstructions
than the Kullback-Leibler regularization. The relative errors are small and the
PSNR is higher as well as the number of iterates. The quasi-optimality criterion
does not match these observations and yields no sensible results. Again, it seems
that the minimization in Definition 6.1 yields better solutions for real PET data.
We illustrate the best reconstructions in Figure 6.11b.
(a) Best reconstructed image for 1
minute acquisition time.
(b) Best reconstructed image for 5
seconds acquisition time.
(c) Profile for 1 minute acquisition
time.
(d) Profile for 5 seconds acquisition
time.
Figure 6.11: Best reconstructed images and profiles for σ = 5 and % = 0.6.
Best reconstructed image obtained with discrepancy principle (DPII) and (a) 1
minute and (b) 5 seconds acquisition time.
Profile of true u† (black line), noisy v (grey line) and reconstructed uα∗
k
(red line)
image with constant coordinate x = 105 for (c) 1 minute and (d) 5 seconds acquisi-
tion time.
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6 Case studies with Gaussian fitting functional
In comparison to the best solution with the Kullback-Leibler regularization in Fig-
ure 6.11d, one sees more details in the image as well as some red parts symbolizing a
high concentration of the tracer. The peaks in profile 6.11d are better reconstructed,
especially the highest peak. Other parts of the image are better recreated with the
Kullback-Leibler regularization (see profile 5.19c).
For real PET data and classical Tikhonov fitting functional, we choose the para-
meters σ = 5 and % = 0.6 for both images despite a different amount of noise in the
noisy images. This does not fit to our model where a high % stands for a low amount
of noise and a low % for a high amount. But the relative errors of the reconstructions
are smaller than the relative errors achieved by the Kullback-Leibler regularization.
For both images, the discrepancy principle (DPII) yields the best reconstruction
that is identical to the optimal relative error whereas the quasi-optimality criterion
fails completely. The results of the other methods are either identical to the result
with the discrepancy principle or worse. It seems that the Tikhonov regularization
with classical fitting functional fits better for the real PET data here.
6.3 Conclusions
In this chapter, we have tested the three different images from the previous Chapter 5,
i.e. a very simple test image, an image with a middle amount of details and real
PET data. The computing time of each iteration step is very high if we choose the
tolerance tol = 10−5. Therefore, we have reduced it to tol = 10−4 and received a
higher inaccuracy. The reason may be that the regularization method does not fit
for Poisson distributed data or the algorithm to solve the regularization problem.
From our numerical test we finally conclude that the Kullback-Leibler approach is
indeed the better choice. The reconstruction have a higher accuracy, the algorithm
is faster and needs a lower amount of iterations to solve the minimization problem.
For images with high blurring, the Tikhonov regularization performs better than
the Kullback-Leibler ansatz. The reason is the higher blurring which is modeled
using a convolution with a Gaussian kernel. The blurring dominates the Poisson
distribution of the noise now and therefore the Tikhonov regularization fits better
to the Gaussian kernel of the blurring.
In the case of a very simple image, the relative errors of the Tikhonov regulariz-
ation are much higher than it is achieved by the Kullback-Leibler regularization in
most situations. The quasi-optimality criterion yields only good results for K = 15
regularization parameters of our sequence and yield a relatively high regularization
parameter regardless. The L-curve methods and the discrepancy principles perform
similar.
For the test image “Cameraman”, we state that the Kullback-Leibler should be
favored for Poisson distributed data unless the blurring is not too high. The quasi-
optimality criterion does not compute any good reconstructions. The necessary
conditions of discrepancy principle (DPI) are often not satisfied.
For real PET data it seems that the Tikhonov regularization with classical fitting
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6.3 Conclusions
functional fits better. The relative errors are mostly smaller than applying the
Kullback-Leibler regularization. In contrast to the results of Section 5.3.3, we choose
the parameters σ and % identical for both images despite a different amount of noise
in the degraded images. This choice does not match with our model where the σ
represents the amount of blurring and % the amount of noise and the parameter %
should be different for different noise levels.
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7 Outlook and open questions
Concluding this part we look at open questions which were not answered within our
considerations.
The knowledge of the regularization parameter is essential to perform Tikhonov-
type regularization. Therefore we examined different regularization parameter se-
lection methods for Tikhonov-type regularization with Kullback-Leibler and total
variation functional. Besides the considered discrepancy principles, the L-curve
methods and the quasi-optimality criterion there are many other methods which
could be investigated for Poisson distributed data, for instance the balancing prin-
ciple. In [18] the ‘unbiased predictive risk estimate’ and ‘generalized cross validation’
are developed for data with Poisson noise but without an additional noise levels.
The choice of a maximal index K is important when determining the regulariza-
tion parameter with the quasi-optimality criterion to get reasonable results. In our
numerical studies we often choose K = 16 and it is not yet clear if other choices of K
yield comparable or even better reconstructions. Further numerical investigations
concerning this parameter are needed.
Our numerical tests showed also that the discrepancy principles depend on an
additional noise level % when Poisson data with different noise level are available.
For real PET data, we shortly considered the estimation of this parameter but with
further studies we could develop methods to determine % from real data.
The scaled gradient projection algorithm, which is used in the numerical studies of
Part I of this thesis, is not the most efficient algorithm for real PET data. There exist
better and more accurate algorithms to reconstruct the true image from real PET
data, e.g. EM-TV methods [44], Bregman-EM-TV [45] or iterative methods [16].
Numerical studies of regularization parameter selection methods in combination
with these more efficient algorithms could improve the reconstructions for real PET
data.
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Part II
Identification of volatility: An inverse
problem in finance
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8 Introduction
In financial markets, a major activity is the buying and selling of European options
with strike price K and maturity date T for a financial asset with price S(t) at
time t. The knowledge about the volatility σ is essential to calculate the fair price
of a European option and often the famous Black-Scholes model [36] is used for
estimating the volatility. The drawback of this model is the assumption of a constant
volatility. Market observations showed that the volatility is dependent on time and
price to match the theoretical option prices to the observed option prices C∗(K,T ).
A first step toward a generalization of the Black-Scholes model has been done
by considering purely time-dependent volatilities. In [40, 41] the inverse problem
of option prices as well as regularization methods have been formulated and ex-
amined to establish first results on uniqueness and stability. Further methods for
regularizing the inverse problem have been developed for instance by applying Tik-
honov regularization, e.g. [61], or by smoothing the observed data with cubic splines
before applying Tikhonov regularization, e.g. [73]. For more details on purely time-
dependent volatilities see e.g. [81, 82, 85, 86, 92].
Using the dual Black-Scholes partial differential equation, Dupire derived the
explicit formula
σ(K,T ) =
√√√√√ ∂C∗(K,T )∂T + rK ∂C∗(K,T )∂K
1
2K
2 ∂2C∗(K,T )
∂K2
, (K,T ) ∈ Ω∗,
to estimate the volatility function in [60]. Because the option prices, as a function
of strike and maturity, are only available as discrete noisy observations, the evalu-
ation of Dupire’s formula is an ill-posed numerical differentiation problem which is
complicated by the need to take the ratio of derivatives (see, e.g., [5, 74, 96]). As
mentioned in [73], finite difference schemes do not overcome the difficulties of the
numerical differentiation when they are used to evaluate the partial derivatives.
The need to perform numerical differentiation based on the available discrete
data, and the fact that the boundary conditions are unknown represent challenges
for the evaluation of Dupire’s formula. Another drawback is that the volatility
surface σ(K,T ) can only be estimated in a subregion Ω∗ ⊆ R+ × (t, T¯ ], whereas
the volatilities on the whole region R+ × (t, T¯ ] are required. These difficulties and
the importance of estimating volatilities generate a need to explore computational
alternatives.
Therefore, we examine the use of the weak formulation of Dupire’s partial differ-
ential equation to construct an alternative algorithm for the parameter identification
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problem for European call options, following an ansatz proposed for the transmissiv-
ity estimation problem in [8, 55]; in particular, a parameter identification localiza-
tion procedure (PILO). The paper [55] appealed to the fact that in transmissivity
applications there is often a natural zonation structure in the geology. This point
has subsequently been pursued by a number of authors including [3, 65]. In our
finance context, zonation of this nature does not arise. However, the volatility sur-
face tends to change only slowly so that a piecewise constant approximation is not
inappropriate.
The identification of the volatility function σ(K,T ) is reduced to computing con-
stant estimates of σ(K,T ) on appropriately small subregions in Ω∗. The advantage
of this approach is that the numerical differentiation of the available discrete data
C∗(Kk, Tl), i ≤ k ≤ n, 1 ≤ l ≤ m, is replaced by an analytic differentiation of an
appropriately chosen analytic weight function.
The Tikhonov regularization for price- and time-dependent volatilities has been
also examined, e.g. in [62].
This part is organized as follows. In Chapter 9 we provide an overview of the
Black-Scholes model and the derivation of Dupire’s formula.
In Chapter 10 we describe two different approaches to estimate the volatility
function. The first ansatz is a regularization by discretization which uses various
finite difference schemes. The second regularization method, a parameter identific-
ation localization algorithm, is also presented in this chapter.
InChapter 11 we examine the performance of the regularization by discretization
and the new PILO algorithm for two types of volatility functions: purely time-
dependent and time- and price- dependent volatilities. Beside the estimation of the
volatility surface from synthetic data, we also test the methods for real option prices
from January 2010 based on the DAX index.
In Chapter 12 we summarize the results of the numerical studies and describe
open questions.
In the sequel, σ2(K,T ) will be referred to as the volatility surface, and σ2e(K,T )
its computed estimate using synthetic option prices.
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9 Black-Scholes model and Dupire’s
formula
The recovery of information about the volatility σ of a financial asset with price S(t)
from its option prices observed at the market at time t represents a nonlinear inverse
problem occurring in financial mathematics. A basic concept to price European
options is the well-known Black-Scholes model which has been introduced by Fisher
Black and Myron Scholes in 1973, see [36]. Based on this model, Bruno Dupire
derived in [59, 60] an explicit formula to calculate the non-constant local volatility
function.
In this section, we recall the details of the Black-Scholes model as well as the dual
Black-Scholes equation which is frequently called ‘Dupire equation’ and introduce
the inverse problem of option pricing.
In the Black-Scholes setting it is assumed that the current price S(t) of a financial
asset follows the geometric Brownian motion process
dS(t) = S(t)µdt+ S(t)σdW (t), t ≥ 0, (9.1)
with drift µ, volatility σ > 0 and the standard Brownian motion W (t), which is
also known as Wiener process. For a definition of the Brownian motion we refer to
Definitions A.8-A.10.
Here, we restrict our considerations to an examination of European call options
in the time period [0, T ] which are defined in Definition 9.1.
Definition 9.1 (European call option) A European call option is a contract which
gives the owner the right, but not the obligation, to buy an asset for a fixed strike
price K > 0 on a given expiry date T > 0.
Let C(S(t), t,K, T ) be the fair price of a European call option at time t ≤ T , if the
current price of the underlying asset is S(t).
In the following, we denote the price of the underlying asset at time t as S := S(t)
to simplify equations. But we still denominate the price at time t = 0 as S(0).
To determine fair prices of European call options, we assume that the financial
market satisfies the conditions in Assumption 9.1.
Assumption 9.1 We assume that the financial market fulfill the following condi-
tions.
(i) The short-term interest rate r is known and constant throughout the whole
maturity.
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(ii) There are no transaction costs and no taxes in buying and selling assets.
(iii) The market is arbitrage-free, that is, trading in the market should not allow to
create a risk-free profit.
(iv) The underlying asset pays no dividends.
(v) Assets are arbitrarily divisible.
(vi) “Short selling” is possible without restrictions of any kind.
Furthermore, we assume that the evolving price S(0) of an asset is known at time
t = 0 and the interest rate can be deduced from other financial data. Decision-
making is based on solving the appropriate parabolic partial differential equation
(Theorem 9.1) which predicts the likely future fair value C(S, t,K, T ) of a European
call option for different choices of K and T .
Theorem 9.1 (Black-Scholes differential equation) Under the Assumptions 9.1,
the fair price C(S, t,K, T ) of a European call option with a current price S, strike
K and maturity T at time t is determined by the partial differential equation
∂C(S, t,K, T )
∂t
+ rS ∂C(S, t,K, T )
∂S
+ 12σ
2S2
∂2C(S, t,K, T )
∂S2
− rC(S, t,K, T ) = 0
(9.2)
with (S, t) ∈ (0,∞)× [0, T ] and the final payoff condition
C(S, T,K, T ) = max(S −K, 0), S ∈ [0,∞). (9.3)
The proof of this theorem can be found, for example, in [122]. However, assuming
that the interest rate r and the asset price S are known, equation (9.2) can only
be solved once an estimate for the volatility σ has been determined. Consequently,
for the European call option, the basic parameter identification problem reduces
to recovering estimates of the volatility σ from previously observed European call
option prices C∗(K,T ) := Cobs(S∗, t∗, K, T ), for different K and T values and fixed
S∗ := S(t∗) and t∗. Black and Scholes [36] have derived an explicit solution of the
Black-Scholes differential equation for constant drift µ and constant volatility σ.
The drawback with the utilization of equations (9.2) and (9.3) to solve the para-
meter identification problem is the assumption that the volatility σ is constant. This
assumption contradicts market observations that market prices of European call op-
tion never coincide with a constant volatility. To fit the theoretical option prices to
the observed option prices at the market, the volatility is a function of asset price
S and time t.
A first correction of the model was introduced by Merton using a time-dependent
volatility function σ(t) > 0 and defining the Black-Scholes function as follows (cf.
[36, 98]).
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Definition 9.2 (Black-Scholes function) Let be S > 0 the asset price, K > 0
the strike price and r ≥ 0 the known interest rate. For v ≥ 0 and t ∈ [0, T ] the
Black-Scholes function is defined as
UBS(S,K, r, τ, v) :=
SΦ(d1)−Ke−rτΦ(d2), v > 0,max (S −Ke−rτ , 0), v = 0 (9.4)
with
d1 :=
ln
(
S
K
)
+ rτ + 12v√
v
and d2 := d1 −
√
v.
We denote the cumulative density function of the standard normal distribution as
Φ(ξ) = 1√
2pi
ξ∫
−∞
e−
ζ2
2 dζ.
We calculate the price of the European call option by means of the Black-Scholes
function.
Proposition 9.1 The fair price C(S, t,K, T ) of a European call option at time
t ∈ [0, T ] can be obtained from the price function
C(S, t,K, T ) = UBS(S,K, r, T − t, J(T )− J(t)), T ∈ [0, T¯ ], (9.5)
using the integration operator J : [0, T ]→ R
J(T ) =
T∫
0
σ2(τ)dτ. (9.6)
We denote the maximal maturity for which option prices are available with T¯ . If the
volatility σ2(t) = σ2 is constant, the Black-Scholes formula occurs.
We can write equation (9.5) as an operator equation (3.1) in Banach spaces U
and V , with a nonlinear operator A which we denote as F ,
[F (u)](T ) = UBS(S,K, r, T, [Ju](T )), T ∈ [0, T¯ ],
with the squared volatility u(t) := σ2(t) and
[Ju](T ) =
T∫
0
u(τ)dτ.
For pricing a European call option it is essential to know the volatility σ(T ).
Therefore, we seek for the time-dependent volatility from observed option prices
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C∗(T ). We restrict our considerations to Hilbert spaces U = V = L2(0, T¯ ) so that
the nonlinear operator F has a convex domain
D(F ) = {u ∈ L2(0, T¯ ) : u(t) ≥ η > 0 almost everywhere on [0, T¯ ]}.
We define the inverse problem of option pricing as follows.
Definition 9.3 (Inverse problem of evaluation of time-dependent volatility) Let
K > 0 be a fixed strike, S∗ := S(t∗) a known price of an asset at time t∗ and
r ≥ 0 a fixed interest rate. Then, we seek for the time-dependent volatility σ(T )
from observed option prices C∗(T ) := Cobs(S∗, t∗, K, T ) by solving
[F (u)](T ) = C∗(T ), T ∈ [0, T¯ ].
There has been various publications about recovering time-dependent volatilities
σ(t) and corresponding regularization techniques including convergence rates results.
We refer to [40, 41, 61, 73, 81, 82, 85, 86] and the references therein.
The Black-Scholes function (9.4) is also often used to identify the implied volatility
σI .
Definition 9.4 (Implied volatility) The implied volatility σI is defined as the value
of the volatility with which the Black-Scholes function matches the observed price of
a European call option C∗(K,T ) with strike K, maturity T and known price of the
asset S∗ = S(t∗) at time t = t∗. Applying equations (9.4) and (9.5) with σ2(t) := σ2I
in (9.6) yields
UBS(S∗, K, r, T − t∗, J(T )− J(t)) = C∗(K,T ). (9.7)
The implied volatility σI would be the same constant for all call option market
prices, if the Black-Scholes formula and the underlying model were correct. However,
there is empirical evidence that the implied volatility σI = σI(K,T ) is actual a
function of strike price and maturity of the options. This effect is known as volatility
smile (see e.g. [60, 62, 70, 94, 121]). The implied volatility can be considered as a
market view about the volatility level determined by observed option prices on the
market. The mapping
K → σI(K)
is called the volatility smile and the mapping
T → σI(T )
the term structure. Combining these two effects results in the volatility smile surface
(K,T )→ σI(K,T ).
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In Section 11.2, we illustrate the implied volatility surface for synthetic option
prices of the numerical study in Chapter 11. In Figure 11.1, we show the whole
implied volatility surface against maturity and strike whereas Figure 11.2a presents
the volatility smile and Figure 11.2b the term structure.
Due to the smile effect, we introduce an extended version of the Black-Scholes
model so that the volatility depends on both time t and asset price S, i.e. σ(S, t)
[121]. First, we assume that the price S(t) of the underlying asset follows now the
geometric Brownian motion process
dS(t) = µS(t) dt+ σ(S(t), t)S(t) dW (t) (9.8)
which differs only in the volatility function from the process in equation (9.1). Then,
the fair value of a European call option suffices the generalized Black-Scholes differ-
ential equation
∂C(S, t,K, T )
∂t
+ rS ∂C(S, t,K, T )
∂S
+ 12σ
2(S, t)S2∂
2C(S, t,K, T )
∂S2
− rC(S, t,K, T ) = 0
(9.9)
with (S, t) ∈ (0,∞)× [0, T ] and final payoff
C(S, T,K, T ) = max(S −K, 0), S ∈ [0,∞). (9.10)
This can be shown in line with proof of Theorem 9.1. The aim is the identification
of the local volatility surface σ(S, t) from observed option prices
C∗(K,T ) := Cobs(S∗, t∗, K, T ) so that solutions C(S∗, t∗, K, T ) of equations (9.9)
and (9.10) with different strike K and maturity T satisfy
C(S∗, t∗, K, T ) = C∗(K,T )
at a fixed time point t∗ and for known price S∗.
This inverse problem has been considered by Dupire in [59, 60] for the first time.
He shows that the local volatility function can be determined if option prices for all
strikes K and maturities T are given. In [59, 60], using the Black-Scholes differential
equation (9.9) and (9.10), Dupire derives an alternative expression for the fair price
C(S, t,K, T ), which is frequently called Dupire equation. For completeness, we
show the proof which can be formulated in different ways: using transition density
functions [59, 94, 114, 121] or considering solutions of parabolic differential equations
as fundamental solutions [41, 81]. In the proof of Theorem 9.2, we follow the first
idea and the corresponding references. We assume that we have a distribution of
option prices of European call options for all strikes and maturities.
Theorem 9.2 (Dual Black-Scholes equation) Assuming an arbitrage-free market
and the asset price S following the process (9.8). The fair price C(S, t,K, T ) of a
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European call option at time t ≥ 0 and for fixed asset price S > 0 is determined by
the differential equation
−∂C(S, t,K, T )
∂T
+ 12σ
2(K,T )K2∂
2C(S, t,K, T )
∂K2
− rK∂C(S, t,K, T )
∂K
= 0 (9.11)
for (K,T ) ∈ (0,∞)× (t,∞) in combination with the initial condition
C(S, t,K, t) = max(S −K, 0), K ∈ (0,∞).
Proof. For simplicity, we denote the asset price S := S(t) and ST := S(T ) at time t
and T > t, respectively. The value of a European call option at time t is the present
value of the expected payoff, i.e.
C(S, t,K, T ) = E
[
e−r(T−t) max(ST −K, 0)
]
= e−r(T−t)
∞∫
K
(ST −K)p(S, t;ST , T ) dST
(9.12)
with the transition probability density function p(S, t;ST , T ) of an asset price (Defin-
ition A.12). Differentiating equation (9.12) with respect to K and using formula
∂
∂x
∞∫
x
f(x, y) dy =
∞∫
x
∂
∂x
f(x, y) dy − f(x, x)
leads to
∂
∂K
C(S, t,K, T ) = e−r(T−t) ∂
∂K
∞∫
K
(ST −K)p(S, t;ST , T ) dST
= −e−r(T−t)
∞∫
K
p(S, t;ST , T ) dST . (9.13)
After applying the fundamental theorem of calculus, we arrive at
∂2
∂K2
C(S, t,K, T ) = e−r(T−t)p(S, t;K,T ). (9.14)
By rearranging equation (9.14)
p(S, t;K,T ) = ∂
2
∂K2
C(S, t,K, T )er(T−t) (9.15)
we can determine the transition probability density function from a given continuum
of market prices of European call options with different maturities and strikes. This
is only the view of the market of the future risk-neutral distribution, not the real dis-
tribution. We now use the Fokker-Plank equation (equation (A.3), Theorem A.1),
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which is the forward equation for the transition probability density function and
often called Kolmogorov forward equation (Definition A.12). Together with equa-
tion (9.12) we obtain
∂
∂T
C(S, t,K, T ) =− rC(S, t,K, T ) + e−r(T−t)
∞∫
K
(ST −K) ∂
∂T
p(S, t;ST , T ) dST
=− rC(S, t,K, T )
+ e−r(T−t)
∞∫
K
(ST −K)
(
1
2
∂2
∂ST
σ2(ST , T )S2Tp(S, t;ST , T )
− ∂
∂ST
rSTp(S, t;ST , T )
)
dST .
We assume that p(S, t;ST , T ) and ∂∂ST (S, t;ST , T ) tend to zero sufficiently fast
as ST → ∞, so that the boundaries vanish ([121, 122]). With integration and
equation (9.15) by parts we calculate
∞∫
K
(ST −K)
(
1
2
∂2
∂ST
σ2(ST , T )S2Tp(S, t;ST , T )
)
dST
= 12 (ST −K)
∂
∂ST
(
σ2(ST , T )S2Tp(S, t;ST , T )
)∣∣∣∣∣
∞
K
−
∞∫
K
∂
∂ST
(
σ2(ST , T )S2Tp(S, t;ST , T )
)
dST
= 12σ
2(K,T )K2p(S, t;K,T ) = 12σ
2(K,T )K2er(T−t) ∂
2
∂K
C(S, t,K, T ).
Applying equations (9.12) and (9.13)
∞∫
K
(ST −K) ∂
∂ST
(rSTp(S, t;ST , T )) dST = −r
∞∫
K
STp(S, t;ST , T ) dST
= −r
 ∞∫
K
(ST −K)p(S, t;ST , T ) dST +
∞∫
K
Kp(S, t;ST , T ) dST

= −rer(T−t)
(
C −K ∂
∂K
C(S, t,K, T )
)
.
Finally we get equation (9.11)
∂
∂T
= 12σ
2(K,T )K2 ∂
2
∂K
− rK ∂
∂K
.
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Consequently, the parameter identification problem for European call options re-
duces to the determination of the volatility function σ2(K,T ) from the parabolic dif-
ferential equation (9.11). From a practical point of view option prices for arbitrary
large maturities T are not sensible. Therefore, we consider strikes and maturities
(K,T ) in the region Ω := R+ × [0, T¯ ] with T¯ > 0. By rearranging equation (9.11),
we yield the following relationship for the volatility function σ(K,T ) [114].
Theorem 9.3 (Dupire’s formula) Considering an arbitrage-free market, for fixed
time t∗ ≥ 0 and fixed price S∗ > 0 of the underlying asset prices of European
call options, C∗(K,T ) := Cobs(S∗, t∗, K, T ), are given in region Ω∗ ⊆ Ω, where
C∗(K,T ) ∈ C2,1(Ω∗) holds. Dupire’s formula for the volatility function σ(K,T )
follows from the differential equation (9.11)
σ(K,T ) =
√√√√√ ∂C∗(K,T )∂T + rK ∂C∗(K,T )∂K
1
2K
2 ∂2C∗(K,T )
∂K2
, (K,T ) ∈ Ω∗. (9.16)
Proof. We only have to show that the reorganization of equation (9.11) is correct.
Because we assumed an arbitrage-free market (Assumption 9.1), the call option
prices are strictly convex with respect toK. That implies a positive second derivative
of C(S, t,K, T ) with respect to K and hence a positive denominator. From the
assumption of an arbitrage-free market follows
∂
∂T
C(S, t,K, T ) + rK ∂
∂K
C(S, t,K, T ) ≥ 0.
The proof of this equation is shown in [81].
Note that Dupire’s formula as well as the dual Black-Scholes equation can be
extended to situations where a (time-dependent) dividend or time-dependent interest
rate occur [94, 114, 121].
We are interested in the estimation of the volatility function σ(K,T ) and formulate
the inverse problem of option pricing.
Definition 9.5 (Inverse problem of option pricing) Let S∗ denote the current price
of the underlying asset at time t∗ ≥ 0. Market prices of European call options
C∗(K,T ) are given for all (K,T ) ∈ Ω∗ in the region Ω∗ ⊆ Ω := (0,∞) × (t∗, T¯ ].
Find a volatility surface σ(K,T ) in Ω out of market prices such that solutions
C(S∗, t∗, K, T ) of (9.11) satisfy
C(S∗, t∗, K, T ) = C∗(K,T )
for all (K,T ) ∈ Ω∗.
It is evident that the evaluation of formula (9.16), because of its complexity,
represents a challenging task. In addition, market option data are only available at
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discrete points (Kk, Tl) for 1 ≤ k ≤ n and 1 ≤ l ≤ m. Furthermore, it is well-known
that numerical differentiation is a moderately ill-posed problem (see, e.g., [5, 74, 96])
which compounds the evaluation of the ratio in equation (9.16).
For example, if the numerator changes sign, then unrealistic estimates for the
volatilities will be obtained, or if the denominator has a small value, then extremely
high estimates of the volatilities will result. As mentioned in [73], such difficulties
are compounded when finite difference schemes are used to evaluate the partial
derivatives. The need to perform numerical differentiation on the available discrete
data, and the fact that the boundary conditions are unknown represent challenges
for the evaluation of Dupire’s formula (9.16). Another drawback is that the volatility
surface σ(K,T ) can only be estimated in the subregion Ω∗ ⊆ R+ × (t, T¯ ], whereas
the volatilities on the whole region R+ × (t, T¯ ] are required. These difficulties and
the importance of estimating volatilities generate a need to explore computational
alternatives.
In Section 11.4.2, following an ansatz proposed for the transmissivity estimation
problem, originally in [55], we examine the use of the weak formulation of Dupire’s
partial differential equation (9.11) to construct alternative algorithms for the para-
meter identification problem for European call options; in particular, a parameter
identification localization procedure. The paper [55] appealed to the fact that in
transmissivity applications there is often a natural zonation structure in the geo-
logy. This point has subsequently been pursued by a number of authors including
[3, 65]. In our finance context, zonation of this nature does not arise. However, the
volatility surface tends to change only slowly so that a piecewise constant approx-
imation is not inappropriate.
In the sequel, σ2(K,T ) will be referred to as the volatility surface, and σ2e(K,T )
its computed estimate using synthetic option prices.
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In this chapter, we consider the stable evaluation of the inverse problem of option
pricing defined in Definition 9.5.
Using the dual Black-Scholes differential equation (9.11), Dupire has derived the
formula (9.16) which involves the ratio of partial derivatives of the fair value of the
evolving option price. Because option prices, as a function of maturity and strike,
are only available as discrete noisy observations, the evaluation of Dupire’s formula
reduces to being an ill-posed numerical differentiation problem, complicated by the
need to take ratio of derivatives.
Because of the ill-posed differentiation problem the main question is how to ap-
proximate the partial derivatives of the formula. The goal of this chapter is a
presentation of different numerical differentiation algorithms for partial derivatives
in order to guarantee the stable and accurate evaluation of Dupire’s formula. Beside
difference schemes that works as regularization by discretization (Section 10.2), a
localization approach is suggested (Section 10.3).
Instead of calculating σ(K,T ) we will compute σ2(K,T ) and also refer to it as
the local volatility surface.
10.1 Synthetic data and template structure
In the numerical study of Chapter 11, it is assumed, following [62], that the volat-
ility surface σ2(K,T ) has a separable decomposition into a price-dependent factor
σ21(Ke−rT ), the volatility smile, and a time-dependent factor σ22(T ), the term struc-
ture,
σ(K,T ) = σ1(Ke−rT ) σ2(T ). (10.1)
As in [62], under assumption (10.1), the transformations Y = Ke−rT , T ∈ [0, T¯ ],
yields
A(Y ) = 12σ
2
1(Y ) and B(T ) = σ22(T ).
Applying these transformations to Dupire’s equation (9.11), the transformed Dupire
equation becomes
Uτ (Y, τ) = A(Y )Y 2UY Y (Y, τ), (Y, τ) ∈ (0,∞)× (0, 1], (10.2)
U(Y, 0) = max(S(0)− Y, 0), Y ∈ (0,∞)
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where U(Y, τ) := C(K,T ), τ(T ) :=
∫ T
0 B(t)dt and
∫ T¯
0 B(t)dt = 1.
In solving these equations to determine the synthetic option prices, additional
boundary conditions are required, such as U(0, τ) = S(0) and UY (Y¯ , τ) = 0 for
Y ∈ [0, Y¯ ] where the initial price of the underlying asset is S(0) at time t = 0, and
the value of Y¯ is sufficiently large.
The synthetic option prices are generated for the region
Ω∗ = {(K,T ) : 0 ≤ K ≤ K¯, 0 ≤ T ≤ T¯} as explained in the following. Because op-
tion prices in financial markets are not exact, perturbed option prices are generated
and examined.
Computationally, the evaluation of Dupire’s formula (9.16) and of the parameter
identification formula, defined in Section 11.4.2, reduces to calculating various ex-
pressions on a template (rectangular grid) of discrete points. The former involves
the evaluation of various numerical difference differentiators, while the latter in-
volves the evaluation of appropriate quadrature formulas. We define the templates
on which the corresponding calculations are performed as follows:
1. On Ω∗, let G denote a fixed fine grid
G(n,m) = {[Kk, Tl] : [K0 = 0, K1, . . . , Kn = K¯]× [T0 = 0, T1, . . . , Tm = T¯ ]}
(10.3)
with grid points [Kk, Tl] and ∆K = Kk+1 −Kk = K¯n , k = 0, 1, . . . , n− 1, and
∆T = Tl+1 − Tl = T¯m , l = 0, 1, . . . ,m − 1. For the numerical studies reported
in this part, we choose m and n as 212.
The synthetic option prices are generated on the template G(n,m) as well as
the generation of the perturbed data as described below.
2. A representative point (K∗, T ∗) is chosen in G.
3. A rectangular region Ω0 = [K00 , Kn1 ]× [T 00 , Tn2 ] ⊆ Ω∗ is chosen with (K∗, T ∗)
at its center. Using grid points of G(n,m), we discretize Ω0 by
G0(n1, n2) = {[K0k , T 0l ] : [K0 ≤ K00 , K01 , . . . , K∗ = K0n12 , . . . , K
0
n1 = Kn1 ≤ K¯]
× [T0 ≤ T 00 , T 01 , . . . , T ∗ = T 0n22 , . . . , T
0
n2 = Tn2 ≤ T¯ ]}
a set of symmetrically placed and evenly located grid points [K0k , T 0l ] with
∆K0 = K0k+1 −K0k , k = 0, 1, . . . , n1 − 1, and ∆T 0 = T 0l+1 − T 0l , l = 0, 1, . . . ,
n2−1. The values of the indices n1 and n2 control the size of Ω0 or the fineness
of the discretization performed by G0(n1, n2). For our numerical evaluation of
Dupire’s formula (9.16) with the finite difference scheme and the application
of the parameter identification localization, we use the following specifications:
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a) Finite difference scheme.
n1 = 2p, n2 = 2q, p, q = 2, 3, . . . , 11, (10.4)
∆K0 = Kn1
n1
= K¯
n1
, ∆T 0 = Tn2
n2
= T¯
n2
. (10.5)
Consequently, through various choices of p and q, a variety of coarse and
fine evenly-spaced subgrids can be chosen from G.
b) Parameter identification localization.
The region Ω0 is chosen so that Ω0 ⊂ Ω∗.
n1 = 2p − 2, n2 = 2q − 2, p, q = 2, 3, . . . , 11,(10.6)
∆K0 = ∆K = K¯
n
, ∆T 0 = ∆T = T¯
m
.
Figure 10.1 illustrates the template structure. The fixed fine grid G(n,m) is
represented by black and the varying grid G0(n1, n2) by blue crosses.
-
6
K0 K1 ... Kn=K¯
T0
T1
...
Tm=T¯
...
+ + + + + +
...
+ + + + + +
+ + +
+
+ +
+ +
*
+ ... + +
(K∗,T ∗)
+ + + + + +
+ + + + + +
...
... ...
Ω∗
Ω0
(K00 ,T 00 ) (Kn1 ,T 00 )
(K00 ,Tn2 ) (Kn1 ,Tn2 )
Figure 10.1: Template structure.
To obtain the synthetic option prices C(K,T ) ∈ R(m+1)×(n+1), we apply an implicit
finite difference scheme, see [87, 122], so that the partial differential equation (10.2)
147
10 Regularization methods
can be solved. We decompose the intervals [0, Y¯ ] and [0, 1] into equidistant intervals
[0, Y¯ ] =
n−1⋃
k=0
[Yk, Yk+1) with Y0 = 0, Yn = Y¯ and Yk = Y0 + k∆Y for k = 0, . . . , n,
[0, 1] =
m−1⋃
l=0
[τl, τl+1) with τ0 = 0, τm = 1 and τl = τ0 + l∆τ for l = 0, . . . ,m
with ∆Y = Yn
n
and ∆τ = τm
m
. By using the central difference to approximate the
partial derivatives
Uτ (Yk, τl) ≈ U(Yk, τl)− U(Yk, τl−1)∆τ and
UY Y (Yk, τl) ≈ U(Yk−1, τl)− 2U(Yk, τl) + U(Yk+1, τl)(∆Y )2
we obtain solutions of equation (10.2). Applying the transformations for Y and τ
and a bilinear interpolation
U(Yi, τj−1) = αU(Yi+1, τj−1) + (1− α)U(Yi−1, τj−1),
U(Yi, τj+1) = αU(Yi+1, τj+1) + (1− α)U(Yi−1, τj+1),
U(Yi, τj) = βU(Yi, τj+1) + (1− β)U(Yi, τj−1)
with α = Yi−Yi−1
Yi+1−Yi−1 and β =
τj−τj−1
τj+1−τj−1 , we obtain the option prices C(Kk, Tl).
As mentioned before, option prices in financial markets are non-exact, so that we
consider three different possibilities to generate perturbed option prices.
(N1) Let ε ∈ Rm×n be a matrix with normally distributed entries εkl ∼ N(0, v2)
for k = 1, . . . ,m and l = 1, . . . , n. The variance v2 can be determined from
E||ε||22 = mnv2 ≈ δ2 for a chosen noise level δ. Finally, the perturbed option
prices are
Cδ(Kk, Tl) = C(Kk, Tl) + εkl.
This kind of perturbation produces outliers caused by the normal distribution.
(N2) A second possible method to generate perturbed data is to create a matrix
ε ∈ Rm×n with uniformly [−δ, δ] distributed random entries and compute
Cδ(Kk, Tl) = C(Kk, Tl) + δ
εkl
||ε||2 with ||ε||2 =
√
|λmax(εT ε)|
with the largest eigenvalue λmax of εT ε. Outliers which exist in real life are
excluded by this perturbation.
(N3) The last method to perturb the option prices requires again a matrix ε ∈ Rm×n
with uniformly [−δ, δ] distributed entries and the option prices are
Cδ(Kk, Tl) = C(Kk, Tl) + δ
εkl
||ε||F with ||ε||F =
√∑
k,l
|εkl|2.
The perturbations (N2) and (N3) are only considered for volatilities which depend
on price and time.
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10.2 Regularization by discretization
Due to the available discrete option prices in financial markets and that the discret-
ization of inverse problems is a regularization strategy on its own, we apply finite
difference schemes to Dupire’s equation (9.16) (e.g. in [5, 73]). The utility of this
approach is explored in the numerical study in Chapter 11.
We use the templates defined in Section 10.1. On various grids G0(n1, n2), we
apply three different finite difference schemes. The estimated volatility surface is
denoted by σe(K,T ).
(R1) Central difference scheme.
The first and second partial derivatives, ∂/∂K, ∂/∂T and ∂2/∂K2 are calcu-
lated with central differences
∂C
∂K
(K0k , T 0l ) =
C(K0k+1, T 0l )− C(K0k−1, T 0l )
2∆K0 ,
∂C
∂T
(K0k , T 0l ) =
C(K0k , T 0l+1)− C(K0k , T 0l−1)
2∆T 0 ,
∂2C
∂K2
(K0k , T 0l ) =
C(K0k+1, T 0l )− 2C(K0k , T 0l ) + C(K0k−1, T 0l )
(∆K0)2
for k = 1, . . . , n1 − 1 and l = 1, . . . , n2 − 1. Then, we get an estimate
σ2e(K,T ) ∈ R(n1−1)×(n2−1) for the volatility surface.
(R2) Five-point-stencil in one dimension.
Each of the partial derivatives ∂/∂K and ∂/∂T is evaluated using the cor-
responding equally weighted five-point-stencil (see [4]). For the second partial
derivative ∂2/∂K2 another equally weighted five-point-stencil in one dimension
is applied. That is
∂C
∂K
(K0k , T 0l ) =
1
12∆K0
(
C(K0k−2, T 0l )− 8C(K0k−1, T 0l ) + 8C(K0k+1, T 0l )
−C(K0k+2, Tl)
)
,
∂C
∂T
(K0k , T 0l ) =
1
12∆T 0
(
C(K0k , T 0l−2)− 8C(K0k , T 0l−1) + 8C(K0k , T 0l+1)
−C(K0k , T 0l+2)
)
,
∂2C
∂K2
(K0k , T 0l ) =
1
12(∆K0)2
(
−C(K0k−2, T 0l ) + 16C(K0k−1, T 0l )− 30C(K0k , T 0l )
+16C(K0k+1, T 0l )− C(K0k+2, T 0l )
)
for k = 2, . . . , n1−2 and l = 2, . . . , n2−2. This leads to an estimated volatility
surface σ2e(K,T ) ∈ R(n1−3)×(n2−3).
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(R3) Data averaging.
We consider a method presented by Anderssen and Hegland in [5] where the
partial derivatives are estimated by averaging the two-dimensional data. For
simplicity we introduce the notation Ck,l := C(K0k , T 0l ) and calculate the gradi-
ent ∇C = (∂C/∂T, ∂C/∂K) by averaging the data around the point (k, l)
wk,l :=
d∑
i=−d
d∑
j=−d
Ck+i,l+j
with an arbitrarily chosen parameter d and then using midpoint rules we obtain
the gradient
(∂C/∂T )k,l :=
wk,l+s − wk,l−s
2(2d+ 1)2s∆T and (∂C/∂K)k,l :=
wk+s,l − wk−s,l
2(2d+ 1)2s∆K
with s > d and s = 1, 2, . . .. The second partial derivative with respect to K
is constructed in an analogue way
∂2C(Kk, Tl)
∂K2
:= 1(2d+ 1)2(s∆K)2
d∑
i=−d
d∑
j=−d
(Ck+i+s,l+j − 2Ck+i,l+j + Ck+i−s,l+j)
with s > d and s = 1, 2, . . ..
In order to assess the numerical performance of such finite difference algorithms
for the evaluation of Dupire’s formula (9.16), the values of n1 and n2 are sought
which minimize, for a given choice of Ω0 centered at (K∗, T ∗) =
(
Kn1
2
, Tn2
2
)
, the
relative error between the true and the estimated volatility surface.
The parameter pair
(
1
n1
, 1
n2
)
gives the fineness of the discretization. Owing to
the ill-posed problem the finest discretization is not the best one. If the parameters(
1
n1
, 1
n2
)
are too small the discretization error will be small, but the noisy data
destroy a good solution. On the other hand if
(
1
n1
, 1
n2
)
is coarse the noisy data do
not influence the solution so much but the discretization error. Therefore the aim
is to find the regularization parameter
α(δ) =
(
1
n1,opt(δ)
,
1
n2,opt(δ)
)
for every noise level δ so that for δ → 0 the equations
α(δ)→ 0 and
sup{||σ2α(δ)(K,T )− σ2(K,T )||2 : ||Cδ(K,T )− C(K,T )||2 ≤ δ} → 0
with estimated volatility σ2α(δ) hold. In the following the inverse regularization para-
meter 1
α(δ) will be considered so that (n1,opt(δ), n2,opt(δ))→∞ for δ → 0 holds.
For more details on regularization by discretization for linear and nonlinear inverse
problems we refer to [89, 90, 91, 100] for instance.
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10.3 Parameter identification localization algorithm
(PILO)
The difficulties and the importance of Dupire’s formula require an exploration of
a computational alternative. Because of the bad approximation of the partial de-
rivatives by the finite difference schemes, which we show in the case studies in
Chapter 11, there is a need to consider the dual Black-Scholes equation (9.11) as a
parameter identification problem instead of computing the volatility surface σ(K,T )
by Dupire’s formula (9.16).
Based on the weak formulation of Dupire’s equation (9.11) and on the article [55]
a procedure is proposed which generates a constant estimate of the volatility in a
subregion Ω0 of the considered region Ω∗. The paper [55] appealed to the fact that
in transmissivity applications there is often a natural zonation structure in the geo-
logy. This point has subsequently been pursued by a number of authors including
[3, 8, 65]. In our finance context, zonation of this nature does not arise. However,
the volatility surface tends to change only slowly so that a piecewise constant ap-
proximation is not inappropriate. The advantage of the localization approach is
that the direct numerical differentiation of discrete option prices is replaced by an
analytic differentiation of an appropriately chosen analytic weight function.
This alternative approach, based on the ideas of [55], consists of the following four
steps (cf. [8]):
(i) the weak formulation of Dupire’s equation (9.11),
(ii) the application of integration by parts to transfer the differentiation of the
discrete option prices to the differentiation of the analytic weight function,
(iii) the localization to a subregion on which the volatility function is assumed to
be a constant multiplied by a known shape function which models the local
shape of the volatility surface,
(iv) the choice of the weight function and the local shape.
The weak formulation of equation (9.11) is constructed
1
2
∫
Ω∗
σ2(K,T )K2CKK(K,T )w(K,T )dKdT
=
∫
Ω∗
(CT (K,T ) + rKCK(K,T ))w(K,T )dKdT,
(10.7)
with the region Ω∗ := (0, K¯]× (t, T¯ ] and a suitably chosen analytic and sufficiently
smooth weight function w(K,T ). The weight function w(K,T ) is localized to some
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subregion Ω0 ⊂ Ω∗ with the following properties
w(K,T ) > 0 in Ω0 ⊂ Ω∗, w(K,T ) = 0 in Ω∗\Ω0
and w(K,T ) = 0 on ∂Ω0 (10.8)
as well as
wK(K,T ) = wKK(K,T ) = wT (K,T ) = 0 on ∂Ω0.
The subregion Ω0 is chosen to be sufficiently small so that
σ2(K,T ) ≈ σ20 ϕ(K,T ),
σ20 = constant and ϕ(K, t) known on Ω0
is guaranteed. Then the weak formulation (10.7) above can be rewritten as
σ20
2
∫
Ω0
ϕ(K,T )K2CKK(K,T )w(K,T )dKdT
=
∫
Ω0
(CT (K,T ) + rKCK(K,T ))w(K,T )dKdT. (10.9)
Applying integration by parts to equation (10.9) yields
σ20 = −2
∫
Ω0
C(K,T )wT (K,T ) + rC(K,T )(Kw(K,T ))KdKdT∫
Ω0
C(K,T )(ϕ(K,T )K2w(K,T ))KKdKdT
. (10.10)
Since it is known that the option prices C(K,T ) ≥ 0, the interest rate r ≥ 0 and
the strike K ≥ 0 are positive, the choice of the test function w(K,T ) must guarantee
that σ20 is non-negative, too. Let Ω0 = [K0, Kn1 ]× [T0, Tn2 ] ⊂ Ω∗ be the considered
subregion as described in Section 10.1.
In the case studies in Chapter 11, we examine the influences of two different weight
functions.
(W1) We use a separable weight function of the form w1(K,T ) = w(1)1 (T )w
(2)
1 (K)
with
w
(1)
1 (T ) =
(T − T0)2(T − Tn2)2 if T ∈ [T0, Tn1 ],0 elsewhere, (10.11)
w
(2)
1 (K) =
−(K −K0)3(K −Kn2)3 if K ∈ [K0, Kn2 ],0 elsewhere.
(W2) The second weight function has the form
w2(K,T ) = sin
[
(K −K0)5(K −Kn2)4(T − T0)2(T − Tn1)2
]
.
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Both functions are illustrated in Figure 10.2 for K0 = 0, Kn1 = 3, T0 = 0 and
Tn2 = 1.
(a) w1(K,T ) (b) w2(K,T )
Figure 10.2: Weight functions w1(K,T ) and w2(K,T ).
In the sequel, we assume ϕ(K,T ) ≡ 1.
To examine the performance of the PILO and the accuracy of the estimated volat-
ilities, we consider two situations. In the first situation we observe the estimated
volatility at a special point (K∗, T ∗) where we use the template structure of Sec-
tion 10.1 and the settings in equations (10.6). Another goal is the estimation of the
volatility surface on the whole region Ω∗. Therefore, we calculate the estimates on
a slightly different template structure, described in the following.
1. On Ω∗ we use the fixed fine grid of equation (10.3).
2. We decompose the region into disjoint subregions
Ω0,ij := [Ki0, Ki1, . . . , Kin1 ]× [T j0 , T j1 , . . . , T jn2 ]
for i = 1, 2, . . . ,
⌊
n
n1+1
⌋
and j = 1, 2, . . . ,
⌊
m
n2+1
⌋
with
Kik := K(i−1)n1+i+k, k = 0, 1, . . . , n1 and i = 1, 2, . . . ,
⌊
n
n1 + 1
⌋
,
T jl := T(j−1)n2+j+l, l = 0, 1, . . . , n2 and j = 1, 2, . . . ,
⌊
m
n2 + 1
⌋
,
so that the volatilities σ20,ij in Ω0,ij can be assumed to be a constant.
This decomposition is illustrated in Figure 10.3a.
To evaluate which size (n1, n2) of Ω0 gives the best approximation of the volatility
surface σ2(K,T ) in Ω∗ the pair (n1, n2) is chosen according to equation (10.6) and
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Ω0,11 ... Ω0,1b nn1+1c
Ω
0,b mn2+1c1
..
. Ω0,ij
Ω∗
T1
..
.
Tm
K1 ... Kn
(a) Region Ω∗
. . .
..
.
Ω0,ij
T j0
T j1
T j2
..
.
T jn2
Ki0 K
i
1 K
i
2 . . . K
i
n1
(b) Region Ω0,ij
Figure 10.3: Region Ω∗ and Ω0,ij .
∆Ki = ∆T i = 1. Hence, we get (n1 + 1) × (n2 + 1) grid points in each Ω0,ij. The
grid of the subregions is shown in Figure 10.3b
For each subregion Ω0,ij the integrals in equation (10.10) has to be calculated.
This can be done with an extended version of the generalized Simpson rule, so that
the constant volatility in each subregion is
σ20,ij≈−2
n1∑
k=0
n2∑
l=0
v
(1)
k
v
(2)
l [C(Kik,Tjl )(wT (Kik,Tjl )+rw(Kik,Tjl )+rKikwK(Kik,Tjl ))]
n1∑
k=0
n2∑
l=0
v
(1)
k
v
(2)
l
[
C(Kik,Tjl )
(
2w(Kik,Tjl )+4KikwK(Kik,Tjl )+(Kik)
2
wKK(Kik,Tjl )
)]
with
v
(1)
0 = v
(2)
0 = v(1)n1 = v
(2)
n2 = 1,
v
(1)
l = v
(2)
l = 4 for l = 1, 3, 5, . . . , n− 1 and n = n1, n2,
v
(1)
l = v
(2)
l = 2 for l = 2, 4, 6, . . . , n− 2 and n = n1, n2.
Finally, we obtain the whole estimated volatility surface σ2(K,T ) on Ω∗ by com-
bining all σ20,ij for i = 1, 2, . . . ,
⌊
n
n1+1
⌋
and j = 1, 2, . . . ,
⌊
n
n2+1
⌋
.
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local volatility surface
In this chapter, we present a selection of the results of the case studies for synthetic
and for real option prices. We examine the regularization methods described in
Chapter 10 for volatility functions which are only dependent on time (Section 11.3)
and for volatility surfaces which are dependent on time and asset price (Section 11.4).
We denote the true volatility surface by σ2(K,T ) and the estimated local volatility
surface by σ2e(K,T ) as in Chapter 10.
11.1 Preliminaries
In this section, we describe the setting of the numerical case studies for identifying
the local volatility surface which is used throughout the case studies. Let the func-
tions A(Y ) and B(T ) be chosen according to [62] so that the exact volatility function
σ(K,T ) is predetermined by equation (10.1). We choose the functions A(Y ) and
B(T ) for
(i) time-dependent volatilities as
A(Y ) = 12 and B(T ) = σ
2
2(T ) = 1 +
3
5 sin(2piT ). (11.1)
(ii) time- and price-dependent volatilities as
A(Y ) = 12σ
2
1(Y ) =
1
20
[
1− 12 exp
(
−4 ln2(Y )
)
sin (2piY )
]
and (11.2)
B(T ) = σ22(T ) = 1 +
3
5 sin(2piT ).
In the numerical investigations, we set the initial price of the underlying asset
S(0) = 1, the risk-free interest rate r = 0.1, the maximal strike K¯ = 3S(0) = 3 and
the largest maturity for which option prices are available T¯ = 1. We generate the
perturbed option prices with three different noise approaches (N1)-(N3) for different
noise level δ.
The evaluation of the volatility surface for at the money options, i.e. S = K,
represents a singular case for purely time-dependent volatilities because the degree
of ill-posedness is rather small. Furthermore, some properties of the forward operator
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may degenerate and instability effects which occur for in the money and out of the
money options vanish. This special case is considered in [82, 85, 86] for instance
and we refer to Definition A.11. Therefore, we examine the performance of the
regularization methods of Chapter 10 for at the money options closer. For the
synthetic data of the numerical studies, at the money options correspond to K = 1.
In the numerical case studies, we consider the region Ω∗ = [K0, Kn1 ] × [T0, Tn2 ]
and choose K0 = T0 = 0. For time-dependent volatilities the function A(Y ) = 12 is
a constant and two different difference schemes are used to approximate the partial
derivatives.
The goal is to recover the whole volatility surface. Therefore, we generate the
synthetic data on a fine grid G(n,m) with m = n = 212 (see equation (10.3)). For
the varying grid G0(n1, n2) we choose
(n1, n2) =
(
2k, 2l
)
for k, l = 2, . . . , 11.
To assess numerical performance, we evaluate the relative error of the computed
volatility estimate in the region Ω0, which is centered at (K∗, T ∗), similar to the
relative error in Section 5.1.2.
Definition 11.1 (Relative error) Let σ2(K,T ) be the true volatility surface and
σ2e(K,T ) the estimated volatility function. We define the relative error between the
true and estimated volatility function on a grid Ω0 = [K00 , Kn1 ]× [T 00 , Tn2 ] as
rΩ0(σ2e) :=
||σ2e(K,T )− σ2(K,T )||F
||σ2(K,T )||F (11.3)
with
||θ(K,T )||F =
√√√√ 1
n1n2
n1∑
k=1
n2∑
l=1
(θ(K0k , T 0l ))
2
. (11.4)
Whereas the relative error at a specific point (K∗, T ∗) is estimated as
r∗(σ2e) = r∗(σ2e(K∗, T ∗)) :=
|σ2e(K∗, T ∗)− σ2(K∗, T ∗)|
σ2(K∗, T ∗) . (11.5)
Because the parameter pair (n1, n2) represents the fines of the varying grid the
values of n1 and n2 are sought which minimize the relative error rΩ0(K,T ) in order
to assess the numerical performance of the regularization methods for identifying the
local volatility surface. It is expected that the optimum (n1,opt, n2,opt) lies between
the extreme values of n1 and n2 because of the trade-off between error enhancement
on fine discretizations and poor approximation of derivatives on coarse discretiza-
tions. Therefore, we define the optimal regularization parameter.
Definition 11.2 (Optimal regularization parameter) Let σ2e(K,T ) be the estim-
ated volatility surface. For a given noise level, we define the optimal regularization
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parameter αopt =
(
1
n1,opt
, 1
n2,opt
)
where the relative error between the estimated and
the true volatility function is minimal
rΩ0(σ2e)→ min, subject to n1, n2.
The corresponding optimal relative error is then denoted by ropt(σ2e) := r
opt
Ω0 (σ
2
e).
The optimal regularization parameter r∗opt(σ2e) for a specific point (K∗, T ∗) is found
by solving the minimization problem
r∗(σ2e)→ min, subject to n1, n2.
Throughout the case studies, we consider the inverse regularization parameter
1
α(δ) = (n1,opt, n2,opt).
Note that we present in the following case studies only n1,opt and n2,opt which form
the regularization parameter.
In addition to the noise level δ, we show also the relative noise level
δrel =
δ
||C(K,T )||2
which represents the amount of noise in relation to the option prices. We denote
the Euclidean norm for option prices C(K,T ) in lexicographical order by ||.||2. The
lexicographical ordering of matrices is defined in Definition 3.7.
To identify the trend of the data, we apply regression functions and determine
rate functions.
Definition 11.3 (Rate functions) We define the regression functions, which are
dependent on the noise level δ, for the optimal relative error ropt(σ2e) := r
opt
Ω0 (σ
2
e) and
the optimal grid size (n1,n2) as
ropt(δ) = crδνr , n1,opt(δ) = c1δν1 and n2,opt(δ) = c2δν2 .
In Section 11.4.2 we consider the performance of the PILO at a specific point
(K∗, T ∗) among other test situations. To investigate if the assumption of a constant
volatility in region Ω0 can be accepted, we compute the variability of the option
prices C(K,T ) as well as the variability of the volatilities σ(K,T ) in region Ω0.
Definition 11.4 (Variability within Ω0) We define the variability sf (K∗, T ∗) of a
discrete function f at a specific point (K∗, T ∗) by
sf (K∗, T ∗) =
√
V ar(f(Kk∗ , Tl∗))
f(Kk∗ , Tl∗)
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where (Kk∗ , Tl∗) denotes the position of the specific point (K∗, T ∗) in Ω and
V ar(f(Kk∗ , Tl∗)) =
1
n1n2 − 1
k∗+z1∑
k=k∗−z1
l∗+z2∑
l=l∗−z2
(f(Kk, Tl)− f(Kk∗ , Tl∗))2
is the variance of the function in Ω0 and z1 = n12 and z2 =
n2
2 .
The variability of the option prices sC(K∗, T ∗) shows how the prices in region Ω0
vary around the point (K∗, T ∗). The smaller this variability is the smaller is the
difference between the option prices around and at the specific point (K∗, T ∗).
We interpret the variability of the estimated volatilities sσ2e (K∗, T ∗) in Ω0 in an
analogue way. If the variability is small, the assumption of a constant volatility in
Ω0 will be accepted.
11.2 Implied volatility surface
In this section we shortly illustrate the implied volatility surface (9.7) based on
synthetic option prices as well as the term structure and the volatility smile for
the setting described in Section 11.1. We only consider time- and price-dependent
volatility functions and choose the functions A(Y ) and B(T ) according to equa-
tion (11.2).
The implied volatility surface σI(K,T ) for this example can be seen in
Figure 11.1 whereas Figure 11.2a illustrates the typical volatility smile σI(K) and
Figure 11.2b the term structure σI(T ).
Figure 11.1: Implied volatility surface for a time- and price-dependent volatility
function from unperturbed synthetic option prices against strike price and matur-
ity.
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It is clearly visible that the volatility smile varies very much for strikes K > 2
when noisy option prices are present (see red line in Figure 11.2a). Smaller strike
prices generate a similar shape of the implied volatility as the unperturbed option
prices. On the other side, the term structure is more stable against noise, because we
observe only small variations of the implied volatility (see red line in Figure 11.2b).
(a) Volatility smile with constant T = 0.83 against
strike price.
(b) Term structure with constant K = 1.1 against
maturity.
Unperturbed option prices Noisy option prices
Figure 11.2: Volatility smile and term structure for a time- and price-dependent
volatility function from unperturbed synthetic option prices (red line) and noisy
synthetic option prices (black line) for a noise level δ = 1.
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11.3 Numerical results for time-dependent volatilities
In the first case study we consider the identifying of purely time-dependent volatilit-
ies σ2(T ) from option prices which are dependent on maturity and strike. Therefore
we choose the functions A(Y ) and B(T ) according to equation (11.1). Our goal is to
find the optimal inverse regularization parameter 1
αopt(δ) as defined in Definition 11.2.
Because we focus mainly on recovering time- and price-dependent volatilities
σ2(K,T ), we only examine perturbations of the kind (N1) and the regularization by
discretization with the central difference scheme (R1) as well as the five-point stencil
(R2) here. We show the optimal grid sizes n1,opt and n2,opt and the corresponding
optimal relative error ropt(σ2e) in Table 11.1 for different noise levels δ.
Central difference (R1) 5-point-stencil (R2)
δ n1,opt n2,opt ropt(σ2e) n1,opt n2,opt ropt(σ2e) δrel in %
5 4 8 0.0994 4 4 0.0136 0.31
3 4 8 0.1055 4 4 0.0177 0.186
1 8 16 0.0386 8 16 0.0333 0.062
0.5 8 16 0.0284 8 8 0.0168 0.031
0.1 16 32 0.0147 8 16 0.0109 0.0062
0.05 16 64 0.0103 16 16 0.0075 0.0031
0.01 32 128 0.0061 16 32 0.0019 0.0006
0.001 32 128 0.0021 32 128 7.0915·10−4 0.00006
0 128 256 0.0002 64 32 8.1573·10−5 0
Table 11.1: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt) for
different noise levels δ and regularization methods (R1) and (R2).
For decreasing noise level δ, we observe falling relative errors ropt(σ2e) and increas-
ing grids sizes (n1,opt, n2,opt) for both difference schemes (R1) and (R2). The case
δ = 3 can be interpreted as an outlier due to the random noise put on the exact
option prices. The small relative errors for unperturbed data, δ = 0, are caused
by the computational estimation of the volatility surface. Even small relative noise
levels δrel cause sometimes relative errors of the estimated volatility of 10%.
The computation of Dupire’s formula (9.16) for different (n1, n2) has shown that
the second partial derivative ∂2C∗(K,T )
∂K2 may be very small and even zero. From a
theoretical point of view such a situation is not possible because of the arbitrage-free
market. The difference between two option prices which lie side by side in the grid
G0(n1, n2) may be small so that the approximation of the derivatives is inexact.
This effect is caused by the generation of the option prices and occurs mainly for
small strikes K and short maturities T where the volatility is then very large. That
is why we only consider volatilities for K ∈ [0.4, 3] and T ∈ (0.25, 1].
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The rate functions in Table 11.2 show the trend of the optimal relative errors as
well as the optimal regularization parameters for varying noise level.
Central difference scheme 5-point-stencil
ropt(δ) = 0.0482 δ0.4731 ropt(δ) = 0.0164 δ0.3963
n1,opt(δ) = 6.8344 δ−0.2725 n1,opt(δ) = 6.1541 δ−0.2355
n2,opt(δ) = 14.6430 δ−0.3758 n2,opt(δ) = 7.4305 δ−0.3679
Table 11.2: Rate functions for regularization methods (R1) and (R2).
Figure 11.3 illustrates these results for the central difference scheme (R1) (Fig-
ure 11.3a) and the five-point stencil (R2) (Figure 11.3b).
× ropt(σ2e)
× ropt(δ)
(a) Central difference scheme (R1).
Figure 11.3: Optimal relative errors ropt(σ2e) of the estimated volatility function
and rate functions ropt(δ) for (a) central difference scheme (R1) and (b) 5-point
stencil (R2) in logarithmic scales.
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× ropt(σ2e)
× ropt(δ)
(b) 5-point-stencil (R2).
Figure 11.3 (cont.): Optimal relative errors ropt(σ2e) of the estimated volatility func-
tion and rate functions ropt(δ) for (a) central difference scheme (R1) and (b) 5-point
stencil (R2) in logarithmic scales.
The rate function ropt(δ) of the optimal relative error is of particular interest. It
is shown in [82, 85] that the error has a convergence rate of order O(
√
δ) if the time-
dependent volatility function σ2(t) is determined by the Black-Scholes function (9.4)
with v(T ) := τ(T ). This result and our numerical results for the time-dependent
volatility σ2(T ) can be compared with each other because σ2(T ) is calculated from
the dual Black-Scholes equation (9.11). The convergence rate of the error when
determining the volatility via Dupire’s formula has a similar performance as the
volatility function via the Black-Scholes function and is decreasing. The method of
the five-point-stencil performs better than applying central differences to the deriv-
atives, but more grid points and hence option prices are needed. From a practical
point of view this is a disadvantage of the five-point-stencil method because there
exist option prices only for a limited number of strikes K and maturities T . The
number of grid points for K and T , respectively, increases for both methods when
the noise level δ decreases.
The relative errors for zero noise levels δ = 0 result from the numerical solution
of the partial differential equation (10.2) that cannot be avoided. Further errors are
caused by the numerical approximation of the partial derivatives. These sources of
error induce an unstable calculation of the volatility surface, so that arbitrary small
errors of the option prices cause large errors in the estimated volatilities. Therefore
the maximal number of grid points of grid G0(n1, n2), i.e. (n1, n2) = (2048, 2048),
is not reached for δ = 0 (see equation (10.5)).
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The experiments showed that Dupire’s equation (9.16) can be used for time-
dependent volatilities. As mentioned before the volatility function is not only de-
pendent on the time but also on price so that we examine time- and price-dependent
volatilities in Section 11.4.
11.4 Numerical results for time- and price-dependent
volatilities
In this section we evaluate the regularization by discretization with different finite
difference schemes (R1)-(R3) as well as the localization approach (Section 10.3) to
identify the volatility surface σ2(K,T ) which is now dependent on time t and price
S. In the first part of this section we present the numerical results for the various
finite difference schemes to approximate the partial derivatives and in the second
part we evaluate the PILO based on the dual Black-Scholes equation (9.11).
Now, we choose the functions A(Y ) and B(T ) according to equation (11.2). We
seek again for that grid G0(n1, n2) which produces a volatility estimation with the
smallest relative error.
Some numerical results of this section are published in [7] and submitted (see [6]).
11.4.1 Regularization by discretization
In the numerical case studies for time- and price-dependent volatility function we
consider in this section regularization by discretization with the finite difference
schemes (R1)-(R3). For method (R3) we choose d = 1 and s = 3. The larger
the values d and s are, the more option prices have to be available to calculate
the partial derivatives. Therefore the parameters d and s must not be large to get
a more realistic test case, because on financial markets only a limited number of
option prices are available. Hence, not every choice of (n1, n2) is possible so that we
only consider parameters (n1, n2) which fulfill condition 8 ≤ n1, n2 ≤ 512. Because
of a very high computing time we also exclude values of n1, n2 = 1024, 2048 from
our experiments.
As mentioned in Section 11.3, there occurs difficulties in the computation of the
second partial derivative for small strikes K and short maturities T . Therefore we
estimate the relative errors only for K ∈ [0.4, 3] and T ∈ (0.25, 1].
In the first numerical test, we apply noise model (N1) to the true option prices
and present the results in Table 11.3.
The experiments for the time-dependent volatility function σ2(T ) showed that
regularization by discretization can be applied. But if the volatility surface σ2(K,T )
is also dependent on the price, this method does not work anymore as Table 11.3
shows. The relative errors are not decreasing and the grid sizes are not increasing for
sinking noise level δ. Among all considered difference schemes the five-point-stencil
(R2) achieves the smallest relative errors. A drawback of the five-point-stencil (R2)
and the method (R3) is the limited number of estimated volatilities for 0 ≤ δ ≤ 10−2.
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Regularization methods
(R1) (R2) (R3)
δ n1,opt n2,opt ropt(σ2e) n1,opt n2,opt ropt(σ2e) n1,opt n2,opt ropt(σ2e)
1 2048 16 0.0826 4 16 0.0296 8 16 0.05863
10−1 512 16 0.0682 1024 16 0.0658 512 16 0.47649
10−2 16 8 0.2506 4 8 0.0320 8 16 0.05706
10−3 16 8 0.2033 4 8 0.0324 8 16 0.05708
10−4 2048 8 0.2237 4 8 0.0324 8 16 0.05707
0 256 2048 0.0017 128 128 0.0013 8 16 0.05707
(a) Optimal relative errors and grid sizes.
δ 1 10−1 10−2 10−3 10−4 0
δrel in % 7.1 · 10−4 7.1 · 10−5 7.1 · 10−6 7.1 · 10−7 7.1 · 10−8 0
(b) Relative noise levels δrel.
Table 11.3: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt) and
relative errors r∗(σ2e) for noise model (N1) and regularization schemes (R1)-(R3).
In these cases the volatility can be computed for one strike and five maturities or
one strike and nine maturities, respectively. But a larger number of available option
prices are needed to calculate these volatilities. From a practical point of view this
is not useful. However, Table 11.3 shows that method (R3) does not perform as
good as the 5-point-stencil (R2) but better than the central difference scheme (R1).
Because of the chaotical behavior of the estimated volatility surface, if Ω0 is either
too large or too small, we consider now the five-point-stencil (R2) closer and compute
the error estimation only on region Ω0 = [0.7, 1.5]× [0.4, 0.8].
In Figure 11.4, the relative errors ropt(σ2e) are shown for different grid sizes (n1, n2)
and the noise levels δ = 10−2. For small and large values of n1, the five-point-stencil
yields poor approximations to the volatility surface. As the figure shows clearly, the
five-point-stencil approach is not as sensitive with respect to the discretization of
T as to the levels of discretization of K. This is consistent with the structure of
equation (9.16) which only involves the first derivative with respect to T , but first
and second derivatives with respect to K. For the region Ω0 = [0.7, 1.5]× [0.4, 0.8],
the finite difference evaluation performs well. A good insight into the nature of this
approach is given in Table 11.4.
For various choices of δ, the optimal values of n1 and n2 are listed which yield the
smallest relative errors. This highlights the importance of the trade-off associated
with choosing a medium grid size. As the noise level decreases, finer meshes can
be used to improve the accuracy. This is consistent with theory because it predicts
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that coarser meshes are required for finite difference differentiators as the error
level in the data increases. Herein lies the weakness of traditional finite difference
formulas - even if the data are available on a fine grid it cannot be fully utilized.
Alternative methods are necessary to recover volatility for the remaining data. Due
to the generation of option prices with random noise, the value n1 = 1024 can be
considered as an outlier.
Figure 11.4: Relative errors for Ω0 = [0.7, 1.5]×[0.4, 0.8], different grid sizes (n1, n2),
noise level δ = 10−2 and regularization scheme (R2).
δ n1,opt n2,opt ropt(σ2e)
1 16 8 0.0403
10−1 1024 16 0.1310
10−2 32 16 0.0026
10−3 64 32 5.32 · 10−4
10−4 64 32 2.09 · 10−4
Table 11.4: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt) and
relative errors r∗(σ2e) for Ω0 = [0.7, 1.5] × [0.4, 0.8] when applying the five-point-
stencil (R2).
Our numerical experiments show that the approximation of the volatility improves
(see Table 11.5) as the strike value K approaches one, which corresponds to at the
money options.
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K∗ σ2e(K∗, T ∗) σ2(K∗, T ∗) r∗(σ2e)
0.28 15.07578 0.15990 93.2826
0.61 0.17741 0.17513 0.0130
0.89 0.21392 0.21430 1.7732e-3
0.98 0.17971 0.17973 1.1128e-4
1.03 0.15719 0.15710 5.7288e-4
1.22 0.09433 0.09422 1.1675e-3
1.5 0.15349 0.14966 0.0256
1.82 -0.41689 0.18055 3.3090
2.11 -0.00801 0.15649 0.9488
Table 11.5: Estimated σ2e(K∗, T ∗) and predefined volatilities σ2(K∗, T ∗) for various
strikes K∗ at T ∗ = 0.25 for the noise level δ = 10−2 on the template G0(64, 32).
This is of special interest because such options are frequently traded. Moreover, in
analytic studies of the ill-posedness of the calibration problem for purely maturity-
dependent volatility functions σ2(T ), at the money corresponds to certain singu-
lar and extremal situations (see [82, 85, 86]). Furthermore, instability effects are
stronger for small maturities T for in the money (K < S) and out of the-money
options (K > S). Table 11.5 confirms that the finite difference approach (R2) yields
good estimates of the volatility close to the at the money state, and can be used
to determine the volatility surface close to K = 1. The drawback of this approach
is that the volatility can be determined rather stable only in the region of the at
the money state. This is implicit in the structure of equation (9.16) because the
first derivative with respect to K is multiplied by K whereas the second derivative
(in the denominator) is multiplied by K2. The effect of moving K from K = 1 is
accentuated by the fact that the first derivative term is in the numerator while the
second derivative term is in the denominator.
For the noise level δ = 10−2 and different grid sizes (n1, n2), relative errors
r∗,i(σ2e) := r∗(σ2e(K∗,i, T ∗,i)) (see equation (11.5)) are shown in Figure 11.5 for two
special points, (K∗,1, T ∗,1) = (0.9, 0.4) and (K∗,2, T ∗,2) = (2, 0.8), which are different
from the at the money state.
The relative errors for point (K∗,1, T ∗,1) = (0.9, 0.4), which is near the at the
money state, have a small variability for different grid sizes (n1, n2). Only small and
large n2 cause large relative errors.
The variability of the relative errors of point (K∗,2, T ∗,2) = (2, 0.8), which is far
from the at the money state, is larger. Little changes in (n1, n2) cause very different
relative errors. This sensitivity does not occur for (K∗,1, T ∗,1) and confirms that the
finite difference scheme (R2) yield good approximations to the volatility for the at
the money state K = 1.
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(a) (K∗,1, T ∗,1) = (0.9, 0.4).
(b) (K∗,2, T ∗,2) = (2, 0.8) .
Figure 11.5: Relative errors r∗,i(σ2e) of the best volatility estimate for different
grid sizes (n1, n2) when applying regularization scheme (R2) for different points
(K∗,i, T ∗,i), i = 1, 2, with noise level δ = 10−2.
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The pattern of the relative errors for different grid sizes, seen in Figure 11.4 for the
estimation of the volatility in the region Ω0 = [0.7, 1.5]× [0.4, 0.8], can be observed
again in Figure 11.5 where it is more obvious for (K∗,1, T ∗,1) = (0.9, 0.4) than for
(K∗,2, T ∗,2) = (2, 0.8).
In the remaining part of this section, we focus on the performance of the cent-
ral difference scheme (R1) as the simplest considered finite difference scheme. We
evaluate the volatilities as well as the relative errors at some special points (see
Table 11.6).
K ≈ 0.4 K ≈ 1 K ≈ 2
T ≈ 0.2 ×
T ≈ 0.5 × × ×
T ≈ 0.8 ×
in the money at the money out of the-money
Table 11.6: Special points for estimating the volatility surface with regularization
method (R1).
As mentioned before, a singular situation occurs for at-the-money options, K ≈ 1,
if the volatility function is purely time-dependent. This situation is treated in detail
in [82, 85]. Because the volatility surface is here also dependent on the price the
results in these articles cannot applied directly. Hence we examine the case K ≈ 1
numerically.
We seek again the parameters (n1, n2) so that the relative error r∗(σ2e) at the
specific point (K∗, T ∗) is minimal which is defined in Definitions 11.1 and 11.2. We
present the numerical results in Table 11.7 which shows the optimal (n1, n2) for at
the money options and different maturities.
T ≈ 0.2 T ≈ 0.5 T ≈ 0.8
δ n1,opt n2,opt r
∗(σ2e) n1,opt n2,opt r∗(σ2e) n1,opt n2,opt r∗(σ2e)
1 32 4 0.0086 8 64 0.0142 8 6 0.0151
10−1 32 16 0.1034 128 16 0.0466 64 258 9.85 · 10−5
10−2 64 64 0.0007 16 128 0.0003 64 18 1.73 · 10−4
10−3 128 256 0.0004 512 1024 1.17 · 10−5 64 64 2.03 · 10−4
10−4 512 64 8.47 · 10−7 256 128 1.51 · 10−5 128 64 1.58 · 10−4
0 256 256 0.0001 128 512 5.85 · 10−6 256 512 1.35 · 10−7
Table 11.7: Optimal inverse regularization parameter 1α(δ) = (n1,opt, n2,opt) and
relative errors r∗(σ2e) for at the money options, K ≈ 1, noise model (N1) and regu-
larization scheme (R1).
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For a noise level δ ≤ 10−2 the relative errors are small, but not monotonically
decreasing for all points (K∗, T ∗) ≈ (1, 0.2), (1, 0.5), (1, 0.8). The corresponding
grid sizes (n1, n2) vary very much without increasing monotonically but have an
increasing tendency for δ → 0. The rate functions for maturities T ≈ 0.2 and
T ≈ 0.5, which we show in Table 11.8, have an exponent that is almost one so that
the error is linearly dependent on the noise level δ. This implies a faster convergence
than for the point (K∗, T ∗) ≈ (1, 0.8).
T ≈ 0.2 T ≈ 0.5 T ≈ 0.8
ropt(δ) = 0.0783 δ1.0025 ropt(δ) = 0.0285 δ0.8425 ropt(δ) = 0.0021 δ0.3672
n1,opt(δ) = 22.2570 δ−0.2838 n1,opt(δ) = 20.1587 δ−0.2408 n1,opt(δ) = 36.5165 δ−0.1376
n2,opt(δ) = 5.9440 δ−0.4128 n2,opt(δ) = 37.7419 δ−0.2322 n2,opt(δ) = 70.6617 δ−0.1634
Table 11.8: Rate functions for at the money options, noise model (N1) and regular-
ization scheme (R1).
Table 11.9 presents the results for fixed maturity T ≈ 0.5 and various strikes K.
If the noise level tends to zero, δ → 0, the relative errors decrease, too. They are
even monotonically in the points (K∗, T ∗) ≈ (0.4, 0.5) and (2, 0.5). The grid sizes
(n1, n2) are influenced by the strikes K very much due to different trends for various
strikes which illustrate the different sign of the exponents of the rate functions in
Table 11.10. The grid size n1 for the strikes increases for δ → 0 whereas the grid size
n2 behaves very different for in the money K ≈ 0.4, at the money K ≈ 1 and out
of the money options K ≈ 2. For decreasing noise level, the grid size n2 decreases
for an in the money option, too, whereas it increases in the at the money case and
is even constant for option which are out of the money.
K ≈ 0.4 K ≈ 1 K ≈ 2
δ n1,opt n2,opt r
∗(σ2e) n1,opt n2,opt r∗(σ2e) n1,opt n2,opt r∗(σ2e)
1 512 512 0.0892 64 8 0.0142 128 16 0.2217
10−1 256 128 0.0252 16 128 0.0466 1024 64 0.2005
10−2 128 32 0.0098 128 67 0.0003 64 32 0.0722
10−3 128 32 0.0020 1024 512 1.17 · 10−5 512 32 0.0019
10−4 512 64 0.0045 128 256 1.51 · 10−5 512 128 0.0002
0 512 64 0.0004 512 128 5.85 · 10−6 128 256 0.0001
Table 11.9: Optimal inverse regularization parameter 1α(δ) = (n1,opt, n2,opt) and
relative errors r∗(σ2e) for T ≈ 0.5, noise model (N1) and regularization scheme (R1).
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K ≈ 0.4 K ≈ 1 K ≈ 2
ropt(δ) = 0.0708 δ0.4082 ropt(δ) = 0.0285 δ0.8425 ropt(δ) = 0.5688 δ0.7470
n1,opt(δ) = 217.0532 δ−0.0688 n1,opt(δ) = 20.1587 δ−0.2408 n1,opt(δ) = 16 δ−0.2408
n2,opt(δ) = 224.3370 δ0.1978 n2,opt(δ) = 37.7419 δ−0.2322 n2,opt(δ) = 256
Table 11.10: Rate functions for T ≈ 0.5, noise model (N1) and regularization
scheme (R1).
To evaluate if the modeling of perturbed option prices Cδ(K,T ), noise model
(N1), is suitable, we consider two alternative noise models (N2) and (N3).
We apply the central difference scheme (R1) to overcome the difficulties of Dupire’s
equation (9.16) with regularization by discretization. Because the whole volatility
surface is of interest, we calculate the relative error rΩ0(σ2e) of equation (11.3) over
the whole volatility function σ2(K,T ) and present the results in Table 11.11.
Noise model
(N2) (N3)
δ n1,opt n2,opt ropt(σ2e) n1,opt n2,opt ropt(σ2e)
1 512 32 0.1189 1024 16 0.0900
10−1 2048 16 0.0730 2048 8 0.2393
10−2 2048 16 0.1613 16 8 0.2848
10−3 16 8 0.2592 16 16 0.2682
10−4 32 8 0.2601 16 8 0.0282
0 1024 128 0.1821 1024 128 0.1821
Table 11.11: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt) and
relative errors r∗(σ2e) for noise models (N2)-(N3) and regularization scheme (R1).
It is obvious that the noise models (N2) and (N3) do not improve the results.
The smallest optimal relative error for noise model (N2) is about 7.3% for a noise
level of δ = 0.1. The other noise model (N3) achieves a minimal optimal relative
error of 2.8% for δ = 10−4. Therefore Dupire’s formula (9.16) is less suitable when
assuming that option prices are disturbed with these noise models. Another reason
is the nondecreasing relative error for both noise models and the non-increasing grid
sizes (n1, n2). The rate functions in Table 11.12 emphasize these observations, too.
Finally, we illustrate the optimal relative errors ropt(σ2e) as well as the rate functions
ropt(δ) for noise model (N2) in Figure 11.6a and for (N3) in Figure 11.6b.
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Perturbation (N2) Perturbation (N3)
ropt(δ) = 0.0889 δ−0.1230 ropt(δ) = 0.2114 δ0.0960
n1,opt(δ) = 2048 δ0.4515 n1,opt(δ) = 1351.1761 δ0.5720
n2,opt(δ) = 27.8576 δ0.1505 n2,opt(δ) = 12.1257 δ0.0301
Table 11.12: Rate functions for noise models (N2) and (N3)and regularization
scheme (R1).
× ropt(σ2e)
× ropt(δ)
(a) Noise model (N2).
Figure 11.6: Relative errors ropt(σ2e) of the best estimated volatility function and
rate functions ropt(δ) for (a) noise model (N2) and (b) noise model (N3).
As the numerical study shows, Dupire’s formula (9.16) to determine the local
volatility σ2(K,T ) is suitable in some special cases. The ill-posedness of the determ-
ination of the partial derivatives out of perturbed option prices has the expected
consequences. On that score alternative models to estimate the local volatility sur-
face has to be considered. In the next Section 11.4.2 we show such an new ansatz.
Dupire’s formula is now interpreted as a parameter identification problem so that
the dual Black-Scholes equation (9.11) is considered directly.
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× ropt(σ2e)
× ropt(δ)
(b) Noise model (N3).
Figure 11.6 (cont.): Relative errors ropt(σ2e) of the best estimated volatility function
and rate functions ropt(δ) for (a) noise model (N2) and (b) noise model (N3).
11.4.2 Parameter identification localization algorithm
The purpose of this section is to test the numerical performance of the PILO of
Section 10.3 for the evaluation of the volatility surface for the whole region Ω∗
as well as in the neighborhood of a specific location from synthetic option prices
(see Section 10.1). The numerical evaluation of the volatility at a specific location
tests the essence of the algorithm - estimate a local constant approximation to the
volatility surface.
We model the perturbed option prices with noise model (N1) and estimate the
relative errors (11.3) for (K,T ) ∈ (0.4, 3) × [0.25, 1). In the first case study, we
choose the weight function w1(K,T ) (W1) of equation (10.11).
We start with the numerical results for the whole volatility surface on region
Ω∗ which consists of constant volatilities in the subregions Ω0,kl ⊂ Ω. The aim is
to find that grid sizes (n1, n2) of the subregion Ω0 so that the error between the
estimated volatility surface σ2e(K,T ) and the precise volatility function σ2(K,T ) is
as small as possible. For the corresponding estimation of the optimal grid sizes, and
therefore the optimal regularization parameter, see Definition 11.2. The numerical
experiments show that minimizing the relative error rΩ0(σ2e) with respect to the
whole region Ω∗ gives not the best approximation of the precise volatility surface
and finally not the optimal size of each subregion Ω0. The optimal grid sizes (n1, n2)
for different noise levels δ are shown in Table 11.13. The relative noise levels are
shown in Table 11.3b.
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δ n1,opt n2,opt ropt(σ2e)
1 2046 2 0.0040
10−1 2 254 0.0894
10−2 1022 2 0.0165
10−3 6 1022 0.0185
10−4 6 2046 0.0083
0 6 6 0.0103
Table 11.13: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt) and
relative errors ropt(σ2e) for noise model (N1) and weight function (W1).
It is obvious that the localization approach does not work for the whole volatility
surface because of the high variability of the grid sizes (n1, n2) and the optimal
relative errors for different noise levels.
Therefore, we take only those values of the estimated volatility function σ2e(K,T )
into considerations that fulfill condition
(1− β)σ2(K,T ) ≤ σ2e(K,T ) ≤ (1 + β)σ2(K,T ) (11.6)
with an arbitrarily selectable parameter 0 ≤ β < 1. The parameter β characterizes
the accepted deviation around the precise volatility surface and is here chosen as
β = 0.1.
Let nest denote the number of values of the estimated volatility surface σ2e(K,T )
which satisfy condition (11.6) and ntotal the total number of values of σ2(K,T ).
To evaluate the performance of the PILO, we consider two different optimization
problems. The minimization problem minimizes the relative error (11.3) with subject
to the values of σ2e(K,T ) that satisfy condition (11.6). On the other hand, it is
interesting to know for which grid sizes (n1, n2) most of the values ntotal fulfill (11.6)
and which relative errors these combinations produce. Note that all values of the
true volatility function σ2(K,T ) outside [(1 − β)σ2(K,T ), (1 + β)σ2(K,T )] are set
to zero and n1n2 in equation (11.4) is replaced by nest.
To find the optimal grid size (n1, n2) of Ω0 with the minimization problem solve
rΩ0(σ2e)→min (11.7)
subject to n1, n2 > 0,
σ2e(K,T ) ≤ (1 + β)σ2(K,T ),
σ2e(K,T ) ≥ (1− β)σ2(K,T ).
Table 11.14 shows the results for the minimization problem (11.7). Additionally to
the computation of the optimal relative error rminopt (σ2e) := ropt(σ2e,min), the percentage
of values of the estimated volatility function σ2e(K,T ) that fulfill (11.6) is calculated.
173
11 Case studies for identifying the local volatility surface
The percentage is computed as the ratio n
β
est
ntotal
of the number nβest of elements of
σ2e(K,T ) satisfying (11.6) and the total amount of values ntotal of σ2(K,T ).
δ n1,min n2,min rminopt (σ2e)
nβest
ntotal
in %
1 6 126 0.0410 1.07 · 10−2
10−1 2 62 0.0415 2.25 · 10−3
10−2 62 30 0.0337 49.38
10−3 6 62 0.0204 2.63 · 10−3
10−4 62 14 0.0269 66.65
0 62 14 0.0225 79.93
Table 11.14: Optimal inverse regularization parameters 1α(δ) = (n1,min, n2,min),
relative errors rminopt (σ2e) and percentage of values fulfilling condition (11.6) with
β = 0.1 for the minimization problem (11.7).
Numerical experiments show that the shifting of the partial differentiation of
the discrete data to the differentiation of the analytic weight function w1(K,T )
contains no information if n1 = 2 or n2 = 2. Hence, theses case are excluded
from our considerations. An advantage of minimizing the relative error is an almost
decreasing relative error when the noise level δ is also decreasing, except for some
outliers. The optimal size is not too large that the assumption of a constant volatility
cannot be accepted anymore and on the other hand it is not too small that the
shifting of the derivation onto the weight function contains no information. The
percentage of values satisfying condition (11.6) are relative large. In comparison
to the finite difference scheme, the relative errors are smaller. Another advantage
of the localization approach is the estimation of the volatility surface on the whole
region Ω∗.
On the other hand the aim might be to increase the percentage of values satisfying
condition 11.6. Therefore we formulate a maximization problem
nβest
ntotal
→max (11.8)
subject to n1, n2 > 0,
σ2e(K,T ) ≤ (1 + β)σ2(K,T ),
σ2e(K,T ) ≥ (1− β)σ2(K,T )
and show the results in Table 11.15 with rmaxopt (σ2e) := ropt(σ2e,max).
The percentage n
β
est
ntotal
of values fulfilling condition (11.6) is again increasing for
decreasing δ, except for δ = 0.1.
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δ n1,max n2,max r
max
opt (σ2e)
nβest
ntotal in %
1 2046 254 0.0570 42.52
10−1 2046 2046 0.0561 25.34
10−2 126 126 0.0410 60.42
10−3 126 62 0.0364 69.09
10−4 126 30 0.0341 73.61
0 126 30 0.0305 83.46
Table 11.15: Optimal inverse regularization parameters 1α(δ) = (n1,max, n2,max),
relative errors rmaxopt (σ2e) and percentage of values fulfilling condition (11.6) with
β = 0.1 for the maximization problem (11.8).
But the relative errors are not as small as the relative errors of the minimization
problem. The advantage of the maximization criterium to find the best grid size
(n1, n2) of Ω0 is the higher percentage of values satisfying condition (11.6) for all δ
and therefore a better reconstruction of the local volatility surface σ2(K,T ).
We illustrate the estimated volatility surface for the minimization problem
(Figure 11.8a) and the maximization problem (Figure 11.8b) for δ = 10−4 and
(K,T ) ∈ (0.4, 3)× [0.25, 1). For comparison we show the precise volatility function
σ2(K,T ) for appropriate (K,T ) in Figure 11.7.
Figure 11.7: True volatility surface σ2(K,T ) for (K,T ) ∈ (0.4, 3)× [0.25, 1).
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(a) Minimization problem: (n1,min, n2,min) = (62, 14).
(b) Maximization problem: (n1,max, n2,max) = (126, 30).
Figure 11.8: Estimated volatility surface σ2e(K,T ) for (K,T ) ∈ (0.4, 3) × [0.25, 1),
noise level δ = 10−4 and applying (a) the minimization approach (11.7) and (b) the
maximization (11.8).
The main shape of the predetermined volatility function is reconstructed by both
methods, but especially the details at the border of the specific region are not good
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approximated. For small strikes K and maturities T the volatility is extremely high
so that a reconstruction of the volatility function in these areas is not useful and
we omit them in the error estimation as well as in the graphic representation of the
results. In the figures it is also obvious that the maximization ansatz (11.8) has less
deviations than the minimization of the relative error in equation (11.7). Therefore,
we would use maximization of the percentage of values satisfying (11.6) to get an
estimate of the volatility function.
Besides the estimation of the whole volatility surface σ2(K,T ), the performance
of the new regularization approach PILO at a specific point is interesting.
Initially, let (K∗, T ∗) = (1, 0.5), which corresponds to an at the money option. It
is of some interest whether the most stable situation is here again associated with
K = 1. In order to check this, both in the money and out of the money scenarios
are examined. For various choices (K∗, T ∗), optimal grid sizes (n1, n2) are sought
that the relative error r∗(σ2e) is minimal.
At the money options are of special interest because a singular situation occurs if
the volatility function is purely time-dependent, see for details [82, 85].
To evaluate the optimal regularization parameter (Definition 11.2), we use the
template structure of Section 10.1 with ∆K = ∆T = 1 and (n1, n2) like equa-
tion (10.6) for a specific point (K∗, T ∗) ∈ Ω0 centered in Ω0. To investigate if the
assumption of a constant volatility in region Ω0 is useful, we consider the variability
of the volatilities sσ2(K∗, T ∗) and of the option prices sC(K∗, T ∗) in the region Ω0,
see Definition 11.4. If the variability of the volatilities is small, then it can be as-
sumed with some confidence that σe(K∗, T ∗) has the potential to be representative
of the value of the volatility in the Ω0 neighborhood of (K∗, T ∗).
For at the money options, the optimal grid size (n1, n2) within Ω0 for each
noise level δ is presented in Table 11.16 where we show also the estimated volat-
ility σ2e(K∗, T ∗) of the specific point. The predetermined synthetic volatility is
σ2(K∗, T ∗) = 0.115.
δ n1,opt n2,opt r
∗
opt(σ2e) sσ2e (K∗, T ∗) sC(K∗, T ∗) σ2e(K∗, T ∗)
1 62 510 3.9217·10−4 0.1291 0.0667 0.114955
10−1 255 1022 5.6546·10−4 0.2699 0.4611 0.115065
10−2 62 14 4.8779·10−4 0.0321 0.0567 0.115056
10−3 62 14 8.8542·10−5 0.0321 0.0567 0.115011
10−4 62 14 1.8856·10−4 0.0321 0.0567 0.115022
0 62 14 1.9264·10−4 0.0321 0.0567 0.115023
Table 11.16: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt), rel-
ative errors r∗opt(σ2e), variability of the option prices sC(K∗, T ∗) and the variability
of the estimated volatility sσ2e (K
∗, T ∗) and estimated volatility σ2e(K∗, T ∗) for the
specific point (K∗, T ∗) = (1, 0.5) and predetermined volatility σ2(K∗, T ∗) = 0.115.
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At the point (K∗, T ∗) = (1, 0.5) the relative error between the estimated and the
precise volatility function is small so that the localization algorithm can be applied
at this point. The described variability of the precise volatility and of the option
prices are shown in columns fifth and sixth. The variability of the volatilities in
Ω0 for the optimal size is about 3%, except for δ = 1 and δ = 0.1, so that the
assumption of a constant volatility in Ω0 can be confirmed. In addition, the sizes
of the relative errors at the specific point (K∗, T ∗) = (1, 0.5) in the fourth column
confirm that the localization algorithm yields reliable results. The last column
shows the estimated volatility at (K∗, T ∗) = (1, 0.5) at which the precise volatility
is σ2(K∗, T ∗) = 0.115. This establishes that the approximation of the volatility at
this point by the localization approach is robust and reliable, even when a noise
level is δ = 1 or δ = 0.1, where the assumption of a constant volatility cannot be
assumed. This results implies that the PILO works well for at the money options.
Table 11.17 addresses the question whether the PILO yields reliable results also
for in the money (K < 1) and out of the money (K > 1) options for fixed maturity
T ∗ = 0.5 and a noise level δ = 10−2. The optimal grid sizes (n1, n2) as well as the
optimal relative errors r∗(σ2e) are consistent with the results in Table 11.16. The
estimated volatility in column five is close to the predetermined volatility in the
sixth column so that the PILO algorithm yields reasonable results for these cases of
in the money and out of the money options.
K∗ n1,opt n2,opt r∗(σ2e) σ2e(K∗, T ∗) σ2(K∗, T ∗)
0.5 126 126 18.3206e-4 0.099349 0.099168
1 62 14 4.8780e-4 0.115056 0.115000
1.5 126 6 3.7961e-5 0.086622 0.086619
Table 11.17: Optimal inverse regularization parameters 1α(δ) = (n1,opt, n2,opt), relat-
ive errors r∗opt(σ2e), the estimated and the predetermined volatility for fixed maturity
T ∗ = 0.5 and noise level δ = 10−2.
A drawback of the method is the large number of grid points (n1,n2) required to
estimate the volatility at only one specific point. But, nevertheless the PILO yields
a good approximation of the volatility for values of K away from K = 1.
Figure 11.9 shows the relative errors r∗(σ2e) for various grid sizes (n1, n2) for two
different points (K∗,1, T ∗,1) = (0.9, 0.4) and (K∗,2, T ∗,2) = (2, 0.8). The numerical
experiments show that the results and graphics are similar for these points. The
structure of the relative errors for different grid sizes (n1, n2), when using the PILO,
is similar to the structure of the relative errors when the finite difference scheme is
applied to evaluate the volatility, cf. Figure 11.5. The advantage of the PILO is that
the structure of the relative errors for points away from K = 1, the at the money
state, cf. Figure 11.9b, is not as susceptible to changes of (n1, n2) as the application
of the finite difference scheme, cf. Figure 11.5b.
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For both methods, we observe an optimal range for (n1, n2) in which the relative
error is small. The PILO as well as the finite difference scheme yields poor results
outside this range.
(a) (K∗,1, T ∗,1) = (0.9, 0.4).
(b) (K∗,2, T ∗,2) = (2, 0.8).
Figure 11.9: Relative errors r∗(σ2e) of the volatility estimate for different grid sizes
(n1, n2) when applying the PILO for different points (K∗,i, T ∗,i), i = 1, 2 with noise
level δ = 10−2.
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Finally we consider the choice of the weight function w(K,T ) which is restricted
by conditions (10.8). Therefore we test the PILO with the second weight function
(W2) (see also Figure 10.2b).
The aim is again the estimation of the whole volatility surface σ2(K,T ). Hence,
we consider the minimization and the maximization problem, see equations (11.7)
and (11.8), because these optimizations produced sensible results for the PILO
with weight function (W1). The results are presented in Table 11.18 as well as
in Table 11.19.
δ n1,min n2,min
||σ2e,min−σ2||2
||σ2||2
nβest
ntotal
in %
1 6 30 0.0271 4.2 · 10−3
10−2 126 30 0.0392 55.54
10−4 62 30 0.0319 61.90
0 62 14 0.0272 74.58
Table 11.18: Optimal inverse regularization parameters 1α(δ) = (n1,min, n2,min),
relative errors rminopt (σ2e) and percentage of values fulfilling condition (11.6) with
β = 0.1 for the minimization problem (11.7) and weight function (W2).
δ n1,max n2,max
||σ2e,max−σ2||2
||σ2||2
nβest
ntotal in %
1 2046 254 0.0549 42.70
10−2 126 126 0.0425 58.68
10−4 126 30 0.0343 70.10
0 126 30 0.0306 79.97
Table 11.19: Optimal inverse regularization parameters 1α(δ) = (n1,max, n2,max),
relative errors rmaxopt (σ2e) and percentage of values fulfilling condition (11.6) with
β = 0.1 for the maximization problem (11.8) and weight function (W2).
It is obvious that the results are not very different from the results which we
receive with weight function (W1) (see Tables 11.14 and 11.15). The percentage
of values which fulfill condition (11.6) is slightly higher when using weight function
(W1). Figure 11.10 presents the estimated volatility surfaces for both optimization
criteria. The second weight function also reconstructs the weight function well. The
maximization approach (11.8) yields better results at the boundary of the considered
region than the minimization approach. We observed a similar result with weight
function (W1).
180
11.4 Numerical results for time- and price-dependent volatilities
(a) Minimization problem: (n1,opt, n2,opt) = (62, 14).
(b) Maximization problem: (n1,opt, n2,opt) = (126, 30).
Figure 11.10: Estimated volatility surface σ2e(K,T ) for (K,T ) ∈ (0.4, 3) × [0.25, 1),
noise level δ = 10−4 and applying (a) the minimization approach (11.7) and (b) the
maximization (11.8) with weight function (W2).
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11.4.3 Identifying volatilities from real option prices
In this section, we want to evaluate the performance of the finite difference schemes
and the PILO for identifying the volatility surface from observed real call option
prices C(K,T ) based on the DAX index at 21.01.2010 for different strikes K (in
points) and maturities T (in years) accessed via [58].
The current price of the underlying was S = 5857.33 points at 21.01.2010. We
use in our numerical study the arithmetic mean between bid price and ask price as
option prices C(K,T ). The risk free interest rate is determined from the 3-monthly
EURIBOR that was 0.672%, r = 0.00672, at 21.01.2010, [66].
Option prices are not available for every combination (K,T ) which restricts the
evaluation of the volatility in Ω∗ very much. Therefore we have a look at the
structure of the available data. We obtained 2097 different option prices in a
region (K,T ) ∈ [2000, 10000] × [11/365, 1063/365] where C(K,T ) are sparse for
K ∈ [2000, 2700]∪ [8400, 10000]. Therefore we neglect these option prices and define
the region Ω∗ = {(K,T ) : 2800 ≤ K ≤ 8350, 0 < T < 3}. The expiry dates are
between 01.02.2010 and 19.12.2012.
The grid G(n,m) = {[Kk, Tl] : [K0 = 2800, . . . , K¯ = 8350 × [0.0739, . . . , 2.9123]}
on Ω∗ is determined by the available data and is not equidistant.
We identify three regions of the option prices which are determined by the dis-
tance between two prices C(K,T ): fortnightly data with ∆T = 1/24, monthly data
with ∆T = 1/12 and quarterly data with ∆T = 1/4. For each region, shown in
Table 11.20, we have a different fine grid on Ω∗ and a different amount of option
prices which we present in column 4. This percentage is the ratio between the
number of observed option prices C(K,T ), denoted by nobs, and the total number
of possible option prices, denoted by ntotal, on the appropriate grid G(n,m). The
grid G(n,m) is chosen according to equation (10.3) for each time span (column 1,
Table 11.20).
T in years ∆T nobs
ntotal
in %
fortnightly data T ∈ (0, 0.4], ∆T ≈ 124 73.5
monthly data T ∈ (0, 1), ∆T ≈ 112 78.1
quarterly data T ∈ (0, 3), ∆T ≈ 14 77.8
Table 11.20: Structure of observed maturities and option prices.
Figure 11.11 shows the structure of the real option prices within Ω∗. We used
equation (10.4) to compute the synthetic option prices in the numerical study before.
But now the values of the parameters p and q are limited to p = 2, . . . , 6, q = 2, . . . , 3.
To obtain an equidistant grid for monthly or quarterly data, we chose the appropriate
option prices from Ω∗.
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Figure 11.11: Real option prices in region Ω∗ for different strikes K (in points) and
maturities T (in years).
At first, we examine the performance of the finite difference scheme (R2)
(Section 10.2) to test regularization by discretization. In Figure 11.12 we show the
estimated volatility σ2(K,T ) at some points with interpolations to illustrate the
variable volatilities. We determine the volatilities for monthly data on grid
Figure 11.12: Estimated volatilities σe(K,T ) with finite difference scheme (R2) for
real option prices (black +) with interpolations (blue lines) and monthly data
∆T = 112 .
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G(n1, n2) = {[Kk, Tl] : [K0 = 2800, . . . , K¯ = 8350] × [0.0739, . . . , 0.8986]} with
grid size(n1, n2) = (111, 10), ∆K = 50 and ∆T ≈ 112 . We get estimations of
the volatility for 16.6% of all possible combinations (K,T ) which are about 205
estimated volatilities.
The estimation of quarterly data is shown in Figure 11.13 where the grid
G(n1, n2) = {[Kk, Tl] : [K0 = 2800, . . . , K¯ = 8350]× [0.0739, . . . , 2.9123]} with grid
size (n1, n2) = (111, 11), ∆K = 50 and ∆T ≈ 14 is used. For these data, we can only
compute the volatility for 9.2% of all possible combinations (K,T ).
Figure 11.13: Estimated volatilities σe(K,T ) with finite difference scheme (R2) for
real option prices (black +) with interpolations (blue lines) for quarterly data
∆T = 14 .
During the computation we observed several difficulties. First of all the observed
option prices are sparse in some areas of region Ω∗ so that the five-point-stencil
cannot applied. Additionally we observed negative estimated volatilities, which are
caused by negative second partial derivatives ∂2
∂K2C(K,T ), and extremely high volat-
ilities, where the second partial derivative with respect to K is almost zero. Because
the numerical differentiation and therefore the evaluation of Dupire’s formula (9.16)
is an ill-posed problem, we expected these difficulties and observed them during the
estimation of the volatility function from the synthetic data as well.
We show the squared volatilities σ2e(K,T ) as well as the volatilities σe(K,T ) for
selected strikes and maturities. In Table 11.21 we fix the strike at K = 5850 which
is very close to the at the money situation that is S = K = 5857, 33. We cannot
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evaluate if these estimations are ‘good’ or not because we do not know the true
(hidden) volatility surface. Hence we are not able to compute relative errors.
T σ2e(K,T ) σe(K,T )
April 2010 0.2274 0.0399 0.1997
June 2010 0.4000 0.0619 0.2488
October 2010 0.7260 0.0479 0.2189
Table 11.21: Estimated volatilities σe(K,T ) with the finite difference scheme (R2)
for fixed strike K = 5850 points (at the money) and different maturities T in years.
In the next Table 11.22 we fix the maturity at T = 0.4767 which is in the middle
of Juli 2010 and is about a half year in the future from the date 21.01.2010. Here we
give the estimated volatilities for in the money, at the money and out of the money
European call options.
K σ2e(K,T ) σe(K,T )
4350 0.0334 0.1827 in the money
5850 0.0625 0.2499 at the money
7150 0.0104 0.1022 out of the money
Table 11.22: Estimated volatilities σe(K,T ) with the finite difference scheme (R2)
for fixed maturity T = 0.4767 years (Juli 2010) and different strikes K in points.
As we mentioned already, we cannot determine whether an estimated volatility
represents the true unknown volatility. Therefore, we examine the variability of
the volatility estimation at a specific point for different grid sizes (n1, n2). Due
to the limited number of option prices we are able to evaluate the volatility only
for p = 2, . . . , 6 and q = 2, . . . , 3 in equation (10.4). Figure 11.14 illustrates the
estimated volatilities for different grid sizes (n1, n2). We interpolated the surface
between the estimated volatilities (black ◦).
The volatility is for all strikes K constant if we choose n2 = 3 (9 maturities), but
varies very much if we select n2 = 2 (5 maturities). This is a kind of smoothing
during the volatility estimation with the five-point-stencil. The comparison of both
graphs show that the volatility is a little bit less variable for out of the money
options.
The last study deals with the estimation of the PILO approach from Section 10.3
for real option prices. Due to the limited number of real option prices, we cannot
apply the theoretical results. In the following study we use monthly data (highest
percentage in Table 11.20) and weight function (W1) w1(K,T ) and calculate the
volatility on Ω∗.
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(a) (K∗,1, T ∗,1) = (5850, 0.4767). (b) (K∗,2, T ∗,2) = (6850, 0.5726).
Figure 11.14: Estimated volatilities σe(K,T ) (black ◦) with finite difference scheme
(R2) for different (K,T ) and monthly data.
We cannot compute the volatilities for all p and q in equation (10.6), only for
p = 2, . . . , 6 and q = 2, 3. Within these possible grid sizes (n1, n2) we choose that
grid size as the best one whose mean estimated volatility is not too small, e.g.
(n1, n2) = (2, 2), (2, 6), or too high, e.g. (n1, n2) = (14, 6), and the ratio between
the number of estimated volatilities (nest) and the number of observed option prices
(nobs) on the appropriate grid G(n,m). We obtained the best result for grid sizes
(n1, n2) = (6, 2) with a ratio of 51.1% which is much higher than the ratio obtained
with the five-point-stencil and a mean of σ¯2e(K,T ) = 0.0615. We present the results
in Table 11.23.
method ∆T nest
nobs
in % σ¯2e(K,T )
(R2) 112 21.31 0.0402
(R2) 14 11.97 0.0731
PILO 112 66.63 0.0615
Table 11.23: Ratio between number of estimated and number of observed option
prices as well as the mean volatility for regularization methods (R2) and PILO and
monthly and quarterly data.
In Figure 11.15a it is clearly visible that the PILO algorithm estimates more
volatilities (black +) than the five-point-stencil. But we also observe that there are
months (March, June, September) where the estimated volatilities are smaller as
the volatilities obtained with (R2). The blue lines are interpolations to illustrate
the variability of the estimated volatility for different choices of (K,T ). Because we
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do not know the true volatility surface, it is difficult to decide which approach yield
the ‘right’ volatility.
(a) Estimated volatilities (black +) with interpolations (blue lines).
Figure 11.15: Estimated volatilities σe(K,T ) with the PILO (10.10) and weight
function (W1) for real option prices (monthly data).
The different values of the volatility for various strikes and maturities are more
obvious in Figure 11.15b where we observe very small an much higher volatilities.
During the computation of the volatility, negative as well as extremely high volat-
ilities occurred. The reason may lie in the numerical computation of the integrals
in equation (10.10).
The five-point stencil estimated volatilities for various (K,T ) at which the PILO
does not yield an estimate and vice versa. By combining both methods to get a
more complete volatility surface we could improve the estimation of the volatility
function σ2e(K,T ). This could be examined in further investigations. Nevertheless,
the question arises which method yield a more accurate volatility estimation.
We give in Table 11.24 the estimated volatility with the five-point-stencil (R2)
and the PILO for different strikes and maturities when using monthly data.
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(b) Estimated volatilities as a surface.
Figure 11.15 (cont.): Estimated volatilities σe(K,T ) with the PILO (10.10) and
weight function (W1) for real option prices (monthly data).
(R2) PILO
K σ2e(K,T ) σ2e(K,T )
4350 0.0334 0.1180 in the money
5850 0.0625 0.0832 at the money
7000 0.0080 0.1382 out of the money
Table 11.24: Estimated volatilities with the five-point-stencil (R2) and the PILO
for T = 0.4767, monthly data.
At last we examine the performance of the PILO at two specific points. As
described in Section 11.4.2 we vary the region Ω0 with (K∗, T ∗) centered in Ω0. At
the first specific point (K∗,1, T ∗,1) = (5850, 0.4767), we obtain estimated volatilities
for only half of the possible regions Ω0 for p = 2, . . . , 6 and q = 2, 3 because the
other cases yield negative volatilities. At point (K∗,2, T ∗,2) = (6850, 0.5726) we get
no suitable estimations for p = 2, 3. In the other cases, p = 4, 5, 6, the volatility lies
between 0.03 and 0.06.
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Finally, we conclude that both methods, (R2) and PILO, yield volatility estima-
tions for a limited number of (K,T ). The new approach (PILO) yields more volatility
estimations than the five-point-stencil. Because we do not know the true volatility
surface, we cannot determine which method achieves a better approximation of the
true (hidden) volatility function. The volatility estimation at a specific point with
the PILO obtains no improvement of the resulting volatility so that we regard the
estimation of the volatility with the PILO for the whole volatility function as the
better method.
Further investigations of the PILO algorithm with different weight functions
w(K,T ) and different functions ϕ(K,T ) could improve the volatility estimation.
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For the buying and selling of European call option, it is necessary to determine
its fair price. Therefore accurate estimates of the volatility function σ2(K,T ) are
required. This leads naturally to the need to explore different numerical methods
for its determination.
In the first numerical case study we have considered only time-dependent volatil-
ities σ2(T ) where the numerical experiments showed that regularization by discret-
ization can be applied.
In a second case study a time- and price-dependent volatility surface σ2(K,T ) has
been evaluated with different finite difference schemes as well as with a parameter
identification localization algorithm (PILO). Applying a finite difference scheme to
Dupire’s formula yields good approximations for at the money options. For the finite
different scheme, an optimal range of grid sizes can be observed for points not far
from the at the money state. But, the farther the strike prize K is away from the at
the money state, the less-reliable is the estimate of the volatility. The drawback of
this method is that the volatility can be determined rather stable only in the region
of the at the money state. These limitations of Dupire’s formula yielded motivation
to consider the identification of the volatility surface from Dupire’s equation (9.11)
and using its weak formulation.
By localizing the problem to a subregion Ω0 where the volatility function is as-
sumed to be a constant a new approach is analyzed for representative synthetic
data. For a fixed region Ω0 where σ2 is essentially constant, the PILO yields good
estimates of the volatility. If region Ω0 is too small, the test function contains no
information about the volatility and the estimated volatility is not useful. On the
other hand, if Ω0 is too large, the assumption of a constant volatility in Ω0 is not
be appropriate.
Besides a global error estimation, two criteria are tested to find the best approxim-
ation with the localization algorithm: minimizing the relative error and maximizing
the percentage of values satisfying condition (11.6). The methods have showed
different optimal sizes (n1, n2) of region Ω0, but both have proved medium sized
subregions Ω0. The size (n1, n2) = (14, 62) of Ω0, which is the best approximation
for the special point (K∗, T ∗) = (1, 0.5), turned out to be the same best approxim-
ation of the volatility function σ2(K,T ) as the minimization criterium and slightly
better than the maximization criterium, achieved which has the highest percentage
of values satisfying.
The advantage of the new localization approach is that the numerical differen-
tiation is replaced by an analytic differentiation of the chosen weight function. In
situations where the observational data is sparse the new method gives a good estim-
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ate when applied to representative synthetic data. In particular, the total amount
of computational work for realizing the proposed method is smaller than using regu-
larization approaches. This is a substantial advantage for practical use. An optimal
range in which the relative error is small, can be observed not only for points near
the at the money state but also far away.
The choice of a second test function (W2) yielded similar results for the maxim-
ization and minimization like the usage of test function (W1).
A drawback of the PILO is the large number of grid points required to estimate
the volatility at only one specific point. But drawbacks of the new method can be
overcome by applying regularization methods, e.g. Tikhonov regularization [61, 62,
82, 85], to the parameter identification problem of the dual Black-Scholes equation
where even convergence rates results are available. However, the total amount of
computation required is then much bigger. In our experiments, we have chosen the
weight function w(K,T ) as (W1) and (W2). Other choices of w(K,T ) may improve
the results of the PILO. To evaluate advantages of the new approach further, one
could estimate equation (10.9) with a function ϕ(K,T ) representing a ‘smile’.
The last numerical study dealt with real option prices based on the DAX index.
We have observed that both methods, that is the five-point-stencil as regularization
by discretization and the new PILO, yield estimations of the volatility surface for
a limited number of grid points (K,T ). We mentioned before that these points
are not identical and perhaps we could improve the estimation of the volatility
surface by combining both methods. Then the question arises which method yield
a better approximation of the unknown hidden volatility surface in points where
both methods have a different volatility estimate. At the moment we do not have
an answer.
An improvement of the volatility estimation with the PILO could be reached in
points (K,T ) where the current choice of the weight function and ϕ(K,T ) lead to
negative or very high volatilities by further investigations of real data with different
w(K,T ), ϕ(K,T ), underlying asset or risk-free interest rate.
Finally we conclude that the proposed new parameter identification localization
approach (PILO) performs better than the finite difference schemes.
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A Additional definitions and
theorems
A.1 Part I - Regularization with Poisson distributed
data in imaging
In this section, we give some additional definitions that we use throughout Part I.
We denote by U∗ the set of all continuous linear functionals J : U → R on U and
call U∗ dual space of U .
Definition A.1 (Convex functional) Let U be a linear space. A functional
S : U → (−∞,∞] is convex if
S(λu+ (1− λ)v) ≤ λS(u) + (1− λ)S(u) (A.1)
holds for all u, v ∈ U and λ ∈ (0, 1). The functional is strictly convex if the
relation in (A.1) is “<” for all u 6= v.
Definition A.2 (Subdifferential) Let S : U → (−∞,∞] be a convex functional
and u0 an element of a locally convex space U . The subdifferential of S at u0 is
defined as the set of all u¯ ∈ U∗ of S at u0 that satisfy
S(u)− S(u0)− 〈u¯, u− u0〉 ≥ 0 for all u ∈ U
and is denoted by ∂S(u0). An element u¯ of the subdifferential is called subgradient
of S at u0.
For Definitions A.3-A.4 we consider the minimization problem
f(u)→ min, subject to u ∈ C (A.2)
where C ⊂ RN is a closed convex set and f : C → R a continuously differentiable
function.
Definition A.3 (Accumulation point) A point u∗ ∈ C is an accumulation point of
the sequence {uk} if there exists a subsequence of {uk} which converges to u∗.
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Definition A.4 (Stationary point) Given the minimization problem (A.2), u∗ ∈ C
is a stationary point of f over C if
∇f(u∗)T (u− u∗) ≥ 0 for all y ∈ C.
Definition A.5 (Sequentially lower semicontinuous functional) Let
Ω : U → [0,∞) be (sequentially) lower semicontinuous if for any u ∈ U and for
every sequence uk → u follows
Ω(u) ≤ lim inf
k→∞
Ω(uk)
for uk ∈ U . If uk converges weakly to u then Ω is weakly (sequentially) lower
semicontinuous.
Definition A.6 (Relatively sequentially compact) Let (U , τU) be a topological
space. The subset K ⊂ U is relatively sequentially compact if every sequence
(uk) ⊂ K has subsequence (uki) that a converges to u ∈ U . The limit needs not
to be in K.
In the literature relatively sequentially compact is also often known as relatively
pre-compact.
A.2 Part II - Identification of volatility - An inverse
problem in finance
Additional definitions and theorems are given in this section to clarify some terms
from Part II.
Definition A.7 (Short selling) Selling of securities which are not owned by the
trader and buying them back at a later point in time is called short selling.
To model the asset price S with a geometric Brownian motion process, we in-
troduce a probability space (Θ,F , P ) where Θ is a sample space, F a σ-algebra of
subsets of Θ and P : F → [0, 1] a probability measure.
Definition A.8 (Filtration) A filtration is a nested family {Ft}t≥0 of σ-algebras
Ft ⊂ F with
Ft ⊂ Fs ⊂ F for all 0 ≤ t < s.
Definition A.9 (Stochastic process) A stochastic process is a collection of real
valued random variables (ξt)t≥0 that are defined on a probability space (Θ,F , P )
with time domain T . The mapping ω 7→ ξt(ω) with fixed time parameter t ∈ T is
a random variable and t 7→ ξt(ω) with fixed ω ∈ Θ is a sample path of the random
process.
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Definition A.10 ((Standard) Brownian motion/Wiener process) A real-valued
stochastic process (Wt)t≥0 adapted to the filtration {Ft}t≥0 on the probability space
(Θ,F , P ) is called (standard) Brownian motion or Wiener process if the following
conditions are satisfied:
(i) W0 = 0 almost surely,
(ii) the increments of Wt are independent, i.e. for any finite set 0 ≤ t1 < t2 <
. . . < tn the random variables
Wt2 −Wt1 ,Wt3 −Wt2 , . . . ,Wtn −Wtn1
are independent,
(iii) the increment Wt −Ws is normally distributed with zero mean and variance
t− s for all 0 ≤ s < t,
(iv) (Wt)t≥0 has continuous sample paths almost surely.
Definition A.11 (In the money, at the money, out of the money options) A call
option with asset price S and strike price K is called
(i) in the money, if S > K,
(ii) at the money, if S = K,
(iii) out of the money, if S < K.
For simplicity we write in the following S := S(t) and ST := S(T ).
Definition A.12 (Transition probability density function) We assume that the
asset price follows the stochastic differential equation (9.8). Then, we define the
transition probability density function p(S, t;ST , T ) as
P (S ∈ (a, b) at time T |S at time t) =
b∫
a
p(S, t;ST , T ) dST
(see [121]).
We only give the Fokker-Plank equation for the special process (9.8), but we can
formulate this equation also for general stochastic processes.
Theorem A.1 (Fokker-Plank equation) The transition probability density function
(Definition A.12) satisfies the Fokker-Plank equation, also known as Kolmogorov
forward equation,
∂
∂T
p(S, t;ST , T ) =
1
2
∂2
∂ST
(
σ2(ST , T )S2Tp(S, t;ST , T )
)
− ∂
∂ST
(µSTp(S, t;ST , T ))
(A.3)
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with initial condition
p(S, t;ST , t) = δ(ST − S)
where δ(x) is the Dirac delta function. Transition probability density function is the
solution of this problem and has the form
p(S, t;ST , T ) =
1
σ(ST , T )ST
√
2pi(T − t)
exp
−
(
ln( S
ST
) + (µ− 12σ2(ST ,T ))(T − t)
)2
2σ2(ST , T )(T − t)
 .
For a proof and more details see e.g. [94, 121, 122].
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Notation index
General notations
a.e. Almost everywhere
Eθ Expectation value of the random variable θ
V ar(θ) Variance of the random variable θ
R Real numbers
R+ Real positive numbers
R+0 Real positive numbers including zero
N(µ, σ2) Normal distribution with expectation value µ and variance σ2
Φ Standard normal distribution
Poisson(λ) Poisson distribution with parameter λ
α, α(δ) Regularization parameter
e Exponential function
δ, δrel Noise level and relative noise level
(Θ,F , P ) Probability space.
Part I - Regularization with Poisson distributed data
in imaging
Spaces
U , V , U∗ Banach spaces and corresponding dual space
C10(D,R2) Space of once continuously differentiable functions with com-
pact support in D
C∞0 (D,R2) Space of arbitrarily continuously differentiable functions with
compact support in D
W 1,1(D) Sobolev space
BV (D) Space of functions with bounded variation
Lp(D), p ∈ (0,∞) Lebesque space of p-power integrable functions
L∞(D) Lebesque Space of a.e. bounded functions
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Norms and products
||u||2 Euclidean norm u
< ., . >U∗×U Duality product in space U and dual space U∗
Operators and functionals
A : D(A) ⊆ U → V Convolution operator
S : V × V → [0,∞] Fitting functional
Ω : U → [0,∞) Stabilizing functional
∇ Nabla operator
xk ⇀ x Weak convergence
Matrix and vector notations and constants
diag(u) Diagonal matrix with the non-zero entries given by the ele-
ments of the vector u
en Vector of size n with all entries equal to 1
In Identity matrix of size n
v
u
Quotient of vectors u, v are always in the Hadamard sense,
i.e. component-wise
% Noise or tuning parameter
σ Blurring parameter
u, zδ, v Exact and noisy data
uα, uαk Regularized solution
uαopt Optimal regularized solution
Miscellaneous
SNR Signal-to-noise ratio
PSNR Peak signal-to-noise ratio
ISNR Improvement in signal-to-noise ratio
^ Sign for an angle
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Notation
Part II - Identification of volatility - An inverse
problem in finance
T , T ∗, T¯ Maturity, fixed maturity, largest maturity for which option
prices are available
K Strike price
r Short-term interest rate
S := S(t) Current price of the underlying asset at time t
{Wt, t ≥ 0} Geometric Brownian motion at time t
µ Drift
σ, σ(t), σ(S, t),
σ(K,T ), σ2e
Volatility functions and estimated volatility function
C(S(t), t,K, T ) Fair price of a European call option with strike K and ma-
turity T at time t if the price of the underlying asset is S(t)
Cobs(K,T ),
Cδ(K,T )
Observed and perturbed option prices
bxc Largest integer not greater than x
δ(x) Dirac Delta function
The computations were carried out using the software MATLAB by The MathWorks,
Inc., versions R2010b or R2011b.
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Theses
1. This thesis considers two very different inverse problems: Tikhonov-type reg-
ularization with Poisson distributed data in imaging and identification of the
volatility function as an inverse problem in mathematical finance.
The main interest in inverse problems lies often in the reconstruction or iden-
tification of unknown and not directly observable parameters from directly
observed data. In our specific problems these desired objects are an image
(Part I) and the volatility function (Part II). The reconstruction can often be
formulated as an operator equation F (u) = v where we desire u from measured
data v. If this equation is ill-posed, then regularization methods are needed.
In Part I the Tikhonov-type regularization
S(F (u), z) + αΩ(u)→ min, subject to u ∈ U
with fitting functional S : V×V → [0,∞], stabilizing functional Ω : U → [0,∞]
and regularization parameter α > 0 is applied to reconstruct the true image
from Poisson distributed data.
Another regularization method is applied in Part II: regularization by discret-
ization. For ill-posed problems the finest grid is not always the best choice
due to the noisy data that influence the solutions very much. If the grid is too
coarse the discretization error prevent a good solution.
2. In recent literature the Kullback-Leibler functional, which is a special case of
Bregman distances, is proposed as fitting functional for Poisson distributed
data. This is also motivated by MAP estimation with the Poisson distri-
bution as a prior density function. The regularization is stabilized with the
total variation functional where sharp edges of an image are emphasized. The
combination of both functionals is the regularization scheme for images with
Poisson noise. Images contain often not only noise but also blurring which is
modeled with a linear convolution in this thesis.
3. The choice of the regularization parameter is essential to find a good balance
between fitting and stabilizing functional. Therefore, two modifications of the
discrepancy principle, the L-curve method and the quasi-optimality criterion
are considered in this thesis for the proposed noise generation where the noisy
data v is created with v¯ ∼ Poisson(%Au) and v := v¯/% with an additional
noise or tuning parameter % > 0 which controls the amount of noise.
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The discrepancy principles from Bertero et al. [31] and Bardsley et al. [18] are
then modified. For the identification of the corner of the L-curve two meth-
ods are considered closer: identification with a tangent and with an adaptive
pruning algorithm.
4. The quality of the reconstructions obtained with Tikhonov-regularization with
Kullback-Leibler fitting functional and total variation in combination with
the mentioned regularization parameter selection methods are numerically ex-
amined by means of three different test images: a very simple image with
sharp edges, the standard test image ‘cameraman’ and real PET data. The
synthetic noisy and blurred test images are generated with different combina-
tions of the blurring and the noise parameter whereas these parameters have
to be identified from real PET data at first.
The regularization parameter selection methods perform equally for the simple
test image whereas the relative errors of the reconstructions are more differ-
ent. The different values of the noise parameter for different noisy PET data
support the proposed noise model. The performance of the quasi-optimality
criterion depends very much on a maximal index which denotes the number
of considered regularization parameters of the sequence of αk and due to ob-
served outliers one has to be careful when choosing α with the quasi-optimality
criterion.
No regularization parameter selection method can be clearly favored among
the considered parameter choice methods.
5. A case study with standard Gaussian fitting functional for the same test images
with Poisson noise yield worse reconstructed images than the Kullback-Leibler
fitting functional except for images with high blurring. Then the blurring
which is modeled using convolution with Gaussian kernel coincides with the
Gaussian fitting functional. Using real PET data, the blurring parameter and
the noise parameter are determined to have the same value which contradicts
the proposed noise model. The quasi-optimality criterion fails to yield a good
reconstruction in most situations.
6. Using the dual Black-Scholes equation, Dupire derived an explicit formula
σ(K,T ) =
√√√√√ ∂C∗(K,T )∂T + rK ∂C∗(K,T )∂K
1
2K
2 ∂2C∗(K,T )
∂K2
(K,T ) ∈ Ω∗
with strike K, maturity T , interest rate r and observed option prices C∗(K,T )
to determine the volatility function which has to be known to calculate the fair
price of a European call option. Because the option prices are only available as
discrete noisy observations, the evaluation of Dupire’s formula is an ill-posed
numerical differentiation problem which is complicated by the need to take
the ratio of derivatives.
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7. In this thesis, the inverse problem is firstly regularized by discretization to-
gether with finite difference schemes. But the finite difference schemes do not
overcome the difficulties of the numerical differentiation when they are used
to evaluate the partial derivatives.
8. A new algorithm is proposed to overcome the difficulties of the finite difference
schemes: the ‘parameter identification localization algorithm’ (PILO) which is
based on the weak formulation of Dupire’s equation. The problem is localized
to a subregion where the volatility function is assumed to be constant and
the numerical differentiation of the discrete data is replaced by an analytic
differentiation.
9. The finite difference schemes yield only good results for at the money options.
To obtain a good reconstruction of the true volatility function with the PILO
the size of the subregion must not to be too small or too large. In situations
where the observational data is sparse the PILO yields good estimates and the
computational effort is smaller than applying Tikhonov regularization to the
inverse problem in option pricing. The numerical study for synthetic and real
option prices showed that the PILO performs better than the finite difference
schemes.
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