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Abstract
We consider the evolution of N bosons interacting with a repulsive short range pair potential
in three dimensions. The potential is scaled according to the Gross-Pitaevskii scaling, i.e. it is
given by N2V (N(xi−xj)). We monitor the behavior of the solution to the N -particle Schro¨dinger
equation in a spatial window where two particles are close to each other. We prove that within this
window a short scale interparticle structure emerges dynamically. The local correlation between
the particles is given by the two-body zero energy scattering mode. This is the characteristic
structure that was expected to form within a very short initial time layer and to persist for all
later times, on the basis of the validity of the Gross-Pitaevskii equation for the evolution of the
Bose-Einstein condensate. The zero energy scattering mode emerges after an initial time layer
where all higher energy modes disperse out of the spatial window. We can prove the persistence
of this structure up to sufficiently small times before three-particle correlations could develop.
Keywords: Bose-Einstein condensate, Gross-Pitaevskii equation, dispersive bounds.
AMS classification numbers: 81U05, 81U30, 81V70, 82C10.
1 Introduction and main result
We consider a three-dimensional system of N indistinguishable spinless bosons coupled with a pair-
wise repulsive interaction VN . The Hamiltonian of this system is
HN =
N∑
i=1
(−∆i) +
∑
16i<j6N
VN (xi − xj) (1.1)
acting on L2sym(R
3N ,dx), the symmetric subspace of the tensor product of N copies of the one-
particle space L2(R3). Here x = (x1, x2, . . . , xN ) ∈ R3N denotes the position of the N particles. We
assume that the interaction potential VN scales with N according to the scaling introduced by Lieb,
Seiringer and Yngvason in [6]; that is, we fix a repulsive potential V and we rescale it by defining
VN (x) := N
2V (Nx) . (1.2)
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We assume that the unscaled potential V : R3 → R is non-negative, smooth, spherically symmetric,
and compactly supported. The wave function of the system at time t is denoted by ΨN,t ∈ L2sym(R3N )
with ‖ΨN,t‖2 = 1. It evolves according to the Schro¨dinger equation
i∂tΨN,t = HNΨN,t (1.3)
with a given initial condition ΨN,t=0 = ΨN . We will be interested in the evolution of initial data
exhibiting complete Bose-Einstein condensation.
For a given wave function ΨN ∈ L2sym(R3N ) we define the one-particle marginal γ(1)ΨN = γ
(1)
N
associated with ψN to be the positive trace-class operator on L
2(R3k) with kernel given by
γ
(1)
N (x;x
′) :=
∫
R3(N−1)
ΨN (x, z2, . . . , zN )ΨN (x′, z2, . . . , zN ) dz2 · · · dzN . (1.4)
We say that a sequence {ΨN}N∈N of N -body wave functions exhibits complete Bose-Einstein con-
densation in the one-particle state ϕ ∈ L2(R3), ‖ϕ‖2 = 1, if
γ
(1)
N −→ |ϕ〉〈ϕ| (1.5)
in the trace-norm topology, as N →∞. Here |ϕ〉〈ϕ| denotes the orthogonal projection operator onto
ϕ (Dirac notation).
On the level of the one-particle density matrix, the condition (1.5) is a signature that almost all
particles (up to a fraction vanishing in the limit N → ∞) occupy the same one-particle state, de-
scribed by the orbital ϕ (condensate wave function). Suppose now that a trapping external potential
is added to the Hamiltonian, i.e., instead of (1.1) consider the Hamiltonian
HtrapN =
N∑
i=1
(−∆i + U(xi)) +
∑
16i<j6N
VN (xi − xj) (1.6)
with U(x) → ∞ as |x| → ∞. In [6], Lieb, Seiringer and Yngvason proved that the ground state
energy of HtrapN divided by the number of particle N (the ground state energy per particle) converges,
as N →∞, to the minimum of the Gross-Pitaevskii energy functional
E(ϕ) =
∫
R3
(|∇ϕ|2 + U |ϕ|2 + 4πa|ϕ|4) (1.7)
over all ϕ ∈ L2(R3) with ‖ϕ‖2 = 1. The coupling constant a is the scattering length of the unscaled
potential V . Later, in [5], Lieb and Seiringer also showed that the ground state of HtrapN exhibits
complete Bose-Einstein condensation into the minimizer of (1.7).
We recall that the scattering length of a potential V is defined as
a := lim
|x|→∞
|x|ω(x) = 1
8π
∫
R3
dxV (x)
(
1− ω(x)) , (1.8)
where 1− ω is the unique non-negative solution of the zero-energy scattering equation(−∆+ 12 V )(1− ω) = 0 (1.9)
with boundary conditions ω(x)→ 0 as |x| → ∞. Several properties of ω are collected in Appendix C.
It follows from the definition that the scattering length of the scaled potential VN is aN = a/N and
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that the zero-energy scattering solution associated with −∆ + 12VN is the function 1 − ωN with
ωN (x) = ω(Nx). In particular, ωN has a built-in structure at the scale N
−1.
The time evolution of a condensate after removing the trap, i.e. setting U ≡ 0, can be described
by the solution of the Gross-Pitaevskii equation
i∂tϕt = −∆ϕt + 8πa|ϕt|2ϕt (1.10)
with initial condition ϕt
∣∣
t=0
= ϕ.
The first rigorous derivation of the Gross-Pitaevskii equation (1.10) from many-body Schro¨dinger
dynamics (1.3) has been obtained in [2] under the condition that the unscaled interaction potential
V is sufficiently small. This result was later extended to large interaction potentials in [3]. More
precisely, it has been shown that if the family of wave functions {ΨN}N∈N has finite energy per particle
(in the sense that 〈ΨN ,HNΨN 〉 6 CN), and if it exhibits complete Bose-Einstein condensation in
the one-particle state ϕ in the sense (1.5), then, at any time t 6= 0, ΨN,t = e−iHN tΨN still exhibits
complete Bose-Einstein condensation. Moreover, the condensate wave function ϕt at later times is
determined by the solution of the Gross-Pitaevskii equation (1.10) with initial data ϕt=0 = ϕ.
At first sight, the condition (1.5) may indicate that wave functions describing condensates are
very close to be factorized (for ΨN = ϕ
⊗N , (1.5) holds as an equality). However, the structure of the
evolved wave function ΨN,t is much more complicated. In fact, it turns out that ΨN,t is characterized
by a short scale correlation structure which plays an important role in the derivation of the Gross-
Pitaevskii equation. If this short-scale structure were lacking along the evolution and the wave
function ΨN,t were essentially constant in the relative coordinates xi − xj whenever |xi − xj | . 1N ,
then the condensate wave function ϕt would solve the equation (1.10) with coupling constant b (this
is the first Born approximation of 8πa); we discuss this problem in more details in Appendix E.
If the initial state ΨN has a short-scale structure characterized by 1−ωN (xi−xj) for |xi−xj| . 1N ,
for example, it is the ground state of the system before removing the traps, then this structure seems
to persist along the time evolution. The condensate wave function ϕt lives on order one scales and it
changes with time, while the correlation structure on the scale N−1 is conserved. However, Theorem
2.2 of [2] states that even if the initial state does not have a built-in short-scale structure, the time
evolution of the orbital wave function is still given by (1.10). This indicates that the characteristic
short-scale structure not only persists but dynamically emerges within a very short initial time layer.
The main result of this paper is a description of the dynamical formation of this short-scale
structure. Consistently with the underlying Gross-Pitaevskii equation, which is derived at any fixed
t in the limit N →∞, correlations in a large but finite system with N particles are expected to form
in a short transient time (i.e., o(1) in N) and then to be preserved at any macroscopic time (i.e.,
times of order 1).
In the previous works the presence of the local structure was captured by the H2N -energy estimate∫
R3N
∣∣∣∇i∇j ΨN (x)
1− ωN(xi − xj)
∣∣∣2 dx 6 C 〈ΨN , H2N
N2
ΨN
〉
(1.11)
valid for every ΨN ∈ L2(R3N ) and every fixed indices i 6= j in {1, . . . N}. This inequality has been
proven in [2] for small interaction potential (for large interaction potential, another a-priori bound
on the solution ΨN,t of the N -particle Schro¨dinger equation has been obtained in [3]).
Under very general conditions on the trapping potential U , the r.h.s of (1.11) is of order one for
the ground state ΨN of H
trap
N . If ΨN did not carry a short-scale structure (1 − ωN (xi − xj)) when
3
|xi − xj | ∼ N−1, say, it were essentially constant on this scale, then the main term on the l.h.s of
(1.11) would be of order∫
|xi−xj |61/N
∣∣∣∇i∇j 1
1− ωN (xi − xj)
∣∣∣2|ΨN (x)|2dx ∼ ∫
|x|61/N
|∇2ωN (x)|2dx ∼ O(N) .
More generally, this shows that the short-distance behaviour of any ΨN for which the inequality
〈ΨN ,H2NΨN 〉 6 CN2 (1.12)
holds, is asymptotically given by (1− ωN (xi − xj)) in the regime where |xi − xj | ∼ N−1. Since H2N
is conserved along the dynamics,
〈ΨN,t,H2NΨN,t〉 = 〈ΨN ,H2NΨN 〉,
the same conclusion holds for ΨN,t at any later time t > 0, thus for such initial data the local
structure is preserved in time.
The same argument cannot be used to detect the presence and the formation of the short-scale
structure for states that do not satisfy the bound (1.12). This is the case for the completely uncor-
related initial state ϕ⊗N , with some ϕ ∈ H2(R3), because 〈ϕ⊗N ,H2Nϕ⊗N 〉 ∼ N3 (see Lemma B.1).
However, the validity of the Gross-Pitaevskii equation for the product initial state (Theorem 2.2
of [2]) indicates that the short-scale structure, although initially not present, still forms within a
very short time interval. The length of this transient time interval must vanish as N → ∞ since
after the N → ∞ limit, the Gross-Pitaevskii equation (1.10) is valid for any positive time t > 0.
The proof of Theorem 2.2. of [2] still relied on (1.12) after an energy cutoff HN 6 κN in the many-
body Hilbert space. The energy cutoff artificially introduced the short-scale structure in the low
energy regime. Although it was showed that, in the case κ ≫ 1, the high energy regime HN > κN
essentially does not influence the evolution of the condensate, the proof did not reveal whether the
short-scale structure is indeed formed in the full wave function without the cutoff. The goal of the
present analysis is to prove the dynamical formation of the expected pattern of correlations in the
time evolution of an initially uncorrelated many-body state ΨN = ϕ
⊗N .
The above discussion suggests to compare ΨN,t with
∏
16i<j6N
(
1− ωN (xi − xj)
) N∏
r=1
ϕt(xr) (1.13)
after the transient time. Although (1.13) has the expected built-in short-scale structure in each
relative variable, the true N -body wave function at later time t > 0 is much more complicated and
it is beyond our reach to describe it precisely. The main reason is that it quickly develops higher
order correlations as well; the typical distance between neighboring particles is of order N−1/3, so
within time t of order one, each particle collides with many of its neighbors. Moreover, the energy
of the product initial state,
〈ϕ⊗N ,HNϕ⊗N 〉 ≈ N
( ∫
R3
|∇ϕ|2 + b
2
∫
R3
|ϕ|4
)
is much bigger than the energy predicted by the Gross-Pitaevskii functional, by recalling that b > 8πa.
Thus there is an excess energy of order N in the system that remains unaccounted for. This excess
energy must live on intermediate length scales N−γ for 0 < γ < 1 not to be detected either on the
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local structure of order N−1 or on the order one scale of the condensate. Moreover, these excess
modes must be sufficiently incoherent not to influence the evolution of the condensate.
We cannot describe the evolution of these intermediate modes yet, we can only focus on the
formation of the local structure (1− ωN (xi− xj)). This is selected in a scattering process by having
the smallest local energy. Our study is restricted to a spatial window where |xi − xj | < ℓ for some
intermediate ℓ between the length scale N−1 of the expected local structure and the macroscopic
order one scale of the system. If the initial datum is essentially constant in the variable xi−xj as far
as |xi − xj| < ℓ, then a short-scale structure emerges corresponding to the zero-energy mode 1− ωN
together with all higher energy modes; these quickly leave the ℓ-window while only the short-scale
structure remains. We can thus monitor the formation of the local structure (1 − ωN (xi − xj))
in this window and prove its persistence for a while after its emergence. The time scale must be
sufficiently large compared to the window size so that all higher energy modes disperse, but it has
to be sufficiently small so that no three-particle correlations could develop yet.
We provide a rigorous version of this picture in Theorem 1.1. We focus on the local structure in
the relative variable x1 − x2; by symmetry the same result holds for any pairs of relative variables
xi − xj . We define a cutoff function
θℓ(x) := χ
( |x|
ℓ
)
(1.14)
with
χ ∈ C∞(R+) , χ(r) :=
{
1 if 0 6 r 6 1
0 if r > 2 .
(1.15)
We consider the following time-dependent quantity
FN (t) :=
∫
R3N
θℓ(x1 − x2)
∣∣∣∣ ΨN,t(x)1− ωN(x1 − x2) −ΨN (x)
∣∣∣∣2 dx (1.16)
where 1 − ωN is the zero energy scattering solution of −∆+ 12VN , and ΨN (x) =
∏N
j=1 ϕ(xj) is the
initial N -body wave function. The cutoff scale ℓ is always assumed to satisfy
1
N
6 ℓ ≪ 1√
N
. (1.17)
Here and throughout in the sequel we will make the convention that by AN ≪ BN one means that
0 < (logN)kAN 6 CBN with a sufficiently large k and C.
The decrease of FN (t) has the natural interpretation of formation of a local structure at the scale
N−1 within the ℓ-window. By controlling this quantity we demonstrate that the conjectured short-
scale structure indeed forms within a short time of order N−2 and then it is preserved for longer
times in a time window that is essentially N−2 ≪ t≪ N−(2− 110 ). Our main result is the following:
Theorem 1.1. Let V : R3 → R be a non-negative, smooth, spherically symmetric, and compactly
supported potential. Let VN (x) := N
2V (Nx) for N ∈ N. Let ϕ ∈ L2(R3) with ‖ϕ‖2 = 1 and
‖ϕ‖4,∞,α :=
4∑
m=0
∥∥〈x〉α∇mϕ∥∥∞ < ∞ (1.18)
for some α > 3. Consider the Hamiltonian
HN =
N∑
i=1
(−∆i) +
∑
16i<j6N
VN (xi − xj) (1.19)
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acting on L2(R3N ), the initial datum ΨN = ϕ
⊗N , and its time evolution ΨN,t := e−iHN tϕ⊗N .
Consider the function FN (t) defined in (1.16). Then
FN (t) 6 C FN (0)
(
(logN)
4
5
N
1
5
(N2t)2
Nℓ
+
(Nℓ)4
N2t
(
logN2t
)6)
(1.20)
for all times t such that 0 < t≪ N−1. As a consequence,
FN (t)≪ FN (0) for (Nℓ)4 ≪ N2t ≪ N
1
10 (Nℓ)
1
2 . (1.21)
Remark 1. Eq. (1.20) does not look dimensionally correct (in our coordinates, time has the
dimension of a length squared). The reason is that, to simplify the notation, we consider the length
scale λ characterizing the initial wave function ϕ, the radius R of the support of the (unscaled)
potential V , and the scattering length a of V as dimensionless constants of order one. More generally,
if, for λ > 0 we set
ϕ(λ)(x) = λ−3/2ϕ(x/λ)
the bound Eq. (1.20) assumes the (dimensionally correct) form
FN (t) 6 C FN (0)
(
1
λ3
(logN)
4
5
N
1
5
(N2t)2
Nℓ
+
1
λ2
(Nℓ)4
N2t
(
log(N2t/λ2)
)6)
where the dimensionless constant C depends on the ratios R/λ and a/λ (a more refined analysis
would also allow to compute the precise dependence on R and a).
Remark 2. Since the interaction potential has a length scale 1/N , it will be convenient to introduce
the length L = Nℓ, expressing the size of the window relative to the interaction range. The two
particle scattering process takes place on a time scale 1/N2 (see Section 2), thus it is also natural
to introduce the rescaled time T = N2t. The appearance of the combinations of Nℓ and N2t in the
theorem is motivated by the fact that we actually describe a long time and large distance scattering
process in terms of the rescaled variables T ≫ 1, L > 1, in the regime where L4 ≪ T ≪ N1/10L1/2
(in the spirit of Remark 1 above, we consider the regime (L/λ)4 ≪ (T/λ2)≪ N1/10(L/λ)1/2).
Remark 3. To be concrete, choosing ℓ = 1N , the short-scale structure given by 1−ωN is established
for times
1
N2
≪ t ≪ 1
N 2−
1
10
. (1.22)
The first inequality corresponds to the formation of the short-scale structure beyond the scattering
time scale within a window comparable with the interaction range. The second inequality expresses
the persistence of this short-scale structure within this spatial window up to times much longer than
the scattering time.
Remark 4. Note that in the definition of FN (t) we compared ΨN,t/(1 − ωN) with the initial
product state and not with the evolved product state ϕ⊗Nt which would have been more natural.
For the relatively short time scales that we can consider, this difference is irrelevant; the condensate
essentially does not move. One can directly check that
∫
θℓ(x1−x2)|ϕ⊗N (x)−ϕ⊗Nt (x)|2dx≪ FN (0),
hence the modification does not influence (1.21). To investigate the persistence of the local structure
up to times of order 1 in N , the definition of FN (t) should, of course, contain ϕ⊗Nt instead of the
initial state ϕ⊗N . However, at such large times, the i-th and j-th particles also interact with other
particles. Our analysis does not control consecutive multiple collisions, although the validity of the
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Gross Pitaevskii equation still gives an indirect evidence that the correlation structure is preserved
even for times of order one.
Remark 5. In [2] the local structure was identified by the L2 norm of the mixed derivative
∇1∇2[ΨN,t/(1− ωN )]. For initially factorized states, the integral∫
R3N
θℓ(x1 − x2)
∣∣∣∇1∇2 ΨN,t(x)
1− ωN (x1 − x2)
∣∣∣2dx (1.23)
is of the order N at time t = 0, and it is expected to be of order one for times t≫ N−2. Proving this
decay would establish the formation of the local structure in a much stronger norm than the local L2
norm used Theorem 1.1. Unfortunately, due to the very singular interaction potential VN , we cannot
bound (1.23) effectively (estimating it by the expectation of H2N produces a bound proportional to
N for all times, see Lemma B.1).
Remark 6. Condition (1.18) encodes all regularity and decay that we assume on ϕ, although it is
not optimal and we do not aim at finding most general conditions on ϕ. In particular, (1.18) implies
that ϕ ∈ H3(R3), hence ϕ ∈ C1(R3).
Notation. By C we will mean a constant depending only on the unscaled potential V and the
initial one-body wave function ϕ. Constants denoted by cp,q,... are meant to depend also on the
indices p, q, etc.
2 Proof of main Theorem
In this Section we present the main steps of the proof of Theorem 1.1.
Proof of Theorem 1.1. Let FN (t) be the quantity defined in (1.16).
To evaluate FN , we introduce a dynamics where particles 1 and 2 are decoupled from the others.
We define
h
(1,2)
N := −∆1 −∆2 + VN (x1 − x2) (2.1)
H
(3)
N :=
N∑
i=3
(−∆i) +
∑
36i<j6N
VN (xi − xj) (2.2)
U
(1,2)
N :=
N∑
j=3
(
VN (x1 − xj) + VN (x2 − xj)
)
(2.3)
H˜N := h
(1,2)
N +H
(3)
N = HN − U (1,2)N . (2.4)
Then we have
Ψ˜N,t := e
−i eHN tϕ⊗N =
(
e−ih
(1,2)
N tϕ⊗2
)
⊗
(
e−iH
(3)
N t ϕ⊗(N−2)
)
= ψt ⊗ Φt . (2.5)
with ψt = e
−ih(1,2)N tϕ⊗2 and Φt = e−iH
(3)
N tϕ⊗(N−2). Thus,
FN (t) 6
∫
R3N
θℓ(x1 − x2)
∣∣∣∣ ΨN,t(x) − Ψ˜N,t(x)1− ωN (x1 − x2)
∣∣∣∣2dx
+
∫
R3N
θℓ(x1 − x2)
∣∣∣∣ Ψ˜N,t(x)1− ωN (x1 − x2) −
N∏
i=1
ϕ(xi)
∣∣∣∣2dx
6 C
(GN (t) +KN (t))
(2.6)
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where
GN (t) :=
∫
R3N
θ22ℓ(x1 − x2)
∣∣ΨN,t(x)− Ψ˜N,t(x)∣∣2dx , (2.7)
KN (t) :=
∫
R3N
θℓ(x1 − x2)
∣∣∣∣ Ψ˜N,t(x)1− ωN (x1 − x2) −
N∏
i=1
ϕ(xi)
∣∣∣∣2dx (2.8)
(notice that θℓ(x) < θ
2
2ℓ(x) has been used).
GN measures the L2-distance, in the spatial region where |x1 − x2| . ℓ, between the evolutions
ΨN,t and Ψ˜N,t of the initial state ϕ
⊗N with the dynamics given by HN and H˜N , respectively. By
construction, GN (0) = 0 and at later times GN (t) deteriorates as the two vectors ΨN,t and Ψ˜N,t
separate. We control such behavior in Section 3: the result (Proposition 3.1) is
GN (t) 6 C (N logN)
4
5 t2 (2.9)
provided that ℓ≪ N−2/5 and for all times t > 0. Notice that, if we had followed the dependence on
the length scale λ characterizing the initial wave function ϕ (as explained in Remark 1 after Theorem
1.1), the bound (2.9) would have taken the dimensionally correct form GN (t) ≤ C(N logN)4/5(t/λ2)2;
similar remarks would also apply to all estimates in the sequel which are apparently dimensionally
incorrect.
On the other hand, since factorisation Ψ˜N,t = ψt ⊗ Φt is preserved in time, see (2.5), then KN
turns out to be essentially a two-body quantity, that is, an integral only in variables x1 and x2, which
involves the Schro¨dinger evolution of the initial datum ϕ⊗2 with interaction VN (x1−x2). Reduction
of KN to a two-body integral and a remainder is done in Section 4. The result (Proposition 4.1) is
KN (t) 6 Cℓ2
∫
R3×R3
dη dx θ2ℓ(x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2+ C( (logN2t)6N2t ℓ3+ t2 + ℓ3Nt+ ℓ5) (2.10)
for all times t > 0. Here we defined
hN = −2∆x + VN (x), and ψη(x) = ϕ(η + x/2)ϕ(η − x/2) (2.11)
(η and x denote, in other words, the center of mass and, respectively, the relative coordinate of
particle one and two).
Last, we consider the two-body integral contained in our bound (2.10) to KN . It has the natural
interpretation of a quantity which tracks the dynamical formation of a short-scale structure in the
evolution of the two-body initial factor state ϕ⊗2. We study this problem in Section 5. The result
(Corollary 5.2) is∫
R3×R3
dη dx θℓ(x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2 6 C ( (logN2t)6N2t N2ℓ3 +Nt2 + ℓ3
)
(2.12)
for all times t > 0.
Bounds (2.9), (2.10), and (2.12) complete estimate (2.6) for FN . It takes the form
FN (t) 6 C
(
(N logN)
4
5 t2 +
(logN2t)6
N2t
ℓ3 + t2 + ℓ3Nt+ ℓ5 +
(logN2t)6
N2t
N2ℓ5 + ℓ2Nt2
)
(2.13)
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for t > 0 and N−1 < ℓ ≪ N− 25 . Using that, by Lemma 2.1, FN (0) ∼ ℓ/N2 and restricting to
ℓ≪ N−1/2, t≪ N−1, one has
FN (t) 6 C FN (0)
(
(logN)
4
5
N
1
5
(N2t)2
Nℓ
+
(Nℓ)4
N2t
(logN2t)6
)
. (2.14)
We compute now the asymptotics of FN at time t = 0.
Lemma 2.1. Let FN be the quantity defined in (1.16). Assume that ℓ scales with N in such a way
that Nℓ → c0 when N → ∞, where c0 ∈ (0,+∞]. Then there exists a constant Cχ, depending only
on the cut-off function χ defined in (1.15) and on the potential V , such that
lim
N→∞
Nℓ→c0
N2
ℓ
FN (0) = Cχ‖ϕ‖44 . (2.15)
Moreover, if Nℓ→∞,
lim
N→∞
Nℓ→∞
N2
ℓ
FN (0) = 4πa2 ‖χ‖L1(R)‖ϕ‖4L4(R3) . (2.16)
Proof. One has
N2
ℓ
FN (0) = N
2
ℓ
∫
R6
θℓ(x1 − x2)
∣∣∣∣ ϕ(x1)ϕ(x2)1− ωN (x1 − x2) − ϕ(x1)ϕ(x2)
∣∣∣∣2dx1dx2
=
N2
ℓ
∫
R3
dx2 |ϕ(x2)|2
∫
R3
dx θℓ(x)
∣∣∣∣ ωN (x)1− ωN (x)
∣∣∣∣2 |ϕ(x2 + x)|2
=
1
Nℓ
∫
R3
dx2 |ϕ(x2)|2
∫
R3
dxχ
( |x|
Nℓ
)∣∣∣∣ ω(x)1− ω(x)
∣∣∣∣2 ∣∣∣ϕ(x2 + xN )∣∣∣2
N→∞−−−−→ Cχ‖ϕ‖4L4(R3)
(2.17)
by continuity of ϕ and by dominated convergence, where
Cχ := lim
Nℓ→c0
1
Nℓ
∫
R3
dxχ
( |x|
Nℓ
)∣∣∣∣ ω(x)1− ω(x)
∣∣∣∣2 . (2.18)
The above limit clearly exists if c0 is finite. If, instead, Nℓ→∞ one has
1
Nℓ
∫
R3
dxχ
( |x|
Nℓ
)∣∣∣ ω(x)
1− ω(x)
∣∣∣2 Nℓ→∞−−−−→ 4πa2 ‖χ‖L1(R) . (2.19)
To prove (2.19), one sees that integration for |x| > 1 gives the leading contribution, since
1
Nℓ
∫
|x|<1
dxχ
( |x|
Nℓ
)∣∣∣ ω(x)
1− ω(x)
∣∣∣2 6 1
Nℓ
4π
3
‖ω‖2∞
(1− cρ)2
Nℓ→∞−−−−→ 0 (2.20)
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while, when |x| > 1, since ω(x) = a/|x|,
1
Nℓ
∫
|x|>1
dxχ
( |x|
Nℓ
)∣∣∣ ω(x)
1− ω(x)
∣∣∣2 = a2
Nℓ
∫
|x|>1
dx
χ( |x|Nℓ )
(|x| − a)2
= 4πa2
∫ 2
(Nℓ)−1
dr χ(r)
r2
(r − aNℓ)2
Nℓ→∞−−−−→ 4πa2 ‖χ‖L1(R)
(2.21)
and (2.16) is proved.
3 Many-body problem for short times
In this section we control the growth of the nonnegative quantity GN defined in (2.7).
Proposition 3.1. Assume that ℓ≪ N−2/5. Then,
GN (t) 6 C (N logN)
4
5 t2 (3.1)
for all times t > 0.
Proof. For arbitrary ℓ˜ ≥ 2ℓ we have
GN (t) =
∫
R3N
θ22ℓ(x1 − x2)
∣∣ΨN,t(x)− Ψ˜N,t(x)∣∣2dx
6
∫
R3N
θ2
ℓ˜
(x1 − x2)
∣∣ΨN,t(x)− Ψ˜N,t(x)∣∣2dx =: G˜N (t) . (3.2)
The parameter ℓ˜ will be fixed later on (we will choose ℓ˜ = (N logN)−2/5). Let us denote by 〈·, ·〉 the
scalar product in L2(R3N ) and by θ12, ω12, and Vij the operators of multiplication by θℓ˜(x1 − x2),
ωN (x1 − x2), and VN (xi − xj) respectively. Then
dG˜N (t)
dt
=
d
dt
〈
ΨN,t − Ψ˜N,t , θ212 (ΨN,t − Ψ˜N,t)
〉
=
〈
ΨN,t − Ψ˜N,t , [iHN , θ212] (ΨN,t − Ψ˜N,t)
〉
+ 2 Im
〈
θ212(ΨN,t − Ψ˜N,t) , (HN − H˜N )Ψ˜N,t
〉
≡ J (1)N (t) + J (2)N (t) .
(3.3)
Since
[HN , θ
2
12] = [−∆1 −∆2, θ212] = −2
∑
r=1,2
(
∇r · (∇rθ12) θ12 + θ12(∇rθ12) · ∇r
)
, (3.4)
the summand J (1)N on the r.h.s. of (3.3) takes the form〈
ΨN,t − Ψ˜N,t , [iHN , θ212] (ΨN,t − Ψ˜N,t)
〉
=
= 2 i
∑
r=1,2
(〈∇r δΨN,t , (∇rθ12) θ12 δΨN,t〉− 〈 δΨN,t , θ12(∇rθ12)∇r δΨN,t〉) (3.5)
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having set δΨN,t := ΨN,t − Ψ˜N,t. Then∣∣J (1)N (t) ∣∣ 6 4 ∑
r=1,2
∣∣∣ 〈(∇rθ12) · (∇rδΨN,t) , θ12 δΨN,t〉 ∣∣∣
6 8
√
G˜N (t)
(∫
R3N
dx
∣∣∇θ12∣∣2∣∣(∇1δΨN,t)(x)∣∣2)12
= 8
√
G˜N (t)
∥∥∇θ12∥∥∞(∫
R3N
dx
∣∣(∇1δΨN,t)(x)∣∣2)12
6 C
√
G˜N (t) ℓ˜−1 .
(3.6)
On the last line above we used ∫
R3N
dx
∣∣(∇1δΨN,t)(x)∣∣2 ≤ C . (3.7)
Indeed, by the symmetry of ΨN,t, and because of (B.1),∫
R3N
dx
∣∣∇1ΨN,t∣∣2 = 〈ΨN,t, (−∆1)ΨN,t〉 6 〈ϕ⊗N , HN
N
ϕ⊗N
〉 ≤ C, (3.8)
while, due to the factorization (2.5),∫
R3N
dx
∣∣∇1Ψ˜N,t∣∣2 = ∫
R6
dx1dx2
∣∣(∇1e−ith(1,2)N ϕ⊗2)(x1, x2)∣∣2 6 〈ϕ⊗2, h(1,2)N ϕ⊗2〉 ≤ C . (3.9)
Let us now examine the summand J (2)N in the r.h.s. of (3.3). One has∣∣J (2)N (t) ∣∣ 6 2 ∣∣ 〈 θ212(ΨN,t − Ψ˜N,t) , (HN − H˜N )Ψ˜N,t〉 ∣∣
= 2
∣∣ 〈 δΨN,t , θ212 U (1,2)N Ψ˜N,t 〉 ∣∣
6 4
∣∣ 〈 δΨN,t , θ212 ( N∑
j=3
V1j
)
Ψ˜N,t 〉
∣∣ (3.10)
(last line following by the permutational symmetry 1↔ 2), whence, by Schwarz inequality,
∣∣J (2)N (t) ∣∣ 6 4 〈 δΨN,t , θ212 δΨN,t 〉 12( N∑
j,k=3
〈
Ψ˜N,t , θ
2
12V1kV1j Ψ˜N,t
〉)12
6 C
√
G˜N (t)
(
N
〈
Ψ˜N,t , θ
2
12V
2
13 Ψ˜N,t
〉
+N2
〈
Ψ˜N,t , θ
2
12V13V14 Ψ˜N,t
〉 )12
.
(3.11)
The first term on the r.h.s. is estimated by〈
Ψ˜N,t , θ
2
12V
2
13 Ψ˜N,t
〉
=
∫
R3N
θ2
ℓ˜
(x1 − x2)V 2N (x1 − x3) |ψt(x1, x2)|2 |Φt(x3, . . . , xN )|2 dx
6 ‖ψt‖2∞
∫
R3N
θ2
ℓ˜
(x1 − x2)N4V 2(N(x1 − x3)) |Φt(x3, . . . , xN )|2 dx
= C‖ψt‖2∞N4ℓ˜ 3
∫
R3(N−1)
V 2(Nx) |Φt(x3, . . . , xN )|2 dxdx3 · · · dxN
= C ‖ψt‖2∞Nℓ˜ 3‖Φt‖22
= C ‖ψt‖2∞Nℓ˜ 3 .
(3.12)
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It follows by Proposition A.1 that, under the assumption (1.18),
‖ψt‖2L∞(R6,dx1dx2) ≤ C(logN) (3.13)
and thus that 〈
Ψ˜N,t , θ
2
12V
2
13 Ψ˜N,t
〉
6 C N(logN)2 ℓ˜ 3 . (3.14)
On the other hand, the second term on the r.h.s. of (3.11) is estimated as〈
Ψ˜N,t , θ
2
12V13V14 Ψ˜N,t
〉
=
=
∫
R3N
θ2
ℓ˜
(x1 − x2)VN (x1 − x3)VN (x1 − x4) |ψt(x1, x2)|2 |Φt(x3, . . . , xN )|2 dx
6 C ‖ψt‖2∞ ℓ˜ 3
∫
R3(N−1)
VN (x1 − x3)VN (x1 − x4) |Φt(x3, . . . , xN )|2 dx1dx3 · · · dxN
6 C ‖ψt‖2∞ ℓ˜ 3‖VN‖ 3
2
∫
R3(N−2)
dx3 · · · dxN
∣∣√
1−∆3Φt(x3, . . . , xN )
∣∣2∫
R3
dx1 VN (x1 − x4)
6 C ‖ψt‖2∞ ‖V ‖ 3
2
‖V ‖1 ℓ˜
3
N
〈
Φt,
(
1+
H
(3)
N
N − 2
)
Φt
〉
L2(R3(N−2))
6 C
(logN)2
N
ℓ˜ 3 .
(3.15)
In the last inequality we used again bound (3.13) and the asymptotics (B.1). Thus, (3.11) reads∣∣J (2)N (t) ∣∣ 6 C√G˜N (t) Nℓ˜ 32 logN . (3.16)
Altogether, (3.3), (3.6), and (3.16) give∣∣ G˜′N (t) ∣∣ 6 C√G˜N (t) (ℓ˜−1 +Nℓ˜ 32 logN) . (3.17)
Letting ℓ˜ = (N logN)−2/5, we get∣∣ G˜′N (t) ∣∣ 6 C√G˜N (t) (N logN) 25 (3.18)
which implies (3.1) by Gronwall Lemma, because G˜N (0) = 0.
4 Reduction to the two-body problem
The goal of this section is to reduce the study of the quantity KN , defined in (2.8), to the analysis
of a two-body term (which will then be controlled in Section 5). We will use, in this section, the
coordinates (η, x) defined by
η = (x1 + x2)/2 (center of mass coordinate)
x = x2 − x1 (relative coordinates).
(4.1)
In these coordinates, the two-body Hamiltonian h
(1,2)
N introduced in (2.1) takes the form
h
(1,2)
N = −∆η/2 + hN , with hN = −2∆x + VN (x). (4.2)
Note, also, that the two-body initial data ϕ⊗2 is given by
ψ(η, x) = ψη(x) = ϕ
(
η +
x
2
)
ϕ
(
η − x
2
)
. (4.3)
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Proposition 4.1. Suppose that the assumptions of Theorem 1.1 are satisfied. Let hN = −2∆+VN (x)
and ψη(x) be defined as in (4.3). Then, if KN (t) is defined as in (2.6), we have
KN (t) 6 Cℓ2
∫
R3×R3
dη dx θ2ℓ (x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2+ C( (logN2t)6N2t ℓ3 + t2 + ℓ3Nt+ ℓ5) (4.4)
for all times t > 0.
Proof. We divide the proof in four steps.
Step 1. We have
KN (t) 6 2
∫
R3×R3
θℓ(x1 − x2)
∣∣∣∣ ψt(x1, x2)1− ωN (x1 − x2) − ϕ(x1)ϕ(x2)
∣∣∣∣2 dx1dx2 + Cℓ3Nt (4.5)
where ψt(x1, x2) = exp(−ith(1,2)N )ϕ⊗2 is defined in (2.5).
To prove (4.5), we use that Ψ˜N,t = ψt ⊗ Φt and we split
KN (t) =
∫
R3N
θℓ(x1 − x2)
∣∣∣∣ Ψ˜N,t(x)1− ωN (x1 − x2) −
N∏
i=1
ϕ(xi)
∣∣∣∣2dx
6 2
∫
R3×R3
θℓ(x1 − x2)
∣∣∣∣ ψt(x1, x2)1− ωN (t)(x1 − x2) − ϕ(x1)ϕ(x2)
∣∣∣∣2 dx1dx2
+ 2
∫
R3N
θℓ(x1 − x2)
∣∣∣ (ϕ⊗2 ⊗ Φt)(x)− ϕ⊗N (x) ∣∣∣2dx
(4.6)
where∫
R3N
θℓ(x1 − x2)
∣∣∣ (ϕ⊗2 ⊗ Φt)(x)− ϕ⊗N (x) ∣∣∣2dx =
=
∫
R3×R3
θℓ(x1 − x2)|ϕ(x1)|2|ϕ(x2)|2
∥∥∥Φt − ϕ⊗(N−2)∥∥∥2
L2(R3(N−2))
dx1dx2
6 C ℓ3 ‖ϕ‖4L4(R3)
∥∥Φt − Φt=0∥∥2L2(R3(N−2)) .
(4.7)
Eq. (4.5) follows now from ∥∥Φt − Φ0∥∥22 ≤ CNt . (4.8)
To show (4.8), observe that∣∣∣ d
dt
∥∥Φt − Φ0∥∥22 ∣∣∣ 6 2 ∣∣ 〈Φ0,H(3)N Φt〉 ∣∣ ≤ 2 〈Φ0,H(3)N Φ0〉 6 CN . (4.9)
The last inequality follows from (B.1) with N replaced by N − 2 (recall the definition of H(3)N from
(2.2)).
Step 2. We have∫
R3×R3
θℓ(x1 − x2)
∣∣∣∣ ψt(x1, x2)1− ωN (x1 − x2) − ϕ(x1)ϕ(x2)
∣∣∣∣2 dx1dx2
≤ Cℓ2
∫
R3×R3
dη dx θ2ℓ(x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2 + C (R(1)N (t) +R(2)N (t))
(4.10)
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with
R(1)N (t) :=
∫
R3
dη
∫
R3
dx θℓ(x)
∣∣∣∣ ∫
R3
dy θ˜ℓ(y)
(
e−ihN tωN ψη
)
(y)
1− ωN (y)
∣∣∣∣2 (4.11)
and
R(2)N (t) :=
∫
R3
dη
∫
R3
dx θℓ(x)
∣∣∣∣ e−i ∆η2 tψ(η, x) − ∫
R3
dy θ˜ℓ(y)
(
e−ihN t(1− ωN )ψη
)
(y)
1− ωN(y)
∣∣∣∣2 . (4.12)
Here we use the notation
θ˜ℓ(y) :=
θℓ(y)
‖θℓ‖1 . (4.13)
To prove (4.10), we observe that∫
R3×R3
dx1dx2 θℓ(x1 − x2)
∣∣∣∣ ψt(x1, x2)1− ωN (x1 − x2) − ϕ(x1)ϕ(x2)
∣∣∣∣2
=
∫
R3×R3
dη dx θℓ(x)
∣∣∣∣ e i
∆η
2
t (e−ihN tψη)(x)
1− ωN(x) − ψ(η, x)
∣∣∣∣2
6 2
∫
R3×R3
dη dx θℓ(x)
∣∣∣∣ e i
∆η
2
t (e−ihN tψη)(x)
1− ωN (x) −
∫
R3
dy θ˜ℓ(y)
ei
∆η
2
t (e−ihN tψη)(y)
1− ωN (y)
∣∣∣∣2
+ 2
∫
R3×R3
dη dx θℓ(x)
∣∣∣∣ψ(η, x) − ∫
R3
dy θ˜ℓ(y)
e i
∆η
2
t (e−ihN tψη)(y)
1− ωN (y)
∣∣∣∣2
6 2
∫
R3×R3
dη dx θℓ(x)
∣∣∣∣ (e−ihN tψη)(x)1− ωN (x) −
∫
R3
dy θ˜ℓ(y)
(e−ihN tψη)(y)
1− ωN (y)
∣∣∣∣2
+ 2
∫
R3×R3
dη dx θℓ(x)
∣∣∣∣ e−i ∆η2 tψ(η, x) − ∫
R3
dy θ˜ℓ(y)
(e−ihN tψη)(y)
1− ωN(y)
∣∣∣∣2
(4.14)
by unitarity of ei∆ηt/2. The second term can be clearly bounded by the sum of R(1)N (t) and R(2)N (t).
For every fixed η ∈ R3, the first term on the r.h.s. of the last equation can be estimated using the
Poincare´ inequality as∫
R3
dx θℓ(x)
∣∣∣∣ (e−ihN tψη)(x)1− ωN (x) −
∫
R3
dy θ˜ℓ(y)
(e−ihN tψη)(y)
1− ωN(y)
∣∣∣∣2
6
∫
supp θℓ
dx
∣∣∣∣ (e−ihN tψη)(x)1− ωN (x) −
∫
supp θℓ
dy θ˜ℓ(y)
(e−ihN tψη)(y)
1− ωN (y)
∣∣∣∣2
6 Cℓ2
∫
supp θℓ
dx
∣∣∣∣∇x (e−ihN tψη)(x)1− ωN(x)
∣∣∣∣2
6 Cℓ2
∫
R3
dx θ2ℓ(x)
∣∣∣∣∇x (e−ihN tψη)(x)1− ωN(x)
∣∣∣∣2 .
(4.15)
Step 3. Suppose that R(1)N (t) is defined as in (4.11). Then
R(1)N (t) 6 Cℓ3
(logN2t)6
N2t
. (4.16)
14
To show (4.16), we note that, from (4.11),
R(1)N (t) 6 Cℓ3
∫
R3
dη
∥∥ e−ihN tω ψη ∥∥2L∞(R3,dx) . (4.17)
Let ΩN be the wave operator associated with the Hamiltonian hN , defined as the strong limit
ΩN = s− lim
t→∞ e
ihN te2i∆t .
Then, by the intertwining property (D.1) and Yajima’s bound (D.2),∥∥ e−ihN tωN ψη ∥∥2∞ 6 C ∥∥ e 2it∆Ω∗NωN ψη ∥∥2∞ . (4.18)
In Proposition 5.3 we prove that
∥∥ e2it∆Ω∗NωN ψη ∥∥2∞ 6 cs |||ψη|||2(N2t)3/s ∀ s ∈ (3,+∞] (4.19)
where cs ∼ (s− 3)−6 as s→ 3+ and where we defined the norm
|||ψη ||| = ‖ψη‖W 3,1 + ‖ψη‖W 3,∞ . (4.20)
Optimizing in s > 3, we have
R(1)N (t) 6 Cℓ3
(logN2t)6
N2t
∫
R3
dη |||ψη|||2 . (4.21)
and thus, since |||ψη||| ≤ C〈η〉−α for some α > 3 (by the definition (4.3), and the condition (1.18)),
we obtain (4.16).
Step 4. Assume that R(2)N (t) is defined as in (4.12). Then
R(2)N (t) 6 C
(
t2 + ℓ3t+ ℓ5
)
. (4.22)
First we rewrite∫
R3
dy θ˜ℓ(y)
(
e−ithN (1− ωN )ψη
)
(y)
1− ωN(y) =
∫
R3
dy θ˜ℓ(y)
(
e−2itLNψη
)
(y) (4.23)
by means of the operator
LN := −∆+ 2 ∇ωN
1− ωN · ∇ . (4.24)
In fact, since hN (1− ωN ) = (−2∆ + VN )(1 − ωN ) = 0, one has
1
1− ωN hN (1− ωN )φ = 2LN φ ∀φ ∈ H
2(R3) (4.25)
whence
e−ihN t (1− ωN )φ = (1− ωN)e−2iLN tφ ∀φ ∈ L2(R3) . (4.26)
It is worth noticing that
〈φ,LNψ〉• = 〈LNφ,ψ〉• = 〈∇φ,∇ψ〉• (4.27)
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where
〈f, g〉• =
∫
dx (1− ωN (x))2 f(x) g(x) .
It follows that the operator LN is self-adjoint on the weighted Hilbert space L2(R3, (1− ωN (x))2dx)
(LN is the Laplacian on the weighted space). It is also important to note that, because of the
properties of ωN , the norm ‖ · ‖• defined by the weighted product 〈·, ·〉• is comparable with the
standard L2-norm, in the sense that c‖φ‖2 ≤ ‖φ‖• 6 ‖φ‖2, with an appropriate constant c > 0.
From (4.12), we find
R(2)N (t) 6 C
∫
R3
dx θℓ (x)
∫
R3
dη
∣∣ e−i ∆η2 tψ(η, x) − ψ(η, x)∣∣2
+ C
∫
R3
dη
∫
R3
dx θℓ (x)
∣∣ψη(x)− ψη(0)∣∣2
+ C
∫
R3
dη
∫
R3
dx θℓ (x)
∣∣∣ψη(0)− ∫
R3
dy θ˜ℓ(y)ψη(y)
∣∣∣2
+ C
∫
R3
dη
∫
R3
dx θℓ (x)
∣∣∣ ∫
R3
dy θ˜ℓ(y)
(
e−2itLN − 1)ψη(y) ∣∣∣2 .
(4.28)
To estimate the first summand on the r.h.s. of (4.28) we use that∣∣∣ d
dt
∥∥ e−i ∆η2 tψ(η, x) − ψ(η, x)∥∥2
L2(R3,dη)
∣∣∣ 6 2 ‖∇ηψ(η, x)‖2L2(R3,dη) 6 C (4.29)
uniformly in x ∈ R3 (the last inequality follows from (A.18)), whence∫
R3
dx θℓ(x)
∫
R3
dη
∣∣ e−i ∆η2 tψ(η, x) − ψ(η, x)∣∣2 6 Cℓ3t . (4.30)
To control the second summand on the r.h.s. of (4.28), we observe that,
∣∣ψη(x)− ψη(0) ∣∣ = ∣∣∣∣ ∫ 1
0
ds
d
ds
ψη(sx)
∣∣∣∣ 6 |x| ‖∇xψη‖∞ 6 C |x|〈η〉α (4.31)
(the last inequality follows from (A.18)), and thus∫
R3
dη
∫
R3
dx θℓ (x)
∣∣ψη(x)− ψη(0) ∣∣2 6 C ∫
R3
dη
〈η〉2α
∫
R3
dx θℓ(x) |x|2 6 Cℓ5 . (4.32)
The third summand on the r.h.s. of (4.28) can be bounded by∫
R3
dη
∫
R3
dx θℓ(x)
∣∣∣ψη(0)− ∫
R3
dy θ˜ℓ(y)ψη(y)
∣∣∣2
=
∫
R3
dη
∫
R3
dx θℓ(x)
∣∣∣ ∫
R3
dy θ˜ℓ(y)
(
ψη(y)− ψη(0)
)∣∣∣2
6 C
∫
R3
dη
〈η〉2α
∫
R3
dx θℓ(x)
(∫
R3
dy θ˜ℓ(y)|y|
)2
6 Cℓ5
(4.33)
where (4.31) has been used.
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Finally, to estimate the fourth summand on the r.h.s. of (4.28), we observe that, for fixed η ∈ R3,∣∣∣∣ ∫
R3
dy θ˜ℓ(y)
(
(e−2itLN −1)ψη
)
(y)
∣∣∣∣2 = ∣∣∣∣ 〈 θ˜ℓ , (e−2itLN −1)ψη〉 ∣∣∣∣2 6 Cℓ3 ∥∥(e−2itLN −1)ψη∥∥2 (4.34)
Expanding (
e−2itLN − 1)ψη = −2i∫ t
0
ds e−2isLNLNψη
we obtain ∣∣∣ ∫
R3
dy θ˜ℓ(y)
(
(e−2itLN − 1)ψη
)
(y)
∣∣∣2 ≤ Ct
ℓ3
∫ t
0
ds‖e−2isLNLNψη‖2
≤ Ct
ℓ3
∫ t
0
ds‖e−2isLNLNψη‖2•
≤ Ct
2
ℓ3
‖LNψη‖2• .
(4.35)
To bound the r.h.s. of the last equation we observe that∥∥LN ψη∥∥• 6 ∥∥∆ψη∥∥+ 2∥∥∥∇ωN · ∇ψη∥∥∥
6 C〈η〉−α +
∫
dx |∇ωN (x)|2 |∇xψη(x)|2
6 C〈η〉−α
(4.36)
for α > 3. Here we used the definition (4.24) of LN and Eq. (A.18). Plugging (4.34) and (4.36) into
the fourth summand on the r.h.s. of (4.28), we find∫
R3
dη
∫
R3
dx θℓ(x)
∣∣∣ ∫
R3
dy θ˜ℓ(y)
(
(e−2itLN − 1)ψη
)
(y)
∣∣∣2 6 C t2. (4.37)
The results of Steps 1-4 complete the proof of (4.4).
5 Dynamical formation of correlations among two particles
In this section we estimate the quantity∫
R3×R3
dη dx θ2ℓ(x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2 (5.1)
which arises in the bound (4.4).
To control the integral (5.1), we are going to make use of the following proposition, which is
stated in terms of macroscopic coordinates.
Proposition 5.1. Suppose that V is a non-negative, smooth, spherically symmetric, and compactly
supported potential. Let h = −2∆+ V and denote by 1−ω the solution to the zero energy scattering
equation
h(1 − ω) = 0
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with boundary condition ω(X) → 0 as |X| → ∞. Moreover, let θL be defined as in (1.14) for some
L > 1. Consider ψ ∈W 3,1(R3) ∩W 3,∞(R3), with ‖ψ‖ = 1. Then, for Λ ≥ 1, define ψΛ as
ψΛ(X) := ψ(X/Λ) (5.2)
with Λ≫ L. Define
FΛ,L(T ) :=
∫
R3
θL(X)
∣∣∣∣∇
(
e−ihTψΛ
)
(X)
1− ω(X)
∣∣∣∣2dX . (5.3)
Then
FΛ,L(T ) 6 C |||ψ|||2
(
(log T )6
T
L3 +
T 2 + L3
Λ2
)
(5.4)
for all T > 0 and Λ≫ L sufficiently large. Here we used the notation
|||ψ||| := ‖ψ‖W 3,1 + ‖ψ‖W 3,∞ . (5.5)
Remark 1. It is simple to check FΛ,L(0) ∼ 1+L3/Λ2. Thus, Proposition 5.1 states that FΛ,L(T )≪
FΛ,L(0), if L
3 ≪ Λ2, and times T such that
1≪ T ≪ Λ . (5.6)
This fact can be interpreted as a sign for the formation of the local structure 1− ω in e−ihTψΛ.
Remark 2. Taking formally Λ = ∞, (5.4) describes the relaxation of a constant initial data
towards the solution 1− ω of the zero-energy scattering equation.
Remark 3. For Λ < ∞ the function ψΛ can be thought of as cutting off ψ∞ ≡ 1 at distances
Λ. Since the energy hence the velocity of ψΛ is of order 1 in Λ, a time of order Λ is necessary for
the effects of the cut-off to reach the window of size L: this explains why we can only prove that
FΛ,L(T )≪ FΛ,L(0) for times T ≪ Λ.
Applying Proposition 5.1, we immediately obtain the following bound for the integral (5.1).
Corollary 5.2. Under the assumptions, and using the notation introduced in Proposition 4.1,∫
R3×R3
dη dx θ2ℓ(x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2 6 C ( (logN2t)6N2t N2ℓ3 +Nt2 + ℓ3
)
(5.7)
for all times t > 0.
Proof. Changing coordinates to X = Nx, we obtain, from Proposition 5.1 (with L = 2Nℓ and
Λ = N), ∫
R3
dx θ2ℓ(x)
∣∣∣∣∇x
(
e−ihN tψη
)
(x)
1− ωN (x)
∣∣∣∣2 ≤ C |||ψη |||2( (logN2t)6N2t N2ℓ3 +Nt2 + ℓ3
)
. (5.8)
Since, by (A.18), |||ψη ||| ≤ C 〈η〉−α for some α > 3, (5.7) follows from (5.8), integrating over η.
Remark. By Corollary 5.2, the integral (5.1) can be shown to be smaller than its value at
time t = 0, for all times t in the interval N−2 ≪ t ≪ N−1. Note that in the many body setting of
Theorem 1.1, on the other hand, we can only prove that FN (t)/FN (0)≪ 1 up to times t≪ N−(2− 110 )
(if ℓ ≃ N−1); this is due to the lack of control of the many body effects for larger times.
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Next, we prove Proposition 5.1. As we will see, the two main tools in the proof are Yajima’s
bounds on the wave operator Ω associated with the one-particle Hamiltonian −∆ + 12V and a new
generalized dispersive estimate for initial data which are slowly decreasing at infinity but have some
regularity. The dispersive estimate is presented in Section 6. The definition and the most important
properties of the wave operator are collected in Appendix D.
Proof of Proposition 5.1. We start by splitting
FΛ,L(T ) 6 2F
(1)
Λ,L(T ) + 2F
(2)
Λ,L(T ) (5.9)
where
F
(1)
Λ,L(T ) :=
∫
R3
θL(X)
∣∣∣∣∇
(
e−ihTωψΛ
)
(X)
1− ω(X)
∣∣∣∣2dX , (5.10)
F
(2)
Λ,L(T ) :=
∫
R3
θL(X)
∣∣∣∣∇
(
e−ihT (1− ω)ψΛ
)
(X)
1− ω(X)
∣∣∣∣2dX . (5.11)
Let us first estimate F
(1)
Λ,L. Let Ω be the wave operator associated with −∆X + 12V (X) (that is,
our 12h) as defined in Proposition D.1. Then, by the intertwining relation (D.1),
F
(1)
Λ,L(T ) =
∫
R3
dX θL(X)
∣∣∣∣∇
(
Ω e 2iT∆Ω∗ωψΛ
)
(X)
1− ω(X)
∣∣∣∣2
6 C
(
‖∇ω‖22
∥∥Ω e 2iT∆Ω∗ωψΛ ∥∥2∞ + L3∥∥∇Ω e 2iT∆Ω∗ωψΛ ∥∥2∞ ) .
(5.12)
Here we have also used that 1− ω(X) > const > 0 (see Lemma C.1). By Yajima’s bound (D.2), we
have ∥∥Ω e 2iT∆Ω∗ωψΛ ∥∥2∞ 6 C ∥∥ e 2iT∆Ω∗ωψΛ ∥∥2∞ (5.13)
and ∥∥∇Ω e 2iT∆Ω∗ωψΛ ∥∥2∞ 6 C (∥∥ e 2iT∆Ω∗ωψΛ ∥∥2∞ + ∥∥∇ e 2iT∆Ω∗ωψΛ ∥∥2∞ ) . (5.14)
Therefore, using (C.3) to bound ‖∇ω‖2,
F
(1)
Λ,L(T ) 6 C
(∥∥ e 2iT∆Ω∗ωψΛ ∥∥2∞ + L3∥∥∇ e 2iT∆Ω∗ωψΛ ∥∥2∞ ) . (5.15)
From Proposition 5.3 below, we get
F
(1)
Λ,L(T ) 6 cs |||ψ|||2
L3
T 3/s
∀s ∈ (3,∞] (5.16)
where cs ∼ (s− 3)−6 as s→ 3+.
Let us now estimate the term F
(2)
Λ,L defined in (5.11). We rewrite it conveniently by means of the
operator
L := −∆+ 2 ∇ω
1− ω · ∇
already introduced in (4.24) (in microscopic variables). Analogously to (4.26), we have
e−ihT (1− ω)φ = (1− ω)e−2iLTφ , ∀φ ∈ L2(R3)
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and
〈φ,Lψ〉• = 〈Lφ,ψ〉• = 〈∇φ,∇ψ〉•
where bulleted scalar products here are in the Hilbert space L2
(
R
3, (1− ω(X))2dX). On this space
L acts then as a selfadjoint operator. So
F
(2)
Λ,L(T ) =
∫
R3
dX θL(X)
∣∣∇e−2iLTψΛ(X) ∣∣2
6
∫
R3
dX θL(X)
∣∣∇ψΛ(X) ∣∣2 + ∫
R3
dX
∣∣∇(e−2iLT − 1)ψΛ(X) ∣∣2 . (5.17)
The first summand in the r.h.s. of (5.17) is bounded as∫
R3
dX θL(X)
∣∣∇ψΛ(X) ∣∣2 6 C L3
Λ2
‖∇ψ‖2∞ 6 C |||ψ|||2
L3
Λ2
. (5.18)
The second summand in the r.h.s. of (5.17) is bounded by∫
R3
dX
∣∣∇(e−2iLT − 1)ψΛ(X) ∣∣2 = ∫
R3
∣∣∣∣∇∫ T
0
dS e−2iLSLψΛ(X)
∣∣∣∣2
6 C
∫
R3
dX
(
1− ω(X))2 ∣∣∣∣∇∫ T
0
dS e−2iLSLψΛ(X)
∣∣∣∣2
6 C
∥∥∥∥ ∫ T
0
dS∇e−2iLSLψΛ
∥∥∥∥2
•
6 C T 2 sup
S∈[0,T ]
∥∥∇e−2iLSLψΛ ∥∥2•
6 C T 2
∥∥∇LψΛ ∥∥2•
(5.19)
because, by (4.27), ∥∥∇e−2iLSLψΛ ∥∥2• = 〈∇e−2iLSLψΛ ,∇e−2iLSLψΛ 〉•
= 〈 e−2iLSLψΛ ,L e−2iLSLψΛ 〉•
= 〈 LψΛ ,L2 ψΛ 〉•
= 〈∇LψΛ ,∇LψΛ 〉•
=
∥∥∇LψΛ ∥∥2• .
(5.20)
In turn,
∥∥∇LψΛ ∥∥2• is estimated as∥∥∇LψΛ ∥∥2• 6 2∥∥∇3ψΛ ∥∥2• + 2∥∥∥∇( ∇ω1− ω · ∇ψΛ ) ∥∥∥2•
6 2
∥∥∇3ψΛ ∥∥22 + 2∥∥∥∇( ∇ω1− ω · ∇ψΛ ) ∥∥∥22
(5.21)
where ∥∥∇3ψΛ ∥∥22 = ‖∇3ψ ‖22Λ3 6 |||ψ|||2Λ3 (5.22)
and∥∥∥∇( ∇ω
1− ω · ∇ψΛ
)∥∥∥2
2
6 C
( ∥∥ |∇2ω| |∇ψΛ|∥∥22 + ∥∥ |∇ω|2 |∇ψΛ|∥∥22 + ∥∥ |∇ω| |∇2ψΛ|∥∥22 )
6 C
|||ψ|||2
Λ2
.
(5.23)
20
Thus, ∫
R3
dX
∣∣∇(e−2iLT − 1)ψΛ(X) ∣∣2 6 C T 2
Λ2
|||ψ|||2 . (5.24)
Altogether, we find
F
(2)
Λ,L(T ) 6 C |||ψ|||2
T 2 + L3
Λ2
. (5.25)
Finally, plugging estimates (5.16) for F
(1)
Λ,L and (5.25) for F
(2)
Λ,L into (5.9), one gets
FΛ,L(T ) 6 C |||ψ|||2
(
cs
L3
T 3/s
+
T 2 + L3
Λ2
)
∀s ∈ (3,∞] . (5.26)
Optimizing in s (since cs ≃ (s− 3)−6 as s→ 3+), we find
FΛ,L(T ) 6 C |||ψ|||2
(
(log T )6
T
L3 +
T 2 + L3
Λ2
)
(5.27)
and (5.4) is proved.
The following Proposition, which played an important role in the proof of Proposition 5.1 and
was also used in Step 3 of the proof of Proposition 4.1, provides an estimate for the decay (in L∞) of
the evolution generated by the Hamiltonian h = −2∆+ V (x) on initial data decaying only as |x|−1.
It is based on new dispersive bounds for the free evolution which are presented in Section 6.
Proposition 5.3. Under the same assumptions, and using the same notation as in Proposition 5.1,
we have, for every T ∈ R,
∥∥ e−iT∆ Ω∗ωψΛ ∥∥W 1,∞ 6 cs |||ψ|||
T
3
2s
∀s ∈ (3,+∞] , (5.28)
uniformly in Λ. Here cs ∼ (s− 3)−3 as s→ 3+.
Remark. For our purposes, the bound (5.28) is better than the standard L1 → L∞ dispersive
estimate, because it is uniform in Λ and we eventually want to let Λ→∞ (on the other hand, since
ω only decays as |x|−1, the standard L1 → L∞ dispersive bound would diverge like Λ2).
Proof. Let Ω be the wave operator associated with −∆X + 12V (X). We will use the dispersive
estimate (6.4) for s ∈ (3,∞], which gives
∥∥ e−iT∆ Ω∗ωψΛ ∥∥2∞ 6 CT 3/s (∥∥Ω∗ωψΛ ∥∥2s + ∥∥∇Ω∗ωψΛ ∥∥23ss+3 + ∥∥∇2Ω∗ωψΛ ∥∥2 3s2s+3 ) (5.29)
and∥∥∇e−iT∆Ω∗ωψΛ ∥∥2∞ 6 CT 3/s( ∥∥∇Ω∗ωψΛ∥∥2s + ∥∥∇2Ω∗ωψΛ∥∥23ss+3 + ∥∥∇3Ω∗ωψL∥∥2 3s2s+3 ) , (5.30)
respectively. For convenience we set
v :=
3s
s+ 3
∈
( 3
2
, 3
]
and z :=
3s
2s+ 3
∈
(
1,
3
2
]
. (5.31)
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We shall make use of the following bounds, which are a consequence of the properties of ω (see
Lemma C.1), and are proven separately in Lemma 5.4:
‖∇m(ωψΛ)‖p 6 cp,m |||ψ||| ∀p ∈ [1,∞] , ∀m ∈ {0, 1, 2, 3} s.t. p(m+ 1) > 3 (5.32)
‖∇m(V ωψΛ)‖p 6 C |||ψ||| ∀p ∈ [1,∞] , ∀m ∈ {0, 1} . (5.33)
One sees that Ω∗ωψΛ ∈ Ls(R3) ∀s > 3 because, by Yajima’s bound (D.2) and by estimate (5.32),∥∥Ω∗ωψΛ ∥∥s 6 cs‖ωψΛ‖s 6 cs|||ψ||| . (5.34)
Here cs ∼ (s− 3)−1/3 for s→ 3+.
To treat ‖∇Ω∗ωψΛ‖v we use the property∥∥∇f ∥∥
p
6 cp
∥∥√−∆ f ∥∥
p
∀p ∈ (1,∞) (5.35)
valid for every f ∈ L2 such that √−∆ f ∈ L2 (see Lemma 5.5). This is the case for f = Ω∗ωψΛ,
due to Yajima’s bound, although the corresponding norms are not bounded uniformly in Λ. In our
application we need p ∈ (32 , 3], so we are never at the borderline case and cp remains uniformly
bounded. Thus, we get∥∥∇Ω∗ωψΛ ∥∥v 6 cv ∥∥√−∆ Ω∗ωψΛ ∥∥v = cv ∥∥Ω∗√h ωψΛ ∥∥v
6 cv
∥∥√h ωψΛ ∥∥v 6 cv ∫ ∞
0
dk√
k
∥∥∥ 1
k + h
hωψΛ
∥∥∥
v
6 cv
∫ ∞
0
dk√
k
∥∥∥ 1−∆+ k |hωψΛ|∥∥∥v
(5.36)
where we have used intertwining relation (D.1), Yajima’s bound (D.2), the fact that h generates a
positivity-preserving semigroup, and√
h =
1
π
∫ ∞
0
dk√
k
1
k + h
h . (5.37)
We notice that estimates (5.32) and (5.33) give
‖ hωψΛ‖a 6 ‖ −∆(ωψΛ)‖a + ‖V ωψΛ‖a 6 ca |||ψ||| a ∈ (1,∞] . (5.38)
Thus, for any b ∈ [1, 3) ∩ [1, v), Young’s inequality gives
∥∥∥ 1−∆+ k |hωψΛ|∥∥∥v = ∥∥∥ 14π
∫
R3
dY
e−
√
k |X−Y |
|X − Y | hωψΛ(Y )
∥∥∥
v
6 cv,b
∥∥∥ e−√k | · || · | ∥∥∥b ‖ hωψΛ‖(1+ 1v− 1b )−1
= cv,b k
1
2
− 3
2b ‖ hωψΛ‖(1+ 1
v
− 1
b
)−1 .
(5.39)
We use this bound to control the r.h.s. of (5.36), applying it with two different values of b in the
region |k| ≤ 1 and |k| ≥ 1. For v ∈ (32 , 3), we find∥∥∇Ω∗ωψΛ∥∥v 6 cv (‖ hωψΛ‖ 3v2
12v−9−v2
+ ‖ hωψΛ‖v
)
. (5.40)
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Here cv ∼ (v − 32)2 when v → 32
+
For v = 3 we find, on the other hand,∥∥∇Ω∗ωψΛ∥∥3 6 C
µ(1− µ) 13
(
‖ hωψΛ‖ 3
2+µ
+ ‖ hωψΛ‖3
)
(5.41)
for any µ ∈ (0, 1). Hence, by (5.38), ∥∥∇Ω∗ωψΛ∥∥ 3s
3+s
6 cs |||ψ||| (5.42)
uniformly in Λ and ∀s ∈ (3,∞], and cs ∼ (s− 3)−3 as s→ 3+.
To treat ‖∇2Ω∗ωψΛ‖z we use the Calderon-Zygmund inequality
‖∇2f‖p 6 cp‖∆f‖p ∀p ∈ (1,∞) (5.43)
valid for any compactly supported f in W 2,p(R3) (see [4], Theorem 9.9). The behaviour of the
constant cp as p → 1+ can be computed from the constant in the Marcinkiewicz interpolation
theorem (see [4], Theorem 9.8) and one has cp ∼ (p− 1)−1. Although supp(Ω∗ωψΛ) is not compact,
we can apply (5.43) to the compactly supported function χ
A
Ω∗ωψΛ, where we have introduced the
cut-off function
χ
A
(Y ) := χ
( |Y |
A
)
(5.44)
at the scale A, with χ defined as in (1.15). Then one has∥∥∇2Ω∗ωψΛ∥∥z 6 ∥∥∇2χAΩ∗ωψΛ∥∥z + ∥∥∇2(1− χA)Ω∗ωψΛ∥∥z
6 cz
∥∥∆χ
A
Ω∗ωψΛ
∥∥
z
+
∥∥∇2(1− χ
A
)Ω∗ωψΛ
∥∥
z
6 cz
∥∥∆Ω∗ωψΛ∥∥z + cz ∥∥∆(1− χA)Ω∗ωψΛ∥∥z + ∥∥∇2(1− χA)Ω∗ωψΛ∥∥z
6 cz
∥∥∆Ω∗ωψΛ∥∥z + cz ∥∥∇2(1− χA)Ω∗ωψΛ∥∥z
(5.45)
and
lim
A→+∞
∥∥∇2(1− χ
A
)Ω∗ωψΛ
∥∥
z
= 0 (5.46)
because∥∥∇2(1− χ
A
)Ω∗ωψΛ
∥∥
z
6
∥∥ (∇2χ
A
)Ω∗ωψΛ
∥∥
z
+ 2
∥∥ (∇χ
A
) · ∇Ω∗ωψΛ
∥∥
z
+
∥∥ (1− χ
A
)∇2Ω∗ωψΛ
∥∥
z
6 C
‖Ω∗ωψΛ‖z
A2
+ C
‖∇Ω∗ωψΛ‖z
A
+
∥∥ (1− χ
A
)∇2Ω∗ωψΛ
∥∥
z
A→+∞−−−−−→ 0 .
(5.47)
Last summand above, in particular, vanishes as A → +∞ by dominated convergence: in fact we
have (1− χ
A
)∇2Ω∗ωψΛ → 0 pointwise and is in Lz(R3) uniformly in A because∥∥ (1− χ
A
)∇2Ω∗ωψΛ
∥∥
z
6
∥∥∇2Ω∗ωψΛ∥∥z 6 ∥∥Ω∗ωψΛ∥∥W 2,z 6 cz ∥∥ωψΛ∥∥W 2,z <∞ . (5.48)
Thus, ∥∥∇2Ω∗ωψΛ∥∥z 6 cz ∥∥∆Ω∗ωψΛ∥∥z ∀z ∈ (1,+∞) . (5.49)
Using (5.49), the intertwining relation (D.1), and Yajima’s bound (D.2), one has (with z = 3s2s+3 ,
s > 3) ∥∥∇2Ω∗ωψΛ∥∥z 6 cz ∥∥∆Ω∗ωψΛ∥∥z 6 cz ∥∥Ω∗hωψΛ∥∥z
6 cz
( ‖∆(ωψΛ)‖z + ∥∥V ωψΛ∥∥z)
6 cs |||ψ|||
(5.50)
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uniformly in Λ and ∀s ∈ (3,∞], where (5.32) and (5.33) have been used in the last line. Following
the blow-up of the various constants, we see that in (5.50) cs ∼ (s− 3)−2 as s→ 3+.
From (5.34), (5.42), and (5.50), the dispersive estimate (5.29) takes the form∥∥ e−iT∆Ω∗ωψΛ∥∥2∞ 6 cs |||ψ|||2T 3/s ∀s ∈ (3,∞] (5.51)
with cs ∼ (s − 3)−6 as s→ 3+.
Next we treat the r.h.s. of (5.30) in analogy to what we have done so far for the r.h.s. of (5.29).
The first term on the r.h.s. of (5.30) is bounded as
‖∇Ω∗ωψΛ‖s 6 C
∥∥Ω∗ωψΛ∥∥W 1,s 6 cs ∥∥ωψΛ∥∥W 1,s 6 cs |||ψ||| (5.52)
for any s > 3 and uniformly in Λ: the second inequality above follows from Yajima’s bound (D.2)
and the last one follows from estimates (5.32) and (5.33). The second summand on the r.h.s. of
(5.30) is estimated analogously to (5.50) and gives∥∥∇2Ω∗ωψΛ∥∥v 6 cs |||ψ||| (5.53)
uniformly in Λ. Finally, the third term on the r.h.s. of (5.30) can be bounded, similarly to (5.49),
by ∥∥∇3Ω∗ωψΛ∥∥z 6 3∑
i=1
∥∥∇2∂i Ω∗ωψΛ∥∥z 6 cz 3∑
i=1
∥∥∆∂iΩ∗ωψΛ∥∥z . (5.54)
Hence, by means of the intertwining relation (D.1), of Yajima’s bound (D.2), and of the estimates
(5.32) and (5.33), we find∥∥∆∂iΩ∗ωψΛ∥∥z = cz ∥∥ ∂iΩ∗hωψΛ∥∥z
6 cz
∥∥ hωψΛ∥∥W 1,z
6 cz
( ∥∥∆(ωψΛ)∥∥z + ∥∥V ωψΛ∥∥z + ∥∥∇3(ωψΛ)∥∥z + ∥∥∇(V ωψΛ)∥∥z)
6 cs |||ψ|||
(5.55)
uniformly in Λ. Thus, from (5.52), (5.53), and (5.55), the dispersive estimate (5.30) takes the form∥∥∇e−i T∆Ω∗ωψΛ∥∥2∞ 6 cs |||ψ|||2T 3/s ∀s ∈ (3,∞] . (5.56)
Following the blow-up of the various constants, we see that in (5.56) cs ∼ (s − 3)−4 as s→ 3+.
In the following two lemmas, we prove estimates which were used in the proof of Proposition 5.3.
Lemma 5.4. Let V , ω, ψ, and ψΛ be as in the hypothesis of Proposition 5.1. Then, for any m ∈ N
and any p ∈ [1,∞] such that p(m+ 1) > 3, there exists a constant cp,m such that∥∥∇m(ωψΛ)∥∥p 6 cp,m |||ψ||| . (5.57)
Here cp,m blows up as (p (m + 1) − 3)−
1
p as p → ( 3m+1 )+. Moreover, for any m = 0, 1 and any
p ∈ [1,∞], one has ∥∥∇m(V ωψΛ)∥∥p 6 C |||ψ||| (5.58)
for some constant C depending on V .
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Proof. We recall from Appendix C that ω satisfies the bounds
‖∇nω‖q < ∞ ∀q ∈ [1,∞] , ∀n ∈ N s.t. q(n+ 1) > 3 (5.59)
with
‖∇nω‖q ∼
(
q(n+ 1)− 3)− 1q as q → ( 3n+1 )+ . (5.60)
Moreover, ψΛ satisfies the scaling
‖∇νψΛ‖q = Λ
3
q
−ν ‖∇νψ‖q . (5.61)
Pick m ∈ N and p ∈ [1,∞] such that p(m+1) > 3: then, keeping into account (5.59) and (5.61), one
obtains by Ho¨lder inequality
∥∥∇m(ωψΛ)∥∥p 6 cp,m m∑
ν=0
∥∥∇νψ∥∥ p(m+1)
ν
(5.62)
for some constants cp,m blowing up as (p (m + 1) − 3)−
1
p when p → ( 3m+1)+. (When ν = 0 it is
understood that p(m+1)ν =∞). By interpolation,
∥∥∇m(ωψΛ)∥∥p 6 cp,m 3∑
ν=0
∥∥∇νψ∥∥ p(m+1)
ν
6 cp,m
( ‖ψ‖W 3,1 + ‖ψ‖W 3,∞) (5.63)
that is, we obtain (5.57). Eq. (5.58) can be proven similarly.
Lemma 5.5. Let f ∈ L2(R3) such that √−∆ f ∈ L2(R3). Then∥∥∇f ∥∥
p
6 cp
∥∥√−∆ f ∥∥
p
(5.64)
for any p ∈ (1,+∞).
Proof. The boundedness of the singular integral operator (see, e.g., [8], Chapter III, Theorem 4, and
[9], Chapter 13, Theorem 5.1) implies that∥∥∥∇ 1√−∆ g
∥∥∥
p
6 C‖g‖p . (5.65)
Let g :=
√−∆ f . Then g ∈ L2(Rn). On L2(Rn) the operator √−∆ has a trivial kernel, therefore
1√−∆
√
−∆ f = f . (5.66)
Then ∥∥∇f ∥∥
p
6 cp
∥∥√−∆ f ∥∥
p
. (5.67)
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6 Dispersive estimate for regular, slowly decaying initial data
The standard dispersive estimate∥∥ ei∆tf ∥∥
q
6
C
t 3(
1
s
− 1
2
)
‖f‖s s ∈ [1, 2]q = ss−1 ∈ [2,+∞]
(6.1)
for the free Schro¨dinger evolution is not suited for functions that decay slowly at infinity. In this
section we prove a dispersive estimate which holds for f ∈ Ls for any s ∈ [32 ,∞], if additionally some
Lp bound is known on the derivatives of f .
Proposition 6.1. Let s ∈ [32 ,∞], q ∈ [max{s, 3},∞], and r ∈ [1, 3q3+2q ]. Let f ∈ Ls(R3) such that
∇f ∈ L 3ss+3 (R3)
∇2f ∈ Lr(R3).
(6.2)
Then ei∆tf ∈ Lq(R3) and∥∥ ei∆tf ∥∥
q
6
C
t
3
2
( 1
s
− 1
q
)
(
‖f‖s + ‖∇f‖ 3s
s+3
)
+
C
t
3
2
( 1
r
− 1
q
)−1 ‖∇
2f‖r (6.3)
for some constant C which is independent of s, q, r.
Remark. We use this estimate in the proof of Proposition 5.3 and of Proposition A.1, with q =∞,
s ∈ [3,∞] and r = 3s3+2s . In this case, (6.3) reads∥∥ ei∆tf ∥∥∞ 6 C
t
3
2s
(
‖f‖s + ‖∇f‖ 3s
s+3
+ ‖∇2f‖ 3s
2s+3
)
. (6.4)
Proof of Proposition 6.1. It is enough to prove (6.3) for f ∈ C∞0 (R3); then the estimate can be
extended by a density argument.
For q ≥ 1, we have
∥∥ ei∆tf ∥∥
q
=
1
(4πt)3/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy e
i|x−y|2
4t f(y)
∣∣∣∣q )1/q . (6.5)
We split the above integral for small and large values of |x− y|: in the latter regime integration by
parts will provide the necessary decay at infinity. We introduce R > 0 and we define the smooth
cutoff function
θR(x) := χ
( |x|
R
)
(6.6)
with χ defined in (1.15). The following scaling properties of θR will be needed:∥∥∥∥ θR| · |m
∥∥∥∥
p
= Am,pR
3
p
−m if mp < 3 (6.7)∥∥∥∥1− θR| · |m
∥∥∥∥
p
= Bm,pR
3
p
−m
if mp > 3 (6.8)∥∥∥∥ ∇θR| · |m
∥∥∥∥
p
= Cm,pR
3
p
−m−1 ∀ p > 1 ,∀m ∈ R . (6.9)
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Inserting the cut-off in (6.5), we find
∥∥ ei∆tf ∥∥
q
6
C
t3/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy θR(x− y) e
i|x−y|2
4t f(y)
∣∣∣∣q ) 1q
+
C
t3/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t f(y)
∣∣∣∣q ) 1q
≡ (I) + (I ′)
(6.10)
where first summand in the r.h.s. is immediately estimated by Young’s inequality as
(I) 6
cq,s
t3/2
‖f‖s‖θR‖(1+ 1
q
− 1
s
)−1 6 cq,s
R 3(1+
1
q
− 1
s
)
t3/2
‖f‖s 1 6 s 6 q . (6.11)
To estimate the summand (I ′), we use
e
i|x−y|2
4t = 2it
x− y
|x− y|2 · ∇y e
i|x−y|2
4t (6.12)
to write
(I ′) =
C
t1/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy
(
1− θR(x− y)
)
f(y)
x− y
|x− y|2 · ∇y e
i|x−y|2
4t
∣∣∣∣q ) 1q . (6.13)
Then, integration by parts and since
∇y · x− y|x− y|2 = −
1
|x− y|2 , (6.14)
we bound (I ′) as
(I ′) 6
C
t1/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy f(y) e
i|x−y|2
4t ∇θR(x− y) · x− y|x− y|2
∣∣∣∣q ) 1q
+
C
t1/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy
(
1− θR(x− y)
) f(y)
|x− y|2 e
i|x−y|2
4t
∣∣∣∣q ) 1q
+
C
t1/2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t
x− y
|x− y|2 · ∇f(y)
∣∣∣∣q ) 1q
≡ (II) + (III) + (IV ) .
(6.15)
The term (II) is estimated by Young’s inequality and (6.9):
(II) 6
cq,s
t1/2
‖f‖s
∥∥∥∥ ∇θR| · |
∥∥∥∥
(1+ 1
q
− 1
s
)−1
= cq,s
R
1+ 3
q
− 3
s
t1/2
‖f‖s 1 6 s 6 q . (6.16)
To control the summands (III), (IV), we integrate by parts once more. From (6.12), (6.14), and
∇y 1|x− y|2 = 2
x− y
|x− y|4 , (6.17)
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we find∫
R3
dy
(
1− θR(x− y)
) f(y)
|x− y|2 e
i|x−y|2
4t = − 2it
{ ∫
R3
dy
(
1− θR(x− y)
) f(y)
|x− y|4 e
i|x−y|2
4t
+
∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t
x− y
|x− y|4 · ∇f(y)
−
∫
R3
dy
(∇yθR(x− y)) · x− y|x− y|4 e i|x−y|24t f(y)
}
.
(6.18)
Therefore
(III) 6 C t
1
2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy
(
1− θR(x− y)
) f(y)
|x− y|4 e
i|x−y|2
4t
∣∣∣∣q ) 1q
+ C t
1
2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t
x− y
|x− y|4 · ∇f(y)
∣∣∣∣q ) 1q
+ C t
1
2
(∫
R3
dx
∣∣∣∣ ∫
R3
dy e
i|x−y|2
4t f(y)∇θR(x− y) · x− y|x− y|4
∣∣∣∣q ) 1q
6 cq,s t
1
2
(
‖f‖s
∥∥∥∥ 1− θR| · |4
∥∥∥∥
(1+ 1
q
− 1
s
)−1
+ ‖∇f‖ 3s
3+s
∥∥∥∥ 1− θR| · |3
∥∥∥∥
( 2
3
+ 1
q
− 1
s
)−1
+ ‖f‖s
∥∥∥∥ ∇θR| · |3
∥∥∥∥
(1+ 1
q
− 1
s
)−1
)
= cq,s
t
1
2
R 1+
3
s
− 3
q
(
‖f‖s +
∥∥∇f∥∥ 3s
3+s
)
3
2 6 s 6 q
(6.19)
where Young’s inequality and (6.8) and (6.9) have been used.
Analogously, to handle the term (IV), we performs a second integration by parts. We observe
that ∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t
x− y
|x− y|2 · ∇f(y) =
= 2it
{∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t
x− y
|x− y|4 · ∇f(y)
−
∫
R3
dy
(
1− θR(x− y)
)
e
i|x−y|2
4t
x− y
|x− y|2 · ∇y
(
x− y
|x− y|2 · ∇f(y)
)
+
∫
R3
dy e
i|x−y|2
4t
(
x− y
|x− y|2 · ∇f(y)
)
x− y
|x− y|2 · ∇θR(x− y)
}
.
(6.20)
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Therefore
(IV ) 6 C t
1
2
(∫
R3
dx
(∫
R3
dy
(
1− θR(x− y)
) |∇f(y)|
|x− y|3
)q ) 1
q
+ C t
1
2
(∫
R3
dx
(∫
R3
dy
(
1− θR(x− y)
) |∇2f(y)|
|x− y|2
)q ) 1
q
+ C t
1
2
(∫
R3
dx
(∫
R3
dy
∣∣∇θR(x− y)∣∣ |∇f(y)||x− y|2
)q ) 1
q
6 cq,s t
1
2 ‖∇f‖ 3s
3+s
∥∥∥∥ 1− θR| · |3
∥∥∥∥
( 2
3
+ 1
q
− 1
s
)−1
+ cq,r t
1
2
∥∥∇2f∥∥
r
∥∥∥∥ 1− θR| · |2
∥∥∥∥
(1+ 1
q
− 1
r
)−1
+ cq,s t
1
2
∥∥∇f∥∥ 3s
3+s
∥∥∥∥ ∇θR| · |2
∥∥∥∥
( 2
3
+ 1
q
− 1
s
)−1
= cq,s
t
1
2
R 1+
3
s
− 3
q
∥∥∇f∥∥ 3s
3+s
+ cq,r
t
1
2
R
3
r
− 3
q
−1
∥∥∇2f∥∥
r
(6.21)
for 3/2 6 s 6 q 6 ∞ , q 6= 3/2 and 1 6 r < 3q/(3 + q). Here Young’s inequality and the scaling
properties (6.8) and (6.9) have been used.
Summarizing,∥∥ ei∆tf ∥∥
q
6 (I) + (II) + (III) + (IV )
6 cq,s
(
R
3+ 3
q
− 3
s
t
3
2
+
R
1+ 3
q
− 3
s
t
1
2
+
t
1
2
R
1+ 3
s
− 3
q
)
‖f‖s + cq,s t
1
2
R
1+ 3
s
− 3
q
∥∥∇f∥∥ 3s
3+s
+ cq,r
t
1
2
R
3
r
− 3
q
−1
∥∥∇2f∥∥
r
(6.22)
for any R > 0, 3/2 6 s 6 q 6 ∞, q 6= 3/2, 1 6 r < 3q/(3 + q). Optimizing the choice of R leads to
R =
√
t , so that (6.22) reads∥∥ ei∆tf ∥∥
q
6
cq,s
t
3
2
( 1
s
− 1
q
)
(
‖f‖s + ‖∇f‖ 3s
s+3
)
+
cq,r
t
3
2
( 1
r
− 1
q
)−1 ‖∇
2f‖r . (6.23)
For the r.h.s. of (6.23) to stay bounded in time, we need 1 6 r 6 3q2q+3 , which requires q > 3. This
completes the proof of the proposition.
A Pointwise bounds on the two-body wave function
In this section we investigate the boundedness properties in time and in space of the evolution of
the two-body wave function ϕ⊗2 when the two particles are coupled by the interaction VN (x1 − x2),
that is, where the dynamics is generated by the Hamiltonian
h
(1,2)
N = −∆1 −∆2 + VN (x1 − x2)
acting on L2(R3 × R3,dx1dx2), as defined in (2.1). In spirit, these bounds are similar to the ones
proved in Proposition 5.3 (in particular in (5.28) for s =∞; the initial data however, is different).
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Proposition A.1. Let V be a non-negative, smooth, spherically symmetric, and compactly supported
potential. Let VN (x) = N
2V (Nx) and h
(1,2)
N = −∆1 −∆2 + VN (x1 − x2). Let ψt = e−ith
(1,2)
N ϕ⊗2, for
some ϕ ∈ L2(R3). Then, for every α > 3, there exists C > 0 such that
‖ψt‖∞ 6 C ‖ϕ‖24,∞,α logN (A.1)
where
‖ϕ‖4,∞,α =
4∑
m=0
∥∥〈x〉α∇mϕ∥∥2∞. (A.2)
Proof. Let ψ˜(η, x) = ψ(η + x/2, η − x/2), and
ψ˜t(η, x) = ψt(η + x/2, η − x/2) =
(
e−i∆η/2te−ihN tψ˜
)
(η, x)
where the operator hN = −2∆ + VN (x1 − x2) only acts on the relative variable x. Then
‖ψt‖2L∞(R6,dx1 dx2) = ‖ψ˜t‖2L∞(R6,dη dx) 6 C sup
x∈R3
‖ψ˜t(·, x)‖2H2(R3,dη)
6 C
2∑
m=0
sup
x∈R3
∫
R3
dη
∣∣∇mη ψ˜t(η, x)∣∣2
6 C
2∑
m=0
sup
x∈R3
∫
R3
dη
∣∣(e−ihN t∇mη ψ˜ )(η, x)∣∣2
6 C
2∑
m=0
∫
R3
dη
∥∥ (e−ihN t∇mη ψ˜ )(η, ·)∥∥2L∞(R3,dx) .
(A.3)
It is useful to switch to the macroscopic coordinate X = Nx. With the short hand notation
ψ
(m)
η,N (X) := ψ
(m)
η
(X
N
)
, with (A.4)
ψ(m)η (x) := ∇mη ψ˜(η, x) =∇mη
(
ϕ
(
η +
x
2
)
ϕ
(
η − x
2
))
, (A.5)
Eq. (A.3) reads
‖ψt‖2L∞(R6,dx1 dx2) 6 C
2∑
m=0
∫
R3
dη
∥∥ e−ihN2tψ(m)η,N∥∥2L∞(R3,dX) , (A.6)
because hN = N
2(−2∆X + V (X)). To bound the r.h.s. of the last equation, we use the modified
dispersive estimate (6.4) with s =∞. We obtain∥∥ e−ihN2tψ(m)N,η∥∥2L∞(R3,dX) ≤ C (‖Ω∗ψ(m)N,η‖2∞ + ‖∇XΩ∗ψ(m)N,η‖23 + ‖∇2XΩ∗ψ(m)N,η‖23
2
)
, (A.7)
for every m = 0, 1, 2, where Ω is the wave operator associated with −∆+ 12V (x) = h/2, as defined
in Proposition D.1.
To estimates the terms on the r.h.s. of (A.7) we use the same strategy followed in the proof of
Proposition 5.3. However, since the initial data considered here (the wave function ψ
(m)
N,η ) is different
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from the one considered in Proposition 5.3, the bounds for the r.h.s. of (A.7) cannot be directly
inferred from the analogous estimates for the terms of the r.h.s. of (5.29).
By Yajima’s bound (D.2), we have
‖Ω∗ψ(m)η,N‖∞ 6 C ‖ψ(m)N,η‖∞ = C ‖ψ(m)η ‖∞. (A.8)
Analogously to the treatment of ‖∇Ω∗ωψΛ‖v after (5.36), we obtain
‖∇XΩ∗ψ(m)η,N‖3 6
C
ε(1− ε)1/3
(
‖ hψ(m)η,N ‖ 3
2+ε
+ ‖ hψ(m)η,N ‖3
)
ε ∈ (0, 1) . (A.9)
Since
‖∆X ψ(m)η,N‖ 3
2+ε
= N ε‖∆x ψ(m)η ‖ 3
2+ε
(A.10)
‖∆X ψ(m)η,N‖3 =
1
N
‖∆x ψ(m)η ‖3 , (A.11)
one has
‖∇XΩ∗ψ(m)η,N‖3 6
C
ε(1− ε) 13
(
N ε ‖∆xψ(m)η ‖ 3
2+ε
+
1
N
‖∆xψ(m)η ‖3 + ‖ψ(m)η ‖∞
)
. (A.12)
Similarly to the treatment of ‖∇2Ω∗ωψΛ‖z in (5.50), we find
‖∇2XΩ∗ψ(m)η,N‖ 3
2
6 C
(
‖∆Xψ(m)η,N‖ 3
2
+ ‖V ψ(m)η,N‖ 3
2
)
6 C
(
‖∆xψ(m)η ‖ 3
2
+ ‖ψ(m)η ‖∞
)
. (A.13)
Using (A.8), (A.12), and (A.13) to bound the r.h.s. of (A.7), we find∥∥ e−ihN2tψ(m)N,η∥∥2L∞(R3,dX)
≤ C
(
N ε
ε(1− ε) 13
)2 (
‖∆xψ(m)η ‖2 3
2+ε
+ ‖∆xψ(m)η ‖23
2
+
1
N
‖∆xψ(m)η ‖23 + ‖ψ(m)η ‖2∞
)
.
(A.14)
Now it remains to integrate the r.h.s. of the last equation over η ∈ R3. By the assumptions on ϕ, it
follows that
|∇νϕ(x)| < ‖ϕ‖4,∞,α 1〈x〉α (A.15)
for any ν = 0, . . . , 4 and some α > 3. This means that for any p ∈ [1,+∞) and n,m ∈ {0, 1, 2} one
has
∥∥∇nx ψ(m)η ∥∥p = (∫
R3
dx
∣∣∣∇nx∇mη (ϕ(η + x2)ϕ(η − x2))∣∣∣p
)1
p
6 C
m+n∑
µ=0
(∫
R3
dx
∣∣∣(∇µϕ)(η + x
2
)∣∣∣p∣∣∣(∇m+n−µϕ)(η − x
2
)∣∣∣p)1p
6 C ‖ϕ‖24,∞,(α)
(∫
R3
dx
1
〈η + x2 〉αp
1
〈η − x2 〉αp
)1
p
(A.16)
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and the above integral can be estimated as∫
R3
dx
1
〈η + x2 〉αp
1
〈η − x2 〉αp
6
C
〈η〉αp (A.17)
as long as αp > 3, which is always the case due to the assumption α > 3. Then
∥∥∇nx ψ(m)η ∥∥2p 6 C ‖ϕ‖44,∞,α〈η〉2α n,m ∈ {0, 1, 2} (A.18)
independently of p ∈ [1,+∞].
Due to (A.18), when plugging (A.8), (A.12), and (A.13) into the r.h.s. of estimate (A.7), and the
latter into the r.h.s. of (A.3), integrability in η is guaranteed by the assumption α > 3 and one gets
‖ψt‖∞ 6 ‖ϕ‖24,∞,α
N ε
ε(1 − ε) 13
ε ∈ (0, 1) . (A.19)
After choosing ε = (logN)−1, estimate (A.1) is proved.
B Estimates for the energy of a factorized data
In the following lemma we prove that the expectation of the Hamiltonian HN in a factorized state
ϕ⊗N , for some ϕ ∈ H2(R3), is of the order N . This estimate is used in Section 3. Moreover, we also
show that the expectation of H2N (in the state ϕ
⊗N ) is of the order N3.
Lemma B.1. Let HN be defined as in (1.19) and let ϕ ∈ H2(R3). Then
lim
N→∞
1
N
〈
ϕ⊗N,HN ϕ⊗N
〉
= ‖∇ϕ‖22 + 12 ‖V ‖1‖ϕ‖44 ∀ϕ ∈ H1(R3) , (B.1)
lim
N→∞
1
N3
〈
ϕ⊗N,H2N ϕ
⊗N〉 = 12 ‖ϕ‖44‖V ‖22 ∀ϕ ∈ H2(R3) . (B.2)
Proof. We will prove equation (B.2), the proof of (B.1) is similar but simpler, so we will omit it.
Using the permutation symmetry of ϕ⊗N , we find that
1
N3
∣∣∣〈ϕ⊗N ,H2Nϕ⊗N 〉 − N(N − 1)2 〈ϕ⊗N , V 2N (x1 − x2)ϕ⊗N 〉∣∣∣
≤ N−1〈ϕ⊗N ,∆1∆2ϕ⊗N 〉+N−2〈ϕ⊗N ,∆21ϕ⊗N 〉
+ 〈ϕ⊗N , (−∆1)VN (x2 − x3)ϕ⊗N 〉+
∣∣〈ϕ⊗N ,∆1VN (x1 − x2)ϕ⊗N 〉∣∣
+N〈ϕ⊗N , VN (x1 − x2)VN (x3 − x4)ϕ⊗N 〉
+ 〈ϕ⊗N , VN (x1 − x2)VN (x2 − x3)ϕ⊗N 〉 .
(B.3)
Since ϕ ∈ H2(R3) and ‖ϕ‖ = 1, it follows that
〈ϕ⊗N ,∆1∆2ϕ⊗N 〉 ≤ ‖ϕ‖4H1 <∞ and 〈ϕ⊗N ,∆21ϕ⊗N 〉 ≤ ‖ϕ‖2H2 <∞ . (B.4)
Moreover, using Lemma B.2, we have
〈ϕ⊗N , (−∆1)VN (x2 − x3)ϕ⊗N 〉 ≤ C ‖VN‖1 ‖ϕ‖6H1 ≤ CN−1 ‖V ‖1 ‖ϕ‖6H1
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and, with a Schwarz inequality and Sobolev embedding,∣∣∣〈ϕ⊗N ,∆1VN (x1 − x2)ϕ⊗N 〉∣∣∣ ≤ 〈ϕ⊗N ,∆1VN (x1 − x2)∆1ϕ⊗N 〉1/2 〈ϕ⊗N , VN (x1 − x2)ϕ⊗N 〉1/2
≤ CN−1 ‖V ‖1 ‖ϕ‖4H2 .
Finally, using again Lemma B.2, we observe that
〈ϕ⊗N , VN (x1 − x2)VN (x3 − x4)ϕ⊗N 〉 ≤ C ‖ϕ‖8H1‖VN‖21 ≤ CN−2‖V ‖21 ‖ϕ‖8H1
and that
〈ϕ⊗N , VN (x1 − x2)VN (x2 − x3)ϕ⊗N 〉 ≤ C ‖ϕ‖4H1‖V ‖23/2 . (B.5)
Inserting all these bounds in the r.h.s. of (B.3), it follows that
lim
N→∞
1
N3
∣∣∣〈ϕ⊗N ,H2Nϕ⊗N 〉 − N(N − 1)2 〈ϕ⊗N , V 2N (x1 − x2)ϕ⊗N 〉∣∣∣ = 0 . (B.6)
Eq. (B.2) now follows because
1
2N
〈ϕ⊗N , V 2N (x1 − x2)ϕ⊗N 〉 =
1
2
∫
dx1dx2N
3V 2(N(x1 − x2))|ϕ(x1)|2|ϕ(x2)|2 → ‖V
2‖1
2
‖ϕ‖44
as N →∞ (the convergence follows by a Poincare´ inequality, since ϕ ∈ H2(R3)).
Lemma B.2 (Sobolev-type inequalities). Let ψ ∈ L2(R6,dx1dx2). If V ∈ L3/2(R3), we have
|〈ψ, V (x1 − x2)ψ〉| ≤ C‖V ‖3/2 〈ψ, (1 −∆1)ψ〉 . (B.7)
If V ∈ L1(R3), then
|〈ψ, V (x1 − x2)ψ〉| ≤ C‖V ‖1 〈ψ, (1 −∆1)(1 −∆2)ψ〉 (B.8)
The first bound follows from a Ho¨lder inequality followed by a standard Sobolev inequality (in
the variable x1, with fixed x2). A proof of the second bound can be found, for example, in [1][Lemma
5.3].
C Properties of the one-body scattering solution 1− ω(x)
Lemma C.1. Let V : R3 → R be non negative, smooth, spherically symmetric, compactly supported
and with scattering length a. Let 1− ω(x) be the solution of(−∆+ 12V )(1− ω) = 0 with ω(x)→ 0 as |x| → ∞ . (C.1)
Then there exist constants Cm, C˜ depending on the potential V such that
|ω(x)| 6 C0 a|x| |ω(x)| 6 C˜ (C˜ < 1) (C.2)
|∇mω(x)| 6 Cm a|x|m+1 |∇
mω(x)| 6 Cm (C.3)
for every nonnegative integer m. As a consequence, for every p ∈ [1,∞] and every nonnegative
integer m such that p(m+ 1) > 3, one has
‖∇mω‖p < Cm,p < ∞ . (C.4)
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Proof. Inequalities (C.2) and (C.3) follow immediately from the fact that, out of the support of the
potential V one has
ω(x) =
a
|x| |x| > R , (C.5)
while, inside the support, ∇mω is bounded by elliptic regularity and compactness for any nonnegative
m. The fact that the constant C˜ in (C.2) is strictly smaller than 1 is proved in Lemma B.1 of [2].
By scaling, one immediately has the following.
Corollary C.2. Let V be as in Lemma C.1. Let VN (x) = N
2V (Nx) and let 1 − ωN be the corre-
sponding solution of the zero-energy scattering equation. Then
ωN (x) = ω(Nx) (C.6)
whence
‖∇mωN‖p = Nm−
3
p ‖∇mω‖p (C.7)
under the same condition for the validity of (C.4).
D Properties of the wave operator Ω
We denote by Ω the wave operator associated with the one-particle Hamiltonian h := −∆ + 12V ,
that is, h = 12h in our previous notation. Its existence and most important properties are stated in
the following proposition.
Proposition D.1. Suppose V ≥ 0, with V ∈ L1(R3). Then:
i) (Existence of the wave operator). The limit
Ω = s− lim
t→∞ e
ihtei∆t
exists.
ii) (Completeness of the wave operator). Ω is a unitary operator on L2(R3) with
Ω∗ = Ω−1 = s− lim
t→∞ e
−i∆te−iht
iii) (Intertwining relations). On D(h) = D(−∆), we have
Ω∗hΩ = −∆ (D.1)
iv) (Yajima’s bounds). Suppose moreover that V (x) ≤ C〈x〉−σ, for some σ > 5. Then, for every
1 ≤ p ≤ ∞, Ω and Ω∗ map Lp(R3) into Lp(R3), that is,
‖Ω‖Lp→Lp <∞ for all 1 6 p 6∞ . (D.2)
If moreover V ∈ Ck(R3), we have
‖Ω‖Wm,p→Wm,p <∞
for all m ≤ k.
Proof. The proof of i), ii), and iii) can be found in [7]. Part iv) is proved in [10, 11].
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E Correlation structure and Gross-Pitaevskii equation
As remarked in the introduction, the correlation structure developed by the solution to the N -particle
Schro¨dinger equation ΨN,t = e
−iHN tΨN (with HN defined as in (1.1)) for initial states exhibiting
complete Bose-Einstein condensation plays a very important role in the derivation of the Gross-
Pitaevskii equation (1.10); more precisely, the emergence of the scattering length in the coupling
constant in front of the nonlinearity is a consequence of the presence of the short scale correlation
structure. The goal of this appendix is to explain this connection in some more details (see also
Section 3 in [2]).
From the Schro¨dinger equation (1.3), it is simple to obtain an evolution equation for the one-
particle density γ
(1)
N,t:
i∂tγ
(1)
N,t(x1;x
′
1) =
(
−∆x1 +∆x′1
)
γ
(1)
N,t(x1;x
′
1)
+ (N − 1)
∫
dx2
(
VN (x1 − x2)− VN (x′1 − x2)
)
γ
(2)
N,t(x1, x2;x
′
1, x2) .
(E.1)
This is not a closed equation for γ
(1)
N,t because it also depends on the two-particle density γ
(2)
N,t as-
sociated with ΨN,t (the two-particle density is defined similarly to (1.4), integrating however only
over the last (N − 2) particles); actually, (E.1) is the first equation of a hierarchy of N coupled
equations, known as the BBGKY hierarchy, for the marginal densities of ΨN,t. From γ
(1)
N,t → |ϕt〉〈ϕt|
as N → ∞, it follows that γ(2)N,t → |ϕt〉〈ϕt|⊗2. If we replace, in (E.1), the densities γ(1)N,t and γ(2)N,t
by these limit points, and if we replace (N − 1)VN (x) ≃ N3V (Nx) by its (formal) limit bδ(x) with
b =
∫
V , we obtain a closed equation for the condensate wave function ϕt, which has the same form
as the Gross-Pitaevskii equation (1.10), but with a coupling constant in front of the nonlinearity
given by b instead of 8πa. The reason why this naive argument leads to the wrong coupling constant
is that the two-particle density γ
(2)
N,t contains a short scale correlation structure (inherited by the
N -particle wave function ΨN,t) which varies on exactly the same length scale N
−1 characterizing the
interaction potential. Describing correlations by the solution to the zero energy scattering equation,
we can approximate, for large but finite N , the two-particle density γ
(2)
N,t by
γ
(2)
N,t(x1, x2;x
′
1, x
′
2) ≃ (1− ωN (x1 − x2))(1− ωN (x′1 − x′2))ϕt(x1)ϕt(x2)ϕt(x′1)ϕt(x′2) .
Inserting this ansatz in the second term on the r.h.s. of (E.1), and using (1.8), we obtain the correct
Gross-Pitaevskii equation for ϕt. The emergence of the scattering length in the Gross-Pitaevskii
equation is therefore a consequence of the singular correlation structure developed by ΨN,t (and then
inherited by the two particle marginal density).
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