A Dirichlet form (E, D(E)), like a Feller semigroup, is an analytic object that can be used to construct and study a certain Markov process {X t } t≥0 . Unlike the Feller semigroup approach, which uses a pointwise analysis, the Dirichlet form approach uses a quasi-sure analysis, meaning that we are permitted to ignore certain exceptional sets which are not visited by the process. This slight ambiguity, where some of the definitions and results only hold quasi-everywhere, has certain advantages and certain disadvantages. On the one hand, even when studying as familiar a process as Brownian motion in IR n , we can do some things more generally. For instance, M. Fukushima [F 80; Example 5.1.1.] shows that when n ≥ 2 and for any α ∈ IR, the additive functional
|X s (ω)| α ds makes perfect sense in the context of Dirichlet forms, even though when α ≤ −2 we have
This is because the state {0}, which is causing all the headaches, is polar and so can be completely removed from consideration. On the other hand, this slight ambiguity also means that when we use Dirichlet forms to solve stochastic differential equations for example, as in [AR 91] , the solutions are defined only from quasi-every starting point in the state space, rather than from every starting point. The absence of pointwise results is the price we pay for the increased generality of cases that can be covered using Dirichlet form theory. Dirichlet forms have emerged as a powerful tool of stochastic analysis especially in the case where the state space is infinite dimensional, where it is useful to throw away (topologically) large exceptional sets, even for very standard examples. In this paper we shall look at some recent developments in the general theory of Dirichlet forms, especially at those aspects that allow us to consider infinite dimensional cases. In particular, we will try to explain the condition of quasi-regularity, how it is defined and what it implies for a Dirichlet form. Our main reference is the recent book by Z.M. Ma and M. Röckner [MR 92 ] whose treatment and notation we will try to follow throughout. The reader interested in other recent work in the area is encouraged to look, as well, at [AM 91 a, b] , [AMR 92, 93] , [AR 89, 90, 91] , [BH 91] , [RZ 92] , and the references therein.
Let E be a Hausdorff topological space equipped with its Borel σ-field B(E), and m a σ-finite Borel measure on E.
Definition 1. A pair (E, D(E)) is called a closed form on (real) L
2 (E; m) if D(E) is a dense linear subspace of L 2 (E; m) and if E : D(E) × D(E) → IR is a bilinear form such that the following conditions hold: (i) E(u, u) ≥ 0 for all u ∈ D(E).
(ii) D(E) is a Hilbert space when equipped with the inner product E 1 (u, v) := (1/2){E(u, v) + E(v, u)} + (u, v) L 2 .
Definition 2. Given a closed form (E, D(E)) on L 2 (E; m) we define we following closed forms all of whose domains coincide with D(E):
Definition 3. A closed form (E, D(E)) is called coercive if it satisfies the sector condition (see 9 below).
is called a Dirichlet form if it has the following (unit) contraction property: for all u ∈ D(E), we have u
Our hope would be to try to establish a relation of the following type between this form E and some Markov process {X t }.
Definition 5. A right process M (cf. [Sh 88]) with state space E and transition semigroup (p t ) t>0 is said to be associated with (E, D(E)) if p t f is an m-version of T t f for all t > 0 and every bounded, Borel measurable f in L 2 (E; m).
The construction of the process associated with a given Dirichlet form, when it is possible, follows a path that looks something like this:
The first step, to get the L 2 generator (T t ) t≥0 is usually not difficult, and follows from the theory of semigroups of linear operators applied to the the Hilbert space L 2 (E; m). Condition (2) guarantees that T t behaves like a sub-Markov transition kernel in the sense that 0 ≤ f ≤ 1 implies 0 ≤ T t f ≤ 1 m-a.e. Also, once you are able to get a reasonable kernel (p t ) t≥0 , the last step follows from standard constructions of a Markov process from (p t ) t≥0 (or from the resolvent kernel (R α ) α>0 ) on general state spaces, as done for instance in Sharpe's book [Sh 88] . The middle step relates the L 2 semigroup (T t ) t≥0 with the transition semigroup (p t ) t≥0 on E, and this is the most difficult, especially if you have a particular process {X t } in mind. It is in this step where your decision on an appropriate state space E and measure m plays the biggest role.
Once such a relationship between (E, D(E)) and M has been established we can use analysis of (E, D(E)) to get information about the behaviour of the process {X t }. For instance, if A is a Borel subset of E with m(A) = 0, then p t 1 A (z) = 0 m-a.e. z ∈ E. That means from m-almost every starting point, at a fixed time t, we won't catch X t visiting the set A, i.e., P m (X t ∈ A) = 0. A stronger notion of smallness of sets is needed if we want to conclude that X t absolutely never visits A, i.e., P m (∃t ≥ 0 so that X t ∈ A) = 0. We will discuss this in Proposition 15.
Until recently, the general theory of Dirichlet forms had been restricted to the case where the underlying space E is locally compact. In M. Fukushima's book [F 80] , which is the standard reference in the area, the local compactness is used throughout and is crucial in the construction of the associated Markov processes. Fukushima assumes that E is a locally compact, separable metric space and that m is a positive Radon measure on B(E) with full support. He then constructs a Markov process, indeed a Hunt process, associated with any symmetric, regular Dirichlet form.
, and is uniformly dense in C 0 (E). Here C 0 (E) is the space of continuous real-valued functions with compact support. Now the local compactness assumption, of course, eliminates the possibility of using Fukushima's theory in the study of infinite-dimensional processes. Also the symmetry assumption confines us to treating only symmetrizable processes. Nevertheless, in the years since the publication of [F 80] 
Example 8.
Why we can't just drop symmetry. Let's look at the least symmetric process possible. Consider the space E = IR equipped with the usual topology and with m equal to Lebesgue measure. Let {X t } be the process that justs moves to the right uniformly. That is, p t (z, dy) = z+t (dy). This yields the strongly continuous semigroup
Therefore the usual pre-Dirichlet form defined by D(E) = D(L) and E(f, g) = (−Lf ) g dz, is not closable. In fact, E is anti-symmetric so the Hilbert space norm in Definition 1 (ii) is just the L 2 -norm. An unclosable form fails to give us the kind of probabilistic potential theory needed to connect the form E and the process {X t }. So, in this example, a reasonable Markov process leads to an unreasonable form. This kind of situation can be avoided by assuming the sector condition, which allows us to control the form E by its symmetric partẼ.
Condition 9.
The substitute for symmetry: The sector condition.
The form (E, D(E)) satisfies the sector condition if there exists a constant K > 0 such that
for all u, v ∈ D(E).
Example 10.
Why we can't just drop regularity.
Take E = [0, 1) equipped with m= Lebesgue measure, and let (E, D(E)) be the Dirichlet form associated with reflecting Brownian motion on [0, 1] . That is,
This form is not regular, in fact, the closure of
1 ) consists only of those functions f in D(E) with f (z) → 0 as z → 1. And of course it is impossible to construct a reasonable process on [0, 1) associated with the form (E, D(E)) because the appropriate process is reflecting Brownian motion on [0, 1]. The space E = [0, 1) is adequate to define the form but not as a state space for the process. So this time we had a reasonable Dirichlet form lead to an unreasonable process. Now in this example the problem is obviously that the point {1} is missing from the space, and if we put it back, we recover the usual regular form on E = [0, 1] corresponding to reflecting Brownian motion. However, the problem of "missing boundary points" can occur even when the space E is topologically complete. This can happen when the measure m lives on one Hilbert space, but the process {X t } needs an even bigger Hilbert space as a state space. Such an example is discussed in [RS 93]. We'd like to find a condition that is not as restrictive as regularity, but which would let us know that our space is large enough to accommodate the associated process. But before we can get to our substitute for regularity we need to learn a bit more about exceptional sets for Dirichlet forms.
Definition 11.
(i) For a closed subset F ⊆ E we define
Note that D(E) F is a closed subspace of D(E).
(ii) An increasing sequence (
A property of points in E holds E-quasi-everywhere (abbreviated E-q.e.), if the property holds outside some E-exceptional set. It can be seen that every Eexceptional set has m-measure zero.
(v) Let (f n ) n∈IN and f be (E-q.e. defined) functions on E. We say that (
The following result is very important in Dirichlet form analysis (cf. [MR 92; Chapter III, Proposition 3.5.]).
1 -norm. Then there exists a subsequence (u n k ) k∈IN and an E-quasi-continuous m-versionũ of u so that (ũ n k ) k∈IN converges E-quasi-uniformly toũ.
Condition 13.
The substitute for regularity: Quasi-regularity. This says that the class of quasi-regular Dirichlet forms is the correct setting for the study of those forms associated with nice Markov processes. L. Overbeck and M. Röckner [OvR 93] have recently proved a one-sided version of the existence result for quasi-regular semi-Dirichlet forms; i.e., for those closed, coercive forms (E, D(E)) such that only the first relation in (2) holds. In this case, of course, we don't get a pair of processes but only the process M.
The next result is the heart of the matter, as it establishes the connection between the probabilistic potential theory of the process M and the analytic potential theory of the form (E, D(E)). (cf. [MR 92; Chapter IV, Theorem 5.29.] ).
Proposition 15. Suppose the right process M is associated with the quasi-regular Dirichlet form (E, D(E)). Then a subset N of E is E-exceptional if and only if N ⊂Ñ whereÑ is a Borel set such that
where ζ is the lifetime of the process and τ means the touching time of the set, i.e., for any Borel set B we define τ B (ω) := inf{0 ≤ t < ζ(ω) :
It is easy to see that this new concept of a quasi-regular Dirichlet form includes the classical concept of a regular Dirichlet form. This follows from the next proposition (cf. [MR 92; Chapter IV, Section 4a]).
Proposition 16. Assume E is a locally compact, separable, metric space and m is a positive Radon measure on B(E).
Proof. We only show (QR1), as (QR2) and (QR3) are easy exercises. By the topological assumptions on E, we may write E = ∪ ∞ k=1 F k , where (F k ) k∈IN is an increasing sequence of compact sets in E so that F k is contained in the interior of F k+1 for all k ≥ 1. It is then easy to see that
which concludes the proof.
By Theorem 14, we know that if we have a Dirichlet form (E, D(E)), even on an infinite dimensional Banach space E, and we want to show the existence of an associated process, all we have to do is prove that (E, D(E)) is quasi-regular. Typically the form (E, D(E))
is defined as the closure of some pre-Dirichlet form over a core of continuous functions that separates points in E. So usually the conditions (QR2) and (QR3) of Condition 13 are easily checked. It is (QR1) that is usually most troublesome, and that is because it is not always easy to come up an explicit sequence of compact sets that do the trick, especially in infinite dimensions. We note that the condition (QR1) is equivalent to the tightness of a certain capacity defined on subsets of E (cf. 
Example 17.
Gradient-type forms on an infinite dimensional Banach space.
Let E be a (real) separable Banach space, and m a finite measure on B(E) which charges every weakly open set. Define a linear space of functions on E by
Here C 
Observe that if u = f (l 1 , . . . , l m ), then
which shows us that ∂u/∂k is again a member of FC ∞ b . Also let us assume that there is a separable real Hilbert space (H, , H ) densely and continuously embedded into E. Identifying H with its dual H we have that E ⊂ H ⊂ E densely and continuously,
and E , E restricted to E × H coincides with , H . Observe that by (11) and (12), for u ∈ FC ∞ b and fixed z ∈ E, the map k → (∂u/∂k)(z) is a continuous linear functional on
Define a bilinear form on L 2 (E; m) by
where Γ( ·, · ) is a positive semi-definite, continuous, bilinear form on H, which satisfies the sector condition. A common example is to let Γ( ·, · ) = ·, · H , but in general Γ is not assumed to be symmetric. Then E is also a densely defined, positive semi-definite, bilinear form on FC ∞ b , satisfying the sector condition, because E inherits those properties from Γ. If such an E is closable in L 2 (E; m), then its closure (E, D(E)) is a Dirichlet form.
Proposition 18. The form (E, D(E)), defined as the closure of (E, FC ∞ b ) above, is quasi-regular.
The bulk of the proof is dedicated to showing (QR1), which requires coming up with compact sets that exhaust the space in the appropriate manner. It eventually goes back to a special choice of functions in D(E) which are shown to converge inẼ 1/2 1 -norm. An application of Lemma 12 gives a nest (F k ) k∈IN on which the convergence is uniform, and topological considerations are used to conclude that the members of this nest are in fact compact. The interested reader is referred to [RS 92] 
or [MR 92] for details.
This proof has also been generalized [RS 93 ] to "square-field operator"-type Dirichlet forms, which are similar to the one seen in equation (14). Such Dirichlet forms can be used to construct and study a variety of infinite dimensional processes; such as infinite Walsh's stochastic model of neural response.
In his 1981 paper "A Stochastic Model of Neural Response," J. Walsh [W 81] proposed a model for a nerve cylinder undergoing random stimulation along its length. The cylinder itself is modelled using the interval [0, L] while {X(x, t, ω) : 0 ≤ x ≤ L, t ≥ 0} denotes the nerve membrane potential at the time t at a location x along the axis. He found that this potential could be approximated by the solution {X t } of the equation
The Laplacian ∂ 2 /∂x 2 is given reflecting boundary conditions at the endpoints 0 and L, and W is a white noise based on the measure η(x)dx dt. We set
The symmetric case η ≡ 1 serves as a benchmark, but we will work in a more general setting and in fact only assume that η is absolutely continuous and
Just to keep things straight we mention that unlabelled quantities like , and are the usual inner product and norm on L 2 ([0, L]; dx), while labelled versions , H and H are the inner product and norm in the L 2 ([0, L]; dx/η(x)) sense. The eigenvectors of A are given by e 0 ≡ L −1/2 and e j (x) = √ 2L −1/2 cos(πjxL −1 ) for j ≥ 1, with Ae j = λ j e j = (1 + π 2 j 2 L −2 )e j . Now the solution of (15) is a Gaussian process, in fact, an OrnsteinUhlenbeck process in infinite dimensions. The invariant measure m for this process is also Gaussian and satisfies
Since e −tA * f = ηe −tA (f /η), the above equation tells us that
Summing over j gives z 2 m(dz) < ∞, which tells us that the invariant measure m lives on H.
The conditions on η imply that the bilinear form (A * h, k) is continuous and satisfies (recall (17) for the definition of the round bracket form ( , )). We now define a form on FC ∞ b as in (14) by
Here the gradient is measured in the H sense, so that the linear map h, · H has gradient h, but the linear map h, · = η h, · H has gradient η h. From Proposition 18 and Theorem 14 we can construct the associated process (Ω, F, {X t } t≥0 , (P z ) z∈H ) on H, and this process solves (15), in the sense of [AR 91] . So now we have a function-valued process
. What kind of functions are they? What would a snapshot of the process look like? Walsh had already showed that the process, in fact, takes values in C[0, L] and has continuous sample paths there. We shall show that the function x → X(t, x) is, nevertheless, quite rough, in the sense of having unbounded variation.
Lemma 20. P m (x → X(x, t) is of unbounded variation for all t) = 1.
Proof. Properties of cosine series show us that if f ∈ L 2 [0, L] has bounded variation, then the sequence of numbers ( f, e k ) k∈IN is O(1/k). A calculation similar to the one done in (18) shows that ( e k , · ) k∈IN on L 2 (H; m) are mean-zero Gaussian random variables with covariance
Notice that the variance of e j , · is of the order j −2 . In addition, the conditions on η mean that the random variables ( e k , · ) k∈IN not too strongly correlated and as a consequence you can show that for fixed N there exist 0 < α < 1 and c > 0 so that
Letting n → ∞ gives us m(sup ∞ j=1 |j e j , z | < ∞) = 0, and using the observation above about cosine series we get, m(z : x → z(x) is of bounded variation) = 0.
This gives us the fixed time result that for every t ≥ 0,
and now we'd like to use the Dirichlet form E to show that this is true for all t, with probability one.
Set u n (z) = sup n j=1 |j e j , z | ∧ N ). Then u n (z) ∈ D(E) and u n (z) ↑ u(z) pointwise everywhere on E, where the function u satisfies m(u ≡ N ) = 1. Calculating gradients gives
Here χ means indicator function, so that ∇u n (z) is zero if the supremum of |j e j , z | is bigger than N , otherwise we get plus or minus kηe k where the index k is the same one at which the supremum occurred. The upshot is we get a nice bound for the norm of the gradient, because at each point z the gradient has at most one non-zero coordinate, so
Therefore, from (21) and (25), we obtain
Applying Lemma 12 and Proposition 15 we find that
and since this is true for all N we conclude that
Example 21. The Fleming-Viot process.
Let S be a locally compact separable metric space and set E := P(S) = all probability measures on S. Consider the space of functions
where the round brackets refer to integration on S; i.e., (f, µ) = S f (x) µ(dx). For every x ∈ S and u ∈ FC
Consider the Fleming-Viot generator
We will only consider bounded mutation operators A of the form Af (x) = (θ/2) S f (ξ) − f (x) ν 0 (dξ) where θ > 0 and ν 0 ∈ P(S). S.N. Ethier and T.G. Kurtz [EK 93] have shown that there is a probability measure m on E such that
defines a symmetric bilinear form. This form is closable on L 2 (E; m) and its closure (E, D(E)) is a symmetric Dirichlet form. This form can be re-written in a more symmetric way on FC ∞ b at least as:
where f, g µ := f g dµ − ( f dµ)( gdµ) and, for each fixed µ, as a function of x ∈ S we let (∇u(µ))(x) = (∂u/∂ x )(µ). The invariant measure m has the following form:
Here ( 
Taking partial derivatives we discover (∂u/∂ x )(µ) = f (x) at every point µ ∈ E, and therefore ∂u/∂ x 2 µ = f 2 dµ − ( f dµ) 2 . Plugging this into the Dirichlet form we discover that E(u, u) = E ∫ f 2 dµ − (∫ f dµ) 2 m(dµ).
Using (36) and the fact that (E, D(E)) is a closed form we pass may from continuous functions f to bounded, measurable f . In particular, for any fixed Borel set F ⊆ S, the map µ → µ(F ) belongs to D(E) and is E-quasi-continuous. Thus, if ν 0 (F ) = 0, then µ(F ) = 0 m-a.e. from (35), and so µ(F ) = 0 E-quasi-everywhere. We conclude that if ν 0 (F ) = 0, then P m (X t (F ) = 0 for all t) = 1. In other words, if ν 0 fails to charge the set F , then the Fleming-Viot process will never charge it either, not even at exceptional times. More calculations in a similar vein lead to the fact that the function u(µ) = (atoms of µ) belongs to D(E) and is E-quasi-continuous. But (34) shows that u(µ) = 1 m-a.e., and so u(µ) = 1 E-quasi-everywhere, and therefore P m (X t is purely atomic for all t) = 1. Thus we can recover, using Dirichlet forms, a result [EK 86; Chapter 10, Theorem 4.5] proved by Ethier and Kurtz. We can also use E to discover other properties of this measure-valued process ([OvRS 93] ).
