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ABSTRACT 
Tlus thesis gives some asymptotic formulae associated with some non-negative 
multiplicative functions, and introduce a new method for proof of some clas-
sical formulae in number theory using the Laplace transform. 
We call a positive integer n a 2-full and 4-free integer if p2 divides n, but p4 
does not divide n whenever p is a prime divisor of n. 
In Chapter One we obtain the Dmchlet series for the 2-full and 4-free num-
bers. We also show that if N2,4 (x) is the number of 2-full and 4-free integers 
which are less than or equal to x, then as x -+ oo, 
N (x) = ((3/ 2) J (1/2)x112 + ((2/ 3) J (1/3)x113 + 1:1 (x) 
2,4 ((3) 2 ((2) 2 2,4 ' 
where J2 ( s) is given by 
J2(s) =IT ( l- p-48 _ p-58 _ P-68 + P-78 + P-Bs), 
p 
and /:12,4 ( x) is an error term. 
In Chapter Two we study the finer distribution of 2-full and 4-free mtegers, 
and use a suitable 'exponent pair' for our particular problem, and improve 
our estimate in Chapter One. 
We also show that, If (tn) denotes the sequence of 2-full and 4-free mtegers, 
then 
A-2 < j' tn+! - tn < A-! 2 - Imsup 2n - 2 ' 
n-oo 
V 
where A2 is the coefficient of x112 in the asymptotic formula for N2,4 ( x). 
In Chapter Three we consider u(n), the sum of all positive divisors of n, and 
let, for x > 0, 
It is known that 
00 
~2(x) =- 2>(n)(;)J2(47rvnx), 
n=l 
where J2(z) ts the Bessel function in the standard notatwn. We give a new 
proof of this formula using the Laplace transform, which seems to be new. 
We also apply the new method to prove Hardy's identity 
where r(n) denotes the number of solutions to the equation u2 + v2 = n in 
integers u and v. 
In Chapter Four we g1ve an upper estimate to the average value of some 
arithmetic functions, such as ifJ( n), u( n), and w( n), as n runs through an 
interval in an arithmetic progression with a large modulus. For example, we 
show that if 1/J( n) is the number of integers which do not exceed n, and are 
copnme to n, then as x -> oo, 
urnformly in a, k provided that 
0 <a< k, (a, k) = 1, k < x1-a, 0 <et< 1/2. 
In Chapter Five, we let 
F={m 1/J(m) > 1/J(m + 1) }. 
vi 
and, for x > 0, 
F(x) = L 1, 
mEF 
m$:z: 
be the number of elements in the set F not exceeding x. We prove that the 
asymptotic density of F(x) is 1/2, i.e. 
lim F(x) = ~. 
x-oo X 2 
Keywords: Distribution of 2-full and 4-free integers, Laplace transforms in 
Number Theory, Shifted prime values, Agymptotic density, Euler function, 
Average value. 
VIi 
Chapter 1 
Distribution of 2-full and 4-free 
numbers 
1.1 Introduction 
Let k be a fixed integer greater than 1. A positive mteger nk is called a 
k-full integer If nk = 1 or if each prime factor of nk divides it at least to 
the k-th power. In cases of k = 2 and k = 3, we say that nk are square-full 
and cube-full numbers respectively. It is clear that each k-full mteger can be 
written in the form 
where a11 a2, .•• , ak are positive integers, and that this representation IS 
unique If we stipulate that a2 ••• ak is square-free. 
For x ~ 1 we denote by Nk(x) the number of k-full integers not exceeding x 
so that 
1 
where tt(n) is the Mobius function. It is proved that Nk(x) IS related to the 
correspondmg unweighted sum 
1 
which, following standard procedures, satisfies 
Sk(x) = I:: AkrX~ + Ak(x) (1.1) 
k~r<2k 
where 
and Ak(x) is an error term. Then 
2k-l 
Nk(x) = I:: 'Yn,kX~ + o( X2k'+2e-8 •6(x)) 
n=k 
where 'Yn,k are well-defined constants, Bk certain positive constants, and o(x) 
is defined by 
3 -1 
o(x) = (logx)s(loglogx)•. 
The investigation of powerful numbers began in 1935, when P. Erdos and G. 
Szekeres [8] proved in an elementary way that, as x--+ oo, 
N2(x) = ((3/ 2) x~ + 0 (xi). ((3) 
Their result was sharpened in 1958 by P. Bateman and E. Grosswald [2], 
who proved that 
N (x) = ((3/2) x~ + ((2/ 3) xi+ A (x) 
2 ((3) ((2) 2 
2 
where 
as x~oo, 
and c is a positive constant. They also pointed out that the exponent t can 
be reduced if, and only if, the supremum of the real parts of the zeros of (( s) 
is less than 1. 
A similar situation arises in case of cube-full numbers. E. Kratzel [21] proved 
that the following asymptotic representation holds for the number N3(x) of 
cube-full integers not exceedmg x: 
N (x) =..., xl/3 +"' xl/4 +"' xi/5 + O(xl/Slog4 x). 3 ,3,3 ,4,3 ,5,3 
where 
/.3,3 
/.5,3 = 
Let us now define the k-full numbers which are at the same time [-free. 
Definition 1.1.1 Let k and l be natural numbers wzth 1 ~ k < l. A posztive 
znteger nk,l zs sazd to be a k-full and l-free number zf each przme dzvzsor p of 
nk,l has the property pk I nk) and p1 r nk,! 0 
Here we shall only deal With k = 2, l = 4. 
In this chapter we first obtain the Drrichlet series for the 2-full and 4-free 
numbers. For x ~ 1 we denote by N2,4(x) the number of 2-full and 4-free 
numbers not exceeding x. Since every 2-full and 4-free numbers can be 
written uniquely as a2b3 where ab is square-free, we have 
N2,4(x) = L f.l?(ab). 
a2b3:S:x 
3 
- -- -- -- --- -- -- -----
We shall see that if we write 
and let 
A* _ ((3/2) 
22- ((3) , 
A* _ ((2/3) 
23- ((2) (1.2) 
(1.3) 
where J2(s) is a function defined later in section 1.3, then the asymptotic 
formula for N2,4 ( x) has the form 
(1.4) 
where A2,4(x) is an error term. 
In section 1.4 we shall apply the asymptotic formula for N2,4 (x) to prove 
Theorem 1.1.1 Let P2 be the mfimum of the set of all p such that 
as X-+ 00. 
Let 
Let max (p2,2/9) < () < 1/2. Then there exiSts 8 = 8(0) > 0 such that 
(1.5) 
holds umformly for x0 ::::; y < o(x112). 
In sectwn 1.5 we will prove 
Theorem 1.1.2 Let 
4 
Let 00 be the mfimum of the set of all(} such that 
Then 
N2,4(x +h)- N2,4(x) ~ ~A2hx-112 as x-+ oo. 
1+p* 
Oo$.7 82*' 
- P2 
(1.6) 
where p:j ~ the mfimum of the set of all p such that Ll2(x) « xP holds as 
X-+ 00. 
1.2 The Dirichlet series associated with N2,4(x) 
Let a2,4(n) be the characteristic function of the set of 2-full and 4-free num-
bers. It IS clear that a2,4(n) is multiplicative and that, for each prime p 
(p") { 1 for v = 0, a2,4 = 
0 for v = 1, 
and 2 $. v < 4, 
and v~4. 
For s = a+ it, a > 1/2 we have that 
N2,4(s) = f a2~~n) =IT (1 + tp-••) =IT (1 + p-2s + p-3•). 
n=l p v=2 p 
Now let us write 
1 (1 4 5 6 7 8) 
- (1- z2)(1- z3) - z - z - z + z + z 
_ (1- z4)(1- z5)(1- z6 ) ( 1 + z
1 + z8- z9 - z10 - z11 + z15 ) 
(1- z2)(1- z3) (1- z4)(1- z5)(1- z6 ) 
(1- z4)(1- z5)(1- z6 ) ( 1 ~ •) 
- (1 - z2)(1- z3) + ~ a.z · 
- v-1 
5 
Hence if we put z = p-• in the above formula, and taking the product over 
all primes p, then we will have 
II (1- p-4•)(1- p-5•)(1- p-6•) x (1 +~a -••) P (1 _ p-2•)(1 _ p-3•) ~ vP 
((2s)((3s) ( ~ -••) 
- ((4s)((5s}((6s) 1 + ~a.p 
((2s}((3s) :t a7(2,4;n) 
((4s)((5s}((6s) n=7 n• ' 
where a7(2, 4; n) is a well-defined arithmetic function with the property that 
the Dinchlet series is absolutely convergent for u > 1/7. 
1.3 The asymptotic formula for N2,4(x) 
Let N2,4(x) denote the number of 2-full and 4-free numbers not exceeding x, 
that is, 
We use the method of P. Shiu in [40] to derive an asymptotic formula for 
N2,4(x), As we mentioned in the introduction every 2-full and 4-free integer 
can be written uniquely as a2b3 where ab is square-free, we have 
N2,4(x) = L p?(ab). (1.7) 
a21J3:S:t 
The corresponding unweighted sum 
S2(x) = L 1 (1.8) 
a2b3Sx 
has the asymptotic formula (see [15]) 
(1 9) 
6 
where 
A22 = ((3/2) and A2a = ((2/3), 
and ~2(x) is an error term. If we define Pi as the infimum of all p satisfying 
~2(x) « xP 
as x --+ oo, then an application of E. Landau's classical lattice points problem 
(see [22], [23]) gives for k ~ 2, 
k-1 1 
-:-:-::-:----::7 < • < --k(3k-1)- Pk- k+2. 
The asymptotic formula for N2,4(x) now takes the form 
where 
A = ((3/ 2) J. (1/2) 
2 ((3) 2 and A = ((
2/ 3) J. (1/3) 
3 ((2) 2 
with 
J2(s) = rr (1- p-4s _ p-5s _ p-6s + p-7s + p-Bs) 
p 
and 
1 ~2,4(x) « x<. 
if er> 1/4 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
For the non-trivial range of() < 1/4 we give an elementary proof of the 
formula (1.11) in which (1.13) holds. In our proof we use the following 
identity several times 
1i(n) = LJL(d), 
d"ln 
7 
which has a simple proof. We have from (1.1) 
N2,4(x) = I: 112(ab) 
I: /12(a)l12(b), 
a2b3<l: 
(o,b);;l 
if we apply the above identity, we will have 
where 
N2,4(x) = I: 112(b) L:11(d) 
a2b3<: cPia 
(a,b);l 
I: 112(b)!l(d) 
02&3cfi<: 
(cd,b),;l 
I: 11(d)H(xjd", d) 
d'$x1/4 
H(x,d)= I: 112(b) 
a.2b3<z 
(ad,b)-;,1 
(114) 
(1.15) 
and it becomes necessary to relate H(x, d) to S2(x) so that the asymptotic 
formula (1.9) can be applied. 
In the followmg 
(a,b,c)' = 1 
means that a, b, c are pairwise coprime. 
We also mention that 
(ad, b) = 1 if and only if (a, b) = 1, (d, b) = 1. 
Thus we can write 
H(x,d) - I: 112(b) 
o2b3<z 
(ad,b}-;1 
- I: /12(b ), 
42b3<: 
(a,b)=l, -(d,b)=l 
8 
by applying the identity 1P(n) = L.t'ln JL(d), we w1ll have 
H(x,d) = L JL2(b) LJL(l) 
4263<~ ll4 (d,b);l l!b 
2:: JL2 (lb)JL(l) 
a2b3l5<:c: 
(lb,d}~'i 
2:: JL2(b)JL(l) 
42b3z5<z 
(b,l,d)':;;t 
2:: JL(l) LJL(n) 
a2&3z5<z n2!b 
(b,l,d)1:;;1 
L JL(l)JL(n) 
0 2&3z5n6<:c: 
(nb,l,d)1~i 
L JL(l)JL(n) LJL(k)S2(ka;n6 ) 
J5n6$z k!dl 
(l,n,d)1=1 
and substituting (1.9) into here yields 
H(x,d) = 
where 
(1.16) 
E(x,d) = L JL(l)JL(n) LJL(k)~;(k3;n6 ). (1.17) 
z5n6Sz k!dl 
(l,n,d)1=1 
Returning back to (1.14) we now have: 
3 
N2,4(x) = l:A;xifr N2,4(x, r) + ~t(x) (1.18) 
r=2 
9 
where 
and 
~t(x) = L f..L(d)E(xjd4, d). 
d$;zl/4 
We proceed to show that, for r = 2, and r = 3, 
We shall make use of the identity 
:t f(n) =IT (1 + f(p)) = Ilp(l+ f(p)) 
(n~;j!,, pfd rrPiil + f(p)) 
(1.19) 
(1.20) 
for the multtpl!cative functiOn f(n) with f(p1) = 0 for J 2: 2, and it will be 
convenient to write v = p-1/r. 
We first evaluate limx-oo N2,4 (x, r), which is given by 
~ ~ f..L(d)f..L(l) "'"'f..L(k) ~ f..L(n) f;;: -s- (d4l5)lfr ~ k3fr ~ n6/r 
(l,d)=l (n,dl)=l 
- ~ ~ f..L(d)f..L(l) "'"'f..L(k) IT(l- v6tl IT(l- v6) ~ ~ (d4l5)1fr ~ p/r 
d=l 1=1 kid! pidl P (l,d)=l 
10 
- -- -- - -------------------, 
In view of (1.12) we have proved that 
In order to obtain an error term we note that 
p,(k) 00 1 I L k3/r I :::; L k3/2 = ((3/2) 
kid! k=l 
and 1f r = 3, then the left hand s1de is at most 1. 
Therefore 
and the formula (1.20) is proved. 
From (1.17) and (1.19) we have 
b.i(x) = L p,(d)p,(l)p,(n) L~t(k)b.;(kad~sns)· 
c:t4t5n6Sz k!dl 
(Z,n,d)1=1 
We let p* < p < 1/4 and € = 134e. Kratzel [21] estabhshed that fork= 2, 
andk=3 
b.j;(x) « xP as x--+ oo, 
Using Kratzel's estimate together Wlth 
1 for some p < -:----::-2k+2" 
I: k;/4 :::::I: 1 « (dl)', 
kid! kid! 
we find that b.i(x) « xP+• = x114• The required result now follows from 
(1.17) and (1.19). 
11 
1.4 Proof of Theorem 1.1.1 
Let 
Pi< B < 1/2 'xe ~ y < o(xl/2) and y' = (x + xlf2y)l/2- xl/2. 
It follows of course that 11 ~ yf2. Then there exists o = o(B) > 0 such that 
(1 21) 
uniformly for y in the given range. For technical reason revealed in the next 
section, we shall also requrre B > 2/9. 
We write h = x112y, and let a= a( I!)> 0 be specified later. From 
we have 
L J.L2(a)11?(b) 
a2b3<:~: 
(4,6);;1 
'E l(b) LJ.L(d) 
42b3<z cP!a 
(a,b);;l 
'E J.L2(b)J.L(d) 
a.2b3d4<z 
(ad,b),;i 
:z:<o2b3cf4:S::.:+h 
(cd,b)=l 
and we divide the sum into two parts 2:: 1 and 2::2, to which the extra 
conditions d ~ x"' and d > x"' respectively are attached. We then have 
d:5:t" z/~<a2b3:5(z+h)/cf4, 
(.czd,b)=l 
12 
where 
H(x, d) - L p?(b) 
42b3<z (cd,b~l 
Consider first those terms m L: 1 with max ( l, n) ::; x"'. 
Since k I dl, we have 
and we write 8o = max (p2, 219) and set 
2(8- 8o) 
a= 21 ' and 8' 
8o 
= 1- 2(8- Bo) > 80 
so that, for x9' < y < o(x112), we have 
The interval result (1.21) can now be applied with x and y being replaced 
by xI A and y I A 112 respectively, so that 
13 
----------------------------------------
where o is a suitably small positive number depending on B, and we shall 
use the same letter o to denote such a positive number in the following, even 
though it may take different values. 
From the proof of asymptotic formula for N2,4, we have 
ct4l5n6<: 
(ln.,d)=t,(d.O=l 
as x->oo 
so that the contribution to I: 1 from those terms with max (l, n) S x"' is 
This then gives the main term of (1.4), and we proceed to show that the 
contribution to I:1 from those terms with max (l, n) > x"' can be accommo-
dated in the error term. Since D.2(x) « xP where 00 < p < e, it follows from 
the asymptotic formula for S2(x) that 
s2(x: h)- s2G) « y'/>.1/2 + (xf>.)P. 
We also note that the factor involving k in the sum I: 1 is bounded by 1, and 
that its summation conditron rs over the divisors of dl, so that if we wnte 
D = max n::;2xd(n), the ma.xrmum value of the divisor function up to 2x, 
then the factor concerning the summatron is at most D « x' for any E > 0. 
It follows that the contribution to I: 1 from the terms with max ( d, l) > x"' 
is 
«D L 
d,l,n 
d:S:=a<nla:z:(l,n.) 
It is here that we need the condition 00 2: 2/9 . 
In fact, for p < 1/4, the summing of the terms (d4l5n6)-P over d < x"', and 
say l > x"', produces a factor of O(xu), where the exponent a= (1- 4p)a + 
14 
- -- - - - - -- -- -- --------- - -
(1- 5p)a = (2- 9p)a is negative 1f and only if p > 2/9. 
Fmally we deal with L:: 2 which satisfies 
I L:2l - 2:: tt(d)i 
:<o2b3d4:S::+h 
d>:z:O' 
::; 2:: 1 
=<o2o3d4 5=+h 
d>:z:O' 
< 2:: d(c), 
=<c2b35:+h 
e>:z:20" 
where d(c) is the usual divisor function. Moreover, the number of ways of 
wnting a number c::; 2x in the form a~ is at most D, so that 
where 
2:: -21 
-
-
« 
« 
« 
12::21 :S D 2:: 1 
:<c2b3<:+h 
c>:z::'rO" 
- D{S2(x+h)-S2(x)- 2::} 21 
2:: 1 
:<c2fl35:+h 
c:S;:z:20' 
L: {[C;ht3J- [Gt3n 
c5x20< 
2:: { c-2/3 ( (x + h)l/3 - xl/3) + 0(1)} 
c:Sx2a 
hlf3x-2/3 2:: c-2/3 + O(x2a) 
c:Sxa 
x-1/V/3 ( ((2/3) + 3x2al3 + O(x-4<>13)) + O(x2") 
x<4a-3)/6yl/3 + O(x2a). 
(1.22) 
On appealing to the interval result {1.21) for S2(x) again we see from (1 22) 
that 2: 2 « y'x-6, and the theorem is proved 
15 
1.5 Proof of Theorem 1.1.2 
We shall now consider the number of 2-full and 4-free numbers m the interval 
x < n2,4 < x +h. As we shall see in the next chapter, such an interval may 
contain no 2-full and 4-free number at allrf h < x112• We therefore write 
h ~ x!+B, (0 <1:1< ~). (1.23) 
It follows at once from (1.3) that if 0 < e < 1/2, then 
N2,4(x +h)- N2,4(x) ~ ~A2hx-112 as x-> oo. (1.24) 
We shall also reqmre an estimation of the error term associated wrth the 
asymptotic formula for the sum 
S(x) = L 1. (1.25) 
a2b3 S:x 
The asymptotic formula for S(x ). In [8] Erdos and Szekeres also gave the 
asymptotic formula associated wrth the number of non-isomorphic Abehan 
groups of a given order. This asymptotrc formula was rediscovered by Kendal 
and Rankin [20] who gave a superior estimate for the error term. This 
then led to a succession of improvements by Richert [31], Schwarz [36], 
Schmidt[34] and, more recently, by Snnivasan [43]. 
Let 
1 
1/J(x) = x- [x]- "2 
and, for positive a, {3, 'Y, we write, following Richert [31], 
R(x;a,/3,/) = L 1/1(~:). 
n$x0 
and, following Schmidt 
Sa,P,-r(x) = L 1/1( (m:n-r r'} 
mo+Pn'Y:S::~: 
=>n 
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(1.26) 
(1.27) 
(1.28) 
- - -- -- -- - - - - - -- - ----- - ' 
Rlchert [31] showed that, for distinct positive constants u and v, the sum 
has an asymptotic formula whose error term can be expressed in terms of 
R(x; ex, {3, 7) with ex, {3, 7 depending on u and v. In particular we have, for 
the sum in (1.25) 
S(x) = ((3/2) xl/2 + ((2/3) xl/3 + t..*(x) 
((3) ((2) ' (1.29) 
where 
t..*(x) = -R(x; ~' ~' ~) - R( x; ~' ~' D +0(1). (1.30) 
It follows from (1.25) that b.*(x) « x115 as x-+ oo. 
We define p* to be the infunum ofthe set ofreal number p such that t..*(x) « 
xP holds as x -+ oo. From an application of classtcal lattice points theorem 
due to Landau [23] 
k- 1 < • < _1_ (k ) 
k(3k- 1) - Pk - k + 2 ~ 2 ' 
we see that 
• • 1 
p = P2 ~ 10. (1.31) 
Shiu [40] used the method of exponent parrs to prove that 
p* ::; 0.13181619 .... (1.32) 
The methods to investigate N2,4(x +h)- N2,4(x) are those introduced by 
Roth [33] who obtained a short interval result for square-free integers, and 
Shiu [39] who obtained a short interval result for square-full integers. Let 
• 1 
p < p < 4' 
1 
1 < t < x• (1.33) 
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From 
we have 
We then have 
where 
From 
H(x,d) 
where 
N2,4(x) = L JL2(ab) 
a2b3Sx 
z<a2o3d4<z+h 
(a.d,b)~i 
:<a2b3d4$z+h 
(ad,b)=l, d:St 
JL2(b)JL(d) 
dSt z/cf4<42b3:5(:z:+h)/d4, 
(a.d,b)=l 
H(x,d) - L JL2 (b). 
a.2b3<z 
(a.d,b)-;1 
a:<a2b3tf4sz+h 
(ad,b)=l, d>t 
E(x, d) = L JL(l)JL(n) L fL(k)D.; (k3;n6 ) 
,sn.6:5z kldl 
(l,n,d)'=l 
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(1.34) 
together with 
and 
it now follows that 
Lt = GA2+o(1))x8 +0(xPt1- 4P). 
Using the trivial estimate 
where 
L 1 =T(x+h,t) -T(x,t) 
a:<a2b3d4<~+h 
d>t-
T(x,t) = L 1, 
a2b3d4<z 
d>t-
it now follows from (1.32) and (1.33) that 
(1.35) 
I N2,4(x +h)- N2,4(x)- GA2 + o(1) )x8 I < T(x + h, t)- T(x, t) + 
+ O(xPt1- 4P). (1.36) 
To estimate T(x, t) we do as follows 
T(x, t) = L 1 = L L L 1 
19 
provided that '1/;(t) = 0, and th1s we may assume by taking t to be half an 
odd integer. Therefore from {1.29) we have 
tS2(xr4) = A;x112r 1 + A;x113r 113 + t.6.;(xt-4), 
and following Richert's method 
:E (a2b3)-!f4 _ :E a-112 :E b-3/4 
a2b':E;y a:E;yl/5 b:E;(yfa2)1/3 
+ :E b-3/4 :E a-1/2 
b:E;yl/5 a:E;(y/fi')l/2 
:E a-1/2 :E b-3/4 
a=:;yt/5 b$yl/5 
together with 
1 
"n-<> =({a)--y1-<>- '1/J(y)y-<> + O(y-<>-i), 
L..J a-1 
n$y 
it is easy to show that 
+ ({1/2)({3/4)x114 + t.6. •(xr4). {1.38) 
Let us write 
Thus 
T(x + h, t)- T(x, t) = U(x + h, t) + U(x, t) + 
+ O(xPt1- 4P) + O(x8 ) 
and so, from {1.36), we have 
I N2,4(x+h)-N2,4(x)- GAdo(l))x8 1 < I U(x+h,t)-U(x,t) I+ 
+ O(xPt1- 4P). {1.40) 
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The two dimensional exponent pair U(x, t) in (1.39) has the trivial estimate 
I U(x, t) I::; L 1 = S2(xc4) « x112t-2. (1.41) 
a2b3Sxt-4 
However, for a sharper result we need the following lemma. 
Lemma 1.5.1 As x-+ oo, we have 
(1.42) 
uniformly for 1 < t ::; xP, where 
421 (3 = 2999 = 0.1403801... 
We give the proof of Lemma 1.5.1 at the end. The estimate (1.40) allows us 
to put 
1-2p 
t = x7-sp 
since the exponent for x here is at most 4/31 < (3 • The choice oft now gives 
so that from (1.34) and (1.36) we have 
N2,4(x +h)- N2,4(x) = GA2 + o(1))x9 + o( xi~.~ log2 X). 
Consequently if () satisfies 
1+p 1 
7 -8p < () < 2' 
then the asymptotic formula (1.23) holds. Therefore the required result (1.5) 
is estabhshed subject to the proof of Lemma 1.5.1. 
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The estimation of U(x, t). We write 
U1(x,t) = :E 1P((a:b3t 4), 
a2b3<:t-4 
tt"<:b 
so that from (1.37), we have 
U(x, t) = U1(x, t) + U2(x, t) + o((xr4) 115). (1.43) 
Van der Corput's method of estimating trigonometnc sums has been ex-
tended to higher dimensions due to van der Corput [45] and others. In 
particular there is now a theory of two dimensional exponent pairs. We shall 
apply the following useful result due to Srinivasan [43, Main theorem ]. 
Lemma 1.5.2 Let p, 0' > 0 and (.Ao, .A1) be any two dimenswnal exponent 
pairs. Let z, M, N, F satisfy 
Then for any regwn D in the rectangle M< m< 2M, N < n < 2N, we 
have 
The definition of a two dimensional exponent pairs is given in [43] where 
it is also shown that (:0 , i:o) is such a pair. We now apply Lemma 1.5.2 to 
estimate U1(x, t) and U2(x, t). 
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Let z = x114 and (p,a) be either(!,~) or G, !), and put 
Sp,u(z, t, M, N) = 
M<m<2M 
N<n<2N 
~(m:n" ). 
Usmg the exponent pair (ito> is~), Lemma 1.5.2 yield 
Sp,u(z, t, M, N) ~ (F92M171N263),!• + F1/4M1/4N + F-1/2MN. 
where 
From 
we verify that 
and 
F1/4M1/4N _ z1f4(MPN"t1/4M1/4N 
_ zli4(MPN")-1f4z1f4(M1/2N3f4)1f2(Nsf4)1/2 
~ z1f4(zc1)3f4 = zc3/4 = x1/4c3/4, 
F-1/2MN - z-1/2(MPN")1f2MN 
::; z-1/2(MPN")1f2(M1f2N3f4)2 
~ z-1/2(zt-1)5/2 = z2t-s12 = x1/2c5/2, 
{ F92Ml11N263} .k _ { z92(MPN"t92(M1/2N3f4)342(N5f4)26/S} 1/342 
~ { z92(zt-1 )1276/5} 1/342 = { z1736/5t-1276/S} 11342 
_ x217/sssc63stsss. 
23 
Since 
if and only if t ::5 x, it follows that 
and therefore, as x -+ oo, 
(1.44) 
uniformly in 1 < t ::5 x116• Since the first term on the right-hand side of 
(1.42) dominates over the second term when t ::5 xf3, {3 = 2~29~ we see that 
Lemma 1.5.1 follows from (1.42) and (1.43). 
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Chapter 2 
Distribution of 2-full and 4-free 
numbers between successive 
squares 
2.1 Introduction 
In tlus chapter we study the finer distribution of 2-full and 4-free integers. 
We recall from {11.1) and {1.1.4) that 
and 
and that pi, and P2 are the infimum of the sets of exponents associated with 
the error terms t..;(x), and 6.2,4(x) respectively. 
It is proved that 
• < 2 
P2- 15' 
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(2.1) 
and, by Theorem 1.1.1 
1 
P2 < 4' 
The estimate (2.1) is due to Richert [31] and it is the consequence of a 
particular case of his general result on the estimation of the sum 
R(x;a,(J,{) = L 1P(~:), 
nsxa 
usmg the method of exponent pairs. 
In section 2.2 we use a smtable exponent pair for our particular problem, 
and improve our estimation of U(x,t) in Chapter 1. 
Let (tn) denote the sequence of 2-full and 4-free integers. This sequence 
contains all the perfect squares together with squarefull integers which are 
not square, these being integers of the form 
p?(ab) = 1, b > 1. 
There are [x112] squares not exceeding x, and since 
((3/2) 
A2 = ((S) J2(1/2) < 1, 
we see from the asymptotic formula for N2,4(x) that the squares forms a 
maJority in the sequence (tn)· As a consequence of this, the problem of 
whether there are infinity many pairs of consecutive squares in the sequence 
(tn) is not trivial. 
In the third section we will prove 
Theorem 2.1.1 Let f(n) denote the number o/2-full and 4-free integers in 
the mterval n2 < q < (n + 1)2, and let 
Fm = {n: f(n) =m} m= 0,1,2, · ·· 
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Then each Fm has positwe asymptotic density dm gwen by 
where 
Co=1, r = 1, 2, · · · , 
and 
4JI (b,) = b, IT (1 + p-1) i = 1,2, .. · , r. 
vlb, 
In particular, smce 
00 
do= :L)-1)10, > o 
1=0 
(see the calculations in section 2.3), it follows that the (tn) does indeed 
contain infimty many pairs of consecutive terms that are both squares In 
the fourth section we deduce from (1.2) that 
A-2 < j' tn+l - tn < A-! 2 - Imsup 2n - 2 • 
n-oo 
However, the value of 
has yet to be determined; indeed we carmot prove that it is finite. 
2.2 Improvement of Lemma 1.5.1 
Lemma 2.2.1 As x -> oo, we have 
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(2.2) 
(2.3) 
umformly for 1 < t :::; xf3, where 
1 f3 = 7 = 0 14285714 ... , 
and U(x, t) is defined by {1.1.39). 
We recall from (1.1.30), that 
• ( 1 1 3) ( 1 1 2) t::.. (x) = -R x; 5, 2, 2 - R x; 5, 3, 3 + 0(1), 
where, for positive a, {3, and 'Y 
(2 4) 
(2 5) 
As we pointed out in Chapter One, this is a particular case of a general result 
due to Richert (31). We see from {2.4) and (2.5) that 
t::..;(x) « x'fs, as X--> 00. 
Richert has prove the followmg: 
Lemma 2.2.2 ( Rzchert [31], Lemma 8) Let a, {3, and 'Y be posztive 
constants, and let (k, l) be an exponent pair unth k > 0. Then, as x--> oo, 
U(x,t) = :E U1(~,t), 
b'$xt-• 
{2.6) 
where 
{2.7) 
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Let t = x" so that 
If we set 
1- 47] 
a= 2 ' 
1 
"(=-
2 
then our sum U1(x,t) in (2.7) becomes R(x;a,/3,"(), and that the estimate 
1 (/3 ) ai+(P-<ry)k R(x; a, {3, 1) « x"-• -cx-r + x •+t (2.8) 
is applicable since every exponent pair satisfies 2/ > k. The first estimate in 
(2.8) is now 1-;59 and, with the exponent pair(~,~), the second exponent for 
x in (2.8) is 2~6?. In other words we have the estimate 
1-Sq 2-62 
U1(x,t) « x ' +x • 
_ xtf2r5f2 + x2f9r2fa. (2.9) 
Observe that the first error term here dominates over the second error term 
when t ::; x5133 , and that the estimate is no better than the trivial estimate 
O((xt-4 ) 112) when x 115 ::; t::; x 114• By convexity we may replace the second 
error term in (2.9) with (xr4)", where u sattsfies 
~ - ~ X ~ = Cl (1 - 4 X ~) • 
2 -2 33 33 ' 
that is u = {a. We therefore have the estimate 
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urnformly in 1 :=:; t :=:; x 114 • Substituting this into our original sum in (2.6), 
we now have 
U(x, t) « xlf2r5f2 + (xr4)4fl3 L (~ r/13 
b'$xt-• 
« xlf2t-Sf2 + (xr4)4fl3 "" _1_ ~ bl2/13 
b3$xt-4 
« xlf2rsf2 + (xr4)4fl3(xr4)lf39 
_ xlf2rS/2 + xlf3r4fa. 
Since the first term on the right-hand side dominates over the second term 
when t :=:; ~.Lemma 2.2.1 is proved. 
2.3 Proof of Theorem 2.1.1 
To prove the theorem ( by the method of P. Shiu in (38] ) we shall require the 
following two lemmas, one of them involves the notion of uniform distribution 
m r-<hmensions. 
Lemma 2.3.1 Let b be any fixed mteger greater than 1. Let N > 1, and 
Then as N--+ oo, 
Proof: We have 
[N +1] p?(a) = 1, (a, b) = 1, 1 :=:;a:=:; b 
I Ab I - L p?(a) = L LJL(k) 
•S¥ •s¥ k2 Ja 
(a.,b)=l (a.,b)=l 
2: JL(k) 2: 1. 
•s<¥>''2 
(k,b)=l 
30 
•s<':J.'> 
(h,b)=l 
}· 
For x > 1, If b is a fixed mteger, then 
L 1 = 1/>~b) X+ 0(</>(b)), 
h$.: 
(h,b)=l 
where </>(b) IS Euler's function. Thus 
Therefore as N -+ oo 
Lemma 2.3.2 Let 1 < /31 < · · · < /3r be such that 1, /31> · .. , !3r are lznearly 
independent over Ql. Let N > 1, and 
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where [t] ?.S the integer part oft. Then, as N --+ oo, 
moreover, zf r = 1, then, as N --+ oo, 
N I Ap, I= fJI + 0(1) 
umformly m (31 • 
Proof: If nEAp,, 1 ~ i ~ r, then there exist integers a, such that [a,(J,] = 
n, or 0 < a,(J,-n < 1, or 0 < a,-nf(J, < 1/(J., or 1-1/{J, < 1-a,+nf(J, < 1, 
or 
1-1/(J, < nf(J,- (a, -1) < 1. 
This means that n E Ap, n ... nAp. If, and only if, the r-dimensional point 
Pn = ({n/{JI},··· ,{n/.Br}), 
where { n/ (J,} denotes the fractional part of n/ (J., lies inside the r-dimensional 
interval 
1-1/{J,<x,<1 i = 1, · · · ,r} (2.10) 
which has r-dimensional Lebesgue measure (fli • • · flr)-I. 
Since 1, fJI. • .. , flr are linearly independent over Q, it follows from a well 
known theorem on uniform distribution (see, for example, Cassels [3] Theo-
rem 1, p. 64 ) that the sequence of pomts (pn) are uniformly distributed in 
the r-dimensional unit cube. Therefore the number of points Pn With n ~ N 
which lie inside the interval (2.10) is asymptotic to 
N 
X--+ 00. 
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This proves that 
Finally, if r = 1, then 
IAp,l- L1=L1 
t<n<N a<'jt,' 
n;.[a1JI) 
- [Np:1] = ~ +0(1). 
This complete the proof of lemma. 
Now let N > 1 and write, for each square-free b > 1 
Ab= { [ab312] JL2 (a) = 1, (a, b) = 1, a= 1, 2, ... , [ ~3~2 1] } 
For r = 0, 1, 2, ... , we define Mr by 
Mo = N, Mr = L I Ab, n···nA,.I 
l<bt< <br 
the summation being over all square-free b,. We note that Abr is empty if 
b~/2 > N + 1 so that, correspondrng to any fixed N, there are only fimtely 
many positive Mr. Let B0 be the set of positive mtegers n :::; N which are 
not in any of the sets Ab· We note that n E Bo if and only 1f n < N and 
f(n) = 0, where f(n) IS defined in our theorem, so that 
I Bo 1=1 { n n :::; No, n E Fo } I (2.11) 
We also have, from Sylvester's inclusion-exclusion principle, that 
I Bo I= Mo - M1 + M2 - M3 + M4 - · · • . 
Following Brun's observation in the sieve of Eratosthenes we now use a similar 
device to obtain a quantitative result from this formula. Let H be a positive 
constant which we shall specify later, and write 
Mr(H) = 
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For any even positive integer l we have that 
I Bo I::; Mo- M1(H) + M2(H)- · · · + Mz(H) (2.12} 
and 
I Bo 1::::: Mo- M1(H) + M2(H)- · · ·- M1+1(H). (2.13} 
From lemma ( 2.3.3 } with {3, = b~/2 we have that 
and so 
where Cr is defined in the theorem, 
and the implied constant depends on r and H. We remark that, for r ;:::: 1, 
0 < 
< { f b-3/2 r-1 2: b-3/2 
b=2 b>H 
:::; 2{((3/2} -w-lwl/2. 
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We also have, from Lemma (2.3.2) with the observation that Ab IS empty if 
b > N 213 + 1, that 
l<b, 
2:: . JL2(bl){ 1/2 N t + 0(1)} 
l<b,!>N2,. ((2)bl np,b, (1 + p- ) 
- N{Ct+O( 2:: b-312)}+o(N213 ) 
bl>N2f3 
where the implied constant is absolute. 
From (2.12) and (2.13) we now have that 
I Bo I 
--y ~Go- C1 +02- ··· +Cz +ot(H) + ··· +oz-t(H) + 0(1) 
and 
I Bo I 
--y ~Go- Ct + 02- · · ·- Cz+1- Ot(H)- · · ·- Oz(H) + 0(1) 
where the implied constants depend on land H. 
As we shall see m the next section, Cr satisfies 
r = 2, 3, · · · 
so that the series Co - Ct + C2 - · · · converges to do. 
Let € > 0. We can choose l so that 
do- e/4 <Go- Ct + 02- · · ·- Cz+1 <Go- Ct + 02- · · · + Cz <do+ e/4 
and then choose H so that 
Ot(H) + · · · + oz(H) < ef4. 
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It follows from (2.12) and (2.13) that for all sufficiently large N, we have 
I Bo I d0 - f/4 < ~ < do+f/4. 
From (2.11) we see that the set Fo has asymptotic density do. 
The case Fm, (m ~ 1) can be proved similarly by using the generalized 
inclusion- exclusion principle (see, for example, [33] Theorem 1, p. 18.), 
namely 
I Bm I= :t(-1)'(l+m)cm+! 
!=O m 
where Bm is the set of those positive integers n ::S N which lie in exactly m 
of the sets Ab. 
2.3.1 Numerical values for dm 
We first define g(r, a) for r = 1, 2, · · · and a= 0, 1, 2, · · · as follows 
g(r,a) = 
We note that 
g(r, 0) = rCn r = 1, 2, · • · , (2.14) 
and 
g(1, a) 1 00 f.l.2(b) 
- ((2) 2:: b(3a+3)/2IJ (1 + p-1 t+l 
b=2 plb 
- 1 (~ f.l.2(b) 1) 
((2) L.J b(3a+3)f2IJ (1 + p-l)a+l -
b=l Pib 
- (t2) {I] (1 + p"¥(p ~ l)•+J -1 }. a = 0, 1, · · · . 
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Lemma 2.3.3 We have, for r ~ 1, and a~ 0, 
g(r + 1, a) = g(1, a)Cr - g(r, a+ 1). 
Proof: For convenience we denote L:r the summation with respect to square-
free integers b11 b2, • • • , br satisfying 1 < b1 < b2 < · · · < br. We consider 
I 
((2) 
With b0 = 1 we see that 
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-- - ------------------ --
and so 
that is 
1 ~ (b1 ••• b,+1)3/2 flpJb, (1 + p-1) ... flplbr+I (I+ p 1) 
1 r 1 
x{b(3a+3)/2 TI (1 + p-l)a+l + L b3a/2 TI (1 + p-1)a} 
r+l pJbr+I 1=1 I pJb, 
- Crg(1, a)- g(r, a+ 1) 
which is the required result. 
From the reduction formula in Lemma (2.3.3) we can express each g(r,a) in 
terms of g(1, a') which can be calculated from the following formula and a 
table of values for the Riemman zeta function 
g(1, a) = ,[2) {I] ( 1+ p-'¥(p ~ 1)a+1) -1} a= O, 1, ... 
- ,[2){1](1-l+p-'¥~+ 1)a+lr1 -1} a=O,l,···. 
We give the following table of values for g( r, a) truncated to 8 decimal places. 
38 
a,r 1 2 3 4 5 6 7 
0 0 44424917 0 14414700 0 01408857 0 00597618 0 00006373 0 00000171 0 00000018 
I 0 05321032 0 01793001 0 00148866 0 00000264 0 00000395 000000030 000000007 
2 0 01015111 0 00234639 0 00025252 0 00000399 0 00000037 000000009 
3 0 00216323 0 00047909 0 00005166 0 00000114 0 00000003 
4 0 00048191 0 00010424 0 00001130 0 00000028 
5 0 00010984 0 00002342 0 00000255 
6 0 00002537 000000534 
7 0 00000590 
Table 2.1: 
From {2.14) we can now calculate Cr giving 
0 1 = 0 444249170 ... , 0 2 = 0 072073500 ... , 0 3 = 0.004696191..., 
C4 = 0.000149404 ... , C5 = 0.000012746 ... , Cs = 0.000000285 .. , 
0 7 = 0 000000025 ... , 0 8 = 0.000000008 .. .. 
From the formula 
we can now calculate d,, giving 
d0 = 0.623265038 ... , d1 = 0.308276695 ... , d2 = 0.058757863 ... , 
d3 = 0.008234579 ... , d4 = 0.000089634 ... , d5 = 0.000011113.... {2.15) 
Finally in order to verify {2.15) we use a computer program to find the 
following emptrical frequencies for f(n) in 1 ~ n ~ N when N = 1001. 
The table here shows agreement with predicted frequencies. 
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8 
0 00000006 
m 0 1 2 3 
Bm 613 298 78 10 
d' m 0.61238 0.29770 0 07792 0.00999 
Table 2.2: 
2.4 Proof of (2.2) 
Let tn be the n-th 2-full and 4-free integer, then from 
we deduce that, as n -+ oc 
n = A tl/2 +A tl/3 + O(tlf4) 2n 3n n ' 
whence 
Since tn » n2 we now have, from (2.16), 
and so 
t;/6 - A25/3nsf3{1 + O(n-1/3)} 
_ A;stans/3 + O(n4f3). 
Substituting this back into {2.16) we see that · 
4 
2 
0.00199 
tn - A22n2 - 2A2Aa{A2513n513} + O(n413) 
- A22n2- 2A22/3 AanS/3 + O(n4f3). 
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5 
0 
0 
(2.16) 
Again from the sequence tn, we deduce that there e:Jnsts an integer m such 
that 
and so 
Let us write 
tn- tn+l < (m+ 1)2 - m2 = 2m + 1 
< 2v't,";" + 1 
- 2A21n + O(n2f3). 
h _tn+l-tn 
n- 2n ' 
A= limsuphn, 
n-oo 
so that we have at once 
Let e: > 0. We choose N so that 
n~N. 
Now 
n-1 
tn - tN + L (tm+l- tm) 
m=N 
n-1 
- tN+2 L mhm 
m=N 
n-1 
< tN+2(A+e:) L m 
m=N 
< tN +(A+ e:)n2, 
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and so 
since e is arbitrary, we deduce that A22 < >.. 
Therefore 
A-2 < Ji tn+l - tn < A-1 2 - msup 2n - 2 • 
n-oo 
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Chapter 3 
The use of Laplace transform 
for some classical formulae in 
number theory 
3.1 Introduction 
Let, for positive integer n, 
d(n) = Ll 
a in 
be the number of all positive divisors of n, and 
a(n) = Ld 
din 
be the sum of all positive diVIsors of n, and 
r(n) = L 1, 
u2 +v2=n 
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denote the number of solutions to the equation u2 + v2 = n in integers u, 
and v. Let us write for x > 0 
.Ll1(x) = L'd(n)- x(logx + (21' -1)), (3.1) 
n~:z: 
and 
where 'Y is Euler's constant defined by the equation 
'Y = lim (1+ ~ + ~ + · ·· + ~ -logn) = 0 577 .... 
n-oo 2 3 n 
and, ( is the Rlemann zeta function, and 
.Ll3(x) = L 'r(n) - u. (3.3) 
n$x 
Here 2::: 1 means that the last term in the sum is halved if x is an integer. 
In 1849, Dirichlet proved that 
as X-+ 00. 
ln 1904 G. F. Voronoi [46) found an explicit formula for (3.1) in terms of 
Bessel functions. The classical Voronoi identity states that 
(3.4) 
where K1 and Yi are the Bessel functions in standard notation ( see G N. 
Watson for definitions and properties ). The proofs of (3.4) are usually long 
and difficult. Recently A. !vie [16) gave a new proof of this formula using 
the Laplace transform. 
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In 1926 A. Oppenheim [30] proved that (3.2) has the following explicit for-
mula 
00 
D.2(x) =- :l::U(n) (;)J2(47rVnX}, 
n=l 
where J2 is the Bessel function in the standard notation. 
In section 3 2 we will show that 
D.2(x) « xlogx as X-+ oo, 
and then by using the Laplace transforms we w1ll prove 
(3 5) 
Theorem 3.1.1 Let a(n) be the sum of all posztwe dzvisors of n, and J2(z) 
be the Bessel functzon m the standard notatwn. Then for x > 0 we have 
00 
D.2(x) =- :Ea(n)(;)J2(47rVnX}. 
n=l 
(3.6) 
In section 3.3 we first show that 
D.a(x) « xl/2 as X-+ oo, (3.7) 
and then we will proVIde two different proofs for Hardy's identity 
00 1/2 
D.a(x) = :Er(n)(;) lt(27rynx). 
n=l 
(3.8) 
The first proof is by use of real analysis, and the second proof is by use of 
Laplace transforms. 
The use of Laplace transforms in sections 3.2, and 3.3 seems to be new. 
3.2 Proof of Theorem 3.1.1 
In the first part of this section we derive an asymptotic formula for the partial 
sum of the sum of divisors function a(n) 
45 
Theorem 3.2.1 For all x ;::: 1, we have 
2:u(n) = ~((2)x2 +0(xlogx), 
n:s;x 
where ( is the Rzemann zeta function. 
Note. It is known that ((2) = 1r2 j6. Therefore the average order of u(n) is 
7r2nf6. 
Proof: Smce u( n) = LdJn d we have 
n:=;x djn d:>x q:5x/d 
- 2:GGr +oG)} = ~2 2:l2 +o(x2:~) 
d~x d5x d5x 
- x;{:1 +((2)+0C2)}+0(xlogx) 
1 
- 2((2)x
2 + O(x logx), 
we see that (3.5) follows from (3.9). 
(3 9) 
It is well-known that the series in (3.6) and (3.8) are boundedly, but not ab-
solutely convergent, and the convergence being uniform in any closed interval 
[x1>x2J(O < X1 < x2) whicli contains no integer. To prove Theorem 3.1.1 we 
shall require the integral representation 
where 
and 
,jz=- ds 1 l, r(-s)(z)"+2• 
.( ) 21rz (o) 2"+2•r(v + s + 1) ' 
1 00 
-- = e'Y• n(l + ~ )e-•fn 
sr(s) n=l n ' 
- lim 1. 1c+•T (c) - T-+oo c-tT ' 
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(3.10) 
which Will be proved at the end of this section. 
Let for x > 0 
If 
.C[f(x)] = l:o f(x)e-•"'dx 
is the Laplace transform of f(x), then for Re(s) > 0 
Now if we use the well-known Mellin integral 
e-• = ~ 1 r(w)z-wdw (c > 0, Re(z) > 0), 
27rt (c) 
and the series representation 
00 
((s)((s- 1) = :~:::>·(n)n-• (Re(s) > 2), 
n=l 
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in ( 3.11 ), we will have 
~1 1 1 w 1!"2 1 1 
.C(.6.2(x)j = L...J -a(n) X -. r(w)(ns)- dw--+---
n=I s 21ft (2) 6s3 2s2 24s 
- -
1
- r f a(n)n-wr(w)s-wdw-~ +....!....- - 1-
21rtS }(2) n=l 6s3 2s2 24s 
1 1 -w 1!"2 1 1 
_ -2 . ((w)((w- 1)r(w)s dw- -6 3 + -2 2 - 24 · 1rtS (2) S S S 
The mterchange of summation and integration was justified by absolute con-
vergence. 
Now if we shift the line of integration in the last integral to Re(w) < 0, and 
we use the residue theorem together with 
1 ((s) = s-1 +'Y+'Yo(s-1)+···, r(s) = 1--y(s-1)+··· (s-+ 1), 
1 ((s- 1) = 
8 
_ 2 + 'Y + 'Yo(s- 2) + · · · (s-+ 2), 
we will have 
- -2
1 {j f(w)dw+j f(w)dw+j f(w)dw 
1T't8 CO CI C2 
1. } 1!"2 11 + f(w)dw - -6 3 + -2 2 - 24 , (c3 ) S S S 
where 
J(w) = ((w)((w- 1)r(w)s-w, 
and eo, c~, and c2 are three simple closed contours around w = 0, w = 1, and 
w = 2 respectively, and c3 < 0. 
Now let us calculate fc. f(w)dw fori= 0, 1, and 2. At the pole w = 0 we 
will have i f(w)dw - 21riResw=of(w) = 21rt((0)((-1)r(O) 
. 1 -1 1ri 
-
21rt(-2)(12) = 12" 
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For w = 1 we Will write 
f(w) - ((w)((w- 1)f(w)s-"' 
where 
- -
1
-{1 + 'Y(w- 1) + 'Yo(w- 1)2 + · · · }((w -1)r(w)s-"' 
w-1 
- g(w) 
w-1 
g(w) = { 1 + 'Y(w -1) + 'Yo(w- 1)2 + · · · }((w -1)f(w)s-"', 
therefore by the residue theorem 
L f(w)dw - 21riRes..,=d(w) = 27rig(1) 
-7r~ 
- 21ri((O)f(l)s-1 = -. 
s 
Similarly at w = 2 we will have 
f(w) - ((w)((w- 1)f(w)s-"' 
- w~ 2 {1+'Y(w-2)+'Yo(w-2)2 +··· }((w)r(w)s-"' 
- g(w) 
w-2 
where 
g(w) = { 1 + 'Y(w- 2) + 'Yo(w- 2)2 + · · · }((w)r(w)s-"', 
therefore by the residue theorem 
Hence we have 
L f(w)dw - 21r~Res..,=d(w) = 27rig(2) 
7r3i 
- 27ri((2)f(2)s-2 = 
382
• 
-1 1. 
.C[b.2(x)] = -2 - ((w)((w -l)f(w)s-"'dw. 1r~S (c3) 
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From the functiOnal equation for the zeta-function (see Ch 1 of [17]) 
((s) = x(s)((1- s), 
where 
together with the formula 
we obtain 
Hence we have 
r(s)r(1- s) sin(7rs) = 7r 
- -1 1 22w-17r2w-3((1- w)((2- w)f(w) x 
27r~S (eo) 
xf(1- w)r(2- w) sin 7r~ sin 1r(w
2
-l) s-wdw 
_ ~ { 22w-27r2w-3((1- w)((2 _ w)f(w) X 
2ns }(ea) 
xr(1- w)r(2- w) sin(1rw)s-wdw 
- -
2
1 1 (27r)2w-2((1- w)((2- w)f(2- w)s-wdw. 
1!"~8 (ea) 
Now the function 
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is analytic everywhere except at the simple poles w = 2, 3, · · · , so we shift 
the !me of integration to Re(w) < 2, thus we have 
Next we apply the Laplace transform 
(Re(w) > -3), 
and the functional equation for the gamma-functiOn 
r(s + 1) = sr(s), 
to (3.12) to obtain 
.C[D.2(x)j = f -o-(n) X _1 { (27rVn)2w+2 r(-w) .C[xw+2jdw 
n=l n 27rt l(o) r(3 + w) 
- -.c[f o-(n) X~ { x(27ry'nX)2w+2 r( -w) dw] 
n=l n 27rt l(o) r(3 + w) 
- -.c[fu(nl(~)~ r (~47ry'nX)2w+2 r(-w) dw] 
n=l n 27rt l(o) 2 r(3 + w) 
00 
- -.c[I:u(nl(~)J2(47rvnx)], 
n=l 
where we have used (3.10), and we still have to justify the fact that 
where 
00 
f(x) ·=- l:o-(n)(~)J2(47rynx). 
n=l 
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Thus assuming that (3.13) is true we have shown that 
00 
.C[A2(x)] = .c[- Lu(n)(;)J2(47rv'nX}] = .C[f(x)]. 
n=l 
Suppose that xo is not an integer. Then both A(x0) and f(x0 ) are continuous 
at x = xo. Hence by the uniqueness theorem for the Laplace transform ( Ch. 
2, Staz 9 of G. Doetsch [6] ) it follows that (3.6) holds for x = Xo. But if x0 
is inN, then the validity of (3.6) follows from the validity of (3.6) when x0 is 
not an integer, as shown e g. by M. Jutila [19]. To establish (3.13) we shall 
need a bound for f(x). 
From Jacobi's formal expansion for Jn(x), which is now usually written in 
the form 
~ (2.) 112 [cos(x-!n7r-!7r) x 7rX 2 4 
{ (4n
2
- 12)(4n2 - 32) (4n2 -12)(4n2 - 32)(4n2- 52)(4n2 - 72) 
x 1 - 21(8x)2 + 2!(8x)4 + 
+ ···} +sin(x- !n1r- !1r) x 2 4 
{ 4n
2 
-12 (4n2 -12)(4n2 - 32)(4n2 - 52) ••• }] 
x 1!8x 3'(8x)3 + · 
it is easy to obtain for, large x, 
( 1 )1/2 J2n~(-1t 7rX (cosx+sinx) 
n+l( 1 )1/2 . J2n+1 ~ (-1) 7rX (cosx-smx). 
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Hence we have the crude bound J(x) « x. 
Also 
Then, for N > 1 and u = Re(s) > 0, 
l"' e-•xj(x)dx = 1N e-•xj(x)dx+ L'"' e-•xj(x)dx 
(3.14) 
- 1N e-•xj(x)dx+O((~ + : 2)e-"'N) (315) 
and the 0-term tends to zero as N --+ oo since u > 0. Since the series 
definmg f(x) is boundedly convergent it may be integrated termwise over 
any finite interval. Hence 
oo {N 
- - ~u(n) Jo (;)J2(47ry'nX)e-•xdx 
- - ~ u(n) loo (;)J2(47ry'nX)e-•xdx 
+ f:u(n)1
00 (;)J2(41ry'nX)e-sxd~. 
n=l N 
In order to prove (3.13) it remains to show that 
J~(~u(n) loo (;)J2(47rvnx)e-•xax) =0. (3.16) 
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----------------------------------- --
From the formula 
it follows that 
! [ (~r'2 J3(41Tynx)] - (41Tnt3! [(4JTy'iiX)3 Ja(41Ty'iiX)] 
- (41Tnt3 :z [z3 Ja(z)] ~; 
- (41Tnt3(4JTy'iiX)3 J2(4JTy'iiX)2JT{!£ 
- 21T(~)J2(41Tv'iiX) 
Thus using integration by parts we obtam 
"" {-l(N)3/2 L:u(n) 21T n Ja(41TVnN)e-sN 
n=l 
{"" (x)3/2 } +s JN e-•x ; Ja(4JTy'iiX)dx 
and by using the asymptotic formula (see [49]) 
( 2 ) 1/2 . 1TV 1T 4v
2 
- 1 1TV 1T S/2 Jv(x)=- sm(x----)+ cos(x----)+O(x-) 1TX 24 8x 24 
we obtain 
e-uN(l + ~)N5/4 ~ u(n) 
u L.., n9/4 
n=l 
- e-uN(l+ I; I)NS/4((9/4)((5/4). 
Therefore (3.16) is established so that (3.6) is proved. 
3.2.1 Justification of ( 3.10 ) 
Consider 
2v+2•r(v + s + 1} 
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as a function of s. It has simple poles at the pomts 
s = 0, 1, 2, ... , 
and residue at s = m is 
m! 2•+2mr(v +m+ 1)' 
Now we apply Hankel's generalization of second Eulerian integral 
1 1 j(o+) 
=----:7 = - t-v-m-!e1dt 
r(v +m+ 1) 21Ti -oo 
in which the phase of t increases from -1T to 1T as t describes the contour, 
and then 
" = " t-v-m-!e1dt. 
oo (-1)m z•+2m z" oo ~(o+) (-1)mz2m 
~ m! 2v+2mr(v +m+ 1) 2•+l1r2 ~ _00 22m1Ti 
Consider the function obtained by interchanging the summation and integra-
tion signs on the right; it is 
l (o+) ( z2) rv-! exp t- -4 dt. -oo t 
This IS an analytic function of z for all values of z, and, when expanded in 
ascending powers of z by Maclaurin's theorem, the coefficients may obtruned 
by differentiating With regard to z under the integral sign and making z zero 
after the differentiations ( See (49,p.175] ). Hence 
l (o+) 2 oo ( l)m 2m ~(o+) rv-! exp (t- :_)dt = 2: - 2m z, rv-m-!e1dt, _ 00 4t m=O 2 m. _00 
and so we have at once 
zv j(o+) ( z2) 2v+11T~ -oo t-v-! exp t- 4t dt = Jv(z). 
Therefore (3.10) is proved. 
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3.3 Proof of Hardy's identity 
In this section we first study 
R(x) = L r(n), 
n:S:z 
where r(n) is the number of solutions to 
(u,v E Z). 
Thus 
R(x) = L L 1 = L 1, 
is the number of lattice points inside or on the circle u2 + v2 = x. If we 
associate each point p, = ( u,, v,) of the circle with the square 
having area 1, then the set of all lattice points inside or on the cJicle is 
associated With the union of the squares Q,. These squares are included in 
the circle 
Hence, the number of the lattice points is smaller than the area of this circle, 
and we obtain 
(3.17) 
Similarly, the squares include the circle 
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so that 
1 
R(x) 2: 1r( Vx- zv'2)2 > 1rx- 27r../X. (3.18) 
Together we have 
I R(x) -1rx I< 27r../X, (3.19) 
in other words we have shown that 
R(x)=7rx+0(../X). (3 20) 
Therefore (3. 7) is proved. 
Inequality (3.19) shows that the number of lattice points inside or on the 
circle is given by the area on the first approximation, and the error term is 
of order of the length. 
Let 00 be the infimum of all 0 for which 
~3 (x) « x8 as x-+ oo 
holds. We have shown that 00 ~ 1/2. For a long trme there was no progress 
in the development of the problem. It was first proved by W. Sierpinski [42] 
in 1906 that the estimate by Gauss can be improved. Applying a method 
of G. Voronoi [46] used in his treatment of Dirichlet's divisor problem, he 
proved the sharper estimate 
R(x) = 1rx + O(x113 ). 
However his proof is very long and difficult. In the following years simpler 
proofs were discovered by E. Landau, J. G. van der Corput and others. It is 
also proved that Sierpinski's exponent 1/3 cannot be replaced by any number 
less than 1/4. The current best known estimate for 00 is 7/22. 
The identity 
00 1/2 
R(x) =n+ I:r(n)(;) J1(21rvfx7i) 
n=l 
(3.21) 
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where xis not an integer, was first stated by G. Voronoi (47] who expressively 
disclaimed possessing a proof. The first proof was obtained by G. H. Hardy 
[11] in 1915. Therefore, equation (3 8) is called Hardy's zdentity. Hardy's 
proof depends on the theory of analytic functions. The second proof given 
by E. Landau (24] involves real analysis only. However, both the proofs are 
very difficult in detail. 
Later G. H. Hardy and E. Landau gave simpler proofs. Here we use a method 
which goes back to G. H. Hardy and E. Landau [12] by using real analysis 
only. 
The difficulty lies in the following: R( x) is not a continuous function. If x is 
an integer representable by a sum of two squares, then x is a discontinuity of 
R(x ). Therefore, the infinite series in (3.8) cannot be uniformly convergent. 
But we shall prove: 
1. The series is convergent for every value of x. 
2. It is uniformly convergent throughout any interval free from integral values 
ofx. 
3. For non-integral values of x the series represents R(x) and for integers x, 
the mean value (R(x + 0) + R(x- 0))/2. 
We begin with the simpler problem of dealing with the continuous function 
J; R(t)dt. We shall obtain Hardy's Identity by d1fferentiatwn. 
In what follows a star * denotes the convolution of two functions: 
(! ~-g)(x) = [ f(t)g(x- t)dt. 
Lemma 3.3.1 
1 * R(x) = ~x2 - S.jX * '1/;(x) + 4'1/;(x) * '1/;(x), 
where '1/;(x) = x- [x]- ~· 
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(3 22) 
Proof: We have 
1*R(x) = [ R(t)dt= [ L 1dt=4[ L 1dt 
0 0 u2+v2:5't 0 u2+v2::;;t 
u,v~O 
- 4(lv'xl + ~) * (lv'xl + ~) 
- 4(vx-w(x))*(vx-w(x)). (3.23) 
From (3.23) the equatiOn (3.22) follows at once. 
Theorem 3.3.1 We have 
7f 2 1~ X 1 * R(x) = -x +- L.. r(n)-J2(21ry'nX), 
2 7r n:l n 
(3.24) 
where the serzes is absolutely convergent. 
Proof: We apply Lemma 3.3.1 and use the fact that the Fourier expansion 
of 
w(x) = _ _! f sin27rnX 
7r n:l n 
(3.25) 
converges uniformly in every interval which does not contain an integer, and 
that the partial sums of the Fourier series axe uniformly bounded. Hence, 
in what follows we may interchange summation and integration. Then, by 
means of the integral representations of the Bessel functions, we have 
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and 
41/;( ..fi) * 1/;( ..fi) 4 
00 1 
- --L -w(y'x) Hin2nnv'x 
1f n=l n 
400001 
- 2 ~ ~ -sin 2nmy'x *sin 2nnv'X 
71' L.., L.., mn 
n=lm=l 
_ 4x ~ ~ J2(2n...}(n2 + m2)x) 
71' L.., L.., n2 + m2 . 
n=l m=l 
Since J2(z) « 1/v!fZT, both the series are absolutely convergent. Hence, 
(3.22) shows that 
1 R( ) _ 71' 2 x L J 2(2n...}(n2 + m2)x) * x - -x +-2 71' n2 + m2 
n2+m2>0 
which proves (3.24). 
Lemma 3.3.2 (Partial summatwn ). Let f(n) and g(n) be anthmetzc func-
tions, G(x) = I:n:>;x g(n) for x <::: 1, and G(x) = 0 for x < 1. Then we have 
forO~ a< b 
L f(n)g(n) - f([b])G(b)- /([a]+ 1)G(a) 
a<n$b 
+ L { f(n) - f(n + 1) }a(n). (3.26) 
a<n::S:b-1 
Moreover, zf f(t) is contmuous m [a, b] and has a contmuous derivatwe in 
(a, b), then 
L f(n)g(n) = f(b)G(b)- f(a)G(a) -l f'(t)G(t)dt. (3.27) 
a<nSb a 
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Proof: We have 
2:: f(n)g(n) - (b] I: j(n){ G(n)- G(n -1)} 
n=[a]+l 
(b] [b]-1 I: f(n)G(n)- I: f(n + 1)G(n) 
n=(a]+l n=(a] 
- f((b])G(b)- /((a)+ l)G(a) 
+ I: {f(n)- f(n+ 1) }G(n). 
a<n:5b-l 
This is formula (3.26). If j(t) has a continuous derivative, we deduce (3.27) 
from (3.26): 
l n+l - j([b))G(b)- /((a)+ 1)G(a) + I: G(n) f'(t)dt a<n~b-1 n I: f(n)g(n) 
1n+1 - j((b))G(b)- /((a)+ 1)G(a)- I: f'(t)G(t)dt a<n:5b-l n 
- j(b)G(b)- j(a)G(a) -l f'(t)G(t)dt. 
Theorem 3.3.2 ( The Hardy Identtty ). The series 
~r(n) 
--vx ~ ...m J1(21r..fiiX} 
ts convergent for every posttwe value of x, uniformly convergent throughout 
any closed interval which does not contam an mteger, and tt ts 
R(x+O)+R(x-0)) ~ ( )(x)1/2J(2 .t::::l 
2 = 1rx + L., r n ;;; 1 7ry xn1• (3.28) 
n=1 
Proof: At v = 0 we let yxJ1(27r...;'VX}/..fo denote its limit 1ryx as v-+ 0. 
We consider the partial sums 
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and by applying lemma 3.3 2, we obtain 
Sn(x) = R(n) J1(21r.;iiX) + 1rx R(t)J2(21rVtX)-. 1n dt 0 t 
Integrating by parts, we find that 
1r2x 1n J2(21rVtX)dt - -1!"vfnXJI(21rVtX) + 1r 1n ~J1(21rVtX)dt 
- -1rvfnXJ1(21rv'nX}- Jo(27rvfnX) + 1. 
Hence 
By means of the estimates 
R(z) -1rz = 0( v'z), Jp(z) = o(.)z), (z-+ oo) 
we obtain, for fixed x, and n -+ oo, 
- 1 + 1rx (R(t) - 1rt)J2(21rVtX)- + O(n-114) 1n dt 0 t 
- 1+ 1rx J2(21r.;nx)1n(R(t)-1rt)dt 
n o 
1n (x)3/2 1t +1r2 0 t J3(21rVtX)dt 0 (R(r) -1rr)dr + O(n-114). 
Since J2(z) « 1/ vTZJ, the representation (3.24) shows that 
1n (R(t) -1rt)dt « n314• (3.29) 
We use this estimation as well as representation (3.24). Then 
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The well-known property 
{ 
y2 for 0 < y < 1, 
["' J2(yt)Ja(t)dt = 0~ for y = 1, for y > 1, 
gives 
Sn(x)- R(x- 0) +2 
R(x + 0) ~ r(v) loo ( {V) 
- -x f;;;_--;;-
2
,-,;nx J2 ty x Ja(t)dt 
+O(n-1/4). 
For the Bessel functions the asymptotic representation 
Jp(z) ={!;cos (z- ~z- ~) +0(1 z l-3/ 2) 
holds. Therefore, for fixed x, we have 
J2 (t~)J3(t) = - :t (;) 114 cos (t~- ~)cos (t+ ~) + O(r2v-114) 
= - :/;)"\os((~+1)t) 
- :t(;)"\in((~-1)t) +O(r2v-114 ). 
If x is taken from a closed interval not containing an integer, then a number 
a exists w1th I .jV7X- 1 I> a > 0 For x = v the second term falls out. 
Hence, whether x be integral or not, 
Thus 
100 J2(t ~)Ja(t)dt « n-112v-114. 2,-,;nx V x 
S ( ) _ R(x- 0) + R(x + 0) O( -l/4) nX- 2 + n . 
Letting n-+ oo, we obtain equation (3.24), and the theorem is proved. 
In this part we prove Hardy's zdentzty by applying Laplace transform's 
method. 
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Theorem 3.3.3 Let 
A3{x) := L 'r(n)- 11"X + 1, 
n:s;x 
where r(n), and 2:' are defined as before. Then, for x > 0, we have 
00 1/2 
A3(x) = L r(n) (;) Jr{27rVnX}, 
n=l 
{3 30) 
where J1(z) is the Bessel functzon m the standard notation. 
Proof: To prove the theorem we shall require the formula 
(Re(v) > -1, Re(s) > 0), (3.31) 
which is a consequence of the formula (see e.g. Erdelyi [9] for proof) 
100 {JV 132 0 zv+Ie-••• lv(f3z)dz = (2s)v+I exp(- 48 ) [Re(s) > 0, Re(v) > -1], 
with z = y'X, and {3 = 2ft. If 
.C[f(x)] = 100 f(x)e-•xdx 
is the Laplace transform of f(x), then for Re(s) > 0 
.C(A3(x)] = 100 (~'r(n) -11"X + 1)e-•xdx 
- f: r(n) 100 e-•xdx -100 (7rx- 1)e-•xdx 
n=l n 0 
00 
L ( )1 ns 11" 1 - r n-e- --+-s s2 s 
n=l 
1 11" 1 
- ;R(s)- s2 + ;• 
where 
00 00 2 
R(z) := Lr(n)e-nz = ( L e-m•z) -1. 
n=l m=-oo 
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As a consequence of the classical theta-formula (see e.g. K. Chandrasekharan 
[ 4] for proof) 
00 00 L.:: e-m2z = z-1/2 L.:: e-mn2/z (Rez > 0), 
m=-oo m=-oo 
we have the functional equation 
(3 32) 
Now by applying (3.32) we Wlll have 
If we put v = 1 and a= 1r2n in (3.31), then 
00 1/2 
.C[Lla(x)] = L.::r(n).c[(;D J1(21rvnxJ] 
n=1 
00 1/2 
- .c[L.::r(n)(;) J1(21rVnX}]. 
n=l · 
We still have to justify the fact that 
l oo 00 [(x)1/2 ] e-•z f(x)dx = L.:: r(n).C n J1(27rvnxJ 0 n=l (3.33) 
where 
Thus assuming that (3.33) is true we have shown that 
00 1/2 
.C[Lla(x)] = .c[L.::r(n)(~) J1(21rvnxJ] = .C[f(x)]. 
n=l 
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Suppose Xo is not an integer. Then both Ll(xo) and f(xo) are continuous at 
x = x0 Hence by the uniqueness theorem for the Laplace transform ( Ch. 2, 
Staz 9 of G. Doetsch (6) ) it follows that {3.6) holds for x = x0• But 1f x0 is 
an integer, then the validity of (3.6) follows from the validity of {3.6) when 
x0 is not an integer, as shown e.g. by M. Jutila (19). To establish (3.33) we 
shall need a bound for f(x). 
From the formal expansion for Jn(z), which is stated in section 3.2, we have 
the crude bound f(x) « x. Then for N 2: 1, and a= Re(s) > 0, 
l"' e-•x f(x)dx = 1N e-•x f(x)dx + L"" e-•x f(x)dx 
- 1N e-sx j(x)dx + 0((~ + : 2 )e-uN) (3.34) 
and the 0-term tends to zero as N --+ oo since a > 0. Since the series 
defining J(x) is boundedly convergent it may be integrated termwise over 
any fin1te interval. Hence 
1N e-'"f(x)dx = 1N ~r(n)(;r12J1(21rynxV"'dx 
- ~ r(n) 1N (;t2 J1(27ry'nX)e-•"dx 
- f r(n) 1"" (;t2 J1(27ry'nX)e-•"dx 
n=l 0 
- ~ r(n) L"" (;) 112 JJ(27ry'nX)e-•"dx. 
In order to prove {3.33) it remains to show that 
J~oo ( ~ r(n) L"" (;) 112 Jl{27ry'nX)e-•"dx) = 0. (3.35) 
From the formula d(zv Jv(z))fdz = zV Jv_1(z) it follows that 
d~ [(;)J2{211'VnXl] = (;t2JJ(27ry'nX). 
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Thus using integration by parts, the asymptotic formula for Jn(z), and 
~ r(n) = 4((s)L(s), s > 1 
L...J n• 
n=l 
where L(s) = 1-•- 2-• + 3-•- ... , we obtam 
eo loo (x)l/2 L r(n) ; JI(2?rVnX}e-•xdx = 
n=l N 
-s Loo e-•x(~)J2(27l"VnX}} 
« e-C1N(l+I;I)N3/4fr(n)n-5/4, 
n=l 
_ e-e1N(1+ I; I)N314((5/4)L(5/4). 
Thus (3.35) follows since u > 0. This complete the proof of (3.30). 
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Chapter 4 
The average value of some 
arithmetic functions at shifted 
prime values 
4.1 Introduction 
Let d(n) be the number of positive divisors of n. Dirichlet established the 
asymptotic formula 
Ld(n)=xlogx+(21'-1)x+O(v'X), as x--+oo, 
where 1' is the Euler constant defined in 3.3.1, so that the ruvisor function 
d(n) has the average value logn, and the 'Dirichlet divisor problem' is con-
cerned with the improvement of the error term in the formula. 
Titchmarsh [44] initiated the study of the average value for the divisor func-
tion at 'shifted prime values'. He proved, under the assumption of the gen-
eralized Riemann Hypothesis, that, as x --+ oo, 
L d(p- a) ~ E(a)x, (4.1) 
a<pSx 
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where a is a fixed positive integer, pis a prime number, and E(a) is defined 
by 
E(a) = <P~a) IT (1+ p(p~ 1))' 
vfa 
(4.2) 
where </!( n) is the Euler function. 
In 1961, Linnik (26] used his 'dispersion method' to give an unconditional 
proof of this result. The dispersion method is exceedingly difficult, and soon 
after the publicatiOn of Bombieri's theorem on the distribution of primes in 
arithmetic progressions in 1965, Rodriguez (32] and Halberstam (10] inde-
pendently observed that the Titchmarsh-Linnik formula can be deduced from 
the Brun-Titchmarsh theorem and Bombieri's theorem. 
In 1957 Linnik and Vinogradov (27] proved that, if a and k are coprime 
positive integers, and 0 < a < 1/2, then, as x -+ oo 
n:Sz 
n:a (mod A:) 
<P(k) d(n) « k2xlogx, (4.3) 
uniformly in a and k, provided only that k < x 1-". Here the implied constant 
depends only on a. 
In this chapter we first state the required results and provide the proof of 
(4.1) and (4.2). 
In section 4.3 we consider some arithmetic functiOns such as <P( n), a( n), and 
w(n), which denotes the number of distinct prime factors of n, and we will 
prove the following theorems: 
Theorem 4.1.1 Let a > 0 be a fixed integer. Then 
L </J(p-a)=EI(a)Li(x)+O( x: ), a<p~x log X 
where Lz( x), and E1 (a) are defined by 
1"' t Lz(x) = -1 -dt, 2 ogt 
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------------------ ------------------------
and 
~ fl(k) 
E,(a) = -8 <f;(k2)' 
(k,a}=l 
and the implzed constant depends on A whzch is any posztzve znteger. 
Theorem 4.1.2 Let a > 0 be a fixed znteger. Then 
L a(p- a)= E2(a)Lz(x) + o( x: ), log x 
a<p:Sx 
where Li(x) zs defined as in the Theorem { 4.1.1 }, and E.!( a) zs defined by 
00 1 
E2(a) = ~ <f;(k2), 
(k,a)=l 
and the zmplzed constant depends on A whzch zs any posztzve znteger. 
Theorem 4.1.3 Let 0 < a < ! and a, k be zntegers satisfyzng 
0 <a< k, (a, k) = 1. 
Then, as x --+ oo, 
x2 1 L <P(n) = 2k((2) IT<1- p2t1 +O(x!ogx), 
n:s;a: pJk 
ns:a (mod k) 
unzformly zn a and k promded that 
k < x1-". 
Theorem 4.1.4 Let 0 < a < ! and a, k, l be zntegers satzsfying 
0 <a< k, (a, k) = 1, l > 0. 
Then, as x --+ oo, 
n<• 
n:::o (mod k) 
w'(n) = ~(IogiogxJ' + oG(Joglogx)'-'Iogloglogx ). 
unzformly zn a and k provzded that 
k < x 1-". 
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4.2 Preliminary Theorems 
Von Mangoldt's function. Let us first introduce Von Mangoldt's function 
A(n), which plays a central role in the distribution of primes. 
Definition 4.2.1 For any integer n ~ 1 we define 
A(n) = { ~ogp 
Lemma 4.2.1 If n ~ 1 we have 
t/n =pm, 
otherwise. 
logn =LA( d). 
dJn 
(4.4) 
Proof: The le=a is true If n = 1, since both sides are 0. Therefore, assume 
that n > 1 and write 
Taking the logarithms we have 
r 
logn = :Eaklogpk. 
k=l 
Now consider the sum on the right hand side of ( 4.4). The only nonzero terms 
in the sum come from those divisors d of the form P'k for m = 1, 2, ... , ak, 
and, k = 1, 2, ... , r. Hence 
rat ra~r; r 
LA(d) = LLA(p'k) = LLlogpk = :Eak!ogpk =logn, 
d]n k=l m= I k=l m=l k=l 
which proves (4.4). 
Chebyshev's function. The partial sums of the Von Mangoldt function 
A(n) gives the definition of a function introduced by Chebyshev in 1848, 
'!jJ(x) = LA(n). 
n:s;x 
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In 1899 de la Vallee Poussin proved that (Ch. 18 of H Davenport [5]) 
'1/;(x) = L>'·(n) = x + O{xexp[-c(logx)112]}, 
nSx 
where c is a positive constant. Let 
n(x) = L 1, 
p$;x 
where p denotes a prime, so that n( x) is the number of primes which are less 
than, or equal to x. 
In 1850, Chebyshev proved that 
X X 
-1 - « n(x) « -1 -, 
ogx ogx (4.5) 
and in 1896, de la Vallee Poussin proved the Prime Number Theorem (P. N. 
T.), which states that 
X 
n(x) ~ -1 -, as x-> oo. ogx 
It is not difficult to prove that: 
in fact 
'1/;(x) < n(x) < '1/;(x) +0(-x-)· 
logx - - logx log2 x ' 
'1/;(x) - L:A(n) = L logp 
- L L logp = L G:gx] logp 
p$z m<~ p$z gp 
-logp 
< L.:logx = n(x)logx, 
p$;x 
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(4 6) 
which proves the left-hand side inequality in (4 6). 
We have 
7r(x) - 2: 1 :::; 2: 1~gp 
p$x p•Sx gp" 
_ "'A(n) = lx d'ifJ(t) 
L....logn 2 logt n:S:z 
_ 1/J(x) + lx 1/J(t)dt. 
logx 2 tlog2 t 
By (4.5) we know that 
7r(x) = o(lo;x)· 
and so, by the first inequality 
1/J(x) = O(x). 
Thus 
11" x < 1/J(x) +0(1x _j!_) = 1/J(x) +0(-x-). ( ) -logx 2 log2 t logx log2 x 
As an immediate consequence we have the following result: 
Theorem 4.2.1 As x --+ oo, we have 
X 1r(x) ~- <==> 1/J(x) ~ x. 
logx 
In other words the Prime Number Theorem can be stated equivalently in 
terms of Chebyshev's function. 
Primes in arithmetic progressions. Let k > 1 be a fixed integer and 
(a, k) = 1. Suppose that x > 0 Let 
1r(x;k,a) = L 1 
P~:J: 
p=:a (mod k) 
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be the number of primes in the arithmetic progression a+ kl, l = 0, 1, 2, · · · 
which are less than, or equal to x, and let 
1/;{x; k, a) = L A(n). 
n<• 
n:a (mod k) 
In 1837 Dirichlet proved that 
n{x; k, a) -+ oo, as x-+ oo. 
By de la Va!Jee Poussin's form of the Prime Number Theorem, (see for ex-
ample [5]) 
11" (X) ( r.:::::= ) n{x; k,a) = cp(k) + 0 xexp{-cy logx) , 
so, we have 
1/;(x;k,a) = <Ptk) +O(xexp(-cy'iOgx)); 
these are for any fixed k. If k is allowed to vary with x, then the result is 
much more difficult to obtain. It is conjectured that : 
1/;(x;k,a) = ~~~~ + O(x112 Jogx) 
uniformly in k. 
Note that the formula still collapses if k ~ x!+<, where E is any positive real 
number. 
For theorems in which k may vary, we can only (at the moment) hope for 
upper bounds instead of asymptotic formula or estimates of average type 
results (most famous theorems to apply are Siege!-Walfisz, Brun-Titchmarsh, 
and Bombieri-Vinogradov). 
If k ~ {logx)u, we can apply the theorem, which was proved in 1936 by 
Walfisz based on a result due to Siege! m 1935: 
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Theorem 4.2.2 Siege!-Walfisz Theorem · Let a, k be mtegers sattsfymg 
0 <a< k, (a, k} = 1, 
and let 
'1/J(x; k, a) = L A(n). 
n<z 
n:a. (mod k) 
Let u > 0, then, as x -> oo 
. _ '1/J(x) ( -1 1/2) 
'1/J(x,k,a)- <P(k} + Ou xexp(200 (logx) ] 
unzformly ink::; (logx)u, wtth the tmpl!ed constant dependmg only on u. 
If logx < k::; x 112-<, we can apply the theorem which was proved in 1965, 
and 1966 independently by Bombieri and Vmogradov respectively: 
Theorem 4.2.3 Bombieri-Vinogradov Theorem : Let a, k be mtegers 
satisfymg 
0 <a< k, (a,k) = 1, 
and let 
'1/J(y; k, a) = L A(n). 
nS11 
nca. (mod k) 
Then correspondmg to any constant A> 1, there exist B = B(A) > 0 such 
that 
" y X LJ max maxI '1/J(y; k, a)- -"(k} I~ (I )A k:SQ (a,k)=l y:Sx 'I' og X 
where 
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If k < x, we can apply the following theorem which is known as the Brun-
Titchmarsh theorem due to the work of Titchmarsh [44]. 
Theorem 4.2.4 Brun-Titchmarsh Theorem : Let a, k be mtegers satts-
fymg 
0 <a< k, (a,k) = 1, 
and let 
7r(x; k, a) = L 1, 
p$z 
p::a (mod k) 
where p is a pnme number. Then 
X 
7r(x; k, a) « </>(k) log I 
uniformly m k < x. 
Thus in application to problems where only an average process with respect 
to k is needed, the above theorems may serve as a substitute for the assump-
tion of the Generalized Riemann hypothesis. 
4.2.1 Proof of (4.1): 
As an application of the above theorems we prove (4.1). 
We first prove the following le=a: 
Lemma 4.2.2 
1 ~ </>(k) = E(a) logx + 0(1) as x-+ oo, 
(k,;)=l 
where E(a) zs defined by (4.2). 
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Proof: First, we have 
so that 
2: 
k;Sz 
(k,a)=l 
k 
<f>(k) 
1 
</>(k) -
-
Put X=;, so that the mner sum becomes 
Thus 
but 
- LIL~)(log~ +0(1)) = LIL~d)(logX-logd+0(1)) 
dJa dJa 
- </>(a) log X+ 0(1). 
a 
'""' 1 <f>(a) '""' ~t2 (n) ~ <f>(k) =a logx ~ n<f>(n) + 0(1), 
(k,ci)=l (n,ci)=l 
- f IL2(n) + O(x-1/2) 
n=l n<f>(n) 
{n.,4)=1 
- IT (1 + 1 ) + O(x-1/2). 
Y 
p(p-1) 
P a 
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Therefore, 
1 ~ <P(k) 
(t,O)=t 
- </J(a) IT (1 + 1 ) logx + O(x- 112 ) + 0(1) 
a Y p(p- 1) 
P a 
= E(a)logx+0(1), 
where E(a) is given by (4.2). Now let us write 
where 
O(n) = { ~ ~:f 
By change of the summations 
Ld(p-a) - 2 L L l+O(•r(x)) 
where 
and 
tSv"Z'='4 t2+1l~p~z 
(t,c)=l p::a (mod t) 
- 2 L {11'(x;t,a)-11'(t2 +a;t,a)}+0(11'(x)) 
t:S~ 
(t,c)=l 
- 2S(a)-2T(a)+0(11'(x)), 
S(a) = L 11'(x;t,a), 
t~~ 
(t,a)=l 
T(a) = L 11'(t2 +a; t, a). 
1 < t:S ..;;=ci 
(t,a)=l 
We deal With T(a) first: According to Theorem 4.2.4 
t2 
11'(t2 +a; t, a) « <P(t) log t' 
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so 
T(a) - t2 L n(t2 +a; t, a) « L cf>(t) lo t 
I<tS.Ji=G l<t:Sv'i' g 
(t,a)=l (t,a)=l 
t2 t2 
<f>(t)logt + L <,i>(t}logt 
l<tS~ ~<tS..fi 
(t,a)=l (t,a)=l 
and now if we apply the Lemma 4.2.2, then we have 
( Vx )2 ( Vx) X (1 ( Vx) ) T(a) « logx log logx +log(~) 2logx-log logx +0(1) 
logx 
xloglogx 
« logx 
We now deal with S(a)· suppose B is a pos1tive number, then 
S(a) = L n(x; t, a) 
Now if we write 
and 
t:S..fi='i 
(t,a)=l 
t$~/logB: 
{t,a)=l 
I:= 
n(x; t, a) + 
1 t;S~/IogB:.:: 
(t,o.)=l 
I:= 
..rz:=a/ IogB :c<t;Sv'i=ii' 
(t,a)=l 
n(x; t, a}, 
n(x; t, a}, 
2 ...;z:=cttogB :<t:$~ 
(t,a)=l 
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n(x; t, a). 
then 
S(a)= 2:+ L· 
I 2 
But 
2:- n(x;t,a) « L <f>(t)~ogx 
2 ..fi/JogB z<t~Vi" ..foflogB :r<t:S,/i' 
(t,a)=l (t,cs)=l 
- loxgx L }(t) = loxgx ( L -'(1t) - L -'(\)) 
Vi/IogB :r<t:S'\I'i' '+' t$..Ji '+' t<..,fXflog8 % '+' 
(t,a)=l (t,a)=l -
- -1 x (-2
1
E(a)logx-E(a)log V: )+0(1) 
ogx log x 
- lo:x GE(a) logx- ~E(a) logx +BE( a) loglogx) + 0(1) 
xloglogx 
« logx · 
Summarizing, so far we have 
we now apply Bombieri's theorem in the following way. Recall that 
lt(x) 
n(x; t, a) = </>(t) + D.(x), 
where D.(x) is the error term, and li(x) is given by 
ltx = -=--+0 --. 1xdt X (X) ( ) 2 logt logx log2 x · 
We can consider 
lt(x) { lt(x)} 
n(x; t, a) = <f>(t) + n(x; t, a)- </>(t) . 
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Thus 
"""' . """' 1 """' { lz(x)} L..- 7r(x;t,a) = lz(x) L..- tf>(t) + L..- 7r(x;t,a)- tf>(t) , 
t'5..,fiflogB z t:Sfi/logB: t5..,fi/logB z 
(t,c)=l (t,o.)=l (t,a)=l 
the second term is« xf!ogx, by Bombieri's theorem, for some B. Thus 
- 2lz(x) L ~+OCI~:l:gx) 
t,;..,r,;/logB: </>( ) g 
{t,a)=l 
- 2lz(x)E(a)(!og Vx ) + o(x loglogx) 
log8 x !ogx 
- 2(-1 X + o(+l)E(a)(-21 Iogx- Bloglogx)) + o(xl~glogx) 
ogx log x ogx 
- E(a)x+OC 1~:::gx), 
which is the required result. 
4.3 Proof of Theorems: 4.1.1, 4.1.2, 4.1.3, 
and 4.1.4. 
4.3.1 Proof of Theorem 4.1.1 
We first need to prove the following lemmas: 
Lemma 4.3.1 Let A> 0, Q = logA x and let a, k be integers satisfying 
(a, k) = 1, 0 <a< k, k < Q. 
Then there exists a posttive constant C dependmg on A, but not on x, such 
that 
~ p= t/>tk/t(x)+O(x2 exp(-C~)), 
p;;;a (mod k) 
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umformly in a and k, with 
l x t Lt(x) = -1 -dt. 2 ogt 
Proof: We apply partial summation to the Siegel-Walfisz theorem which 
states that 
,P(x; k, a) = ~ A(n) = q,~) +O(xexp(-CJiQiX)). 
n=a. (mod le) 
We now consider 
logn 'll(x; k,a) -
nA(n) 
--
l<n<z 
n=:a. (mod k) 
p:S;:t: 
p5a. (mod le) 
p;Sz 
p:a (mod k) 
1 
p+ 2:: m 2:: 
2<m<log:z:jlog2 P"":S:a: 
- - pTnsa. (mod k) 
On the other hand let 
so that 
We then have 
'll(x;k,a) -
d( t) 1 1 f(t) = dt logt = logt -log2 t' 
n x 1"' - = -- f(t)dt. logn logx n 
~ { 1o:x- [ f(t)dt}A(n) 
nsa (mod k) 
X 
logx 2:: A(n)-
nS:z 
nsa. (mod k) 
n;S=-: 
A(n) [ f(t)dt 
nsa. (mod k) 
- -
1 
x 'if;(x; k, a)- ["' 'if;(t; k, a)f(t)dt 
ogx J2 
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(4.7) 
if we replace '1/;(x; k, a) and '1/;(t; k, a) by q,(k) and </Ilk) respectively and apply 
the Siege!-Walfisz theorem we find that 
w(x;k,a) = lo:xLp~k)+o(xexp(-cJiV)}­
f"' t 
- 12 {<P(k) +O(texp(-CJiOgt))}f(t)dt 
- <P(k~;ogx +0(x2 exp(-CJiV))- <Ptk) [ tf(t)dt+ 
+0([ f(t)texp(-Cy'iOgt)dt) 
1{x2 {"' 1 1 } 
- <P(k) logx- 12 t(logt- log2 t)dt + 
+0( x2 logxexp(-CJ'iOgX)) 
- <Ptk) { Li(x) + 10: 2} + o(x
2 
exp(-Cy'iOgX)) 
- <Ptk)Li(x) +0(x2 exp(-CJiV)), (4.8) 
and from (4.7) and (4.8) we obtain the Lemma 4 3.1. 
Lemma 4.3.2 Let J.t(k) be the Mobws function and let 1r(x; k, a) be the num-
ber of pn.mes p ~ x such that p = a (mod k), where a and k are integers 
satlsfymg 
0 <a< k, (a,k) = 1, 
and A be any posttive mteger. Let B > 1 be a posttwe integer, and Q = 
..fi/logB x. 
Then 
"""' J.t(k) . """' J.t(k) X L.t -k-1r(x; k,a) = lt(x) L.t "(k2) + 0( g4 ), ·~ ~P ~X (k,a)=l (k,a)=l 
where 
1"' dt li(x) = -1 -. 2 ogt 
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Proof: 
L p,(k)1r(x;k,a) -
kSQ k 
(k,a)=l 
"' p,(k) { lt(x) lt(x)} ~ -k- <P(k) +7r(x;k,a)- <P(k) 
(k,o)=l 
"' p,(k) "' p,(k) ( lt(x)) 
- lt(x) ~ <P(k2) + ~ k 1r(x;k,a)- <P(k) 
(k,o)=l (k,o)=l 
- lt(x) L ~(~~) + o(----;-). 
kSQ 'f' log X 
(k,a)=l 
Note that we have applied Bombieri's theorem for the second sum in the 
right hand side. Thus the lemma is proved 
Now let A be any positive integer, and let Q = logA x. We can write 
<P(n) 
n 
so that 
- 2:: JL~k) = 2:: JL~k) + 2:: JL~) 
kin kin kin 
kSQ k>Q 
- L JL~) +O(d~)), 
•I• 
k:5Q 
L <P(p-a) - L {(p-a) L JL~) +O(pd(p-a))} 
a<p::5x kip-a Q 
k$Q a<p:Sx 
2:: JL~k) 2:: p-a 2:: JL~k) 2:: 
k$Q p$:.:: k;S;Q pS::z: 
(k,a)=l ps:o (mod k) (k,a)=l p=:a (mod le) 
+ o(~ L d(p-a)) 
a<p5x 
2:: p,(k) 2:: p+o(7r(x) 2:: .!.) 
kSQ k PS• k<Q k 
(lc,o)=l p;a (mod k) -
+ o(~ L d(p-a)). 
a<p::5x 
1 
The first error term on the right hand side is only o(x), while the second one 
is O(x2/Q) because the value of the sum is« x. From Lemma 4.31 we now 
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have 
L !f>{p-a) - ~ p,ik) {4>(1k/z(x) +0(x2 exp(-C}iV))} +0(~) 
(k,a.)=l 
- Li(x) ~ :(~})+O(x2 exp(-C'}iV)~~)+o(~) 
(k,o)=l 
. { ~ p,(k) ('"' 1 )} 
- Lz(x) L.... k2 + 0 L.... kl/>(k) 
•~t k>Q 
(k,a)=l 
+ o(x2 exp(-C}iV) L ~) +0(~) 
k$Q 
- Li(x){E1(a)+O(L kl/>~k))} 
k>Q 
+ o(x2 exp(-Cy'iV) L ~) +0(~) 
k$Q 
Therefore the error term in the asymptotic formula for I: •<>S• !f>(p - a) is 
(p,a.)=l 
. 1 x2 x2 Iogiogx x2 x2 
« Lz(x) L kA-(k) + Q « I A+l +-I A «I A • 
k>Q"' og x ogx ogx 
N ate : We have used the following estlmatwn in the first part of the proof 
4.3.2 Proof of Theorem 4.1.2 
Lemma 4.3.3 Let 1r(x; k, a) be the number of pnmes p ~ x such that p =a 
{mod k), where a and k are integers satisfying 
0 <a< k, (a,k) = 1, 
85 
and A is any posztwe integer. Let B > 1 be a posztwe znteger and Q = 
.,fiflog8 x. 
Then 
where 
Proof: 
"'1 ""1 X L...J k1r(x; k, a) = lz(x) L...J A.(k2) + 0(-A-), 
•s• •s• '~' log x 
(A:,a)=l (k,a)=l 
1x dt lz(x) = -1 -. 2 ogt 
1 L k1r(x;k,a) -
kSQ 
(k,4}=1 
"" 1 {li(x) li(x)} ~ k ,P(k) +7r(x;k,a)- if!(k) 
(k,ll)=l 
. "" 1 "" 1 ( lz(x)) 
- lz(x) ~ if!(k2) + ~ k 1r(x; k, a) - ,P(k) 
(k,u)=l (k,4)=1 
"" 1 X 
- lz(x) L...J A.(k2) + 0(-A-). 
•sq '~' log x 
(k,o)=l 
Note that we have applied the Bombieri's theorem for the second sum in the 
right hand side. Thus the le=a is proved. 
The proof of theorem 4.1.2 is the same, except that we use 
u(n) = L!· 
n k 
kin 
We can write 
u(n) 
n 
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so that 
L a(p-a) 
a<pSz 
+ o(~ L d(p-a)) 
a<pSx 
- :E ~ :E p+o(nCx) :E ~) 
k$Q p:Sz k<Q 
(k,u)=l pso (mod k) -
+ o(~ L d(p-a)). 
a<p$x 
The first error term on the right hand side is only o(x), whtle the second one 
is O(x2 fQ) because the value of the sum is« x. From Lemma 4.3.1 we now 
have 
L a(p-a) 
a<p$x 
- ~ Hq)~k)Li(x) +0(x2 exp(-Cy'iV))} +0(~) 
(k,a.)=l 
- Lz(x) ~ q)(~2) +0(x2exp(-Cy'iV) ~~) +0(~) 
(k,o)=l 
{ 
00 
J.L( k) ( 1 } 
- Lz(x) ~ k2 + 0 ~ kq)(k) 
(k,o.)=l 
+ o(x2 exp(-c'y'iV) L ~) + o(~) 
k$Q 
- Lz(x){E2(a) +O(L kq)~k))} 
k>Q 
+ o(x2 exp(-C'y'iV) L ~) + o(~)· 
k$Q 
87 
Therefore the error term in the asymptotic formula for I; •<•S• a(p - a) IS 
(p,a)=l 
1 x2 x2 log log x x2 x2 
« Lt(x) 2: kA-(k) + Q « 1 A+l + -1 A « -1 A . 
k>Q "' og x og x og x 
Thus the theorem is proved. 
4.3.3 Proof of Theorem 4.1.3 
Let us write 
2: rf>(n) - 2: 2: ~tt(d) 
n:$;:l: nS:= dln 
n=a (mod k) n5a (rnod k) 
- 2:tt(d) 2: d' 
d:5z d'S:~ 
dd1ea (mod k) 
2: tt(d) d' , 
d$= d1$~ 
(d,a)=l cf':a.l (mod k) 
where a1 = a1(d) is determined uniquely by 
dxo = 1 (mod k) and axo = a1 (mod k) 1:::; a1 < k. 
Now let us write 
A(x;a,k) = 2: d= 2: (mk+a) 
a:Sm:S(z-a)/k 
- k m+a 1 
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Now we can write 
L <P(n) - L JL(d)A(~,a~,k) 
nS:t 
n:a. (mod k) 
where 
:L-
1 
Thus we have 
d~z 
(d,K)=l 
:L JL(d) 
d<z d2 
(d,kj~t 
f JL~) - :L JL~) 
d=l d>a: 
(d,k)=l (d,k)=l 
4.3.4 Proof of Theorem 4.1.4 
Let w(n) denotes the number of distinct prime factors of n. It is also necessary 
to remark that 
1 L- = loglogx + 0(1), 
PSX p 
(4.9) 
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and that, for k < x, 
2:::~-
Pik p 
1 1 
I:-+ I:-
plk p plk p 
p;:S;logz p>logz 
~ I:~+ I:~ 
p$1og o: p •I• p 
p?:logz 
« logloglogx + lw(k) 
ogx 
« log log log x, (4.10) 
since w(k) ;$ (logk/loglogk) « logk < logx. Now consider first the case 
l = 1. Let X > 0, 
I: w(n) - L: 2:::1= I: I: 1 
n.;S;z nSz Pin pSs n$;z,n=:o (mod p) 
n:=a (mod k) n:a (mod k) (p,k)=l n:=a. (mod k) 
- I: I: 1= I: I: 
p$:z: f1Lp$:~: p<: m<£ 
(p,k)=l mp5a (mod k) (pk)=l -p 
' m=:c1 (mod k) 
- I: {~ + ~ +0(1)} 
p:$;z 
(p,k)=l 
X 
I: 
1 a1 
I: 1+0( I: 1) - k -+-
p$z p k PS= p:S;z (p,k)=l (p,k)=l (p,k)=l 
- HI:~- L~}+o(~(k)~ogx)· 
p<z p:$;21' 
- Plk 
Now by applying (4.9), and (4.10), we w11l have 
L w(n) - Hloglogx+0(1)}+oGL::!) 
p;Sz p 
•I> 
_ ~ loglogx + oG logloglogx ). 
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1 
We next proceed to prove the general case by induction on l. We use as 
induction hypothesis that 
n.;S;r; 
nsa. (rnod A:) 
holds uniformly in a and k provided that k < xl-a/2• Suppose now that 
k < x1-a and we consider 
I: 
n<• 
nsa. (mod k) 
where 
Now 
and if 
w1+1(n) 
- I: w1(n) x w(n) 
n::S:::II' 
n54 (mod k) 
- I: w1(n){ I: 1 +0(1)} 
n<• pin 
n;;;:u (mod k) p$_;r;Ot./2 
2: 2: w1(n) + o(I(loglogx)1) 
p<zo./2 n:s;;r;,nsO (mod p) 
- n:a (mod k) 
- I: I: w1(mp) 
PS:zcr./l m<" 
-· .y. msa.' (mod A:) 
+ o(~(loglogxY) (4.11) 
a'= ab (mod k), bp= 1 (mod k). 
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k <x!-a , 
(4.12) 
then k < (xfp) 1-<>12 so that, by the induction hypothesis, we have 
2:: w1(mp) 
m.S' 
msa1 (mod k) 
- :k ( loglogx )' + 
+0{; ( loglog~)'-1 logloglogx} (4.13) 
Also 
m:::;' 
msa.' (mod k) 
X ( )1-1 
w
1
-
1(m) « pk loglogx , 
uniformly ink< x 1-"', p::; x"'f2• As before we have 
2:: ~ = loglogx + O(logloglogx), 
p::::;::~:a p 
.y. 
uniformly ink< x, so from (4.11), (4.12), (4.13), and (4.14) we have 
(4.14) 
nS:.: 
w1+1(n) = ~(loglogx)1+1 +0G(loglogx)1logloglogx), 
n:a (mod A:) 
uniformly ink< x 1-"'. The inductive step is complete and Theorem 4.1.4 is 
proved. 
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Chapter 5 
On the set of all integers for 
which cjJ(n) is greater than 
cjJ(n + 1) 
5.1 Introduction 
For positive integer n, let 
<f;(n) = L 1 
m<n 
(m,n)=I 
be the number of all positive integers not exceeding n which are relatively 
prime ton. 
Let F be the set of all positive integers m for which </;(m)> <f;(m + 1), i e. 
For x > 0, let 
F={m: <f;(m)><f;(m+1)}. 
F(x)= L1 
meF 
m$;z 
93 
(5.1) 
be the number of elements in the set F not exceeding x. Our aim is to prove 
that the asymptotic dens1ty of F( x) is 1/2, i.e. 
lim F(x) = !. 
::c-oo X 2 (5.2) 
In section 5.2 we first state the required results and provide the proof of the 
following theorem. 
Suppose that f is an additive function. We denote by L(f,x) the number 
of mtegers n < x for which f(n) ::; f(n + 1), and by G(f, x) the number of 
integers n::; x for which f(n) ~ f(n + 1) . 
Theorem 5.1.1 Let the non-negative addztive function f(n) satisfy the fol-
loWing condztwn: the senes 
f(pa) 2::-
l' p 
(o: ~ 1) 
converges when the summation IS extended to all primes p. Then 
and 
lim L(f, x) = !. 
z-oo X 2 
In section 5.3, we use this to derive (5.2). 
5.2 Preliminary lemmas 
First we give some defirutions 
Definition 5.2.1 A functwn f(n) is satd to be addztwe t/ tt is defined for 
non-negatwe tntegers, and if, for (m, n) = 1, that is for m, n relatwely prime, 
f(m x n) = f(m) + f(n). 
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Definition 5.2.2 A function f(n) ts satd to be multtpltcatwe tf tt ts defined 
for non-negattve mtegers, and tj, for (m, n) = 1, that ts for m, n relatwely 
pnme, 
f(m x n) = f(m) x f(n). 
Definition 5.2.3 Let there be a set of posttwe integers, and denote by N(x) 
the number of elements in the set not exceeding x. Suppose that 
lim N(x) =a, a>O. 
X-+00 X 
Then we say that the set has asymptottc denstty a. 
Lemma 5.2.1 There ts a positive constant A such that 
1 1 
:E-=loglogx+A+0(-1 -) forall x~2. (53) p:;;zP ogx 
Proof: See, for example, (13]. 
Lemma 5.2.2 Let x > 0. Then 
( 1) B ( 1 ) 1-- -- 1+0-II p - logx (logx) ' 
p$x 
where B ts a constant. 
Proof: See, for example, [13]. 
Lemma 5.2.3 Let x > 0. Then we have 
L logp = logx + 0(1). 
p!>z p 
(5.4) 
(5.5) 
This le=a is one of the applications of the following theorem which was 
proved in 1950, by H. N. Shapiro (37]. This theorem relates sums of the form 
Ln:;;z a(n) to those of the form Ln::;z a(n)[xjn] for nonnegative a(n). 
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Theorem 5.2.1 Let {a(n)} be a nonnegatwe sequence such that 
L:a(n) [;] = xlogx + O(x), 
n:s;x 
as x-+ oo. 
Then: 
b) For x > 0, we have 
L a(n) = logx + 0(1). 
n 
n=:;x 
(u) There u; a constant A > 0, such that 
for all x ;::: 1. 
{tit} There is a constant B > 0, and an Xo > 0 such that 
L:a(n);::: Bx, for all x ;::: xo. 
nSx 
Proof: See, for example, [1]. 
To obtain (5.5), we put a(n) = A1(n) in part (i) of Theorem 5 2.1 where 
Al(n) = { logp if n is a prime, 
0 otherwise. 
Let us define the function </>2 ( n) by the formula 
Now we will prove that: 
1$m$n 
(m,n)=(m+l,n)=l 
1. 
Theorem 5.2.2 The function 4>2 is multiplicatwe. 
Proof: The proof is a matter of carefully counting the numbers x, with 
1 ~ x ~ mn, and (x,mn) = 1. Note that (x,mn) = 1 if and only if 
(x, m)= 1 and (x, n) = 1. Arrange the numbers x in a rectangular array 
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1 m+1 
2 m+2 
r m+r 
m 2xm 
kxm+1 
kxm+2 
kxm+r 
(k+ 1) x m 
(n -1) x m+ 1 
(n-1) x m+2 
(n-1)xm+r 
nxm 
Clearly, if (r,m) = d > 1 then no number in the r-th row is coprime to 
m x n, since d I (k x m+ r) 8Jld d I m x n. So consider the rows WJth 
(r, m) = 1; note that there are ifJ2(m) of them. We claim that, in such a row, 
all entries are coprime to m 8Jld exactly ifJ2(n) entries are coprime to n. The 
first statement follows because (k x m+ r, m) = (r, m) = 1. For the second, 
note that there are n entries in the row 8Jld no two are congruent modulo n. 
(Fork x m+r = k' x m+r (mod n) implies k x m= k' x m (mod n) 8Jld, 
smce m 8Jld n are coprime, this implies k = k' (mod n) 8Jld hence k = k'.] 
Hence, (mod n), the r-th row consists of 0, 1, 2, · · · , n- 1 in some order, 
8Jld exactly ifJ2(n) of these are coprime ton. 
The theorem now follows, smce the ifJ2(n) entries in row r, being copnme to 
both m 8Jld n, will be precisely the entries in that row coprime to m x n. 
It is now an easy matter to wnte down a general formula for ifJ2(n). 
Theorem 5.2.3 lfn = p~' xp~2 x · · · xp~• lS the prtme-power decomposztwn 
of n (so that the p, are dlStinct primes and each a, is <:: 1}, then 
ifJ2(n) = n x (1- 2.) x (1- 2.) x ·· · x (1- 2.) = n II(1- ~). 
P1 P2 Pk Pin P 
Proof: This follows immediately from Theorem 5.2.2. 
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5.2.1 Proof of Theorem 5.1.1 
To prove the theorem wefirstshowthat limx-oo G(f,x)fx, and limx-oo L(f,x)fx 
both exist, and 
hm G(f, x) - 1 
x-oo L(f,x) - ' 
and that the number of integers belonging to both sets G and Lis o(x), i.e. 
the number of integers m ::; n = [x] for which /(m+ 1) = f(m) is o(n) as 
X-> 00. 
We consider first the special case in which f (pa) = f (p) for every integral 
exponent a. If 
(a,~ 1) 
is the canonical factorization of m then 
/(m)= l:J(pa') = l:J(p), 
pJm pJm 
and, for a fixed positive integer k, we define the function fk(m) by 
/k(m) = :E f(p), 
plm 
P::5Pk 
where Pk denotes the kth prime. Let 
G(!k, n) ={m::; n: /k(m) ~ fk(m + 1)}, 
and 
L(/k, n) = {m:::; n : /k(m) ::; /k(m + 1)}. 
We first prove that 
lim G(/k, n) = 1 
n-oo L(fk, n) 
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provided that limn-oo G(fk, n) and limn-oo L(fk, n) both exist. 
Let us denote by ab a2, ... the square-free integers whose prime factors are 
all less than or equal to Pk> and by a( m) the greatest a, which divides m. It 
1s clear that 
f(a(m)) = L f(p) = L f(p) = !k(m). 
pJa(m) 
We denote by g(n, a,, a1 ) the number of integers m::; n for which a( m)= a, 
and a( m+ I) = a1 • Clearly g( n, a., a1 ) = 0 if a, and a1 are not coprime. 
To obtain an estimate for g(n, a., a1) we take all the integers m::; n for whic!J 
a, I m but pfm 1f p ::; Pk unless p I a,; and a1 I (m+ I) but pl(m +I) if 
p ::; Pk unless p I aJ" 
With the above conditions, by applying Theorem 5.2.3, we deduce from the 
sieve of Eratosthenes that 
n IT 2) 2k ( n IT 2 2k 
- (I-- -2 <gn,a.,a1)<- (I--)+2 
a,a1 .s.. p a,a1 •<>•• p 
Pf o.,a.i ,y o,e~, 
and sirmlarly 
From ( 5.6 ) and ( 5. 7 ) it is clear that both 
exist and 
lim .!.g(n,a.,ai) and 
n-oon 
lim g(n,a,a1) -I 
n-oo g(n, a], a,) - . 
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(5.6) 
(57) 
(58) 
Since 
G(fk,n) - I: g(n, a., a3 ) 
J.(m+l)~/k(m) 
- I: g(n, a., a3 ) 
/(a(m+l))~/(a(m)) 
- I: g(n,a.,a3 ), 
/(a,)~/(a.) 
and similarly 
L(fk,n) - I: g(n,a.,a3 ) 
J.(m+l):5/k(m) 
- I: g(n, a,, a3 ) 
/(a(m+l)):5/(a(m)) 
- I: g(n, a., a3 ) 
/(aJ):5/(a.) 
- I: g(n, a3 , a,), 
/(a,)~/(a.) 
wehaveby(58) 
lim G(fk, n) = 1. 
n-oo L(fk, n) 
We now prove that, for every € > 0, there eXIsts a k so large that, if n 2:: n( e), 
then 
I G(f, n)- G(fk, n) I< en, 
and 
I L(f, n)- L(fk, n) I< en. 
From these we can conclude immediately 
lim G(f, n) = 1. 
n-oo L(f,n) 
We first need to prove the following lemmas. 
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(5.9) 
(5.10) 
Lemma 5.2.4 For every e: > 0 there exzst o > 0 such that the number of 
mtegers m~ n for whzch I fk(m + 1)- fk(m) I~ o zs less than !en for every 
k;:::: k(e:). 
Proof: If V is the number of integers m~ n for which I fk(m+1)- fk(m) I~ 
o, then we have 
V= 
"'t• 4 i 
lfk(a,)- fk(o3 )!S:6 
(5.11) 
We now split the sum ( 5.11 ) into two parts :Er and 2::2, with :Er containing 
those a, and a3 for which 
and 2::2 containing all the other a, and a,. First we evaluate :Er· 
The sum :Er is bounded by the number J.£ of integers m ~ n for which 
h(m) = IT (1- ~) < e-r/•2 • 
p 
pI m(m+1) 
P~Pk 
_pof2 
Consider now the product 
n IT h(m) < (e-1/•2 )~'. 
m=l 
The factor (1- ~) for given p occurs at most [i}] + lntrJ ~ ~ times and so 
n IT h(m) > 
m= I 
II (1- ~)2nfp 
P5Pk p 
.... 
101 
Thus 
or 
and hence 
I U I 
We now split I;2 mto two parts I;2 and I;2 , where I;2 contains only those 
a, and a1 for which 
' The sum I;2 is bounded by the number p of the mtegers m :S n for which 
A( m) = a(m)a(m + 1) > p~t·•. 
Thus we have 
IT A( m) :S IT p2n/p = exp(2n L logp). 
m=l P$Pk P:5Pk p 
Now, by the Lemma 5.2 2 
Hence 
or 
~logp 
6 -- < c2logpk. 
p$p. p 
n IT A( m) < p;:"'n 
m=l 
Pp/<
2 < p2c,n 
k k ' 
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and thus 
Now we have to evaluate I;2 ". 
From the Le=a 5.2.1, we derive 
and by omitting the terms for which 
IT (1- ~) < e-1/e'' 
p!c,ai p 
#2 
we have 
for those a., and a3 which occur in I;2 ". Hence from (5.6), and (5.7), since 
a, and a3 can each take 2k values at most, we have 
L" = L:*L:*g(n,a.,a3), 
2 a; ai 
where * in the summation formulae means that the su=ation runs only 
over those a, and a3 for which 
{ 
I f(a,)- f(a3 ) I,:::; o 
!je2 
a,a, < Pk ' • 
n .s •• (1- ~) > e-1je2 
PIA,Gj p 
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Thus 
We now prove that 
First to estimate 
:L: • :L: •....!:... < csc-2e-lf•' (logpk)2. 
a,a3 al ai 
for fixed a,, we use the following lemma of P. Erdos [1]. 
(5.12) 
Let N(!; c, d) be the number of positive integers not exceeding n, for which 
c S. !(m) S. d (m S. n), 
where c and d are given constants. 
Lemma 5.2.5 For every c > 0 we can find a number 6 such that 
1 N(!;c,c+6) < 2cn. 
Proof : See [7]. 
Thus by the above lemma for l > C6 the number of integers m S. l for which 
I /(m)- f(a,) I< o is less than c-4e-lf•'t. Hence 
" 1 < 1+I_+···+..!:..+c-4e-lf•'(-1-+_1_+···+-1-) f,-- a1 2 C6 C6 + 1 C6 + 2 [pk/•'1 
1/(•,)-/(•,ll<' 
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', 
Since 
(5.12) is proved. From {5.12), we have 
And finally we have 
V= I:+ I:'+ I:"< £2n{logcl +2c2 +eg) <~m. 
1 2 2 
Lemma 5.2.6 There are at most !en mtegers m~ n for which at least one 
of the inequalztzes 
f(m) - fk(m) > 8, f(m + 1) - !k(m + 1) > 8 
holds for sufficzently large k = k(£). 
Proof : We have 
n n 
I: {!(m) - !k(m)} - I: {I: f (p"')} 
m=l m=l plm 
p>p~; 
1 
< 4£8n, 
since 2::: t11fl converges. Hence the lemma is proved. 
We proceed to prove that 
I G(f,n)- G(fk,n) I< m, 
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and 
I L(f, n) - L(fk, n) I< c:n. 
It will be sufficient to prove that the number of integers m ::; n for which 
fk(m + 1)- fk(m) does not have the same sign as /(m+ 1)- f(m) is less 
than en. 
We split these integers into two classes. In the first class are those for which 
I /k(m+1)- !k(m) I:S: o. By Lemma 5.2 4, the number of these integers is less 
than ~en. For the integers in the second class we have I fk(m+1)- fk(m) I> o, 
so that one of the inequalities f(m)- fk(m) > o or f(m+ 1)- fk(m+ 1) > o 
holds. Thus by Le=a 5.2 5 their number is at most ~c:n, so (5.9)and (5.10) 
are proved. 
We now have to show that there are only o(n) integers m ::; n for which 
f(m) = f(m+ 1). The argument is the same as the one above. We split the 
integers m ::; n with f(m) = f(m + 1) into two classes, putting them into 
the first class those integers for which I !k(m + 1) - fk(m) I:S: o. By Lemma 
5.2.4 it follows that their number is less than ~en. For integers belonging 
to the second class I fk(m + 1)- fk(m) 12: o, so that one of the inequalities 
f(m)- fk(m) > o, f(m+ 1)- /k(m+ 1) > o holds; hence, from Lemma 52 5, 
their number is at most ~m. Hence the theorem is completely proved for the 
special case f(p"') = f(p). 
Now we consider the general case when f(p"') f f(p). For a fixed positive 
integer k we define 
/k(m) = L f(p~·), where p'; I m, p~·+1fm. 
p,<pk 
Then the proof runs just as in the special case if we note that there are at 
most c1on/pk integers m ::; n divisible by a square greater than Pk, since 
'"'n c10n L.J [2 < --. 
l>v• Pk 
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5.3 The proof of (5.2) 
To prove (5.2) we need some simple lemmas. 
Lemma 5.3.1 If f(n) zs multzplzcatzve then log f(n) is additzve. 
Lemma 5.3.2 lf'L,P f(p:)-l converges, then L,P Iog1pQ) converges. 
Proof: This follows from logx < x -1, when x > 1. 
Lemma 5.3.3 Let <P be Euler's functzon. Let F11 F2, F3 and F4 be defined 
as follow: 
Fr ={m: 
F2= {m: 
F3={m: 
F4={m: 
</J(m) < </J(m + 1)}, 
</J(m) > <P(m + 1)}, 
m m+1 } 
<P(m) > <P(m + 1) ' 
m m+1 } 
</J(m) < <P(m + 1) · 
Proof: Suppose m is in F1• Then 
</J(m) < <P(m + 1) 
<P(m) + 1 < </J(m + 1) 
1 </J(m + 1) 1 
+ </J(m) < <P(m) 
1 1 </J(m + 1) +m< <P(m) 
m+1 m 
<P(m + 1) < </J(m) · 
Therefore m is in F3• Conversely, let m be in F3, then 
m m+1 
<P(m) > </J(m + 1) 
~ m<P(m + 1) > (m+ 1)</J(m) 
~ <P(m + 1) > <P(m) 
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so m is in F1, and thus F1 = F3. The proof of F2 = F4 is the same. 
Now if we put g(n) = </>~)' then g(n) is multiplicative since cf>(n) 1s mul-
tiplicative, and g(n) > 1, so that f(n) = logg(n) is additive. Fmally by 
applying Theorem 5.1.1, and Lemmas 5.3.1, 5.3.2, and 5.3.3, we deduce the 
followmg theorem : 
Theorem 5.3.1 : Let cP be Euler's totient functwn and 
F ={m: c/J(m) > cf>(m + 1)}. 
If 
F(x)= L 1, 
then F(x) ~ !x as x--> oo. 
Note: If we put g(n) = "~) and f(n) = logg(n), where u(n) is the sum 
of all positive divisors of n, then the same result is true about u(n), i.e. we 
have the following theorem: 
Theorem 5.3.2 : Let u(n) be the sum of all positwe divisors of n, and 
F={m: u(m)>u(m+1)}. 
If 
F(x)= 2.:1, 
then F(x) ~ !x as x--> oo. 
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