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In this paper, we discuss the inverse problem for differential pencils with eigenparameter
dependent boundary conditions on the finite interval [0, π] from interior spectral data
and show that if coefficients hj(j = 0, 1) of the boundary condition are given, then
potentials (q(x), p(x)) and coefficients Hj(j = 0, 1) of the boundary condition can be
uniquely determined by a set of values of eigenfunctions at some interior point and parts of
two spectra.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following boundary-value problem L = L(q, p, h0, h1,H0,H1) defined by
Ly = −y′′ + [q(x)+ 2λp(x)]y = λ2y, x ∈ [0, π] (1.1)
with boundary conditions
U(y) := y′(0, λ)− (h1λ+ h0)y(0, λ) = 0, (1.2)
and
V (y) := y′(π, λ)+ (H1λ+ H0)y(π, λ) = 0 (1.3)
and the boundary-value problem L˜ = L˜(q˜, p˜, h˜0, h˜1, H˜0, H˜1) satisfying
L˜y = −y′′ + [q˜(x)+ 2λp˜(x)]y = λ2y, x ∈ [0, π] (1.1′)
with boundary conditions
U˜(y) := y′(0, λ)− (h˜1λ+ h˜0)y(0, λ) = 0, (1.2′)
and
V˜ (y) := y′(π, λ)+ (H˜1λ+ H˜0)y(π, λ) = 0, (1.3′)
where the functions q(x), q˜(x), p(x), p˜(x) are complex-valued, q, q˜ ∈ L1[0, π], p, p˜ ∈ W 11 [0, π], hj, h˜j,Hj, H˜j ∈ C(j =
0, 1), h1, h˜1 ≠ ±i,H1, H˜1 ≠ ±i.
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The boundary-value problem L was discussed by Yurko [1]. Using Weyl function, Buterin and Yurko [2] addressed the
inverse spectral problem for pencils of differential operators on a finite interval. Buterin [3] considered the half inverse
problem for the boundary-value problem L and showed that if (q(x), p(x)) is prescribed on

0, π2

and hj(j = 0, 1) is given a
priori, then only one spectrum is sufficient to determine the potentials (q(x), p(x)) on the interval

π
2 , π

and Hj(j = 0, 1).
Buterin and Shieh [4] established some uniqueness theorems for the incomplete inverse spectral and nodal problems for
differential pencils, respectively. Jaulent and Jean [5] stated the actual background of diffusion operators and discussed the
inverse problem for diffusion operators. Gasymov and Guseinov [6] studied the spectral theory of diffusion operators. By
using a nodal set as spectral data, Buterin and Shieh [7] and Yang [8] independently showed that a dense subset of nodal
points of the eigenfunctions of diffusion operators is sufficient to determine the potentials (q(x), p(x)) and coefficients h and
H of the boundary conditions, respectively. Nabiev [9] discussed the inverse quasiperiodic problem for a diffusion operator.
Koyunbakan and Panakhov [10] considered the half inverse problem for diffusion operators on the finite interval [0, π].
While Mochizuki and Trooshin [11] addressed the inverse problem for interior spectral data of Sturm–Liouville operators
on the finite interval [0, π] and showed that the potential q(x) can be uniquely determine by a set of values of eigenfunctions
at some interior point and parts of two spectra. A uniqueness theorem for the Sturm–Liouville operator with discontinuous
conditions was established by Yang and Yang [12] from spectral data of parts of two spectra and some information on
eigenfunctions at some interior point of the interval (0, π). The inverse problem for second-order differential operators
consists of reconstruction of this operator by its spectral data. The inverse problem has many applications in mathematics,
physics, engineering, etc (see [2–21]).
In this paper, we consider the inverse problem for differential pencils with eigenparameter dependent boundary
conditions on the finite interval [0, π] from interior spectral data. If coefficients hj(j = 0, 1) of the boundary condition
are known a priori, by using the method of Mochizuki and Trooshin [11] and the results of Refs. [2,3], we will show that the
potentials (q(x), p(x)) and coefficientsHj(j = 0, 1) of the boundary condition are uniquely determined by some information
on eigenfunctions at some interior point of the interval (0, π) and parts of two spectra.
The paper is organized as follows. In Section 2, some preliminaries are presented. In Section 3,we present two uniqueness
theorems for the boundary-value problem (1.1)–(1.3). In Section 4, two uniqueness theorems will be proved.
2. Preliminaries
Let the functions C(x, λ), S(x, λ), ϕ(x, λ), ψ(x, λ), andΦ(x, λ) be solutions of Eq. (1.1) under the initial conditions
C(0, λ) = S ′(0, λ) = ϕ(0, λ) = ψ(π, λ) = U(Φ) = 1,
C ′(0, λ) = S(0, λ) = U(ϕ) = V (ψ) = V (Φ) = 0.
According to Lemma 2 in Ref. [3, Lemma 2], for |λ| sufficiently large, we have the following asymptotic formulae
ψ(x, λ) =

1+ H21 cos(λ(π − x)+ P1(x)− πσ)+ O

1
λ
e|Imλ|(π−x)

(2.1)
and
ψ ′(x, λ) = λ

1+ H21 sin(λ(π − x)+ P1(x)− πσ)+ O(e|Imλ|(π−x)) (2.2)
uniformly with respect to x ∈ [0, π], where P1(x) :=
 x
0 p(t)dt and σ := 12π i ln i−H1i+H1 +
P1(π)
π
.
Denote∆0(λ) = ψ(0, λ). Clearly, U(ϕ) = V (ψ) = 0, and let
∆(λ) =: ⟨ψ(x, λ), ϕ(x, λ)⟩, (2.3)
where ⟨y(x), z(x)⟩ := yz ′ − y′z is the Wronskian of y and z. Then
∆(λ) = V (ϕ) = −U(ψ), (2.4)
which is called the characteristic function of L. Let λn(n ∈ A) be the eigenvalue of the boundary-value problem (1.1)–(1.3),
then λn is the root of (2.4) and satisfies the asymptotic formula
λn = n+ ω + O

1
n

, (2.5)
where ω = σ + 12π i ln i−h1i+h1 and A = {n|n = ±0,±1,±2, . . .}. By virtue of Ref. [3], this yields
∆(λ) = λ

(1+ h2)(1+ H2) sin(λ− ω)π + O(e|Imλ|π ). (2.6)
Denote
Gn,ωδ := {λ||λ− n− ω| ≥ δ, n ∈ Z}. (2.7)
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By using the known method (see [21]), we obtain the following estimate for sufficiently large |λ|
|∆(λ)| ≥ Cδe|Imλ|π , λ ∈ Gn,ωδ , (2.8)
where Cδ is a constant.
Define the meromorphic functionM(λ) by
M(λ) = −∆0(λ)
∆(λ)
,
which is call Weyl function of the boundary-value problem (1.1)–(1.3).
By virtue of Refs. [2,3], this yields the following lemma.
Lemma 2.1 ([2, Theorem]). Let M(λ) be Weyl function of the boundary-value problem (1.1)–(1.3) and M˜(λ) be Weyl function
of the boundary-value problem (1.1′)–(1.3′), respectively. If M(λ) = M˜(λ), then
(q(x), p(x)) = (q˜(x), p˜(x)) a.e. on [0, π], hj = h˜j and Hj = H˜j(j = 0, 1).
Lemma 2.2 ([3, Theorem 1]). Let {λn} be a spectrum of the boundary-value problem (1.1)–(1.3) and {λ˜n} be a spectrum of the
boundary-value problem (1.1′)–(1.3′), respectively. If for any n ∈ A, λn = λ˜n and (q(x), p(x)) = (q˜(x), p˜(x)) on

0, π2

, and
hj = h˜j(j = 0, 1), then
(q(x), p(x)) = (q˜(x), p˜(x)) a.e. on [0, π], and Hj = H˜j(j = 0, 1).
3. Main results
Two uniqueness theorems for the boundary-value problem (1.1)–(1.3) are presented in this section. When b = π2 , we
have the following theorem.
Theorem 3.1. Let {λn}n∈A be the spectrum of the boundary-value problem L and {λ˜n}n∈A be the spectrum of the boundary-value
problem L˜. If hj = h˜j(j = 0, 1) and for any n ∈ A,
λn = λ˜n and y
′
n

π
2 , λn

yn

π
2 , λn
 = y˜′n

π
2 , λ˜n

y˜n

π
2 , λ˜n
 , (3.1)
then
(q(x), p(x)) = (q˜(x), p˜(x)) a.e. on [0, π], and Hj = H˜j(j = 0, 1),
where yn(x, λn) is an eigenfunction corresponding to the eigenvalue λn and y˜n(x, λ˜n) is an eigenfunction corresponding to the
eigenvalue λ˜n.
Let {l(n)} and {r(n)} be subsets of the set A such that
l(n) = n
σ1
(1+ ϵ1,n), 0 < σ1 ≤ 1, ϵ1,n → 0, (3.2)
r(n) = n
σ2
(1+ ϵ2,n), 0 < σ2 ≤ 1, ϵ2,n → 0. (3.3)
Define the following boundary conditions by
y′(π, λ)+ (H01λ+ H00 )y(π, λ) = 0, (H01 ,H00 ) ≠ (H1,H0), (3.4)
and
y′(π, λ)+ (H˜01λ+ H˜00 )y(π, λ) = 0, (H˜01 , H˜00 ) ≠ (H˜1, H˜0). (3.5)
Let µn be the eigenvalue of the boundary-value problem (1.1), (1.2) and (3.4) and µ˜n be the eigenvalue of the boundary-
value problem (1.1′), (1.2′) and (3.5).
When b ∈ π2 , π, we establish the following uniqueness theorem of the boundary-value problem (1.1)–(1.3) from parts
of two spectra and some information on eigenfunctions at the point b ∈ π2 , π. When b ∈ 0, π2 , symmetrically, we obtain
a uniqueness theorem on the potentials (q(x), p(x)), which is therefore omitted here.
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Theorem 3.2. Let {l(n)} and {r(n)} be subsets of the set A satisfying (3.2) and (3.3), respectively, and b ∈ π2 , π be such that
σ1 >
2b
π
− 1, σ2 > 2− 2bπ . If hj = h˜j(j = 0, 1) and for any n ∈ A,
λn = λ˜n, µl(n) = µ˜l(n) and
y′r(n)(b, λr(n))
yr(n)(b, λr(n))
= y˜
′
r(n)(b, λ˜r(n))
y˜r(n)(b, λ˜r(n))
, (3.6)
then
(q(x), p(x)) = (q˜(x), p˜(x)) a.e. on [0, π], and Hj = H˜j(j = 0, 1).
4. Proofs of main results
In this section, the proofs of the main results are given. First, we show that Theorem 3.1 holds.
Proof of Theorem 3.1. We prove Theorem 3.1 by two steps.
Step 1: Let y1(x, t) be the solution of Eq. (1.1) satisfying y1(π, t) = 1, y′1(π, t) = −(H1λ + H0) and y2(x, t) be the solution
of Eq. (1.1′) satisfying y2(π, t) = 1, y′2(π, t) = −(H˜1λ+ H˜0), respectively. By multiplying (1.1′) by y1 and (1.1) by y2, and
subtracting and integrating from π2 to π , we have π
π
2
(Q (x)+ 2λP(x))y1(x, λ)y2(x, λ)dx = [y1(x, λ)y2′(x, λ)− y2(x, λ)y1′(x, λ)]ππ
2
= (Hˆ1λ+ Hˆ0)− F
π
2
, λ

, (4.1)
where Q (x) = q˜(x)− q(x), P(x) = p˜(x)− p(x), Hˆj = Hj − H˜j(j = 0, 1) and
F(x, λ) = y1(x, λ)y′2(x, λ)− y′1(x, λ)y2(x, λ). (4.2)
Therefore
F
π
2
, λ

= (Hˆ1λ+ Hˆ0)−
 π
π
2
(Q (x)+ 2λP(x))y1(x, λ)y2(x, λ)dx. (4.3)
From λn = λ˜n(∀λn ∈ A) and (2.5), we have
σ = σ˜ , (4.4)
where σ˜ corresponding to the boundary-value problem (1.1′)–(1.3′).
In virtue of (2.1), (2.2), (4.2) and (4.4), we get
F
π
2
, λ

= λ

1+ H21

1+ H˜21 sin

P1
π
2

− P˜1
π
2

+ O(e|Imλ|π ). (4.5)
Denote
K(λ) = F

π
2 , λ

∆(λ)
. (4.6)
From the assumption of Theorem 3.1, we see that F

π
2 , λn
 = 0,∀λn ∈ A. Therefore K(λ) is an entire function in λ. By
virtue of (4.5) and (2.8) together with (4.6), we have
|K(λ)| ≤ Ce−|Imλ|π + 1|λ| , ∀λ ∈ G
n,ω
δ . (4.7)
By the maximummodulus principle and Liouville’s theorem, we obtain
F
π
2
, λ

= 0, ∀λ ∈ C. (4.8)
Step 2: Consider the following supplementary problem
L1y˜ = −y˜′′ + [q1(x)+ 2λp1(x)]y˜ = λ2y˜,
q1(x) = q(π − x), p1(x) = p(π − x), x ∈ [0, π], (4.9)
with the boundary conditions
y˜′(0, λ)− (H1λ+ H0)y˜(0, λ) = 0, (4.10)
y˜′(π, λ)+ (h1λ+ h0)y˜(π, λ) = 0, (4.11)
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and
L˜1y˜ = −y˜′′ + [q˜1(x)+ 2λp˜1(x)]y˜ = λ2y˜,
q˜1(x) = q˜(π − x), p˜1(x) = p˜(π − x), x ∈ [0, π], (4.12)
with the boundary conditions
y˜′(0, λ)− (H˜1λ+ H˜0)y˜(0, λ) = 0, (4.13)
y˜′(π, λ)+ (h˜1λ+ h˜0)y˜(π, λ) = 0, (4.14)
where y˜(x, λ) = y(π − x, λ).
Similar to Step 1, we have π
π
2
(Q1(x)+ 2λP1(x))y˜1(x, λ)y˜2(x, λ)dx = [y˜1(π, λ)y˜′2(π, λ)− y˜2(π, λ)y˜′1(π, λ)]ππ2
= F˜(π, λ)− F˜
π
2
, λ

, (4.15)
where Q1(x) = q˜1(x)− q1(x), P1(x) = p˜1(x)− p1(x), F˜(x, λ) = y˜1(x, λ)y˜′2(x, λ)− y˜′1(x, λ)y˜2(x, λ), y˜1 is the solution of the
boundary-value problem (4.9)–(4.11) and y˜2 is the solution of the the boundary-value problem (4.12)–(4.14). In virtue of
(4.8) and y˜k(x, λ) = yk(π − x, λ)(k = 1, 2), this yields
F˜
π
2
, λ

= −F
π
2
, λ

= 0, ∀λ ∈ C. (4.16)
Note that F˜(π, λn) = −F(0, λn) = 0, from (4.15) and repeating Step 1 for the supplementary problem, we obtain
F(0, λ) = −F˜(π, λ) = 0, ∀λ ∈ C. (4.17)
By virtue of (4.17), this yields
M(λ) = M˜(λ), ∀λ ∈ C. (4.18)
From Lemma 2.1, together with (4.18), we have
(q(x), p(x)) = (q˜(x), p˜(x)) a.e. on [0, π] and Hj = H˜j(j = 0, 1). (4.19)
By now this completes the proof of Theorem 3.1. 
Next, we present the proof of Theorem 3.2.
Proof of Theorem 3.2. By multiplying (1.1) by y1 and (1.1′) by y2, and subtracting and integrating from b to π , we obtain
Gb(λ) := (Hˆ1λ+ Hˆ0)−
 π
b
(Q + 2λP)y1y2dx
= (Hˆ1λ+ Hˆ0)− [y1(b, λ)y′2(b, λ)− y2(b, λ)y′1(b, λ)]πb
= y1(b, λ)y′2(b, λ)− y2(b, λ)y′1(b, λ), (4.20)
where Q (x) = q˜(x)− q(x), P(x) = p˜(x)− p(x) and Hˆj = Hj − H˜j(j = 0, 1).
From the assumption
λm(n) = λ˜m(n) and
y′m(n)(b, λm(n))
ym(n)(b, λm(n))
= y˜
′
m(n)(b, λ˜m(n))
y˜m(n)(b, λ˜m(n))
,
we get
Gb(λm(n)) = 0, n ∈ A. (4.21)
Next, we will prove Gb(λ) = 0, ∀λ ∈ C.
Clearly, the entire function Gb(λ) is a function of exponential type≤ 2(π − b) and for sufficiently large r , we have
|Gb(λ)| ≤ Mr2e2(π−b)r| sin θ |, (4.22)
whereM is a positive constant, λ = reiθ . Define the indicator of function Gb(λ) by
h(θ) = lim sup
λ→+∞
ln |Gb(reiθ )|
r
. (4.23)
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Since |Imλ| = r| sin θ |, θ = arg λ, from (4.22) and (4.23), we get
h(θ) ≤ 2(π − b)| sin θ |. (4.24)
Let n(r) be the number of zeros of Gb(λ) in the disk |λ| ≤ r . From the assumption of Theorem 3.2 and the asymptotic form
(2.5) of the eigenvalues λn, we obtain
n(r) ≥ 2

 nσ2 [1+ ωn +O(1/n2)]<r
1 ≥ 2σ2r[1+ o(1)], r →∞, (4.25)
where [x] is the integer part of x.
For the case σ2 > 2− 2bπ ,
lim inf
n→∞
n(r)
r
≥ 2σ2 > 4(π − b)
π
≥ 1
2π
 2π
0
h(θ)dθ. (4.26)
According to Theorem 3 [22, Theorem 3, p. 273], for any entire function Gb(λ) of exponential type, not identically zero, we
have
lim inf
n→∞
n(r)
r
≤ 1
2π
 2π
0
h(θ)dθ. (4.27)
The inequalities (4.26) and (4.27) imply that
Gb(λ) = 0, ∀λ ∈ C. (4.28)
Hence
F(b, λ) = y1(b, λ)y′2(b, λ)− y2(b, λ)y′1(b, λ)] = 0, ∀λ ∈ C. (4.29)
By multiplying (1.1′) by y1 and (1.1) by y2, respectively, subtracting and integrating from 0 to b, together with (4.29), we
obtain
G(λ) :=
 b
0
(Q (x)+ 2λP(x))y1(x, λ)y2(x, λ)dx
= [y1(x, λ)y2′(x, λ)− y2(x, λ)y′1(x, λ)] |b0
= −F(0, λ). (4.30)
From the assumption of Theorem 3.2 and (4.30), we obtain
G(λn) = 0, n ∈ A
and
G(µl(n)) = 0, n ∈ A,
where λn and µl(n) satisfy (2.5).
Let us count the number of λn andµl(n) located inside the disc of radius r . It is easy to see that there are 1+ 2r[1+ o(1)]
of λn and 1+ 2rσ1[1+ o(1)] of µl(n) located inside the disc of radius r (sufficiently large r), respectively. Therefore
n(r) = 2+ 2r[1+ σ1 + o(1)].
Hence
lim
n→∞
n(r)
r
= 2(σ1 + 1).
Considering the condition σ1 > 2bπ − 1, we have
lim
n→∞
n(r)
r
>
1
2π
 2π
0
h(θ)dθ. (4.31)
According to [22], for any entire function G(λ) of exponential type, not identically zero, we see that the following inequality
(4.32) holds.
lim inf
n→∞
n(r)
r
≤ 1
2π
 2π
0
h(θ)dθ. (4.32)
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From the inequalities (4.31) and (4.32), we get
G(λ) = −F(0, λ) = 0, ∀λ ∈ C. (4.33)
By virtue of (4.33), this yields
M(λ) = M˜(λ), ∀λ ∈ C. (4.34)
In virtue of Lemma 2.1, this yields
(q(x), p(x)) = (q˜(x), p˜(x)) a.e. on [0, π], and Hj = H˜j(j = 0, 1). (4.35)
The proof of Theorem 3.2 is now completed. 
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