Recent developments in speech recognition make it feasible to apply the technology to study vocal behavior. The present study illustrates the use of this technology to establish functional stimulus classes. Eight students were taught to say nonsense words in the presence of arbitrarily assigned sets of symbols consistent with three three-member experimenter-defined stimulus classes. Computercontrolled speech-recognition software was used to record, analyze, and differentially reinforce vocal responses. When the stimulus classes were established, students were taught to say a new nonsense word in the presence of one member of each stimulus class. Transfer of function was tested subsequently to determine if the novel stimulus names transferred to the remaining stimulus class members. Most subjects required two iterations of the training and testing procedures before transfer occurred. The data illustrate the usefulness of recording vocal behavior during stimulus control procedures and demonstrate the use of speech-recognition technology. The paper also describes the current state of speech-recognition technology and suggests several other areas of research that might benefit from using vocal behavior as its primary datum.
The experimental analysis of human behavior continues to evolve with advancements in research methods and instrumentation. Technological advances, particularly those involving computer hardware and software, have led to improvements in experimental design and data-recording procedures. Speech recognition is one technology that offers the experimental analysis of behavior further sophistication and new avenues for research.
Speech recognition is not a new technology. Considerable interest already has been directed toward its practical uses, especially in the workplace (see Milheim, 1993, for a review) . Because this interest has been driven in large part by the promise of improved efficiency in human-computer interactions, much of the interest has come from a human factors or engineering perspective (e.g., Tucker & Jones, 1991) . There has been limited application of speech recognition to the study of basic psychological processes or for developing basic theories of learning.
Some basic behavior-analytic research during the 1960s and 1970s, however, was direct-ed toward the analysis of vocal operants (see review by Eshleman, 1991) . These early studies most often were directed at schedule control of vocalizations with various species, including humans (Cross & Lane, 1962; Flanagan, Goldiamond, & Azrin, 1958; H. Lane, 1960 H. Lane, , 1964 H. Lane & Shinkman, 1963; Miller, 1968; Routh, 1969; Shearn, Sprague, & Rosenzweig, 1961) , dogs (Salzinger, Waller, & Jackson, 1962) , monkeys (Leander, Milan, Jasper, & Heaton, 1972) , cats (Molliver, 1963) , and mynah birds (Hake & Mabry, 1979) . Typically, these studies relied on the development and use of voice-activated relays to record occurrences of vocal utterances above preset thresholds of amplitude. These devices were fairly accurate in the detection of vocal utterances and could be easily programmed to deliver consequences contingent upon the occurrence, rate, or, at best, the pitch of vocal responding. The early speech-recognition systems, however, were not without weaknesses. These systems were plagued with recognition errors and required expensive computers. Most limiting perhaps was the inability of voice-activated relays to record the content of vocalizations and differentially reinforce various specified topographies (Baron & Journey, 1989) . Baron and Journey (1989) devised a computer-controlled speech-recognition system that automatically detected vocal responses (up, down, left, and right) to study the relation between these vocal responses and corresponding joystick responses. Their results indicated that speech recognition could be used reliably to study vocal operants, allowing precise comparisons to a manual response. As remarkable as this system was for the technology available at the time, it was limited to a few forms of responding and required a combination of computer-controlled speech recognition and voice-activated relays to record the responses and provide differential consequences.
More recently, Manabe, Kawashima, and Staddon (1995) used an elaborate signal-processing apparatus that allowed accurate discrimination of high-and low-frequency vocalizations by budgerigars, and even made possible the differential reinforcement of vocalizations. Although this method was successful for its intended purpose, the complexity of the apparatus and its inability to detect fine differences in the frequencies of vocalizations hinder its broader application.
Recent advances in audio-signal processing and analysis have led to the development of increasingly sophisticated and accurate speech-recognition systems. Today, the limits of speech recognition are related mainly to the speed with which a computer system can respond to an utterance. Along with more efficient speech-recognition algorithms, the fast processors of modern computers have increased recognition accuracy and speed, extended vocabulary size, and minimized training requirements. Given these recent developments in speech-recognition technology and increased affordability of high-speed computers, the application of speech-recognition technology to a broad range of human behavioral research is now feasible.
The purpose of the current study was technological: to illustrate the potential of speechrecognition technology for addressing issues that concern behavioral researchers. We describe how speech-recognition technology can be applied to study a kind of stimulus class formation, functional equivalence, that might be important for understanding aspects of verbal behavior. We also suggest several other areas of research that might benefit from using vocal behavior as its primary datum. We also describe the current state of speech-recognition software and offer some practical suggestions for behavior analysts who are interested in exploring this evolving technology.
METHOD

Participants
Eight undergraduate college students (7 females and 1 male, ages 18 to 29 years) participated. They were recruited through advertisements placed on recruitment bulletin boards located in the Department of Psychology at West Virginia University. Students had no prior experience with similar experimental protocols. All were required to sign an informed consent agreement that described the general procedures. Students were paid 1¢ for each correct response in a block of trials in which an accuracy criterion (approximately 90%) was met. If the accuracy criterion was not met, no earnings were available for that block. In addition, students received a $1 bonus per session for attending all scheduled sessions. Sessions were conducted 3 to 5 days per week and lasted approximately 50 min.
Apparatus and Stimuli
Daily sessions were conducted in a room (2.2 m by 1.8 m) equipped with a table, a chair, and the experimental apparatus. The apparatus consisted of a microcomputer equipped with an 33 MHz 486 processor, 16 MB RAM, an IBM M-ACPA sound card, a VGA color monitor, headphones, a VXI headset microphone, and a keyboard. Experimental events and data collection were controlled by C programming. Throughout experimental sessions, each student wore a headset microphone and headphones for auditory feedback and to help mask extraneous noises.
The speech-recognition software used was Dragon System's Dragon VoiceTools Version 1.01. This software can be programmed to accompany any C or Cϩϩ computer program such that function calls can be made to a memory-recognition speech driver to process speech input. (Programming routines are available from the first author.) When a speaker emits a vocal utterance 25 dB above ambient noise levels, an analog signal from the microphone is converted to digital format in the audio board, and a digital representation of the vocal utterance is sent to the memory-resident speech driver. The digitized pattern then is compared with word patterns stored in memory from a specified vocabulary of utterances sampled from the speaker. The digitized patterns are sent to the speech driver during an utterance so that processing and recognition can occur simultaneously, without waiting for the end of an utterance. The speech driver requires a minimum of 100 ms between utterances. This procedure allows speech input to be handled similarly to keyboard input without appreciably slowing the main computer program. In addition, the speech-recognition driver allows measurement of vocal utterance duration (in milliseconds) and amplitude (in decibels), as well as providing a confidence level that represents the degree to which a spoken word matches the digitized pattern of that word.
Stimuli consisted of white symbols measuring approximately 2 cm by 2 cm on a computer screen (19 cm by 24 cm). Figure 1 shows the two sets of stimuli. On each trial, one stimulus appeared in a blue box (3 cm by 3 cm) at the center of the screen. Each stimulus was assigned a number and a letter for descriptive purposes only. Numbers corresponded with the experimenter-defined stimulus classes, and the letters A, B, and C designated stimulus class members. For example, A1, B1, and C1 were designated as the same functional class. Vocal responses used for naming trials also were assigned numbers that designated corresponding classes of stimuli. For example, Response 1 (GOX) was used to establish the functional stimulus class A1B1C1. Students S101, S103, S105, and S108 were trained with Stimulus Set 1 (top panel of Figure 1 ), whereas Students S102, S104, S106, and S107 were trained with Stimulus Set 2 (middle panel).
Procedure
Speech-recognition training. Training occurred in two stages. First, a sampling of each nonsense word was recorded and saved as a digitized pattern of the utterance. Students were prompted to say out loud each of the three nonsense words (e.g., GOX, TIF, and JAS) five times in succession. The recorded utterances were digitized and the speech pat-tern adapted and normalized to an individualized ''speech model'' for that word. At this point in the training, recognition of the nonsense words was fairly accurate; however, a second training phase was conducted to ensure even greater accuracy. In this second training phase, students were prompted to say each nonsense word in random order, one at a time. Each utterance was recorded, digitized, and then compared to the speech models created previously. This comparison yielded software-generated ''confidence'' values (1 to 100) that indicate the degree to which each utterance matched one or more of the speech models for that student. Utterances meeting a minimum confidence criterion of 40 (a value recommended by Dragon System's software developers in the software manual) were adapted to existing speech models. Utterances for which the recognition confidence was below criterion were rejected. Training continued until confidence values met or exceeded a value of 90 five times for each nonsense word, regardless of whether this value was met consecutively. The second training phase ensured an adequate sampling of each nonsense word and, as a result, a very high degree of speech-recognition accuracy. Completion of both phases of training lasted approximately 5 min. Our informal evaluations of recognition accuracy yielded no errors across the range of utterances differing in pitch, amplitude, and duration. Periodic checks of speech-recognition accuracy revealed that high accuracy was maintained even after several weeks.
Naming procedure. Blocks of naming trials began with the following instructions displayed on the computer screen:
During the next set of activities, your job will be to correctly name the symbols. Each trial will begin with the presentation of a symbol positioned inside a blue box at the center of the screen. If you know the correct name, say it out loud. If you don't know the correct name, wait and the correct name will appear on the screen-say it then. You can only earn money, however, if you make a correct response before it is displayed on the screen. Press ''S'' when you are ready to start.
Each naming trial began with the presentation of a sample stimulus. If no vocal response occurred within 20 s, students were prompted to make the correct response with the following message: ''Please say the correct name.'' A correct response produced the word ''Correct'' at the bottom of the screen for 1 s along with a 50-ms 2000-MHz tone. An incorrect response produced the word ''Incorrect'' at the bottom of the screen for 1 s and a 50-ms 500-MHz tone. Responses that were not among the set of experimenter-defined responses were not considered either correct or incorrect. Instead, those responses were considered analogous to ''off-key'' presses that are possible during common conditional discrimination tasks. Following such responses, students were prompted to make another response with the following message displayed on the screen: ''Not recognizedtry again.'' A response was designated as off key when recognition confidence did not meet a minimum criterion of 40. In the present study, off-key responses rarely occurred.
After a recognized response occurred, the screen was cleared except for an empty blue stimulus box, and a variable 0-s to 2-s intertrial interval (ITI) was initiated. If a vocal response occurred during the ITI, a 5-s delay to the presentation of the next sample stimulus resulted. Other responses during naming trials, including pressing the keys, had no programmed consequences. Stimuli were presented in a quasirandom sequence, with the restriction that no stimulus appeared on more than three consecutive trials. Students' earnings and percentage correct were displayed on the screen following the completion of each trial block, except on test trials when performance feedback was precluded.
Baseline training. A graded delayed-prompt procedure was used to minimize the frequency of errors during initial training of new name relations. The delay between the presentation of a sample stimulus and the display of a written prompt for the correct (class-consistent) response (e.g., ''say JAS'') was increased gradually from 2 s to 5 s and then was eliminated. Initial trial blocks began with a 2-s delay between the onset of a stimulus and the presentation of the response prompt positioned approximately 2 cm below the stimulus. When performance reached an accuracy criterion (22 of 24 trials correct for three consecutive trial blocks), the delay between the presentation of a stimulus and the correct response was increased to 5 s until performance again reached criterion. There- Baseline training
after, performance was assessed in the absence of response prompts. Using the graded delayed-prompt procedure, original baseline name relations were taught in four stages (see baseline training in Table 1 ). Initial trial blocks consisted of the three A-R trial types (A1-1, A2-2, and A3-3), each presented eight times per block. Upon reaching the accuracy criterion of 22 of 24 trials correct for three consecutive trial blocks, the training of B-R trial types (B1-1, B2-2, and B3-3) and then C-R trial types (C1-1, C2-2, and C3-3) proceeded in the same manner. In the fourth stage of training, a mix of A-R, B-R, and C-R trial types was presented four times in each block, and until the standard accuracy criterion was met. Students then were required to demonstrate accurate performance (i.e., 22 of 24 trials correct) for at least one trial block at each of four levels of reduced feedback (e.g., 75%, 50%, 25%, and 0% of trials).
Tests for functional equivalence. Interchangeability of stimulus functions was used to demonstrate the establishment of functional equivalence among the class members (Goldiamond, 1962 (Goldiamond, , 1966 . This was accomplished by training a new response to one member of each class and then testing the remaining class members for a corresponding change in responding (i.e., transfer of function).
Following the establishment of original baseline name relations in baseline training, the new Responses 4, 5, and 6 (YIZ, VAM, and KEL) were introduced to the students' vocabulary. Students' speech models were adapted with new responses by repeating the speechrecognition training procedure with the inclusion of Responses 4, 5, and 6. Following speech-recognition training, speech models now consisted of Responses 1 through 6, and any of these responses were acceptable on subsequent naming trials.
Following speech-recognition training, the new Responses 4, 5, and 6 were reinforced in the presence of Stimuli A1, A2, and A3, respectively, using the graded delayed-prompt procedure. Trial types (e.g., A1-4, A2-5, and A3-6) were presented eight times each for a total of 24 trials per block. Upon reaching the accuracy criterion of 22 of 24 trials correct for each of four levels of reduced feedback (e.g., 75%, 50%, 25%, and 0% of trials), test trials consisting of the A stimuli and each of six B and C stimuli (e.g., B1, B2, B3, C1, C2, and C3) were presented to test for transfer of function. Each stimulus was presented four times per block for a total of 36 trials. Test blocks were conducted in the absence of performance feedback. Table 2 Number of trial blocks in each phase of baseline training and tests of functional equivalence. Phase Students S101 S102 S103 S104 S105 S106 S107 S108
Baseline training A-R B-R C-R A-R, B-R, C-R mix 11 10 10 7 9 9 9 7 10 9 10 7 10 9 10 7 10 10 10 7 10 10 9 7 9 10 10 7 13 10 10 8
Tests If transfer of function was not demonstrated, responses that were consistent with transfer were reinforced until accuracy met or exceeded 90% accuracy for one trial block. This procedure was planned because we did not expect the stimuli to become part of a functional class after one iteration of the functionchange procedure. In other research, either repeated reversals have been necessary (e.g., Sidman, Wynne, Maguire, & Barnes, 1989; Vaughan, 1988) or subjects have had an experimental history of matching to sample or other class formation procedures (Layng & Chase, in press ). The function-change procedure then was repeated with three new Responses 7, 8, and 9 (DAK, KOH, and MIV) that were reinforced in the presence of A stimuli in the same manner described above. When performance met the accuracy criterion, test blocks that consisted of all A, B, and C stimuli were presented again to test for transfer of function. Table 2 shows the number of trial blocks required to reach criterion in each phase. Naming performances met the accuracy criterion after 9 to 13 trial blocks with each trial type and seven to eight mixed blocks. In general, the training procedure and stringent criteria resulted in extensive practice and few errors with each stimulus. When naming of A1, A2, and A3 was altered in the first function-change phase from Responses 1, 2, and 3 to 4, 5, and 6, respectively, performances met criterion after 14 to 15 trial blocks. As the subsequent tests for a transfer of function revealed, 7 of 8 students required a second iteration of the function-change procedure for transfer of function to B and C stimuli to occur. In other words, even though these students successfully altered their naming of A stimuli using Responses 4, 5, and 6 (YIZ, VAM, and KEL), they continued to name B and C stimuli with the original Responses 1, 2, and 3 (GOX, TIF, and JAS). These students required an additional function-change phase followed by a second series of transfer tests. The new Responses 7, 8, and 9 were trained to A1, A2, and A3, respectively, and then transfer of the new responses to B and C stimuli was tested again. During this second transfer test, transfer of function was demonstrated in 5 of 7 students. Figure 2 shows the proportion of responses for Student S103 given each sample stimulus. These data were chosen for illustration to compare unsuccessful and successful transfer of function performances. Differentiation of responding occurred rapidly and with minimal errors during A-R, B-R, and C-R phases of training. The classes of stimuli A1B1C1, A2B2C2, and A3B3C3 soon came to control Responses 1, 2, and 3 (GOX, TIF, and JAS), respectively. Differentiation was evident even in the first trial block after new trial types were introduced and was maintained throughout the mixed trial blocks. The delayed-prompt training procedure likely contributed to the rapid acquisition, which was apparent with other students as well. The function changes involving the A stimuli also occurred rapidly. After some initial disruption in the naming performances, Stimuli A1, A2, and A3 soon came to control the new Responses 4, 5, and 6 (YIZ, VAM, and KEL), respectively. When transfer of Responses 4, 5, and 6 was tested with B and C stimuli, shown under the T1 phase in Figure 2 , transfer did not occur. This student, like most students, continued to name B and C stimuli with the original Responses 1, 2, and 3 (GOX, TIF, and JAS). When reinforcement was dependent on these responses in the presence of B and C stimuli, this student's responses changed (see the S R phase in Figure 2 ). When the functions of Stimuli A1, A2, and A3 were changed again, the student responded consistently with new Responses 7, 8, and 9 (DAK, KOH, and MIV) (see the second FCH phase in Figure 2 ). The final test for a transfer of function, T2, shows that the B and C stimuli also came to control the new Responses 7, 8, and 9, suggesting that distinct functional equivalence classes were established.
RESULTS
Other response parameters, such as sample-response speeds (inverse latency in seconds), response duration, and software-generated confidence values, also were recorded. Amplitude of response types in decibels was recorded but is not presented here, because this measure was found to be invariant across all response types and phases of the study. Figure 3 shows the median sample-response speeds recorded for the same student (S103) across training and test phases. In general, sample-response speeds increased with increased exposure to training trials, both during initial baseline training and during function-change phases. Speeds also were somewhat slower during the transfer tests than during the previous training blocks.
Although the speech-recognition software used in the present study was intended for recognition of discrete utterances (i.e., only a single utterance or word was recognized at a time), speeds higher than one per second were recorded for many utterances. This suggests that speech recognition was not only accurate but also fast. In fact, pilot data from our laboratory have shown that recognition rates of 60 utterances per minute are possible when no delays (e.g., ITIs) are programmed between successive response opportunities.
The speed of speech-recognition systems opens new avenues of research that requires rapid vocal responding, especially with newer speech-recognition systems (e.g., Dragon NaturallySpeaking Developer Suite), which are now capable of detecting and keeping pace with continuous speech. Figure 4 shows utterance duration for each response type across phases for Student S103. Most apparent was that duration corresponded roughly to the topography of the utterance. In other words, some utterances took longer to say than others. For example, Response 6 (KEL) took approximately 175 ms to emit, compared to about 250 ms for Response 5 (VAM) and 400 ms to 500 ms for other responses such as 1, 3, and 4 (GOX, JAS, and YIZ). No systematic differences were found in utterance durations across training and test phases. Despite using one-syllable consonant-vowel-consonant nonsense words in the present study, results showed that utterance duration depended heavily on the phonetic structure of the words. Therefore, if duration of responding is to be taken as a critical measure of responding, it is important to take into account variations in the time it takes to produce an utterance, and to choose words that require similar production times. Figure 5 shows the software-generated confidence values for each response type across phases of the study for Student S103. It is important to note that accuracy of utterance recognition remained high throughout the experiment. Variations in confidence values merely represented the degree of variation between the speech pattern of a recorded utterance and the model. Variations in response parameters including duration, amplitude, and even specific frequencies may alter confidence values. Other factors may also contribute, such as the number of words in the software's active vocabulary from which a recorded utterance must be discriminated. Confidence values may decrease if utterances have to be compared to many speech models in the active vocabulary. Furthermore, the speech model for each word was adapted continually with each utterance to represent slight variations in the way a word is spoken.
Confidence values for Responses 1, 2, and 3 (GOX, TIF, and JAS) decreased somewhat from initial training to the mixed training blocks. Confidence values for these same re- Fig. 3 . Median sample-response speed (1/latency) of each response type (1, 2, 3, etc.) in the presence of each stimulus for Student S103. Speeds are shown across successive trial blocks of each phase of baseline training (A-R, B-R, C-R, and MIX), function changes (FCH), and tests for equivalence (T1 and T2). All other details as in Figure 2 . sponses later increased during the first transfer test (T1). The increase and the relatively high confidence values for Responses 1 through 6 were most likely the result of repeating the speech-recognition training just prior to the first function-change phase. During speech-recognition retraining, the original Responses 1, 2, and 3 were retrained along with new Responses 4, 5, and 6, which were introduced and trained for the first time. Retraining, as programmed in the present experiment, recreated the speech models for the original Responses 1, 2, and 3 from scratch, thus removing accumulated variations in speech pattern that had been adapted to the models over time.
Systematic differences in confidence values also occurred across different words. For example, Figure 5 shows that confidence values for Responses 7, 8, and 9 (DAK, KOH, and MIV) were more variable than those for Responses 4, 5, and 6 (YIZ, VAM, and KEL). Like differences recorded in utterance duration, the phonetic characteristics of these words may have contributed to the software's level of confidence in discriminating utterances.
DISCUSSION
The present results illustrate the use of speech-recognition technology to study functional equivalence, and extend the demonstration of functional equivalence among stimuli to conditions in which shared vocal responses define the stimulus classes. The results showed that utterances were discriminated accurately, and subtle changes in stimulus functions were tracked during transition states. The use of speech-recognition technology not only makes possible an analysis of stimulus control relations involved in naming but also ensures accurate recording and analysis of all vocal responses.
Speech-recognition technology has advanced rapidly in recent years. Several speech-recognition software packages designed for use by novice computer users are now available. Currently, popular and inexpensive versions of speech-recognition software are being shipped along with popular word processing software (e.g., Corel WordPerfect).
Most of these software packages, however, Other emerging technologies may further advance the sophistication of speech-recognition technology and encourage its use in experimental research. The technology domain of ''interactive voice response'' is being developed by leading software manufacturers. For example, a software manufacturer's consortium that includes AT&T, IBM, Lucent, and Motorola has developed Voice eXtensible Markup Language (VoiceXML). VoiceXML is an XML-based markup language that can be used for distributed (i.e., networked) voice applications, much as HTML is a language for distributed visual applications. VoiceXML is designed for applications that feature synthesized speech, digitized audio, and recognition or recording of spoken input. A similar technology that sets standards for distributed voice applications is available from the Microsoft Corporation (i.e., the Speech Application Programming Interface; SAPI). These standards-based programs are likely to produce a reliable and ubiquitous speech-recognition technology that may eventually replace other types of computer interface elements (e.g., keyboards).
In conclusion, productive science is marked by the development of effective measurement. Speech-recognition technology has advanced sufficiently to provide measures of vocal responding that meet this criterion. Many examples of interesting verbal behavior discussed by Skinner (1957) and others might be facilitated through the use of speech-recognition technology. Some of these include the automated recording and transcribing of vocal responding that could facilitate the analysis of the role of naming in verbal behavior and in the formation of stimulus classes (e.g., Horne & Lowe, 1996) , problem solving (e.g., Ericsson & Simon, 1984; Hayes, 1986) , verbal self-reports (e.g., S. D. Lane & Critchfield, 1996) , and even nonhuman vocalizations (e.g., Manabe et al., 1995) . Speech recognition may be just the measure the field has been waiting for to further advance the science of verbal behavior.
