This paper presents a class of new numerical methods for nonlinear functional-integrodifferential equations, which are derived by an adaptation of Pouzet-Runge-Kutta methods originally introduced for standard Volterra integrodifferential equations. Based on the nonclassical Lipschitz condition, analytical and numerical stability is studied and some novel stability criteria are obtained. Numerical experiments further illustrate the theoretical results and the effectiveness of the methods. In the end, a comparison between the presented methods and the existed related methods is given.
Introduction
In the last ten years the numerical analysis and computational solution of various types of functional-integrodifferential equations FIDEs have received considerable attention. Many of these numerical schemes were derived by suitably adapting classical numerical methods for ordinary differential equations ODEs or integrodifferential equations IDEs to FIDEs, and there is a growing literature on their convergence and stability properties. Of these papers, Zhang The reader may wish to consult Baker's survey paper 9 and Brunner's monograph 10 for details on related earlier work and for additional references.
However, up to now, no numerical investigation appears to have been carried out for general nonlinear FIDEs of the form: in which the integral term on the left-hand side is no longer pure delay type: in contrast to the FIDEs 1.1 -1.3 , it contains information on the solution x on the interval t − τ, t . Hence, the numerical analysis and computational solution of 1.4 is rather more complex than is the case for 1.1 -1.3 .
In the present paper, with an adaptation of the underlying Pouzet-Runge-Kutta methods cf. Brunner and van der Houwen 11 , we obtain a class of new numerical methods for nonlinear FIDEs 1.4 and study analytical and numerical stability of the equations. The paper is organized as follows. In Section 2 we derive results on the asymptotic stability of analytical solutions, under the assumption of nonclassical Lipchitz conditions. Section 3 describes the adaptation of the Pouzet-Runge-Kutta method to the FIDE 1.4 . In Section 4 some lemmas are given which will play a key role in the analysis of the global and asymptotical stability properties of the Pouzet-Runge-Kutta solutions Section 5 . Here, we also state stability results for a number of concrete methods. Some numerical experiments are given in Section 6 to illustrate the theoretical results and the effectiveness of the methods. Finally, in Section 7, a comparison between the presented methods and the existed related methods is given.
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Stability Results for Exact Solutions
Let ·, · and · denote a given inner product and its induced norm on the d-dimensional complex space C d , respectively. The functions ϕ :
are assumed to be continuous and possess the properties
where −α, β, γ, η are nonnegative constants. We will refer to the class of FIDEs of the form 1.4 which satisfies 2.1 -2.2 as FIDEs of class FID α, β, γ, η . In order to study the stability of solutions to 1.4 , we need to consider the system with a different initial function ψ t ,
which also belongs to the class FID α, β, γ, η .
Definition 2.1. System 1.4 is called globally stable if there exists a constant C > 0 such that
Moreover, system 1.4 is called asymptotically stable if
In order to gain insight into the global and asymptotical stability of system 1.4 , we will use the generalized Halanay inequality as presented in Wang 12 , compare also to 13 . 
Then the following inequalities hold:
where
With this lemma, we will be able to obtain an analytical stability result for the system 1.4 . In order to do so, we introduce some notations:
2.10
Theorem 2.3. Assume that the system 1.4 belongs to the class FDI α, β, γ, η with
2.11
Then this system is globally and asymptotically stable.
Proof. It follows from 2.1 , 1.4 , and 2.3 that This, together with α < 0 and 2.13 , implies that
Hence, by combining 2.14 and 2.16 we are led to
On the other hand, we have
where we have used 2.13 . Therefore, under the condition 2.11 , an application of Lemma 2.2 to 2.17 -2.18 yields the conclusion.
As an application of Theorem 2.3, we present several examples as follows.
Example 2.4. Consider the d-dimensional system of linear functional-integrodifferential equation
d dt x t − t t−τ N t, ξ x ξ dξ L t x t M t x t − τ G t , t ≥ t 0 , x t ϕ t , t 0 − τ ≤ t ≤ t 0 ,
2.19
is a known continuous function such that 2.19 has a unique solution. It is easy to check that system 2.19 belongs to the class FID μ ι κ /2, κ, ι κ /2, if, provided there exist constants μ, ι, κ, such that, for all t ≥ t 0 and t, ξ ∈ D,
in which the matrix norm · and the logarithmic norm μ · are induced by the vector innerproduct norm. A direct application of Theorem 2.3 shows that the system 2.19 is globally and asymptotically stable whenever condition 2.20 and the following condition hold:
Example 2.5. Consider the system of partial functional-integrodifferential equations
where g v, t is a continuous function chosen such that this system has the exact solution u v, t sin v exp −vt . By discretizing the spatial variable v by a uniform mesh v i iΔv i 0, 1, . . . , l, Δv 2π/l , the system 2.22 can be transformed into a system of ordinary functional-integrodifferential equations,
2.23
2.24
When the standard inner product and its induced norm are used, one easily verifies that the system 2.23 belongs to the class FID −11/48, 1/24, 13/48, 1/4 . Moreover, in light of Theorem 2.3, we know that the system 2.23 is globally and asymptotically stable. 
The Pouzet-Runge-Kutta Discretization
In order to obtain a class of effective numerical schemes for FIDEs of the form 1.4 , we first recall some related concepts and results on the underlying Runge-Kutta methods for ordinary differential equations see, e.g., 14 . An s-stage Runge-Kutta method is described by the Butcher tableau
3.2
A Runge-Kutta method 3.1 is called algebraically stable if
where the notation "≥" means that a matrix is nonnegative definite. It is said to be strictly stable at infinity if R ∞ : lim z → ∞ R z exists and satisfies |R ∞ | < 1, where
and I s denotes the s × s identity matrix; it is said DJ-irreducible if there is no nonempty index set L ⊂ {1, 2, . . . , s} such that , respectively, with z t denoting the memory term z t :
3.8
The integral approximations z n and z 
3.10
Moreover, it is assumed that
3.11
Some Basic Lemmas
In the subsequent numerical analysis we will imply the following notations:
x n : x n − x n , z n : z n − z n , y n : x n − z n , y n : x n − z n , y n : y n − y n , 
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Moreover, when the method 3.7 -3.10 is applied to the problem 2.3 , we set z t : ,
As mentioned in Section 1, the following lemmas will play key roles in derivation of our main results. 
4.9
Also, the assumptions mh τ and 
Numerical Stability
This section will involve the analysis of the global and asymptotical stability properties of the Pouzet-Runge-Kutta method 3.7 -3.10 . The relevant numerical stability concepts are defined as follows.
Definition 5.1. The Pouzet-Runge-Kutta method 3.7 -3.10 is called globally stable for the problems of class FID α, β, γ, η if there exists a stability constant H > 0, which depends only on α, β, γ, η, τ and the method, such that
Moreover, the method 3.7 -3.10 is called asymptotically stable for the problems of class
We first establish a result on the global stability of Pouzet-Runge-Kutta methods. An analogous result on their asymptotical stability will be given in Theorem 5.7. 
5.5
Also, we have that 
5.9
Substituting this bound into 4.4 yields 
5.11
When the matrix A is invertible, it follows from the first equation of 5.14 that
Insertion of 5.15 into the second equation of 5.14 yields
When A is singular, we adopt a technique, proposed by Hairer and Wanner 14 . It consists in replacing A by the regular matrix A εI s everywhere, followed by considering the limit lim ε → 0 A εI s −1 , whose existence is assured by irreducibility and algebraic stability of the method see Lemma 3.2 in 14 . Thus, we set
Hence, it holds that which means that lim n → ∞ z n 0. This, together with 5.19 , implies that
Accordingly, the theorem is proven.
The proof of the above theorem reveals that the irreducibility of the method is used only for the case where the Runge-Kutta matrix A is singular. Hence, for Pouzet-Runge-Kutta methods whose underlying Runge-Kutta has an invertible the matrix A, the irreducibility condition in Theorem 5.7 can be dropped. This is made precise in the following theorem. This is just of the form 1.1 and implies, under the condition that g is continuously differentiable, that systems 1.4 can be solved by methods { 7.1 , 3.10 }. Thus, the numerical stability theory in 1 is applicable and hence a series of global and asymptotical stability results can be followed immediately. However, it is difficult to compare the theoretical results in this way with those in previous sections since both discretization schemes are different and there is no direct relationship between the condition 2.1 -2.2 and the condition imposed on 1.1 see 1 . Moreover, we have noted that a system 1.4 can be solved by scheme { 7.1 , 3.10 } only when g continuously differentiable, which shows that schemes 3.7 -3.10 have a wider applicable range than schemes { 7.1 , 3.10 } do.
In the following, we give a comparison between methods 3.7 -3.10 and methods { 7.1 , 3.10 } with some numerical experiments. It is evident that the system 2.23 can be changed into the form 1.1 . Hence this system also can be solved by methods { 7.1 , 3.10 }. Similarly, we take the space-time stepsizes in 6.2 and apply the two-stage methods { 7.1 , 3.10 } of type Gauss, Radau IA, Radau IIA, and Lobatto IIIC to the system 2.23 on 0, 4 √ 3 , respectively, then a series of high-precision numerical solutions can be worked out, whose errors are displayed in Table 2 a . It follows from Tables 1 b and 2 a -2 c that the numerical precisions and the computational times of the both methods based on the same type of underlying Runge-Kutta method are almost similar under the same stepsize. This implies that methods 3.7 -3.10 are comparable.
