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Abstract
Existence of infinitely many periodic solutions for the 1-dimensional p-Laplacian equation
d
dt
(∣∣∣∣dxdt
∣∣∣∣p−2 dxdt
)
+ g(x) = f (t, x)
is proved by means of the Poincaré–Birkhoff fixed point theorem, where g ∈ C(R,R) and is p-sublinear at
the origin in the sense
lim|x|→0
g(x)
|x|p−2x = +∞
and f ∈ C(R × R,R) is 1-periodic in the time t , and small with respect to g.
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The Poincaré–Birkhoff fixed point theorem is a powerful tool in the study of periodic solutions
for the planar ODE of second order. There are several modified versions of this theorem, see
[4–6,9]. Ding [4] gave the following one.
Theorem A. Let T :R2 → R2 be an area preserving homeomorphism. Suppose T is a twist map
in an annular A = {x ∈ R2 | r  |x| R} and 0 ∈ T (D), D = {x | |x| < r}. Then T has at least
two fixed points in A.
Using this theorem, Ding proved the existence of infinite many periodic solutions for the
Duffing equation
x¨ + g(x) = f (t), (1.1)
where g,f ∈ C(R,R),f is 1-periodic in t and g is superlinear at infinity:
lim
x→∞
g(x)
x
= +∞.
These solutions have large amplitude. Also one can consider other boundary problem of (1.1),
say with the Dirichlet condition. For a long time people conjecture that a similar result should
hold for the Laplacian equation{
u + g(u) = f (x), in Ω,
u = 0, on ∂Ω,
where Ω ⊂ Rn is a bounded smooth domain. But only partial results are known. For example, the
conjecture is true if g is even and superlinear at infinity and f ≡ 0 [1]. For f = 0, more restriction
on g is needed [2,10]. In the present paper we consider the 1-dimensional p-Laplacian equation
d
dt
(∣∣∣∣dxdt
∣∣∣∣
p−2
dx
dt
)
+ g(x) = f (t, x), (1.2)
with p > 1, and look for periodic solutions. This problem has been the topics of many papers,
for example, in [7,8], the function g was assumed asymmetric. We assume
(g)0 g ∈ C(R,R) is p-sublinear at the origin in the sense
lim
x→0
g(x)
|x|p−2x = +∞; (1.3)
(f ) f ∈ C(R × R,R) is 1-periodic in the time t . There are positive constants α < 1 and γ > 1
such that∣∣f (t, x)∣∣min{α∣∣g(x)∣∣, γG(x)p−1p }, (1.4)
where G(x) = ∫ x0 g(s) ds.
Since we are looking for periodic solutions with small amplitude, only the behavior of f and
g near the origin x = 0 is concerned. From (g)0, we can assume
g(x)x > 0, G(x) > 0, ∀x = 0. (1.5)
Here is our main result.
X. Ming et al. / J. Math. Anal. Appl. 325 (2007) 879–888 881Theorem 1.1. Under assumptions (g)0 and (f ), the 1-dimensional p-Laplacian equation has an
infinite sequence of solutions {xn} and ‖xn‖C1[0,1] → 0, as n → ∞.
As in [4], we can also consider periodic solutions with large amplitude.
Theorem 1.2. Suppose g is p-superlinear at infinity in the sense
(g)∞ lim|x|→∞
g(x)
|x|p−2x = +∞. (1.6)
Under assumptions (g)∞ and (f ), the 1-dimensional p-Laplacian equation has an infinite se-
quence of solutions {xn} and ‖xn‖C[0,1] → +∞.
To use the Poincaré–Birkhoff fixed point theorem, we transform the p-Laplacian equation
into a Hamiltonian system:⎧⎪⎨
⎪⎩
dx
dt
= −|y|q−2y,
dy
dt
= g(x) − f (t, x),
(∗)
where 1
p
+ 1
q
= 1. Unless p = 2, the right-hand side of this system is not Lipschitz continuous
either at y = 0 (for p > 2) or at x = 0 (for p < 2). To overcome this difficult, we replace g and
f by smooth functions gε, fε with similar properties as g,f and consider the modified system{
x˙ = −|y|q−2y,
y˙ = gε(x) − fε(t, x). (∗)ε
We show that for any R > 0 (small enough) we can find 0 < r < R independent of ε such that
the Poincaré map for system (∗)ε is a twist map, and the corresponding periodic solutions for
(∗)ε will converge to a periodic solution for system (∗) as ε → 0. Since R is arbitrary, we obtain
infinitely many periodic solutions.
Notice that for p > 2 (q < 2) even if gε, fε are smooth the term |y|q−2y is only Hölder
continuous, so a theorem of existence, uniqueness and continuous dependence on the initial data
for the initial value problem is needed.
The paper is organized as follows. In this introduction we present the main result. In Section 2
we construct the approximation functions. Then we consider the initial problem for our systems.
In Section 3, we show the existence of periodic solution for the modified system in a given
annular, hence prove the main result.
2. Preliminary
Let g and f be given functions satisfying (g)0 and (f ), we construct their smooth approxi-
mation functions. Since we are looking for solutions of small amplitude, we need only to define
gε, fε in a bounded domain, say [0,1] × [−1,1].
Lemma 2.1. Given M > 0, then there is a constant δ = δ(M) such that for any ε > 0 there are
functions gε and fε such that∣∣gε(x) − g(x)∣∣ ε, ∣∣fε(t, x) − f (t, x)∣∣ ε. (2.1)
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(gε) gε ∈ C1([−1,1] \ {0},R), gε has a form gε(x) = M|x|p−2x near x = 0, and
gε(x)
|x|p−2x M for |x| δ(M); (2.2)
(fε) fε(t, x) and ∂∂x fε(t, x) are continuous in [0,1] × [−1,1] and 1-periodic in t , fε(t, x) = 0
near x = 0 and t ∈ [0,1], and∣∣fε(t, x)∣∣min{α∣∣gε(x)∣∣,2γGε(x)p−1p }. (2.3)
Proof. Choose ρ > 0 such that |f (t, x)|  ε, for (t, x) ∈ [0,1] × [−2ρ,2ρ]. Suppose G(x) 
ν > 0 for |x| ρ. By (g)0, there is a constant δ = δ(M) > 0 such that
g(x)
|x|p−2x  2
p−1M, if 0 < |x| 2δ.
Choose μ > 0 such that μ ε, 2γμ
p
p−1 + μ ν pp−1 .
For x = 0, take an interval I0 = (−δ0, δ0) with δ0 < δ such that∣∣g(x) − M|x|p−2x∣∣ μ, ∀x ∈ I0,∣∣f (t, x)∣∣ μ, ∀x ∈ I0, t ∈ [0,1].
For x = 0 we take an interval Ix ⊂ [−1,1] such that∣∣g(y) − g(x)∣∣ μ, ∀y ∈ Ix,∣∣f (t, y) − f (t, x)∣∣ μ, ∀y ∈ Ix, t ∈ [0,1],
and Ix ⊂ ( 12x,2x) if x > 0, Ix ⊂ (2x, 12x) if x < 0. There is a finite covering of [−1,1], say
I0, Ii = Ixi , i = 1,2, . . . , n, and a corresponding resolution of unit β0, β1, . . . , βn such that
suppβi ⊂ Ii , i = 0,1, . . . , n. Define for (t, x) ∈ [0,1] × [−1,1]
gε(x) = β0(x)M|x|p−2x +
n∑
i=1
βi(x)g(xi), (2.4)
hε(t, x) =
n∑
i=1
βi(x)f (t, xi) (2.5)
and
fε(t, x) = η(x)hε(t, x), (2.6)
where η is a cut-off function such that η(x) = 0 if |x| ρ; η(x) = 1, if |x| 2ρ. We verify that
gε , fε satisfy all conditions. First for (t, x) ∈ [0,1] × [−1,1]
∣∣gε(x) − g(x)∣∣ β0(x)∣∣M|x|p−2x − g(x)∣∣+ n∑
i=1
βi(x)
∣∣g(xi) − g(x)∣∣ μ,
∣∣Gε(x) − G(x)∣∣ μx  μ,∣∣hε(t, x) − f (t, x)∣∣ β0(x)∣∣f (t, x)∣∣+ n∑βi(x)∣∣f (t, xi) − f (t, x)∣∣ μ,
i=1
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= ημ + (1 − η)ε  ε.
Next suppose 0 < |x| < δ and βi(x) = 0, i  1, then 12  xix  2 and |xi | 2|x| 2δ. Therefore
g(xi )
|xi |p−2xi  2
p−1M and
gε(x)
|x|p−2x = β0(x)M +
n∑
i=1
βi(x)
g(xi)
|xi |p−2xi
(
xi
x
)p−1
 β0(x)M +
n∑
i=1
βi(x)2p−1M
(
1
2
)p−1
= M.
Now we verity condition (fε).∣∣fε(t, x)∣∣ ∣∣hε(t, x)∣∣

n∑
i=1
βi(x)
∣∣f (t, xi)∣∣
 α
n∑
i=1
βi(x)
∣∣g(xi)∣∣
 α
∣∣∣∣∣β0(x)M|x|p−2x +
n∑
i=1
βi(x)g(xi)
∣∣∣∣∣
= α∣∣gε(x)∣∣.
We have used the fact that the term g(xi) appears in the sum
∑n
i=1 βi(x)|g(xi)|, only if g(xi)
has the same sign as x does. Finally, if |x| ρ, then∣∣fε(t, x)∣∣= 0 2γ (Gε(x)) p−1p .
For |x| ρ,∣∣fε(t, x)∣∣ ∣∣hε(t, x)∣∣ ∣∣f (t, x)∣∣+ μ
 γ
(
G(x)
) p
p−1 + μ
 2γ
(
G(x)
) p
p−1 − ν pp−1 + μ
 2γ
(
Gε(x)
) p
p−1 + 2γμ pp−1 + μ − ν pp−1
 2γ
(
Gε(x)
) p
p−1 .
Lemma 2.1 is proved. 
In the remainder of this section we consider the initial value problem for system (∗)ε .
Lemma 2.2. System (∗)ε is well defined. That is, for any (x0, y0) (small enough), the system has a
unique solution pair x(t) = x(t, x0, y0), y(t) = (t, x0, y0) with x(0) = x0, y(0) = y0. Moreover,
x, y continuously depend on t , x0, y0.
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tion, h(t, x) = M|x|p−2x near x = 0. So if x0 is near zero, the system reduces to⎧⎨
⎩
dx
dt
= −|y|q−2y, dy
dt
= M|x|p−1x,
x(0) = x0, y(0) = y0.
(2.7)
This Hamiltonian system corresponds to the standard 1-dimensional p-Laplacian equation⎧⎪⎪⎨
⎪⎪⎩
d
dx
(∣∣∣∣dxdt
∣∣∣∣
p−2
dx
dt
)
+ M|x|p−2x = 0,
x(0) = 0, dx
dt
(0) = y0,
(2.8)
and the uniqueness and solvability are well known. Now suppose x0 = 0, then the function h(t, x)
is Lipschitz continuous near x = x0. If y0 = 0 too, we can apply the general theory of ODE. If
y0 = 0, two cases are divided, that is, p > 2 and p  2, equivalently q < 2 and q  2. If q  2,
the function |y|q−2y is Lipschitz continuous, again we can apply the general theory. But if q < 2,
the function |y|q−2y is only Hölder continuous near y = 0. This calls for a special consideration.
We need to solve the system⎧⎨
⎩
dx
dt
= −|y|q−2y, dy
dt
= h(t, x),
x0 = a = 0, y0 = 0.
(2.9)
We transform (2.9) to an equivalent integral equation
x(t) = a −
t∫
0
ϕq
( τ∫
0
h
(
s, x(s)
)
ds
)
dτ, (2.10)
where ϕq(s) = |s|q−2s. Let b = h(0, x(0)) = h(0, a). By Lemma 2.1,
|b| = ∣∣h(0, a)∣∣ ∣∣gε(a)∣∣− ∣∣fε(0, a)∣∣ (1 − α)∣∣gε(a)∣∣> 0.
Near t = 0, ∫ t0 h(s, x(s)) ds ∼ bt . Now suppose that x1, x2 are two solutions of (2.10). Then by
the mean value theorem,
x2(t) − x1(t) = −
t∫
0
( τ∫
0
h
(
s, x1(s)
)
ds −
τ∫
0
h
(
s, x2(s)
)
ds
)
ϕ′q
(
ξ(τ )
)
dτ, (2.11)
where ξ(τ ) is a number between the two integrals
∫ τ
0 h(s, x1(s)) ds and
∫ τ
0 h(s, x2(s)) ds, and
hence ξ(τ ) ∼ bτ , in particular, |ξ(τ )|  12 |b|τ and |ϕ′q(ξ(τ ))|  cτq−2. Since h is Lipschitz
continuous, we have
∣∣x2(t) − x1(t)∣∣ c
t∫
0
( τ∫
0
∣∣h(s, x1(s))− h(s, x2(s))∣∣ds
)
τq−2 dτ
 c
t∫
0
( t∫
s
τ q−2 dτ
)∣∣x1(s) − x2(s)∣∣ds  c
t∫
0
∣∣x1(s) − x2(s)∣∣ds.
By the Growell inequality x2(t) ≡ x1(t). 
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or by some topological theorem. Continuous dependence on the initial data follows from the
uniqueness.
3. The twist map
We consider the system⎧⎨
⎩
dx
dt
= −|y|q−2y, dy
dt
= gε(x) − fε(t, x),
x(0) = x0, y(0) = y0.
(3.1)
Let r be the norm of a point p = (x, y) ∈ R2. We want to control their behavior.
Lemma 3.1. Let p(t) = (x(t), y(t)), t ∈ [0,1] be a solution for system (3.1), then there are a
constant R0 > 0 and functions d1, d2, ε : (0,R0] → R1+ such that if ε  ε(R) and r(0) = R < R0
then
d1(R) r(t) d2(R). (3.2)
Moreover, limR→0 d1(R) = limR→0 d2(R) = 0, where r(t) =
√
x2(t) + y2(t).
Proof. Define the Liapunov functions
Fε(p) = Fε(x, y) = 1
q
|y|q + Gε(x), (3.3)
F(p) = F(x, y) = 1
q
|y|q + G(x). (3.4)
We calculate the differential of Fε along the curve p(t) = (x(t), y(t)), t ∈ [0,1].
d
dt
Fε
(
p(t)
)= |y|q−2y dy
dt
+ gε(x)dx
dt
= −|y|q−2yfε(t, x),
∣∣∣∣ ddt Fε
(
p(t)
)∣∣∣∣ q − 1q |y|q + 1q
∣∣fε(t, x)∣∣q  q − 1
q
|y|q + 2r
q
Gε(x)
 βFε
(
p(t)
)
, (3.5)
where β = max{q − 1, 2r
q
}. We have
e−βFε
(
p(0)
)
 Fε
(
p(t)
)
 eβFε
(
p(0)
)
, ∀t ∈ [0,1]. (3.6)
Since |Fε(p) − F(p)| = |Gε(x) − G(x)| ε,
e−βF
(
p(0)
)− (1 + e−β)ε  F (p(t)) eβF (p(0))+ (1 + eβ)ε,
e−β inf|p|=RF(p) −
(
1 + e−β)ε  F (p(t)) eβ max|p|=RF(p) +
(
1 + eβ)ε. (3.7)
Take ε  ε(R) so that
1
e−β inf F(p) F
(
p(t)
)
 2eβ max F(p), ∀t ∈ [0,1]. (3.8)2 |p|=R |p|=R
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d1(R) r(t) d2(R).
Moreover, limR→0 d1(R) = limR→0 d2(R) = 0. 
From Lemma 3.1, we know that the solution of (3.1) can be extended to the interval [0,1]
provided |p0| = |(x0, y0)|R0. We can define the Poincaré map Tε:
(x0, y0) →
(
x(1, x0, y0), y(1, x0, y0)
)= (x1, y1), (3.9)
where (x(t, x0, y0), y(t, x0, y0)) is the solution of (∗)ε with initial data (x0, y0). Let r(t), θ(t) be
the norm and the polar angle of p(t) = (x(t), y(t)), r(t) =√x2(t) + y2(t),
cos θ(t) = x(t)
x2(t) + y2(t) , sin θ(t) =
y(t)
x2(t) + y2(t) . (3.10)
Set (r0, θ0) = (r(0), θ(0)), (r1, θ1) = (r(1), θ(1)), then in the polar coordinates the map Tε can
be expressed as
r1 = h(r0, θ0), θ1 = θ0 + l(r0, θ0), (3.11)
where h and l are continuous and 2π -periodic in θ0. To apply the Poincaré–Birkhoff fixed point
theorem, we need to estimate the difference θ1 − θ0.
Lemma 3.2. Given R > 0, there is a constant K(R) independent of ε such that if ε  ε(R), and
r0 = R, then θ1 − θ0 = l(R, θ0)K(R).
Proof. Along a solution curve (x(t), y(t)), the differential of the polar angle can be estimated as
follows:
dθ(t)
dt
= x
dy
dt
− y dx
dt
x2 + y2 =
x(gε(x) − fε(t, x)) + |y|q
x2 + y2
 |x|(|g(x)| + |f (t, x)| + 2ε(R)) + |y|
q
x2 + y2 . (3.12)
By Lemma 3.1, 0 < d1(R)
√
x2 + y2  d2(R), so dθ(t)dt K(R) for some constant K(R), and
θ1 − θ0 =
1∫
0
dθ
dt
dt K(R).
We choose an integer m = m(R) such that
θ1 − θ0 + 2mπ = l(R, θ0) + 2mπ < 0, ∀θ0 ∈ [0,2π].  (3.13)
Lemma 3.3. There is r < R such that
θ1 − θ0 + 2mπ = l(r, θ0) + 2mπ > 0, ∀θ0 ∈ [0,2π]. (3.14)
So the map Tε is a twist map in the annular A = {(x, y) | r 
√
x2 + y2 R}.
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defined in Lemma 2.1. In particular
gε(x)
|x|p−2x M, if |x| δ.
Choose r such that d2(r) < δ. If the initial data r0 =
√
x2 + y2 = r , then by Lemma 3.1 the
solution (x, y) = (x(t), y(t)) satisfies √x2(t) + y2(t) d2(r) < δ, hence gε(x)x M|x|p .
To estimate the difference θ1 − θ0, it is convenient to introduce another angle variable Θ by
cosΘ = M
1
2 |x| p2 −1x
M|x|p + |y|q , sinΘ =
|y| q2 −1y
M|x|p + |y|q . (3.15)
Notice that by (3.10) and (3.15) cosΘ and cos θ , respectively, sinΘ and sin θ , have the same
sign, hence the two angles Θ and θ always lie in the same quarter and Θ = 2kπ + i π2 , k ∈ Z,
i = 0,1,2,3, if and only if so is the polar angle θ . Hence if |θ −Θ| < π2 at the initial time t = 0,
this estimate will remain true along a continuous curve not passing through the origin.
We have
dΘ
dt
= M 12 |x|
p
2 −1x d
dt
(|y| q2 −1y) − |y| q2 −1y d
dt
(|x| p2 −1x)
M|x|p + |y|q
= 1
2
M
1
2
q|y| q2 −1|x| p2 −1x(gε(x) − fε(t, x)) + p|y| q2 +q−1|x| p2 −1
M|x|p + |y|q
 1
2
M
1
2
q|y| q2 −1|x| p2 −1(1 − α)M|x|p + p|y| q2 +q−1|x| p2 −1
M|x|p + |y|q
 cM 12 |y| q2 −1|x| p2 −1 = cM 1p |tanΘ|− p−2p . (3.16)
The time for Θ to get a 2π -increase can be estimated by
T = cM− 1p
2π∫
0
|tanΘ| p−2p dΘ = cpM−
1
p . (3.17)
Notice that the integral is finite, because of |p−2
p
| < 1. Therefore during a period [0,1] the in-
crease of Θ will be larger than 2π
cp
M
1
p
. Recall the inequality |θ − Θ| < π2 , we have
l(r, θ0) + 2mπ = θ1 − θ0 + 2mπ  2π
cp
M
1
p − π + 2mπ > 0, ∀θ0 ∈ [0,2π], (3.18)
provided M is large enough. 
Proof of Theorem 1.1. Let Tε be the map defined by (3.9), equivalently by (3.11). As the
Poincaré map of a Hamiltonian system (∗)ε , Tε is area-preserving [3]. Obviously, Tε(0,0) =
(0,0) ∈ D = {(x, y) | x2 + y2 < r2}. Lemmas 3.2, 3.3 say that Tε is a twist map on the annual
A = {(x, y) | r2  x2 + y2  R} for sufficiently small ε. Now it follows from Ding’s Theorem
in the introduction that Tε has at least two fixed points in A. Let (xε(t), yε(t)) be one of the
corresponding periodic solutions of (∗)ε . By Lemma 3.1, we have
d1(r)
√
x2ε (t) + y2ε (t) d2(R). (3.19)
888 X. Ming et al. / J. Math. Anal. Appl. 325 (2007) 879–888By the Arzela–Ascoli theorem, a sequence of {xεi (t), yεi (t)} converges to (x(t), y(t)) in C[0,1]
as εi → 0. (x(t), y(t)) is a periodic solution for our original system (∗) and satisfies
d1(r)
√
x2(t) + y2(t) d2(R). (3.20)
Since R is arbitrary, we obtain an infinite sequence of periodic solutions for systems (∗) with
smaller and smaller amplitudes. 
Theorem 1.2 can be proved in a similar way. Due to the superlinearity condition (g)∞,
for a given r > 0 we can find R > r such that the Poincaré map is a twist map in the an-
nular A = {(x, y) | r  √x2 + y2 < R}. Suppose the initial point (x0, y0) lies on the circle
Cr : {(x, y) | x2 + y2 = r2}. Roughly speaking, the solution curve rounds faster and faster as
r → ∞. We do not give the details of the proof, and leave it to the reader. One may refer Ding [4],
where this superlinear case was discussed for p = 2.
Acknowledgments
The third author thank Prof. Jiang Meiyue and Liu Bin for many useful discussion about the p-Laplacian equation.
The authors thank very much the referee for carefully reading of the manuscript and helpful suggestions.
References
[1] A. Ambrosetti, P. Rabinowitz, Dual variational methods in critical point theory, J. Funct. Anal. 14 (1973) 349–381.
[2] A. Bahri, H. Berestycki, A perturbation method in critical point theory and applications, Trans. Amer. Math.
Soc. 267 (1981) 1–32.
[3] E. Coddington, N. Levinson, Theory of Ordinary Differential Equations, McGraw–Hill, New York, 1995.
[4] W.Y. Ding, A generalization of the Poincaré–Birkhoff theorem, Proc. Amer. Math. Soc. 88 (1983) 341–346.
[5] J. Franks, Generalization of the Poincaré–Birkhoff theorem, Ann. of Math. 128 (1988) 139–151.
[6] H. Jacobowitz, Periodic solutions of x′′ + f (t, x) = 0 via the Poincaré–Birkhoff theorem, J. Differential Equa-
tions 20 (1976) 37–52.
[7] M.Y. Jiang, A Landersman–Lazer type theorem for periodic solutions of resonant asymmetric p-Laplacian equation,
Research report, vol. 101, School of Mathematics Science, Peking University, 2002.
[8] B. Liu, Multiplicity results for periodic solutions of a second order quasilinear ODE with asymmetric nonlinearities,
Nonlinear Anal. 33 (1998) 139–160.
[9] C. Rebelo, F. Zanolin, Twist conditions and periodic solutions of differential equations, Proc. Dynam. Systems
Appl. 2 (1996) 469–476.
[10] M. Struwe, Infinitely many critical points for functional which are not even and applications to nonlinear BVP,
Manuscripta Math. 32 (1982) 753–770.
