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ABSTRACT
A search for Higgs bosons in multijet data from the DØ detector is reported
in this thesis. The Higgs boson is the only remaining undiscovered particle in the
Standard Model of particle physics, and plays an integral role in this model. It
is known that this model is not a complete description of fundamental physics (it
does not describe gravity, for example), and so searches for physics beyond the
Standard Model are an important part of particle physics. One extension of the
Standard Model, the Minimal Supersymmetric Standard Model (MSSM), predicts
the existence of ﬁve Higgs bosons, two of which can show an enhanced coupling to
bottom quarks. For this reason, a search in the bbb (multijet) channel is a sensitive
test of Higgs boson physics.
The analysis described in this thesis was conducted over 6.6 fb−1 of data. At
the time of writing, the best limits on tanβ (a key parameter of the MSSM) in
the multijet channel were set by DØ [1]. The new analysis described in this thesis
included more data than the previous analysis in the channel, and made use of a
new trigger and event-based analysis method. An improved Multivariate Analysis
technique was used to separate signal and background events and produce a ﬁnal
discriminant for the limit setting process. These changes increased the expected
sensitivity of this measurement by roughly 50% more than would be expected from
the increase in the size of data sample alone.3
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Introduction
This thesis describes a search for neutral supersymmetric Higgs bosons in the mul-
tijet ﬁnal state at the DØ experiment. The thesis is organised as follows:
• Chapter 1: The role of the Higgs boson in the Standard Model is discussed
brieﬂy, as well as the status of Higgs boson searches. The Minimal Supersym-
metric Standard Model (MSSM) is introduced as an extension of the Standard
Model, and diﬀerences between the MSSM and SM Higgs sectors are described.
• Chapter 2: The Tevatron accelerator and DØ experiment are described in this
Chapter.
• Chapter 3: The search for neutral MSSM Higgs bosons in the φb(b) → b¯ bb(b)
channel, using 6.6 fb−1 of data from the DØ detector, is introduced in this
Chapter. The motivation for the search is given, and the data, background
and signal samples are described.
• Chapter 4: A discriminant variable was used to separate signal and back-
ground events in order to increase the sensitivity of the analysis. A Multi-
variate Analysis (MVA) method was used to provide this discriminant, and
this discriminant was used in the limit setting process. This Chapter gives an
overview of some MVA techniques that were tested for this analysis. The MVA
chosen to give the ﬁnal discriminant, choice of inputs and MVA outputs are
also given. In addition, a new event-based method was developed to replace
the pair-based method previously used in this analysis.
• Chapter 5: This Chapter describes the process by which conﬁdence limits were
set on the Higgs boson cross-section multiplied by branching ratio, including a
discussion of systematic uncertainties. Limits are also set on tanβ for diﬀerent
MSSM scenarios.Introduction 20
• Chapter 6: The ﬁnal Chapter contains an overview of the work carried out
and a discussion of possible extensions to the analysis.
In addition to the neutral MSSM Higgs boson search described in this thesis,
the author has carried out studies to optimise high mass(H → W +W −) and low
mass (ZH → ννb¯ b) Standard Model Higgs boson searches. These studies are both
described in DØ notes [2, 3], and the method developed by the author for the
H → W +W − analysis has been implemented in the high mass Standard Model
Higgs boson searches [4, 5].
Chapters 3 to 5 describe the author’s contribution to the search for neutral
MSSM Higgs bosons in the multijet channel. The author was responsible for the
implementation of a new event-based analysis method (replacing a jet pair-based
method) and the development of the MVA technique, both described in Chapter 4.
The author also calculated the conﬁdence limits for this new method (Chapter 5),
including the evaluation of systematic uncertainties.
The author has also worked on the Level 3 b-tagging trigger (described in Section
2.2.9.1), and has taken part in a study of the performance of the detector in increased
luminosity conditions, described in Section 2.2.10.
Natural units are used throughout the thesis.1 Theory 21
Chapter 1
Theory
This Chapter gives an overview of the Standard Model (SM), with emphasis on the
Higgs sector. The Standard Model is a mathematical description of the interactions
of fundamental particles. An important component of the SM is the Higgs mech-
anism, which enables gauge bosons to have non-zero mass while preserving gauge
symmetry (see Section 1.2). This mechanism also predicts the existence of an extra
boson, the Higgs boson, which to date has not been observed.
Although the SM is hugely successful as a predictive model, there are many hints
(both experimental and theoretical) that the SM is not a complete description of
particle physics (Section 1.4). This has led to many extensions to the SM being
proposed. One of these extensions, Supersymmetry (speciﬁcally the Minimal Super-
symmetric Standard Model, or MSSM) is introduced in this Chapter. The MSSM
solves many problems of the SM, and has perceived additional beneﬁts (Section
1.4.1).
1.1 Local Gauge Theories
The behaviour of fundamental particles is well described by relativistic quantum me-
chanics [6]. The behaviour of electrons, for example, closely matches that predicted
by the Dirac equation:
(iγ
 ∂  − m)ψ = 0 (1.1)
where ψ is a four component spinor, m is the electron mass, and γ are the four
Dirac matrices. This equation can be derived from a Lagrangian density, L, as
follows:1.1 Local Gauge Theories 22
L = ¯ ψ(iγ
 ∂ )ψ − m¯ ψψ (1.2)
where ¯ ψ = ψ†γ0. Note the m¯ ψψ term, which dictates the electron’s mass. The
Lagrangian density will be referred to as the Lagrangian throughout.
One example of a symmetry transformation on the ﬁeld ψ is a phase change.
The simplest type of transformation, multiplying by a 1 × 1 unitary (U(1)) matrix,
is given by:
ψ  → ψ
′ = e
iθ(x)ψ. (1.3)
If θ(x) is constant with respect to the space-time co-ordinate, x, the symmetry
is said to be global. When θ varies with the space-time co-ordinate, the symmetry
is described as a local symmetry: the Lagrangian given in Equation (1.2) is not
invariant under such a symmetry. Applying a phase change yields
L  → L
′ = L − ¯ ψ∂ θ(x)ψ. (1.4)
The invariance of the Dirac Lagrangian can be retained by introducing a gauge
term. This is achieved by replacing ∂  with a covariant derivative, D  = ∂  +iqA .
A  is a ‘gauge ﬁeld’, and is deﬁned to transform in such a way that any changes
due to a symmetry transformation in the rest of the Lagrangian are cancelled out
by the gauge ﬁeld term. In this example, the gauge ﬁeld transformation
A   → A
′
  = A  +
1
q
∂ θ(x) (1.5)
maintains invariance under a local transformation. The invariant Dirac La-
grangian can then be written out in full as:
L = i¯ ψγ ∂
  − m¯ ψψ − q ¯ ψγ A
 ψ. (1.6)
The ﬁrst two terms are identical to the non-invariant Dirac Lagrangian, while
the third term describes interactions between the electron ﬁeld and the gauge bo-
son, with coupling strength q. This term therefore describes the electron-photon
interaction. To fully describe the electromagnetic force, an additional term must be
included to describe photon propagation:
L = i¯ ψγ ∂
 ψ − m¯ ψψ − q ¯ ψγ A
  −
1
4
F νF
 ν (1.7)
where1.1 Local Gauge Theories 23
F ν = ∂ Aν − ∂νA . (1.8)
In the same way that photon ﬁelds are introduced to conserve U(1) symmetry,
other symmetries are conserved by the introduction of further ﬁelds. The weak
force is generated by the SU(2) symmetry, while the strong force is generated by
SU(3) symmetry. These transformations take the form ψ  → ψ′ = eτiθiψ, where
τi is the ith generator of the symmetry, and the Lagrangian is gauged by taking
D  = ∂  −igτiA
 
i , where g is the coupling strength. The number of bosons is equal
to the number of generators, so invariance under the SU(2) symmetry leads to the
three weak boson ﬁelds, while invariance under SU(3) transformations leads to eight
gluon ﬁelds.
The EM and weak forces can be expressed as components of a single force, the
electroweak force [7, 8]. This is generated by SUL(2) × UY (1) symmetry (SU(2)
is applied in weak isospin space, and the U(1) is in hypercharge space). To be
invariant under this symmetry, the Lagrangian requires four gauge bosons, A1
 ,A2
 
and A3
  from the SU(2) and B  from the U(1). The derivative for this model is
D  = ∂  −
ig
2
τ
iA
i
  −
iq
2
IB  (1.9)
where q and g are coupling constants and I is the 2×2 identity matrix. These
ﬁelds are related to the physical weak and EM bosons by:
W
±
  =
1
√
2
(A
1
  ± A
2
 )
Z
0
  =
1
p
g2 + q2(qB  − gA
3
 ) (1.10)
A  =
1
p
g2 + q2(qB  + gA
3
 ).
This model of the weak and EM forces describes the photon well; however, it
does not allow for the masses of the weak bosons, which have been determined
experimentally [9, 10]. To include this mass, a term of the form mbA A  would be
required, where mb is the mass of the gauge boson. However, as the A  ﬁeld follows
the transformation given in Equation (1.5), this term would transform as:
mbA
 A   → mbA
′ A
′
  = mbA
 A  +
mb
q
￿
∂
 θA
  + A ∂ θ +
1
q
(∂
 θ)(∂ θ)
￿
, (1.11)
and so is not invariant under the gauge transformation. This system of La-
grangians, therefore, is not able to describe observations from data. A method of
resolving this issue is described in the next section.1.2 The Higgs Mechanism 24
1.2 The Higgs Mechanism
In the Lagrangians considered above, the lowest possible energy state (the vacuum
energy level) occurs at ψ = 0, and the Lagrangians are all symmetric about this
point. The Higgs mechanism [12, 13, 14] introduces a scalar ﬁeld, Φ, described by a
Lagrangian that is not necessarily symmetric about the vacuum.
L =
1
2
D ΦD
 Φ − V (Φ) (1.12)
V (Φ) =
 2
2
Φ
∗Φ +
λ
4
(Φ
∗Φ)
2 (1.13)
The potential, V (Φ), is plotted in Figure 1.1 for the cases  2 > 0 and  2 < 0. In
the ﬁrst case,   may be interpreted as a physical mass, and there is a single value
of Φ, 0, at which V is a minimum. At this point, the energy of the system is at its
lowest, i.e. the vacuum energy. The value of Φ at which V (Φ) is at a minimum is
known as the vacuum expectation value (VEV) of the system.
(a) (b)
Figure 1.1: The potential V , deﬁned in Equation (1.13), as a function of Φ, for the case (a)
µ2 > 0 and (b) µ2 < 0. In case (a), µ is a physical mass and the vacuum expectation value of Φ is
0, while in case (b) there is a continuous range of VEVs.
In the case  2 < 0, there is no single VEV for Φ: there is a continuous range of
alternative vacua the system may occupy. Once the system occupies one of these
states, the symmetry is said to be broken.
The symmetry of V (Φ) makes it more convenient to express Φ in terms of two
scalar ﬁelds:1.2 The Higgs Mechanism 25
Φ = ρe
iη (1.14)
By taking perturbations around v, the value of ρ that minimises V, a particle
ρ′ = ρ + v may be deﬁned, such that the ρ′ boson has a physical mass term,
 2
2 ρ′2,
while the η boson has no mass term. This massless boson is called a Goldstone boson.
In general, the number of Goldstone bosons is equal to the number of generators of
the broken symmetry (or symmetries) [11].
In terms of ρ and η, the ﬁrst part of the Lagrangian in Equation (1.12) becomes
L =
1
2
(D ρ − i(D η)ρ)(D
 ρ + i(D
 η)ρ) − V (ρe
iη) (1.15)
Expanding the derivatives D  yields
L =
1
2
(∂ ρ − iqA ρ)(∂
 ρ + iqA
 ρ) − V (ρe
iη) (1.16)
where the Goldstone boson term, η, has been absorbed into the A  term, leading
to a new boson term, deﬁned by A  = A  − 1
q∂ η. Using the substitution ρ′ = ρ+v
once again, it can be shown that the A  boson has a mass term
q2v2
2 A A  . This
mass term is invariant: by grouping the Goldstone term with the gauge boson, the
changes due to a U(1) symmetry transformation cancel. The remaining term from
Φ, ρ′, indicates the presence of an extra boson, known as the Higgs boson. This
interacts with the A boson via the term
m2
A
v ρ′A A  , where mA = qv. Therefore
the coupling of the Higgs boson to the gauge boson is proportional to the mass of
the gauge boson.
To summarise, it is possible to produce an invariant massive gauge boson term
by breaking the symmetry of the system and absorbing the resulting Goldstone
boson into the gauge ﬁeld. This mechanism allows the weak bosons to have non-
zero mass in the Standard Model, as described in the next section, but also predicts
the existence of a scalar boson which couples to the weak bosons in proportion to
their mass.
1.2.1 The Higgs Mechanism in the Standard Model
In the electroweak model, there are three massive gauge bosons: the W +, W − and
Z0. It follows that three Goldstone terms must be created, which in turn requires
the symmetries due to three of the four generators of SU(2) × U(1) to be broken.
The Higgs ﬁeld required for this Lagrangian therefore takes the form of a complex
doublet:1.3 Constraints on the Standard Model Higgs Boson 26
Φ =
￿
φ1 + iφ2
φ3 + iφ4
￿
(1.17)
Applying the Higgs mechanism to the electroweak Lagrangian gives similar re-
sults to the U(1) case: the W ± bosons gain a mass of
gv
2 (where v is once again
the VEV of the Higgs ﬁeld), the Z0 boson gains a mass of
v
√
g2+q2
2 , and the photon
remains massless. Three of the four ﬁelds in the Higgs doublet of Equation (1.17)
are Goldstone ﬁelds, and are absorbed into the weak boson terms. The remaining
ﬁeld survives as a Higgs boson with mass 2λv2.
So far, only interactions between the Higgs boson, H, and gauge bosons have been
considered. The interactions of the Higgs ﬁeld with matter particles are described
by the Yukawa term:
LYukawa = −Gf(¯ ΨLΦΨR + ¯ ΨRΦ
†ΨL) (1.18)
where the L and R subscripts denote left- and right-handed fermions, and Gf
are the Yukawa couplings. The electron term, for example, is
LYukawa = −
Gev
√
2
(¯ eLeR + ¯ eReL) −
Ge √
2
(¯ eLeR + ¯ eReL)H. (1.19)
The ﬁrst term gives the mass of the electron as me = Gev √
2 , while the second term is
the coupling to the Higgs boson. This indicates that the Higgs coupling to fermions
is proportional to the fermion mass, similar to the coupling with the gauge bosons.
For this reason, the Higgs boson is predicted to typically decay most often to the
highest mass particle that kinematics allow. For example, if the Higgs boson mass,
mH, is 120 GeV, the Higgs is most likely to decay to a b¯ b pair (coupling to W +W −,
Z0Z0 and t¯ t is suppressed at this value of mH, as 120 GeV < 2mW < 2mZ < 2mt).
Many aspects of the Standard Model have been experimentally veriﬁed. The
existence of the Higgs boson, however, has not been conﬁrmed. The Higgs boson
plays an integral part in the SM, and searches for the Higgs boson, and attempts to
determine its properties, are a key test of the Standard Model. The constraints on
these properties are discussed in the next section.
1.3 Constraints on the Standard Model Higgs Bo-
son
Although the Higgs boson has not been observed, the allowed range of its mass (and
so coupling to other particles) can be determined through theoretical considerations
and experimental evidence. Some of these constraints are presented in this Section.1.3 Constraints on the Standard Model Higgs Boson 27
1.3.1 Theoretical Constraints
The Higgs mechanism requires the constant λ in Equation (1.13) to be ﬁnite and
positive [15]. If the SM is not taken to be a complete model of particle physics (see
Section 1.4), this requirement can be replaced with the less stringent condition that
λ must be ﬁnite and positive below some energy cutoﬀ Λ, with new physics taking
eﬀect above Λ. The value of λ is given by
λ =
m2
H
2v2 =
GFm2
H √
2
(1.20)
Where GF is the Fermi coupling constant. As the energy scale increases, higher
order processes must be included in the calculation of GF, and so the Fermi constant
increases (‘runs’) with energy scale, so λ also varies with Λ. The above requirements
on the value of λ translate directly to constraints on the Higgs boson mass which
vary with energy scale.
The cross sections for Higgs decays to weak bosons contain corrections propor-
tional to λ. For high values of λ, these cross-sections become divergent. Conversely,
for small values of λ (and so mH), the coupling to the top quark can become nega-
tive. These considerations lead to upper and lower theoretical bounds on the Higgs
mass: these are shown in Figure 1.2.
At the Planck scale, i.e. Λ = 1019 GeV, a Higgs mass of 160-170 GeV fulﬁls the
above requirements. If Λ is closer to 1 TeV, the range is approximately 85 < mH <
420 GeV.
1.3.2 Direct Searches
Direct searches for the Higgs boson have been able to rule out its existence for
certain mass hypotheses [16]. The four LEP experiments (ALEPH [17], DELPHI
[18], L3 [19] and OPAL [20]) collected a total of 2.46 fb−1 of data from electron-
positron collisions at a centre of mass energy of 189-209 GeV [21]. At the available
luminosity, the Higgs boson was only detectable if the process e+e− → HZ was
kinematically accessible, so the experiments were sensitive to Higgs bosons with mH
up to 119 GeV. The dominant Higgs decays in this mass range are to b¯ b and τ+τ−:
the former were searched for in four jet (H → b¯ b, Z → q¯ q), missing energy (H → b¯ b,
Z → ν¯ ν), and lepton (H → b¯ b, Z → ℓ+ℓ−) events, while only the hadronic signature
(H → τ+τ−, Z → q¯ q) was examined for the latter. By setting conﬁdence limits on
the cross-section for these processes, the LEP collaborations were able to exclude a
Higgs mass range mH < 114.4 GeV.1.3 Constraints on the Standard Model Higgs Boson 28
Figure 1.2: Theoretical constraints on the Higgs boson mass as a function of energy scale Λ [15].
The parameter space above (below) the upper (lower) grey band is excluded.
In addition, the CDF [22] and DØ [23] experiments at the Fermilab Tevatron
have been able to exclude a Higgs mass of 158 < mH < 175 GeV to 95% conﬁdence
[4]. The Tevatron has a centre of mass energy of 1.96 TeV, so the range of accessible
Higgs masses is extended to 200 GeV (the upper limit on Higgs mass from indirect
searches: see 1.3.3). The Tevatron SM Higgs searches are most sensitive to the
H → W +W − channel, which has led to exclusion around mH = 2mW. The Higgs
mass range excluded by the Tevatron is shown in the Figure 1.3.
1.3.3 Indirect Measurements
As well as excluding potential values of the Higgs mass by direct searches, the
dependence of the electroweak interactions on the Higgs mass can be used to set
indirect limits on the Higgs mass. The Higgs mass may be constrained by calculating
the EW parameters for a range of Higgs masses, and calculating the χ2 between the
predicted and measured values. The minimum possible χ2 occurs at mH = 85 GeV.
The χ2 calculation also places an upper limit of 158 GeV on the Higgs boson mass
with 95% conﬁdence. The ∆χ2 (χ2(mH) − χ2
min) is plotted as a function of Higgs
mass in Figure 1.4. This indicates that the range of possible Higgs boson masses
favoured by the SM is accessible at the Tevatron.1.3 Constraints on the Standard Model Higgs Boson 29
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Figure 1.4: ∆χ2 for ﬁts of EW parameters for diﬀerent Higgs masses, where ∆χ2 = χ2(mH)−χ2
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[25]. The best ﬁt occurs at 85 GeV.1.4 Beyond the Standard Model 30
1.4 Beyond the Standard Model
Although the Standard Model has been conﬁrmed extensively, there are reasons to
believe that it is not a complete model of particle physics. Indications that there
might be physics beyond the Standard Model include:
• The Standard Model requires the Higgs boson to have a mass below 1 TeV. At
higher energy scales, loop corrections in the Higgs mass calculation increase
the mass beyond this scale (this is known as the ‘Hierarchy Problem’). This
may be prevented by adjusting the parameters, but these adjustments would
be very large. A theory which avoids the Hierarchy Problem without the need
for ‘tuning’ is preferential from a theoretical standpoint.
• The coupling constants of the EM, weak and strong forces run with energy
scale. In a Grand Uniﬁed Theory, the running coupling constants must con-
verge to a single value at high energy scale (around 1015 GeV) [26]. This
convergence is not predicted by the SM. The running of the constants is plot-
ted in Figure 1.5.
• A large proportion of the universe is thought to be made up of dark matter:
this is not included in the Standard Model.
• Although the Standard Model correctly describes and predicts many observed
phenomena, there are many aspects which are unexplained. For example, the
Standard Model does explain why there is more than one generation of matter.
The Standard Model also lacks an explanation for gravity.
A number of extensions to the SM have been proposed to solve some of these
problems. The remainder of this Chapter will focus on one such extension, Super-
symmetry.
1.4.1 Supersymmetry and the MSSM Higgs Sector
Supersymmetry (SUSY)[27, 28] is a proposed extra symmetry of particle physics
which transforms fermions to bosons and vice versa:
QΦ = Ψ, QΨ = Φ (1.21)
where Q is a Supersymmetric operator, Ψ is a fermionic ﬁeld and Φ is a bosonic
ﬁeld. For example, the electron, e, has a proposed superpartner known as the1.4 Beyond the Standard Model 31
Figure 1.5: The inverse of α1,α2 and α3 (proportional to the square of the U(1), SU(2) and
SU(3) coupling constants respectively) for the SM (left) and MSSM (right), as a function of energy
scale Q in GeV [26].
selectron, denoted as ˜ e. Such a symmetry requires that fermionic partner ﬁelds exist
for the bosonic ﬁelds, and vice versa. Supersymmetry has a number of perceived
advantages over the Standard Model:
• When calculating the Higgs mass to higher orders, fermionic loops carry the
opposite sign to bosonic loops. The loops for particles cancel with their super-
partners to some extent (the cancellation is not exact, as particles and their
super-partners have diﬀerent masses due to SUSY-breaking). This reduces the
level of tuning required, thus reducing the scale of the Hierarchy Problem.
• The running coupling constants for the EM, weak and strong forces converge
at the same point in the MSSM.
• Supersymmetric models contain candidate dark matter particles [29].
Much like the Standard Model, supersymmetric models require a Higgs ﬁeld to
give the weak bosons mass. The simplest supersymmetric extension to the SM, the
Minimal Supersymmetric Standard Model (MSSM), requires two Higgs doublets Φu
and Φd, which interact with up- and down-type quarks respectively. The VEVs for
these doublets are denoted vu and vd.
Three of the eight scalar ﬁelds from these doublets are absorbed into the gauge
boson terms to produce massive gauge bosons. In a similar manner to the SM, the
mass of the W bosons is related to the VEVs by :1.4 Beyond the Standard Model 32
m
2
W =
g2
2
(v
2
u + v
2
d). (1.22)
Hence the values of vu and vd are constrained, and can be combined into a single
free parameter, tanβ:
tanβ =
vd
vu
. (1.23)
The remaining ﬁve ﬁelds from the complex doublets remain as Higgs bosons.
These are denoted H, h, A, H+ and H−. H+ and H− are charged scalar bosons,
the A is a neutral pseudoscalar boson, and the h and H are neutral scalar bosons.
The masses of the neutral bosons (to tree level) are related by [30]:
m
2
H,h =
1
2
￿
m
2
A + m
2
Z ∓
q
(m2
A + m2
Z)2 − 4m2
Am2
Z cos2 2β
￿
(1.24)
and the mass of the charged Higgs bosons is given by:
m
2
H± = m
2
W + m
2
A. (1.25)
Up- and down-type quarks interact with only one MSSM Higgs doublet, and the
coupling constant is proportional to the VEV of the doublet. This change in the
coupling can be expressed as a correction to the couplings to the SM Higgs. The
corrections for each neutral Higgs boson interaction with quarks are given in Table
1.1. The mixing angle, α, used in Table 1.1 is given by
cos
2(β − α) =
m2
h(m2
Z − m2
h)
m2
A(m2
H − m2
h)
(1.26)
Quark type h H A
u cosα
sinβ
sinα
sinβ cotβ
d −sinα
cosβ
cosα
cosβ tanβ
Table 1.1: The MSSM enhancements over the SM for various neutral Higgs boson-quark interac-
tions. α is a mixing angle, describing interactions between the two Higgs doublets [31].
At tree level, the MSSM Higgs boson masses (Equations (1.24) and (1.25)) and
coupling constants (Table 1.1) can be expressed in terms two parameters: these
are customarily chosen as mA and tanβ, so it is common for MSSM Higgs boson
searches set limits on these values.
The masses of the up- and down-type quarks are related to the Higgs coupling,
and the ratio of the top and bottom quark masses suggests that tanβ is relatively1.4 Beyond the Standard Model 33
high, around 35 [32]. A high tanβ value has many implications for the properties of
the MSSM Higgs sector. The enhancement in Table 1.1 suggests that the production
of A bosons in association with b-quarks in the MSSM is more common than in the
SM by a factor of tan2 β.
As tanβ increases, the value of cos2 2β in Equation (1.24) approaches 1 asymp-
totically. The mass equations become:
mH ≈ mA, mh ≈ mh(max) (mA > mh(max)) (1.27)
or
mh ≈ mA, mH ≈ mh(max) (mA < mh(max)) (1.28)
where mh (max) is equal to mZ at tree level: when the eﬀects of virtual loops are
taken into account, corrections from the stop sector increase the value of mh (max)
to roughly 130 GeV. It can be seen that at least two of the three neutral MSSM
Higgs bosons display a mass degeneracy at high tanβ: this is illustrated at leading
order in Figure 1.6.
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Figure 1.6: The tree level masses of the H (top) and h (bottom) bosons as a function of mA
for diﬀerent tanβ values, given by Equation (1.24). As tanβ increases, a mass degeneracy where
mh ≈ mA or mH ≈ mA occurs. When radiative corrections are applied, the maximum value of
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Additionally, substituting the mass values in Equations (1.27) and (1.28) into
Equation (1.26) at high tanβ gives sinα ≈ 0 and sinα ≈ 1 respectively. This
leads to the coupling of down-type quarks to the boson that shares mass with the
A boson also being enhanced by tanβ. Therefore, this mass degeneracy increases
the rate of neutral Higgs bosons decaying to b-quarks by a factor of two. For these
reasons, the frequency of φb → bbb events, where φ denotes any one of H, h and A,
is thought to be greatly enhanced in the MSSM in comparison with the SM, making
this a favourable channel to search for low mass neutral MSSM Higgs bosons at
high tanβ (Higgs boson decays to τ leptons show a similar enhancement). This
large enhancement to the cross-section means that the Tevatron experiments are
sensitive to neutral MSSM Higgs bosons.
1.4.2 Constraints on the Neutral MSSM Higgs Bosons
The four LEP experiments searched for neutral MSSM Higgs bosons in the same
channels as used in the SM Higgs boson search, with the addition of Higgs pair
production searches (i.e. φφ → b¯ bb¯ b, φφ → τ+τ−τ+τ− and φφ → b¯ bτ+τ−). By
combining the results of these searches, the LEP experiments were able to exclude
the region mA < 93 GeV for all values of tanβ, assuming the MSSM Higgs sector
conserves CP (no lower limits on Higgs boson masses could be set for CP violating
scenarios for all tanβ, but large regions of parameter space were excluded) [33].
Due to the higher centre of mass energy, the CDF and DØ experiments have
been able to extend sensitivity to neutral MSSM Higgs bosons to a greater range of
mA. Again, these experiments have set limits using φ → ττ [34, 35, 36] and φ → bb
decays [37, 1]. The analysis presented in this thesis (Chapters 3 to 5) uses triple
b-jet events from 6.6 fb−1 of data collected by the DØ detector (Chapter 2) to set
expected conﬁdence limits on tanβ for values of mA from 90 GeV to 300 GeV.2 The DØ Experiment 35
Chapter 2
The DØ Experiment
2.1 The Tevatron
The Tevatron is a 1.96 TeV p¯ p collider located within the Fermi National Accelerator
Laboratory (FNAL, or Fermilab) complex in Illinois [38]. The colliding particles are
accelerated in a succession of smaller accelerators, illustrated in Figure 2.1. The
Tevatron has a radius of one kilometre, and produces collisions at two points: the
CDF and DØ detector collision halls. The Tevatron’s period of operation can be
divided into a series of ’Runs’: for example, Run I took place from 1992 to 1996,
and Run II began in 2001 and is still in progress. The diﬀerences between Runs I
and II are given in Table 2.1. Both detectors were reﬁtted at the end of Run I to
prepare for the increased luminosities of Run II. Run II can be further divided into
Run IIa and Run IIb: the DØ detector was again modiﬁed between these periods.
At present, the experiment is scheduled to run until the end of 2011, with a target
delivered integrated luminosity of 12 fb−1. There is a possibility, however, that Run
II will continue to the end of 2014, in which case the target delivered integrated
luminosity is 20 fb−1 [39]. The analysis in this thesis uses 6.6 fb−1 of DØ data (1
fb−1 from RunIIa and 5.6 fb−1 from Run IIb).
2.2 The DØ Detector
The DØ detector consists of a series of subdetectors arranged in concentric layers
centred around the interaction point, as shown in Figure 2.2. The innermost detector
is the tracker, surrounded by a solenoid, a calorimeter and muon systems. These
are described in sections 2.2.1 to 2.2.5: full details are given in [41].2.2 The DØ Detector 36
Figure 2.1: The Tevatron and accelerator chain. Hydrogen atoms are ionised using an electric
ﬁeld generated using a Cockroft-Walton voltage multiplier. The resulting protons line the caesium
cathode, and can combine with electrons from the caesium to form H− ions (caesium is used
because of its low work function). These are repelled by the cathode and directed through a
graphite target to strip away the electrons. The resulting protons are transferred to the booster,
which raises their energy to 8 GeV, and then to the Main Injector. Some protons are directed to
a nickel target to produce antiprotons. The protons and antiprotons are accelerated to energies of
150 GeV before being injected into the Tevatron (aerial photograph from [40]).2.2 The DØ Detector 37
Run I Run IIa Run IIb
p¯ p Energy (GeV) 900 980 980
Proton bunches 6 36 103
Protons/bunch 2.3 × 1011 2.7 × 1011 2.7 × 1011
Antiproton bunches 6 36 103
Antiprotons/bunch 5.5 × 1010 3.0 × 1010 1.0 × 1011
Bunch spacing (ns) 3500 396 132
Peak Luminosity (cm−2s−1) 0.16 × 1032 0.86 × 1032 5.2 × 1032
Luminosity (pb−1/week) 3.2 17.3 105
Interactions per crossing 2.5 2.3 4.8
Table 2.1: A summary of Tevatron properties in Run I and Run II [40].
The detector is described by a co-ordinate system deﬁned as follows: the origin
of the system is the centre of the detector and the z-axis is taken to be parallel to
the beam pipe, with z increasing in the direction of travel of the protons. The y-axis
is oriented vertically upwards, while the x-axis points to the west to give a right-
handed co-ordinate system. Due to the symmetry of the detector, it is preferable to
use (r,θ,φ) co-ordinates as opposed to (x,y,z), where r is the distance of the object
from the origin, θ is the polar angle and φ is the azimuthal angle. The polar angle
is usually replaced by the pseudo-rapidity, η, given by −ln(tan(
θ
2)). This quantity
is approximately equal to the rapidity (1
2 ln(
E+pz
E−pz)) in the high energy limit.
2.2.1 Tracking Detector
The DØ tracking system is located outside of the beampipe, and within a 2 Tesla
solenoidal magnet, as illustrated in Figure 2.3. The tracking system is designed to
give tracking information within |η| < 3. This allows measurement of momentum
for charged particles and aids particle identiﬁcation. The tracking detector consists
of a silicon microstrip tracker and a scintillating ﬁbre tracker.
2.2.1.1 The Silicon Microstrip Tracker
The Silicon Microstrip Tracker (SMT) is made up of silicon wafers arranged in a
number of barrels and disks and held in place by a beryllium support. The SMT is
illustrated in Figure 2.4. A description of the barrels and disks is given below.2.2 The DØ Detector 38
Figure 2.2: The full DØ detector, including (from centre outwards) tracking, preshower, calorime-
ter and muon sub-detectors. On the diagram the z axis runs from left to right through the centre
of the detector, and the y-axis runs from bottom to top [41].
• Barrel: The barrel sections of the SMT are intended to measure momentum
in the transverse (x-y) plane. The p¯ p interactions occur within a large range
of the z-axis (within ≈ 26 cm of the origin), so the SMT barrel extends over
|z| < 38 cm. To this end, six barrel sections of length 12.4 cm are arranged
about the origin. Each of these barrels contains ﬁve layers, zero to four, of
groups of rectangular double-sided silicon detectors (ladders): each of the inner
three (outer two) layers contains 12 (24) ladders, so there are 504 ladders in
the SMT as a whole. The barrel sections cover a radius of 2.7cm to 10.5 cm.
The innermost layer, layer-0, was added in the shutdown between RunIIa and
RunIIb to improve b-tagging resolution for low transverse momentum (pT) jets
and to compensate for any loss of performance in the ageing silicon.
• F Disks: The twelve F Disks are oriented orthogonally to the beamline, and
one is positioned between each pair of barrel sections (apart from the gap at
z=0). Three are positioned at each end of the whole SMT barrel. Each disk
consists of twelve double-sided, wedge-shaped silicon detectors, arranged in
two layers of six.2.2 The DØ Detector 39
Figure 2.3: The DØ tracking system within the solenoid. The barrels and disks of the silicon
microstrip tracker are visible towards the centre, with the layers of ﬁbre tracker arranged around
them. The preshower detectors are also seen on the inside surface of the calorimeter [41].
Figure 2.4: The SMT detector. The silicon microstrips are arranged in a number of barrels and
disks to enable tracking in the region |η| < 3 [41].2.2 The DØ Detector 40
• H Disks: The H Disks are located one metre from the centre of the detector,
and extend the tracking up to |η| = 3.0. There are four H Disks, two either
side of the tracking system. These disks are composed of twelve wedge-shaped,
single-sided silicon detectors. The active region extends from a radius of 9.6cm
to 23.6cm.
The SMT is able to locate the primary vertex z-position with a resolution of
35  m. The tracking system is also able to resolve secondary vertices, with an
impact parameter (see Section 2.2.9) resolution of 15  m for particles with pT
> 10 GeV within |η| < 1.
2.2.1.2 Central Fibre Tracker
Outside the SMT is the Central Fibre Tracker (CFT); this extends from a radius of
20.04 cm to 52.15 cm and provides tracking up to |η| = 2.6. The tracker is made up
of scintillating polystyrene ﬁbres arranged in eight cylindrical ‘super-layers’. Each
super-layer consists of one axial and one stereo layer, at 0◦ and 2◦ to the z-axis
respectively, each comprising 128 ﬁbres. The ﬁbres are oﬀset by half a ﬁbre radius
(417  m) so that the ﬁbres overlap with their neighbours..
The ﬁbres are clad in acrylic to guide scintillated photons along the ﬁbre. The
scintillating ﬁbres carry this light to polystyrene waveguides, which in turn carry
the light to visible light photon counters (VLPCs) which convert the photons into
electrical signals with quantum eﬃciency greater than 75%. The CFT complements
the SMT by providing additional tracking, and increases the pT resolution. The
combined pT resolution is given (as a percentage) by:
δpT
pT
= 2 + 0.2 × pT (2.1)
where pT is in GeV.
2.2.2 Solenoid
An important component of the tracking system is the 2T solenoidal magnet which
provides a uniform (within 0.5%) magnetic ﬁeld for transverse momentum mea-
surements. The solenoid is 2.73 m long with an external radius of 0.71 m; it is
super-conducting, so it is housed in a cryogenic system. The entire solenoid system
is 1.1 radiation lengths thick. The polarity of the solenoid can be reversed to reduce
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2.2.3 Preshower Detectors
The preshower detectors (PS) are used to measure the point at which particles enter
the calorimeter. This helps to match tracks with deposits in the calorimeter, and
aids electron identiﬁcation and background rejection. There are three preshower
detectors: one between the solenoid and the central calorimeter and two on the
inner faces of the two forward calorimeters. The detectors are made of scintillating
tiles that ﬁt the contour of the inner face of the end cryostat. The central preshower
(CPS) covers |η| < 1.3 while the forward pre-showers cover 1.5 < |η| < 2.5 at either
end of the detector. The location of the PS is shown in Figures 2.3 and 2.6.
2.2.4 Calorimeter
The DØ experiment measures particle energies with a sampling uranium-liquid argon
calorimeter. The incoming particles undergo nuclear collisions in the uranium layers,
causing showers of charged particles in the liquid argon. These particles are detected
by copper charge collectors, which measure the energy deposited.
Figure 2.5: Cross section of the DØ calorimeter, displaying the electromagnetic, ﬁne hadronic
and coarse hadronic layers [41].
The calorimeter is cryogenically cooled to keep the argon below its boiling point,
and the calorimeter is divided into three cryostats. These sections of the calorimeter
are referred to as the central (CC) and north and south end cap (EC) calorimeters.2.2 The DØ Detector 42
These calorimeters contain (moving from the centre of the detector outwards) elec-
tromagnetic (EM), ﬁne hadronic and coarse hadronic layers. The arrangement of
the layers is shown in Figure 2.5.
The EM section contains four layers of depleted uranium absorber, each 3-4 mm
thick, which together provide 20 χo (electromagnetic radiation lengths) of material
in the CC, and 21.4 χo in the EC. This is enough to prevent most electromagnetic
showers from entering the ﬁne hadronic calorimeter. The layers are divided into
cells, of size 0.1 × 0.1 (η – φ space) in the inner three layers, and 0.05 × 0.05 in the
fourth layer where the majority of electromagnetic showers are absorbed.
The ﬁne hadronic calorimeter has three 6 mm layers of depleted uranium (roughly
1 nuclear interaction length, λ, each), while the coarse hadronic calorimeter has a
single layer of copper (CC) or stainless steel (EC) 46.5mm thick (providing 4.1 λ
and 4.4λ respectively):this layer prevents all but minimum ionising particles from
leaving the calorimeter.
The calorimeter response is slightly diﬀerent for electromagnetic and hadronic
particles. The ratio of EM to hadron response was measured in test beam runs, and
was found to vary according to energy, from 1.11 at 10 GeV to 1.04 at 150 GeV.
The energy resolution is also diﬀerent for EM and hadronic particles:
EM :
σE
E
=
0.15
√
E
+ 0.003 (2.2)
π
± :
σE
E
=
0.45
√
E
+ 0.04 (2.3)
where energy is in units of GeV.
2.2.4.1 Inter-Cryostat Detector
Because the calorimeter is housed in three cryostats, there is a region between the
cryostats (the ICR) without full calorimetry, leading to decreased energy resolution.
The inter-cryostat detector is designed to regain some energy resolution by adding
extra layers of sampling. The detector is formed of sixteen scintillating tiles on the
surface of the forward calorimeters. These tiles have twelve readout sectors of size
0.1 × 0.1 in η–φ co-ordinates. The location of the detector is illustrated in Figure
2.3.2.2 The DØ Detector 43
Figure 2.6: Detail of the calorimeter cells, also showing the inter-cryostat region and pre-shower
detector [41].
2.2.5 Muon Detector
The muon system is located outside of the calorimeter, and uses a series of drift
tubes (together with the magnetic ﬁeld provided by the iron 1.8 T toroid) to provide
muon identiﬁcation, triggering and momentum measurement. The muon detector
is composed of central (|η| < 1) and forward (1 < |η| < 2) muon systems. Each of
these systems contains three layers of drift tubes: Proportional Drift Tubes (PDTs)
in the central system, and Mini Drift Tubes (MDTs) in the forward system. The
innermost layer, layer A, lies within the toroid, while layers B and C are outside
the toroid. Layer A contains four sub-layers (decks) of drift tubes, and layers B and
C contain three. The PDTs are divided into 10.1 cm × 10.1 cm cells and have a
maximum drift time of 500 ns. The MDTs are divided into 1 cm × 1 cm cells and
have a maximum drift time of 60 ns. These drift tubes are able to track the muons
to provide a secondary measurement of momentum and charge.
In addition to the drift tubes, scintillating counters are included in the muon
system: these have a time resolution of 2 ns and provide a fast muon response.
This allows triggering on muons, and provides accurate timing to aid muon track-
ing. There are two counters in the central muon system (between layer A and the2.2 The DØ Detector 44
calorimeter, and outside layer C), and three in the forward muon system (inside
layers A and C, and outside layer B).
Muon momenta are measured by both the tracking detector and the muon sys-
tem; the tracking system measures momentum up to 100 GeV, and the resolution is
improved by the muon system above this value. The overall momentum resolution
is
0.36(1 − p)
p
+ 0.03p% (2.4)
where p is in units of GeV.
2.2.6 Luminosity Monitor
The luminosity at the DØ interaction point is measured by the Luminosity Monitor,
which counts the average number of inelastic p¯ p collisions ( ¯ NLM). The luminosity
can be calculated as follows:
L =
f ¯ NLM
σLM
(2.5)
where L is the luminosity, f is the bunch crossing frequency, and σLM is the
cross section of p¯ p collisions (taking the eﬃciency and acceptance of the luminosity
monitor into account). The monitor is made up of two arrays of plastic scintillation
counters places at z = ± 140 cm, just in front of the calorimeter endcaps. The
luminosity monitor covers a region 2.7 < |η| < 4.4.
2.2.7 Trigger
The production cross section for minimum bias multijet events from the p¯ p collisions
is many orders of magnitude greater than the cross section of signal events. Recon-
structing, recording and analysing this unwanted data would be prohibitively time
consuming and expensive, so a three level trigger is employed to reduce the rate of
data from the detector while retaining as many signal events as possible. The event
rate and decision time for each trigger level is given in Table 2.2.7.
The DØ trigger is arranged in three levels: each level uses a basic event recon-
struction to determine whether the event meets the conditions to be accepted. The
event reconstruction grows more sophisticated as the trigger level increases. The
three levels are denoted L1, L2 and L3, and are described in the following sections.2.2 The DØ Detector 45
2.2.7.1 Level 1
The L1 trigger is hardware-based. A set of ﬁeld programmable gate arrays (FPGAs)
uses information from the CFT, PS, calorimeter and muon systems to reject back-
ground events, reducing the data rate from 1.7 MHz to 1.6 kHz. There are a set
of criteria which must be met for each sub-detector. The tracking criteria require
tracks to pass a transverse momentum (pT) threshold; this is achieved by dividing
the CFT into 4.5◦ sections and comparing the patterns of hits to pre-deﬁned tem-
plates for diﬀerent values of pT. The tracks in the CFT are also matched to hits in
the PS. Events must also pass energy criteria: the transverse energy (ET) is summed
over all calorimeter layers for 0.2 × 0.2 cells in η–φ space; these collections of layers
are referred to as ‘trigger towers’. Events can then be rejected on the basis of the
sum of ET in all the towers, or the number of towers above a threshold ET.
The muon trigger matches hits in the muon scintillators and PDTs with tracks
in the CFT, and determines whether the pattern of hits is consistent with a muon
event. If the event passes a pre-deﬁned set of these criteria, the trigger framework
‘ﬁres’ the trigger bit, and the event is passed to the L2 trigger.
2.2.7.2 Level 2
The L2 trigger is ﬁrmware based (again using FPGAs), and uses information from
all sub-detectors used at L1, with the addition of the SMT. At this level, basic
reconstruction software forms physics objects (tracks, EM events). This information
is passed to a global processor, which combines information from diﬀerent sub-
detectors to make physics objects: for example, a track in the CFT may be matched
with an EM cluster in the calorimeter to form an electron object. This allows for
the overall event to be analysed, and matched with pre-deﬁned trigger signal events.
For each L1 trigger bit that is ﬁred, at least one L2 trigger must be processed. All
physics objects required by the trigger are generated and compared with thresholds
set in the trigger. If any event meets all conditions in one L2 trigger, it is passed to
the L3 trigger.
Rate Time
p¯ p collisions 1.7 MHz –
L1 1.6 kHz 3.6  s
L2 800 Hz 100  s
L3 50 Hz 150 ms
Table 2.2: Event rate and latency for each trigger level at DØ2.2 The DØ Detector 46
2.2.7.3 Level 3
The L3 trigger is software-based, and runs on a farm of Linux PCs. At this level,
events are reconstructed using software similar to the oﬄine (non-trigger) version,
but optimised for faster operation.
Having reconstructed the event, one or more L3 triggers are called for each L2
trigger that was ﬁred. The L3 triggers consist of a number of ﬁlters; some ﬁlters
compare physics objects to pre-deﬁned thresholds, while others combine the results
of other ﬁlters.
If an event passes the trigger it is written to tape, along with a list of triggers it
passed. The event is then processed with the oﬄine reconstruction software.
2.2.8 Oﬄine Reconstruction Software
Physics events are reconstructed oﬄine in the Fermilab computing farm. There are
several versions of the reconstruction software, reﬂecting the changes in the detector
conﬁguration. RunIIa data is reconstructed with code version p17 and RunIIb data
with p20. An overview of physics objects used in this thesis, with emphasis on jets,
is given below.
• Primary Vertices - Primary vertices are found using an adaptive iterative
vertex algorithm [43].
• Calorimeter Jets - Calorimeter jets are reconstructed using the RunII Im-
proved Legacy Cone algorithm [44]. This uses a cone of radius ∆R = 0.5 to
isolate jets, where ∆R =
p
∆η2 + ∆φ2.
• Track Jets - A track jet is a collection of tracks within ∆R < 0.5 of a seed
track; these tracks must all have at least two SMT hits. The seed track is
required to have pT > 1.0 GeV and there must be more than one track in the
cone for a particle to qualify as a track jet.
• Flavoured Jets - In the MC simulations, a jet is known as a b-jet if there is a
b-meson within ∆R < 0.5. A jet containing a c-meson (but not a b-meson) is
denoted a c-jet, while those jets containing only light (uds) quarks are denoted
light jets.
• Taggable Jets - Jet identiﬁcation (tagging) is greatly aided by the ability to
detect the vertex of the jet (see section 2.2.9). This requires the jet to satisfy
basic tracking criteria, so a jet is considered taggable if the calorimeter jet is
matched to a track jet within a cone of ∆R < 0.5.2.2 The DØ Detector 47
2.2.9 b-Jet Identiﬁcation
Heavy jets (including b-jets) may be distinguished from light jets by their compar-
atively long lifetime (of the order of 10−12 s),and in some cases by the presence of a
high pT lepton within the jet (10% of b-jets decay semi-leptonically). The increased
lifetime causes the b-jet to decay some distance from the primary vertex, forming
a secondary vertex. This can be reconstructed directly, or measured in terms of
impact parameters (IPs). The IP is the distance of closest approach from the track
to the primary vertex; the larger this value, the higher the likelihood the track origi-
nated from a secondary vertex. The IP and decay length (distance between primary
and secondary vertices) are illustrated in Figure 2.7.
Figure 2.7: An example b decay. The decay length is marked as Lxy and the IP is denoted d0
[45].
The DØ Collaboration uses several methods to identify (tag) b-jets oﬄine, listed
below [46]. The results of these methods are combined using multi-variate analysis
(MVA) techniques. The tools that provide inputs to the MVAs are:
• CSIP: The Counting Signed Impact Parameter tagger (CSIP) [47] counts
the number of tracks associated with a jet which have an IP signiﬁcance (the
IP divided by its error) greater than a certain threshold. If the jet contains
two tracks with IP signiﬁcance greater than 3, or three tracks with an IP
signiﬁcance greater than 2, the jet is tagged.2.2 The DØ Detector 48
• JLIP: The Jet Lifetime Probability Tagger (JLIP) [48] analyses the IPs of all
tracks in the b-jet candidate to ﬁnd the probability that all tracks originate
from the primary vertex. Jets are then tagged if this probability is below a
threshold value.
• SVT: The Secondary Vertex Tagger (SVT) [49] directly reconstructs the sec-
ondary vertex. A jet is tagged if it lies within ∆R < 0.5 of a secondary
vertex. Additionally, cuts may be placed on the decay length signiﬁcance of
the secondary vertex.
• SLT: The Soft Lepton Tagger (SLT) [50] tags jets if a muon track is located
within ∆R < 0.5 of the jet.
Currently, two b-tagging algorithms are available: a Neural Network (NN) b-
tagger [51, 52], and the MVA b-tagger [53], which uses a suite of multivariate
techniques. The NN b-tagger was the ﬁrst application of a multivariate analysis
technique to jet identiﬁcation at the Tevatron, and has been in use since 2006. The
MVA b-tagger was developed more recently, and includes the NN b-tagger as an
input variable. Both taggers have a set of operating points for which the tagging
performance is well understood: a comparison of these operating points is given in
Table 2.3.
NN b-tagger MVA b-tagger
Operating Point Design Fake Rate (%) Cut Eﬀ. (%) Cut Eﬀ. (%)
Tight 0.3 > 0.775 48 > 0.225 54
Medium 0.5 > 0.65 54 > 0.15 59
Loose 1.0 > 0.5 59 > 0.075 62
L2 2.0 > 0.325 65 > 0.05 68
L3 3.0 > 0.25 69 > 0.042 72
L4 4.0 > 0.2 71 > 0.035 75
Table 2.3: The fake rates and eﬃciencies for various operating points of the NN and MVA b-
taggers. The range of outputs for both b-taggers is from 0 (less b-jet like) to 1 (more b-jet like).
2.2.9.1 b-Tagging in the L3 Trigger
In addition to the oﬄine b-tagging, some b-tagging takes place in the L3 trigger.
This process is much less sophisticated than the oﬄine version because the decision
time is limited to 150 ms on average. There are currently two b-tagging tools at L3:2.2 The DØ Detector 49
• L3 IP: The Level 3 Impact Parameter (L3 IP) [54] tagger calculates the IP
signiﬁcance of each track in a jet, and from this the probability that the jet
originated from the primary vertex. The probabilities for each jet are combined
into an event probability: this value is close to 0 if the event is likely to contain
a b-jet.
• L3 SVT: The Level 3 Secondary Vertex Tagger [55] reconstructs secondary
vertices directly, employing a fast IP minimisation technique in order to reduce
computation time. The IP signiﬁcance to the primary vertex and to a number
of evaluation points (EPs) is calculated for all tracks. Tracks with a high IP
signiﬁcance with respect to the primary vertex and a low IP signiﬁcance with
respect to the EP are investigated for secondary vertices by the tool.
The L3 SVT tagger was added recently to complement the L3 IP tagger. The IP
tagger detects whether an event is likely to contain b-jets, while the SVT tagger gives
further information on any secondary vertices. These tools allow the identiﬁcation
of b-jet events at the trigger level with high eﬃciency: this ability is important for
the analysis described in Chapters 3 to 5.
As part of the work for this thesis, the SVT tagger performance was analysed,
and the author contributed to its commissioning. The SVT tool calculates the decay
length, decay length signiﬁcance and χ2 for each track, and also returns the number
of vertices in the event. Any of these values may be used to set criteria for an event
to pass the trigger, but currently only the decay length signiﬁcance is used (the
threshold is set to 3.0).
When assessing the triggers, the trigger rate and eﬃciency must be taken into
account. The eﬃciency is measured using a b-enhanced sample; the eﬃciency is
given by the number of events that pass a certain threshold divided by the total
number of events. The trigger rate is the rate at which the trigger is ﬁred during
detector operations. This rate can be predicted using the Trigger Rate Tool (TRT).
The TRT is a fast simulation of the trigger, and provides a good approximation of
the actual rate. The author was responsible for including the SVT trigger in the
TRT. The TRT predicted that the SVT trigger would ﬁre at a rate of 2.24±0.05
Hz, compared with 2.28 Hz in data at a comparable instantaneous luminosity (the
exclusive rate was much lower than this, because most events that ﬁred the SVT
trigger also ﬁred the IP trigger). This allowed the eﬀect of diﬀerent combinations
of the b-tagging triggers to be evaluated before adding them to the trigger list.
The SVT trigger performance for various decay length signiﬁcance cuts is shown
in Figure 2.8 [57], as determined by the author. Plots of this type were taken into
account when optimising the performance of the SVT trigger, both individually and
in conjunction with other triggers.2.2 The DØ Detector 50
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Figure 2.8: The trigger eﬃciency with respect to oﬄine reconstruction, plotted as a function of
trigger rate for the SVT trigger. The points represent decay length signiﬁcance cuts of 8, 6, 3, 2,
1 and 0 from left to right. [57]
2.2.10 Detector Performance
The DØ detector continues to run well, collecting data with an eﬃciency of over
90%, as shown in Figure 2.9. The detector has experienced some degradation since
the start of Run II, but this is minimal. For example, 99% of all muon drift tubes
and 99% of calorimeter channels are operational [58]. 99% of calorimeter channels
are also operational.
During RunII the tracker occupancy increased: the eﬀect of increased luminosity
on the L3 tracking algorithms have been studied as part of this PhD. It was found
that the L3 tracking eﬃciency decreased linearly as the instantaneous luminosity
increased. This was expected, as the increasing luminosity leads to greater numbers
of particles being emitted at each bunch crossing. These particles are detected as
a series of hits (points where particles interact with the tracking sensors) in the
tracking system. As the number of hits increases, the more diﬃcult it becomes to
construct individual tracks. This has a large impact on the tracking triggers, where
reconstruction must be completed within a time limit. However, this reduction in
eﬃciency was small in comparison with the increase in the number of tracks due
to the high luminosity delivered to the detector, so the overall eﬀect on detector
performance was minimal.2.2 The DØ Detector 51
Figure 2.9: The DØ daily data taking eﬃciency for the period October 2009 to September 2010.
The data taking eﬃciency is the ratio of recorded to delivered data. The eﬃciency is generally
above 90%, allowing a large amount of data to be collected and analysed [59].
Overall the experiment continues to perform well, allowing a wide range of
physics analyses to be carried out.3 Search for Neutral Supersymmetric Higgs Bosons in the Multijet Channel52
Chapter 3
Search for Neutral
Supersymmetric Higgs Bosons in
the Multijet Channel
3.1 Introduction
Chapters 3, 4 and 5 describe a search for neutral MSSM Higgs bosons (φ) in the
multijet channel, using 6.6 fb−1 of data from RunII of the DØ detector. Both the
SM and MSSM predict a large branching ratio for low mass Higgs boson decays
to b-quark pairs, which makes a search for multiple b-jet Higgs boson events vi-
able in spite of the large multijet background inherent at a hadron collider: this is
described in Section 3.1.1. The author was responsible for a signiﬁcant change in
analysis method from the previous analysis [60]: an overview of the previous method
is given in 3.1.2, and the new method is presented in the following sections. De-
tails of the data samples, Monte Carlo simulations, event selection and background
prediction are given in Section 3.2. Section 4.1 gives an overview and comparison
of diﬀerent multivariate techniques that were considered for the analysis. The sys-
tematic uncertainties are listed in Section 5.2, and expected conﬁdence limits in the
mA, tanβ plane are given in Section 5.3.
3.1.1 φb(b) → b¯ bb(b) in the MSSM
The branching ratios of various Higgs decay processes in the SM are given in Figure
3.1 (a). The Higgs boson decay to b-quark pairs dominates for Higgs boson masses
below 135 GeV, above which point diboson decays are more prevalent. In the MSSM
however, the A boson does not decay to W boson pairs, so the process A → b¯ b is the3.1 Introduction 53
dominant decay over a larger mass range, as seen in Figure 3.1 (b). The branching
ratio of H and h bosons to W bosons is suppressed at high tanβ, so the neutral
Higgs bosons (collectively labelled φ) decay predominantly to b¯ b. Approximately
90% of neutral Higgs boson decays are to b-quark pairs, with the other 10% mainly
comprising τ+τ− decays.
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Figure 3.1: Higgs boson branching ratios as a function of Higgs mass for the (a) the Standard
Model and (b) the MSSM [61]. The MSSM graph gives branching ratios for the A boson; the A
boson coupling to up type quarks is suppressed, and the A boson does not couple to the weak
bosons.
The channel φ → b¯ b would be extremely diﬃcult to distinguish from the large
number of multijet events. A common strategy to reduce the proportion of back-
ground b-jet pair events in the data sample is to require the presence of a spectator
particle produced in association with the Higgs boson. In the MSSM, the cross
section of the process b → φb has a tan2 β enhancement for two of the three neutral
Higgs bosons, making this a suitable associated production channel for searches.
Feynman diagrams for the three- and four-jet versions of this process are given in
Figure 3.2.
Overall, the MSSM cross section multiplied by branching ratio (σ×BR) for this
process can be expressed as:
(σ × BR)MSSM ≈ σSM × 2 × 0.9 × tan
2 β (3.1)
where σSM is the cross section of the SM Higgs boson [62].3.1 Introduction 54
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Figure 3.2: Feynman diagrams for (a) three and (b) four jet φb(b) → b¯ bb(b) decays. The process
b → φb is enhanced by a factor of tan2 β in the MSSM.
The search described in this thesis was essentially a model independent search:
the enhancement in Equation (3.1) was used to convert the model independent cross
section limits to naive limits on tanβ in the MSSM, ignoring SUSY loop corrections
to the value of tanβ and the eﬀect of the increased Higgs boson coupling on the
width. These eﬀects are further discussed in Section 5.3.2.
A brief summary of previous searches in this channel at DØ is given in the next
Section.
3.1.2 Overview of Previous Analysis Versions
The published result in this channel is the 1 fb−1 analysis [1, 66]. An updated
publication using 5.2 fb−1 of data and the same analysis procedure as the published
result is currently in the ﬁnal stages of review [60]. In both cases, a sample of
events with three or four jets, at least three of which were identiﬁed as b-jets by the
DØ neural network b-tagger, was analysed. The b-tagging requirement removed a
high proportion of the light jet events, although light jets mis-identiﬁed as heavy
jets remained in the sample. Most b¯ b events at DØ are due to QCD processes, so
these dominated the b-tagged sample. The sensitivity of these searches relied on
accurate modelling of the multijet background. The relative contributions and cross
sections of the various background processes could not be predicted theoretically, so
a data-driven background model was employed.
Each event in the sample contained at least three b-tagged jets: in signal events,
two of these jets would result from the decay of the Higgs boson. Thus, each pairing
(from the leading three jets) was considered to be a potential Higgs candidate. The
likelihood that each jet pair was derived from a Higgs boson was calculated, and the
pair with the highest likelihood was retained. The likelihood was calculated using a
number of kinematic variables for each jet pair. The di-jet invariant mass was not3.2 Analysis Method 55
included in this calculation, so the likelihood was not sensitive to any one value of
mA. Separate high and low Higgs boson mass likelihoods were used to optimise the
analysis for these regimes. An additional cut was placed on the likelihood to remove
background-like events
The ﬁnal variable used to set conﬁdence limits on the Higgs boson cross section
(and so the mA, tanβ plane) was the di-jet invariant mass of the selected jet pair
from each event. The limits on σ × BR calculated for 1 fb−1 of data are given in
Figure 3.3.
Figure 3.3: Median expected (dotted blue line) and observed (solid red line) limits on σ×BR for
the φb → b¯ bb process as a function of Higgs boson mass, using 1 fb−1 of DØ RunII data [66]. The
green and yellow bands correspond to the expected limit where the expected number of events is
varied within ±1σ and ±2σ respectively.
The core of the analysis was largely unchanged for the version presented in this
thesis. The method for predicting the background was kept, but in a modiﬁed form.
An extra 1.4 fb−1 of data were analysed, the MVA b-tagger was used in place of the
NN b-tagger, and the pair-based selection was replaced with a method that took
the event as a whole into account. A more powerful multivariate approach was used
to provide the ﬁnal discriminant.
3.2 Analysis Method
A large proportion of Tevatron collisions result in multiple light jet events, some of
which have b-jet like properties. As the signature for this channel involves multiple3.2 Analysis Method 56
b-jets, the multijet background must be understood. Monte Carlo simulation is not
able to reliably predict the shape or scale of this background, so a data-based back-
ground prediction was used. The methods used to study the background, identify
signal events and evaluate conﬁdence limits are described in this section.
3.2.1 Data Sample
The set of data events containing three or more jets [64] (the three jet skim) was used
for this analysis. This skim contains events with one jet with transverse momentum
(pT) greater than 20 GeV, and two others with pT greater than 15 GeV; these
jets were required to have a pseudorapidity (η) within ± 2.5. Events were taken
from runs where no detector problems or errors in the luminosity calculation were
reported. These data quality cuts removed approximately 13% of the events: of the
remaining events, 6% were aﬀected by known calorimeter issues, so these were also
removed. This left roughly 351 million events to analyse.
3.2.1.1 Trigger
The data were collected using a dedicated φb¯ b trigger. The RunIIa data were col-
lected using trigger list versions 8 to 14; the triggers used for this analysis are
described in Table 3.1.
Two trigger list versions, v15 and v16 [67], were used for RunIIb. In v15, the
analysis was run over events that ﬁred the joint impact parameter (IP) and sec-
ondary vertex (SVT) triggers, and a silicon track trigger (STT) impact parameter
requirement was added to this trigger at Level 2 in v16. A modiﬁed form of this
trigger was added in the v16 trigger list: this trigger did not have the STT im-
pact parameter requirement at Level 2, nor any b-tagging requirement at Level 3
(L3BTAG). The frequency at which this non b-tagging trigger was ﬁred was re-
stricted by turning the trigger oﬀ at instantaneous luminosities of 3×1032 cm−2 s−1
and higher, and pre-scaling the trigger at luminosities between 3×1032 cm−2 s−1 and
0.6×1032 cm−2 s−1. The RunIIb triggers are listed in Table 3.2.
Any changes between trigger list versions were accounted for in the MC simula-
tion, so it was not necessary to analyse data from diﬀerent trigger versions separately
unless the detector conﬁguration (RunIIa or RunIIb) was diﬀerent.
3.2.1.2 Jets
The DØ RunII Improved Legacy Cone algorithm [44, 68] was used to reconstruct
the jets. The jet energy and jet energy resolution were corrected using the DØ Jet3.2 Analysis Method 57
Level v9 v9 v10
L1 CJT(3,7) CJT(4,5,|η| < 3.2) CJT(3,5,|η| < 3.2)
L2 - JT(3,8|η| < 3), HT(50,5) same as v9
L3 JT(3,15,|η| < 3 same as v8 same as v9
Level v11 v12
L1 CJT(3,5|η| < 3.2) same as v11
L2 same as v10 same as v11
L3 JT(3,15,|η| < 3), JT(2,25,|η| < 3), |zPV | < 35 cm same as v11
Level v13 v14.0-7
L1 same as v12 CJT(3,4,|η| < 2.6), CJT(3,5,|η| < 3.2)
L2 JT(3,6,|η| < 3), HT(70,8) same as v13
L3 v12 +Probb(0.05) same as v13
Level v14.8-
L1 v14.0-7 + CJT(1,7,|η| < 1.8)
L2 same as v13
L3 same as v13
Table 3.1: List of triggers used in the p17 (RunIIa) analysis. CJT(x,y,|η| < z) corresponds to
a requirement of x calorimeter trigger towers with energy greater than y GeV within |η| < z. The
JT(x,y,|η| < z) term indicates a requirement of x jets with pT > y GeV and |η| < z. The L2
HT(x,y) term requires that the sum of the transverse energy of jets with pT > y GeV is greater
than x GeV. The zPV term is a requirement on the distance of the primary vertex from the centre
of the detector (measured along the beam axis), and the Probb(x) term indicates that the output
of the L3 IP tagger must be less than x for the event to ﬁre the trigger.
Energy Scale (JES [69]) and Jet Shifting, Smearing and Removal (JSSR [70]) tools
(these applied energy corrections derived from studies of photon-jet events in data).
The energies of jets containing a muon were also corrected to compensate for the
energy carried by the muon and neutrino.
3.2.2 Monte Carlo Samples
A number of multijet background samples were simulated using ALPGEN v2.11
[71]: these are listed in Table 3.3. The cross sections for the background samples
were predicted to leading order. Although these samples formed part of the process
of modelling the background, they were not used as the background prediction itself:
see section 3.2.6 for more details.
As the main diﬀerence between the MSSM φb → b¯ bb process and its SM coun-
terpart is the value of σ×BR (to leading order), signal MC samples were generated3.2 Analysis Method 58
Level v15
L1 CSWJT(3,8,|η| < 3.2)CSWJT(2,15,|η| < 2.4)CSWJT(1,30,|η| < 2.4)
L2 JT(3,8,|η| < X) HT(75,6) SPHER(0.1) OR
JT(1,30,|η| < 2.6) JT(2,15,|η| < 2.6) JT(3,8,|η| < X) HT(75,6) MJT(10,10) OR
JT(1,30,|η| < 2.6) JT(2,15,|η| < 2.6) JT(3,8,|η| < X) HT(100,6)
L3 JT(3,15,|η| < 3.6) JT(2,25,|η| < 3.6) |zPV| < 35 cm BTAG(0.4)
Level v16
L1 CSWJT(3,8,|η| < 3.2)CSWJT(2,15,|η| < 2.4)CSWJT(1,30,|η| < 2.4)
L2 JT(3,6,|η| < X) HT(75,6) SPHER(0.1) STTIP(1,5.5,3) OR
JT(1,30,|η| < 2.6) JT(2,15,|η| < 2.6) JT(3,8,|η| < X) HT(75,6) MJT(20,10) OR
JT(1,30,|η| < 2.4) JT(2,15,|η| < 2.4) JT(3,8,|η| < 2.4) HT(75,6) STTIP(1,5.5,3)
L3 JT(3,15,|η| < 3.6) JT(2,25,|η| < 3.6) |zPV| < 35 cm BTAG(0.4)
Table 3.2: The φb¯ btrigger conditions in the v15 and v16 trigger lists. The following requirements
are made: the CSWJT(x,y,|η| <z) term requires x L1 jets with energy greater than y GeV and
with |η| <z. The JT(x,y,|η| <z) term requires x L2 or L3 jets with pT greater than y and z within
|η| < z. The L2 HT(x,y)term requires that the sum of the transverse energies of jets with pT >y
GeV is greater than x GeV, while the SPHER(x) term requires the event sphericity measured at
L2 is greater than x. The MJT(x,y) term is similar to the HT term in that it requires the total
missing transverse energy(MET) of jets with transverse energy >y GeV to be greater than x GeV.
The STTIP(x,y,z) term requires x L2 STT tracks with impact parameter signiﬁcance greater than
or equal to z, with a χ2 <y. |zPV | <35 cm is a requirement that the primary vertex reconstructed
at L3 is within 35 cm of the centre of the detector, measured along the beam axis. The BTAG(0.4)
term requires the L3 IP tagger to return a value less than 0.4.
using a SM simulation. Signal samples were generated for mass hypotheses from
90 GeV to 320 GeV, in 10 GeV increments. The sample cross sections were set to
leading order (LO) using Pythia v6.409 [72], with next to leading order corrections
calculated using MCFM [73] (using the CTEQ6 parton density functions [74]). The
MC signal samples are listed in Table 3.4.
3.2.3 b-Tagging
A description of the diﬀerent b-tagging algorithms is given in Chapter 2. The
multivariate analysis (MVA) b-tagger has shown higher eﬃciency than the neural
network b-tagger in tests [63], and was used to analyse RunIIb data and MC. The
MVA b-tagger was not available in p17 at the time, so the NN b-tagger was used to
analyse the RunIIa data and MC.
To be included in the analysis, data events had to contain three tight-tagged jets
(as deﬁned in Table 2.3) according to the relevant b-tagger (NN for RunIIa, MVA
for RunIIb). In the MC, however, the base MC event weights were multiplied by3.2 Analysis Method 59
Sample Number of Events (p17) Number of Events (p20)
bbb 3,076,000 4,600,000
bbc 1,846,000 3,648,000
bbj 1,632,500 3,000,000
bbjj 1,880,750 3,000,000
ccj 816,000 2,000,000
ccjj 806,000 2,000,000
tt 421,068 359,830
Table 3.3: Number of events in each MC background sample.
scale factors, derived by the b-ID group, which corresponded to the probability that
event would be selected in a three tight-tagged sample by the relevant b-tagger. A
taggability scale factor was applied: the taggability is deﬁned as the number of good,
taggable jets divided by the total number of jets. This value varies as a function of
η and pT: these functions are measured in data and MC, and the MC taggability
functions are corrected to data [75]. The corrected taggability functions were used
to scale MC events.
The MC event weights were multiplied by the event b-tagging eﬃciencies. These
vary as a function of pT and η, and are referred to as Tag Rate Functions (TRFs)
[52] (again, these are corrected to data). The analysis described in this thesis used
the TRFs to model b-tagger response in the MC events.
3.2.4 Event Selection
In order to be included in the analysis, events were required to:
• Fire the φb¯ b trigger
• Have the primary vertex within |z| < 35 cm
• Contain 2 tight-tagged jets with pT > 25 GeV and |η| < 2.5
• Contain 1 or 2 additional tight-tagged jets with pT > 20 GeV and |η| < 2.5
• Contain at least one pairing of these jets with invariant mass > 50 GeV
• Have ∆R > 1.2 for the second and third leading jets.3.2 Analysis Method 60
mh/GeV Number of Events (p17) Number of Events (p20)
90 299,500 600,000
100 300,000 600,000
110 300,000 600,000
120 300,000 600,000
130 301,000 600,000
140 305,500 600,000
150 307,500 600,000
160 300,000 600,000
170 300,000 600,000
180 315,500 600,000
190 299,750 600,000
200 331,500 600,000
210 298,500 600,000
220 359,500 600,000
230 300,000 300,000
240 299,000 300,000
250 300,000 300,000
260 600,000 300,000
270 300,000 100,250
280 300,000 167,084
290 300,000 100,000
300 298,000 100,000
310 300,000 101,750
320 300,000 101,250
Table 3.4: The number of events in the p17 and p20 MC signal samples.3.2 Analysis Method 61
The MC simulation did not include jet pairs from gluon splitting, so these had
to be removed from data. This could be achieved by removing events where one
pair out of the leading three jets had a low value of ∆R, but it was found that cuts
on the ∆R of pairs containing the leading pT jet had little eﬀect on the data-MC
agreement. In four-jet events, imposing cuts on the ∆R of pairs including the fourth
jet in pT order had negligible eﬀects on the number of events in data, so the cut
∆R > 1.2 cut was imposed on the pair containing the second- and third-leading jets
(this improved the data-MC agreement in other kinematic variables).
The number of data events passing these cuts are shown in Tables 3.5 and 3.6.
To reduce the time taken to process data, only events with more than one tight b-
tagged jet were analysed: this selection places a cut on the primary vertex position,
so the primary vertex cut is not included in the Tables. In addition, only events with
three or four jets were processed for the RunIIb data, again to reduce processing
time.
Number of events Fraction relative
to previous level
Events with > 1 NN tight b-tag jet 438,549 -
Fire φb¯ b trigger 289,271 0.660
>2 good, taggable jets 243,013 0.840
>2 NN tight b-tag jets 6,386 0.026
∆R(jet 2, jet 3) > 1.2 5,013 0.784
with 3 jets (exclusive) 2,414 0.482
with 4 jets (exclusive) 2,014 0.401
Table 3.5: The number of events and relative fraction of events in data passing each cut in RunIIa.
3.2.5 Background Composition
The fractional contributions of the event types generated in MC were calculated by
comparing the total jet transverse energy (HT) distributions for the MC samples
with those for data in the three- and four-jet channels with diﬀerent b-jet tagging
cuts applied. The three jet channel has nine possible combinations of light (j),
charm (c) and bottom (b) jets: jjj, cjj, bjj, ccj, bbj, ccc, bcc, bbc, and bbb (bcj is
absorbed into the bbj component). Each sample is weighted by xsample, the unknown
fraction of multijet events contributed by that sample before b-tagging. The number
of parameters was reduced by making the following assumptions:3.2 Analysis Method 62
Number of events Fraction relative
to previous level
Events with > 1 MVA tight b-tag jet 2,516,667 -
Fire φb¯ b trigger 1,506,807 0.599
> 2 good, taggable jets 1,206,319 0.800
> 2 MVA tight b-tag jets 40,044 0.033
∆R(jet 2, jet 3) > 1.2 31,167 0.778
with 3 jets (exclusive) 18,164 0.583
with 4 jets (exclusive) 13,003 0.417
Table 3.6: The number of events and relative fraction of events in data passing each cut in RunIIb.
Note that events with ﬁve or more jets are not included in this table.
• xbjj = xcjj, xbbj = xccj and xbbb = xccc. The diﬀerence in mass between b-jets
and c-jets becomes negligible at high HT, so cjj, ccj and ccc events can be
grouped with the bjj, bbj and bbb events respectively.
• xbbb = xbbc = xbcc. The production cross section of the bbcc process was found
to be twice that of bbbb in ALPGEN. The third jet in bbcc was as likely to be
a b-jet as it was a c-jet, so bbcc was split equally between bbc and bcc events.
For this reason, the three contributions were considered to be equal.
This reduced the number of free, independent parameters to three: xbbb, xbbj and
xbjj. These, together with the xjjj contribution, sum to unity. These values were
then multiplied by the b-tagging eﬃciency (measured by the DØ b-ID group [76])
for the relevant sample, denoted ǫsample, to deﬁne a new set of parameters:
Xsample = xsample × ǫsample (3.2)
Taking the eﬃciency into account in this way, the ﬁnal parameters were:
• Xbbb =
ǫb
ǫcXbbc =
￿
ǫb
ǫc
￿2
Xbcc =
￿
ǫb
ǫc
￿3
Xccc
• Xbbj =
￿
ǫb
ǫc
￿2
Xccj
• Xbjj =
ǫb
ǫcXcjj
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where the relative b-tagging eﬃciencies of b- and c-jets (ǫb/ǫc) were known.
The b-tagging eﬃciency for b-jets was roughly ﬁve time that for c-jets, so the Xccc
contribution was negligible. The remaining eight parameters were used to ﬁt the MC
samples to the data for 0-, 1-, 2- and 3-tagged jet cases. The sample contributions
and b-tagging eﬃciencies varied with HT so the ﬁt was carried out for individual bins
in HT to allow for this. For each HT bin, the number of events in each sample were
weighted by the relevant (unknown) Xsample parameter, and the total was equated
to the number of events for data, giving a set of linear equations for each bin [66].
The values of Xsample that gave the best ﬁt to the data were used to scale the MC
samples: the MC-data agreement in the HT distribution is shown for the RunIIb
three jet channel as an example in Figures 3.4 and 3.5, on linear and logarithmic
scales respectively. The contributions of each MC sample as a fraction of the total
MC background in the three jet channel are given in Tables 3.7 to 3.8: these tables
give the integral of the HT distribution of each sample divided by the integral of the
total MC HT distribution.
In the four jet channel, the samples were scaled using the relevant value of Xsample
for the leading three jets and scaling this parameter by an extra factor to account
for the extra jet (this factor was a free parameter in the ﬁt). In the RunIIa data,
this factor was close to one, so the parameter values for the four jet channel were
the same as those in Table 3.7. The contributions for the RunIIb four jet channel
are given in Table 3.9.
In addition to the multijet background, t¯ t events were simulated in MC. The
t¯ t contribution was almost negligible for the three-jet channel, and less than ﬁve
percent for the four-jet channel. The contributions of processes with lower cross
sections, such as Z → τ+τ−, were considered to be negligible and were not included.
Process % Composition (Run IIa)
0-tag 1-tag 2-tag 3-tag
bbb 0.1 0.3 2.7 51.2
bbc + bcc 0.2 0.9 3.0 15.1
bbj 3.7 19.0 82.3 30.7
ccj 4.1 8.6 5.1 1.8
jjj + cjj + bjj 92.0 71.2 6.9 1.2
Table 3.7: Contributions of MC processes to the total MC multijet 3-jet background (RunIIa).
The error on these values is of the order of 5%.3.2 Analysis Method 64
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Figure 3.4: Composition of zero to three b-tagged three jet data samples for RunIIb. Numerical
values for each of the b-tagged samples are shown in Table 3.8. This method was also applied to
four-jet data and RunIIa data.
Process % Composition (Run IIb)
0-tag 1-tag 2-tag 3-tag
bbb 0.1 0.2 2.5 47.1
bbc + bcc 0.1 0.6 3.1 16.5
bbj 2.3 13.0 76.6 31.8
ccj 2.5 7.0 6.3 2.4
jjj + cjj + bjj 95.0 79.1 11.5 2.2
Table 3.8: Contributions of MC processes to the total MC multijet 3-jet background (RunIIb).
The error on these values is of the order of 5%.3.2 Analysis Method 65
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Figure 3.5: Composition of zero to three b-tagged three jet data samples for RunIIb plotted on
a logarithmic scale. Numerical values for each of the b-tagged samples are shown in Table 3.8.
This method was also applied to four-jet data and RunIIa data. The total MC background HT
distribution agrees well with that for the data: this was achieved by ﬁtting the MC to data for
each individual bin in the HT distribution.
Process % Composition (Run IIb)
0-tag 1-tag 2-tag 3-tag
bbb 0.1 0.2 2.3 43.7
bbc + bcc 0.2 0.7 3.2 20.1
bbj 3.7 17.4 76.8 31.6
ccj 4.1 9.4 6.8 2.5
jjj + cjj + bjj 92.0 72.3 10.9 2.1
Table 3.9: Contributions of MC processes to the total MC multijet 4-jet background (RunIIb).
The error on these values is of the order of 5%.3.2 Analysis Method 66
3.2.6 Background Prediction
Although the MC samples can be ﬁtted to data as described in Section 3.2.5, this
method does not predict the shape or scale of the multijet background to the required
degree of accuracy. For this reason, the background model was derived from data
rather than using pure MC. Multijet events with 2 tight tagged jets are extremely
common in data, and the signal contribution to the 2-tag data sample is negligible
in comparison. The distribution in variable x for 2-tag data can be deformed to that
of a 3-tag sample using:
3-Tag Background(x) =
3-Tag MC(x)
2-Tag MC(x)
× 2-Tag Data(x) (3.3)
The background for each channel is calculated using the relevant (3-tag and 2-
tag) MC and data samples. All events contain at least three tight b-tagged jets,
so distributions of all variables can be treated in this manner: however, the dis-
tributions must be calculated separately. This method relies on the fact that the
main diﬀerence between the 3-tag and 2-tag MC samples is the b-tagging, so many
unknown parameters cancel out in the ratio, allowing the shape of the background
distribution to be determined.
The relative scales of 2-tag and 3-tag MC samples, however, were not necessarily
correct, so this method could not accurately predict the background normalisation.
For this reason, the normalisation was left as a free parameter when conﬁdence limits
were calculated.
The jet η and pT distributions for the data, pure MC background and predicted
background are shown in Figures 3.6 to 3.9 (the plots show RunIIb distributions as
an illustration). The background has been normalised to data to aid comparison.
The plots show that, in general, the predicted background is in reasonable agreement
with the data, and is a better model than the 3-tag background simulated using pure
MC.3.2 Analysis Method 67
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Figure 3.6: The transverse momentum (pT) distributions for the leading (top left), second (top
right) and third (bottom left) jets in pT order for p20 data in the 3-jet channel.
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Figure 3.7: The pseudorapidity (η) distributions for the leading (top left), second (top right) and
third (bottom left) jets in pT order for p20 data in the 3-jet channel.3.2 Analysis Method 68
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Figure 3.8: The transverse momentum (pT) distributions for the leading (top left), second (top
right) and third (bottom left) jets in pT order for p20 data in the 4-jet channel.
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Figure 3.9: The pseudorapidity (η) distributions for the leading (top left), second (top right) and
third (bottom left) jets in pT order for p20 data in the 4-jet channel.3.3 Conclusion 69
3.3 Conclusion
The enhancement on the value of σ × BR for the process φb → b¯ bb makes searches
for this signature a sensitive test of physics beyond the Standard Model. However,
modelling the background processes for this channel also presents a signiﬁcant chal-
lenge. The background was modelled in two steps: ﬁrstly the contribution of various
processes to the total background were found by ﬁtting them to data for diﬀerent
numbers of tight b-tags. Then the three tight b-tagged background distribution for
variable x was found by multiplying the two tight b-tagged data by a ratio derived
from MC. This was found to give reasonable agreement with the data.4 Overview of Multivariate Methods for the Multijet Analysis 70
Chapter 4
Overview of Multivariate Methods
for the Multijet Analysis
4.1 Introduction
Having deﬁned the background and signal samples and achieved acceptable agree-
ment between the data and the background, variables that separated signal and
background samples (discriminants) could be determined. The results of the search
were determined using a hypothesis test: the distribution of the chosen discriminant
variable was predicted for signal and background hypotheses and compared to the
distribution of the discriminant in data. In general, the analysis is more sensitive if
the discriminant used for setting limits (the ﬁnal discriminant) is some combination
of several discriminant variables: processes that perform this combination are called
multivariate analysis (MVA) techniques. The strategy employed in this analysis was
to use kinematic variables from three Higgs boson candidates (b-jet pairings) per
event as inputs to the MVA. In the three jet channel, this simply meant all possible
pairings of b-jets, whereas in the four jet channel only pairings of the leading three
jets were considered (the Higgs boson is likely to decay to high energy jets, so it
is assumed to be unlikely for the fourth jet in pT order to be derived from a Higgs
boson decay). The input variables considered were:
• di-jet invariant mass
• ∆η (|ηi − ηj|)
• ∆φ (|φi − φj|)
• momentum Balance (|
pi−pj
pi+pj|)4.2 Neural Networks 71
• rapidity
• opening angle between Higgs boson candidate and jet i
for each of the three pairings, and the event sphericity (i and j denote the leading
and second leading jet in the pair respectively). This choice of variables was based
on a study from the 1 fb−1 analysis [77], and their eﬀectiveness was veriﬁed by the
author.
A number of MVA methods were tested for this analysis; a comparison of these
methods is given in this Section. Each MVA was trained using MC events. One
quarter of the events were used for training, and a further quarter were used for
testing the technique (the remaining half were used for the analysis). Each method
was trained on the same sample. For all methods, the events were weighted according
to their cross sections (and in the case of the background MC, the composition values
obtained in Section 3.2.5), and then scaled such that the weighted total number of
background events was 1, and the weighted total number of signal events was 1. For
simplicity, the event weightings will not be included in the following discussion.
As well as providing a good discriminant, the output of the MVA was required
to show consistency (that is, if the MVA were trained twice with the same input
variables and training sample, it would give similar results each time).
4.2 Neural Networks
A neural network (NN) is a pattern recognition algorithm which may be visualised
as a network of nodes, arranged in layers, connected by edges (see Figure 4.1). In
addition to the input and output layers, there may be a number of hidden layers
between the two. An input node is associated with each input variable (denoted x1
to xn for n variables). The edges connecting these nodes to those in the next layer
of the network (denoted y1 to ym) are associated with a weight, wij. The values of
the nodes yj are given by a function of those in the previous layer and the weight
as follows:
yi = F(wij,xj) (4.1)
where
F(wij,xj) = wijxj (4.2)
for nodes between input (or output) nodes and hidden nodes, and4.2 Neural Networks 72
F(wij,xj) = (1 + e
wijxj)
−1 (4.3)
for edges connecting hidden nodes.
Figure 4.1: Diagram illustrating the structure of a simple neural network. The illustrated NN
consists of three layers of nodes (illustrated as blue circles): an input layer (left), a hidden layer
(centre) and an output layer (right). The edges which link the nodes are also shown.
The NN is trained to recognise signal and background events by a training algo-
rithm. Initially the weights, wij, are randomised, and input variables for the data
are fed into the network. The training data includes an indicator value, I; this is
set to, for example, 1 in signal events and 0 in background events. The value of
the output node (I′) is calculated for each event, and compared with the indicator
value to give the error for each event, and the overall error is the sum of (I − I′)2
over all events. This error is a function of the weights wij, and is minimised using
an iterative method. These iterations are known as epochs. There are several itera-
tive methods: the method used in this study was the Broyden, Fletcher, Goldfarb,
Shanno (BFGS [78]) algorithm, which uses Newton minimisation.
If the network is trained for too many epochs, the network may become too
speciﬁc to the training sample. This is known as over-training, and is prevented
by calculating the error (I − I′)2 for an independent sample of events (known as
a testing sample) and comparing it with that of the training sample. If the errors
diverge, the network is over-trained.
The NN algorithm contained in the class TMultiLayerPerceptron [79] was used
in this analysis. When applied to the φb → b¯ bb analysis, the neural network method
was found to be very unstable. There were large variations from one mass hypothesis
to the next; in fact training several networks for a single mass hypothesis led to4.3 Forest of Decision Trees with Boosting (BDT) Method 73
several diﬀerent outcomes. This may have been due to the random starting point
of the process, or the presence of false minima in the error function. The expected
limits on tanβ (used here to compare sensitivity) calculated using the NN output
as the ﬁnal discriminant are shown in Figure 4.5, and illustrate the inconsistency
from one mass hypothesis to the next.
4.3 Forest of Decision Trees with Boosting (BDT)
Method
A decision tree (DT) is a multivariate technique which uses a series of simple
cuts to discriminate signal events from background. Starting with a mixed signal-
background sample, the DT evaluates a number of cuts for each variable to ﬁnd
the best cut for distinguishing signal from background. This cut is used to divide
(split) the sample into two subsets. The next step is determined by the purity of
the resulting subsets. The purity is deﬁned as
p =
s
s + b
= 1 −
b
s + b
(4.4)
Where s and b are the number of signal and background events, scaled such that
s + b = 1. This is used to calculate a separation criterion: in this case, the Gini
index (p(1 − p)) was used. A Gini index of 0.5 corresponds to a subset where s
and b are equal. The Gini index decreases if s is greater than b, or vice versa. If
the separation criterion of a subset is below a pre-set threshold, no further splitting
occurs for that subset. If the threshold is not passed, an optimised cut is then found
for that subset, and it is split into two smaller subsets. This process continues until
all subsets have reached the threshold purity or the maximum number of split levels
have occurred (this maximum is a parameter of the algorithm). An output value
is then assigned to each event: -1 if the event is placed in a background-dominated
subset, and +1 if it is placed in a signal-dominated subset. Figure 4.2 shows the
structure of a simple decision tree.
This method will lead to several events being wrongly classiﬁed, leading to a loss
in sensitivity. This can be mitigated by use of a boosting algorithm [80]. Boosting
is carried out by training an ensemble of trees (known as a forest) on the same
data sample and altering the weight of each event after each tree is trained. The
events are re-weighted according to their classiﬁcation: those that were classiﬁed
correctly have their weight reduced, while those that were classiﬁed incorrectly are
given an increased weight. When the splitting occurs in the next tree, the previously4.4 Forest of Randomised Decision Trees (RF) Method 74
Figure 4.2: Diagram illustrating the structure of a simple decision tree (DT). The green circles
represent samples that do not meet the purity criterion, while the red and blue circles are samples
below the purity threshold, which are dominated by signal and background events respectively. At
the ﬁrst node (at the top of the diagram), the DT tests a number of possible cuts on each variable,
and uses the cut which provides the best signal-background separation. This process is repeated
until all samples reach the purity criterion, or the maximum depth of the tree is reached.
mis-identiﬁed events have a greater inﬂuence on the cut optimisation, and are more
likely to be correctly identiﬁed. This produces a Forest of Boosted Decision Trees,
abbreviated as BDT. The output of the BDT is a weighted average of the outputs
of all DTs in the forest (the output of DTs trained later, which received more
boosting, are weighted more strongly than those which were trained earlier). The
ROOT TMultiVariateAnalysis (TMVA [81]) toolkit was used. Forests of 100 trees
were trained to test the method.
This method was found to be unsuitable for the strategy described in Section
4.1 . The signal sample may be divided into two main subsets: events where the
Higgs boson daughter particles are the two leading jets, and those where they are the
leading and third-leading jets. Signal events in the ﬁrst case have similar properties
to background events in the second, and vice versa. The boosting algorithm caused
these two subsets to be weighted equally, reducing the discriminating power of the
forest as the number of trees increased, as illustrated in Figure 4.3. The expected
limits on tanβ using the BDT output as the ﬁnal variable are given in Figure 4.5;
again, these showed large ﬂuctuations from one mass hypothesis to the next. It
would be possible to train two or three BDTs, with each BDT focussing on one
pairing. A simpler method was chosen, however, as discussed in the next Section.
4.4 Forest of Randomised Decision Trees (RF)
Method
An alternative method using decision trees is the Forest of Randomised Decision
Trees, or Random Forest (RF) [82]. In a similar manner to the BDT method, a RF4.4 Forest of Randomised Decision Trees (RF) Method 75
(a)
(b)
(c)
Figure 4.3: Output values of signal (red) and background (blue) MC samples for BDT method
after (a) 20, (b) 50 and (c) 100 trees. The signal and background distributions converge as the
number of trees increases.4.5 Random Forest Input Variables and Outputs 76
uses an ensemble of trees. The boosting method is exchanged for a process known
as ‘bagging’: before each tree is trained, every event is randomly assigned a weight
of one or zero. This means that each tree is trained over a random subset of the
data. Additionally, a randomly chosen subset of input variables is used in each tree.
This method allows good signal-background separation for diﬀerent subsets of data,
without using the boosting algorithm. The output of the RF is the average of the
outputs of all DTs in the RF. The output becomes more consistent if larger numbers
of trees are trained. To test the method, forests of 100 trees were trained.
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Figure 4.4: Random Forest output distributions for the signal (red) and background (blue) MC
training samples. The signal and background RF output distributions peak at ± 1, indicating
good discrimination between signal and background separation.
Figure 4.4 shows an example random forest output for MC signal and back-
ground. The output distributions demonstrate good signal-background separation.
In addition, the RF was more stable than the other methods tested, as can be seen
in the expected sensitivity illustrated in Figure 4.5. For this reason, the RF method
was used in the analysis.
4.5 Random Forest Input Variables and Outputs
The performance of an MVA can be improved by careful choice of input variables.
Variables which do not distinguish signal and background can detract from the4.5 Random Forest Input Variables and Outputs 77
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overall performance of the MVA. The TMVA RF algorithm produces a list of the
variables used at each splitting in each DT. Variables that appeared infrequently on
the list were removed from the RF. An extra variable (the mass deviation angle)
was added at this stage: this variable is deﬁned and discussed below.
The following variables were found for each Higgs candidate (jets i and j), and
used as inputs for the RFs:
• di-jet invariant mass
• ∆η (|ηi − ηj|)
• opening angle between Higgs boson candidate and the leading jet in the pair.
In addition to the pair-based variables, two event-based variables were included:
• event sphericity (three jet channel only)
• invariant mass deviation angle (arccos
￿
Mean Mass
RMS Mass
￿
) where the mean and RMS
masses are the mean and RMS of the masses of the three Higgs boson candi-
dates.
Therefore a total of 11 input variables were used in the three jet channel. The
event sphericity was not modelled well in the four jet channel, so it was not used as
an input for the four jet random forests.
The invariant mass deviation angle is a measure of how similar the masses of
the three Higgs candidates are: the closer these masses are, the smaller the angle.
The deviation angle for a given event is derived by plotting the event as a vector,
  M, in (M12, M23, M13) space, where Mij is the invariant mass of jets i and j. The
deviation angle is the angle between this vector and the vector   a = (1,1,1) . This
is illustrated in two dimensions in Figure 4.6. The scalar product rule gives the
deviation angle as
Deviation Angle = arccos
 
  M    a
|   M||  a|
!
Deviation Angle = arccos
 
M12 + M23 + M13
3
×
r
3
M122 + M232 + M132
!
(4.5)
This is identical to the expression given in the list of variables above. This value
was found to be relatively low for low mass signal events, but high for background4.5 Random Forest Input Variables and Outputs 79
Invariant Mass (Jet 1, Jet 2)/GeV
0 50 100 150 200 250 300 350 400 450
I
n
v
a
r
i
a
n
t
 
M
a
s
s
 
(
J
e
t
 
1
,
 
J
e
t
 
3
)
/
G
e
V
0
50
100
150
200
250
300
350
400
450
Figure 4.6: The deviation angle illustrated for two Higgs candidates: the leading and second-
leading jet, and the leading and third-leading jet. The candidates have masses 180 GeV and 150
GeV and are plotted on the x- and y-axis respectively. Events where the two quantities are equal
would lie on the dotted line. The angle between the dotted and solid black lines is a measure of
deviation of both masses from the mean. A three-dimensional version of this angle was used in
this analysis.
events: this was chosen in preference to the standard deviation because the possible
range of values (0 – π/4) was the same for all mass hypotheses.
The distributions of the input variables for the MC signal and background in the
three jet channel are shown for low, medium and high Higgs boson mass hypotheses
in Figures 4.7 to 4.11. The data-predicted background comparisons are shown in
Figures 4.12 to 4.16 : these plots show that the predicted background matches the
shape of the data distribution well (the predicted background has been normalised
to equal area with data). The signal distribution in these histograms is for a Higgs
boson of mass 180 GeV, unless stated otherwise.4.5 Random Forest Input Variables and Outputs 80
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Figure 4.7: The di-jet invariant mass distributions for jet pairs 12 (top left), 23 (top right) and
13 (bottom left) for p20 MC in the 3-jet channel. The blue histogram represents MC background,
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Figure 4.12: The di-jet invariant mass distributions for jet pairs 12 (top left), 23 (top right) and
13 (bottom left) for RunIIb data and MC in the 3-jet channel. The signal histogram is for a Higgs
boson with mass 180 GeV.4.5 Random Forest Input Variables and Outputs 84
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Figure 4.13: The ∆η distributions for jet pairs 12 (top left), 23 (top right) and 13 (bottom left)
for RunIIb data and MC in the 3-jet channel. The signal histogram is for a Higgs boson with mass
180 GeV.
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Figure 4.14: The opening angle distributions for jet pairs 12 (top left), 23 (top right) and 13
(bottom left) for RunIIb data and MC in the 3-jet channel. This angle is described in the list of
RF input variables. The signal histogram is for a Higgs boson with mass 180 GeV.4.5 Random Forest Input Variables and Outputs 85
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Figure 4.15: The event sphericity distribution for RunIIb data and MC in the 3-jet channel. The
signal histogram is for a Higgs boson with mass 120 GeV.
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Figure 4.16: The mass deviation angle distribution for RunIIb data and MC in the 3-jet channel.
This variable is deﬁned in the list of RF input variables. The signal histogram is for a Higgs boson
with mass 120 GeV.4.5 Random Forest Input Variables and Outputs 86
Figures 4.7 to 4.11 show that diﬀerent variables separate signal and background
for diﬀerent mass hypotheses. For Higgs boson masses above 140 GeV the di-jet
invariant masses are the strongest discriminant. For mass hypotheses below 140
GeV, the signal masses lie within the background mass peak, so this variable does
not provide good signal-background separation. The event sphericity and deviation
angle were included to identify signal events for the low mass hypotheses.
As the di-jet invariant mass was used as a RF input variable, one RF was trained
for each of the 24 mass points to maximise sensitivity over the full range of the search.
Similarly, the properties of the 3- and 4-jet channels were suﬃciently diﬀerent that
independent sets of RFs were required for each channel, as well as for the p17 and
p20 MC samples. In total 96 (24 × 2 × 2) RFs were trained. The background
distribution was diﬀerent for each RF, so each signal hypothesis was associated
with a separate background prediction. Each RF contained 119 DTs: this meant
that the RF had 120 discrete output values. The ﬁnal variable was binned when
setting limits, and this number of outcomes allowed several options when binning
the discrete variable.
The outputs of the RFs for a Higgs boson of mass 180 GeV are shown for the
three- and four-jet channels for RunIIa and RunIIb in Figures 4.17, 4.18, 4.19 and
4.20. These Figures show separation of signal and background events, and that
the output for the data and background model are in reasonable agreement. The
background RF output distribution was obtained from the RF output distributions
for the 3-tag and 2-tag MC samples and the 2-tag Data samples, as described in
Section 3.2.6.
In general, these RF distributions show good data-background agreement and
good signal-background separation.4.5 Random Forest Input Variables and Outputs 87
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Figure 4.17: The random forest output distribution for a Higgs boson mass of 180 GeV in the
3-jet channel (RunIIa).
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Figure 4.18: The random forest output distribution for a Higgs boson mass of 180 GeV in the
4-jet channel (RunIIa).4.5 Random Forest Input Variables and Outputs 88
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Figure 4.19: The random forest output distribution for a Higgs boson mass of 180 GeV in the
3-jet channel (RunIIb).
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Figure 4.20: The random forest output distribution for a Higgs boson mass of 180 GeV in the
4-jet channel (RunIIb).4.6 Conclusion 89
4.6 Conclusion
Three diﬀerent MVA techniques were considered for use in the φb → b¯ bb analysis.
Of these methods, the Random Forest of Decision Trees method was found to give
the best stability, and displayed good signal-background discrimination, so the RF
method was chosen to provide the ﬁnal variable in the analysis. A set of input vari-
ables was chosen for the RF that allowed strong separation of signal and background,
as well as having good data-background agreement.5 Conﬁdence Limits on σ × BR for the Process φb → bbb 90
Chapter 5
Conﬁdence Limits on σ × BR for
the Process φb → bbb
5.1 Introduction
This chapter describes the method used to set conﬁdence limits on the value of
σ × BR for the φb → b¯ bb process, and by extension to exclude a region of the
(mA,tanβ) parameter space for the MSSM. This chapter also includes a discussion
of the sources of systematic uncertainty considered for inclusion in the limit setting
procedure.
5.2 Systematic Uncertainties
The systematic uncertainties for the analysis were estimated by altering various
properties of the MC samples, and propagating these eﬀects through to the ﬁnal
limit setting observable. In the limit setting process, both the scale and the shape
of a systematic uncertainty aﬀects the limit setting, so both must be evaluated.
For the signal hypothesis, the eﬀect of the uncertainties could be investigated by
varying the relevant parameter to derive an alternative signal Random Forest (RF)
distribution.
In the case of the background, varied RF distributions for the 3- and 2-tag MC
background were generated, and the 2-tag data RF distribution was multiplied by
the modiﬁed ratio. The background normalisation was unknown, so the normalisa-
tion was treated as an extra source of uncertainty. The normalisation of the diﬀer-
ent uncertainties was allowed to ﬂoat in the limit setting process, so only the shape
component of each background uncertainty was considered. This was achieved by
normalising each varied background RF distribution to equal area with the nominal
background distribution.5.2 Systematic Uncertainties 91
5.2.1 Systematic Uncertainties on the Signal
The following sources of uncertainty on the signal were investigated:
• Heavy-jet TRF: the b-tagging eﬃciencies for MC b- and c-jets were varied
within ±1σ to give an alternative weight for each event. The eﬃciencies (and
their standard deviations) varied with HT, so the eﬃciency was varied accord-
ing to the event HT. These were used to construct an alternative signal RF
distribution.
• Heavy- and light-jet shape: the shapes of the heavy jet b-tagging TRFs with
respect to pT were used in the determination of the light jet TRF (or fake rate).
The impact of the uncertainty on the fake rate on the ﬁnal discriminant was
investigated by changing the shape templates for the TRFs and re-weighting
the signal MC accordingly. The shape templates are derived from data and
MC, and so both templates were altered to evaluate this systematic. The
uncertainty due to these quantities for the signal sample was found to be
negligible. This was expected, as the light jet contribution to the simulated
bbb sample is minimal. As a result, this systematic was not included in the
limit setting.
• Trigger: the eﬀect of the uncertainty on the trigger eﬃciency on the signal sim-
ulation was investigated by altering the eﬃciencies of b-tagging and kinematic
triggers within errors [84].
• JES: corrections to the jet energies are derived from measurements of energy
imbalances in photon-jet events (see [69] for details). This correction is applied
according to the uncorrected ET and η of the jet. Uncertainties are associated
with these correction factors, so the energy correction was varied by ±1σ for
each jet. The event weights were dependent on jet pT, and so were re-calculated
accordingly. Varying the energy of the jets caused the di-jet invariant masses
to change: this led to large bin-to-bin ﬂuctuations in the RF distribution. The
method used to deal with these ﬂuctuation is outlined below.
• JSSR: in a similar manner to the jet energy scale, the jet energy resolution
and identiﬁcation eﬃciency were corrected by investigating photon-jet events
[70]. Again, there were uncertainties in these corrections, so the resolution
was varied within ±1σ, and event weights were re-calculated for the new jet
pT values to form an alternative signal distribution. Again, this uncertainty
displayed large bin-to-bin ﬂuctuations.5.2 Systematic Uncertainties 92
• b-jet resolution: the possibility exists that the energy resolution of the b-jets
was not modelled as well as the energy scale of the light jets, so the b-jet
energy was smeared by an additional 7% in the signal MC (the maximum
energy uncertainty for light jets is 15%: a smearing of an additional 0.5 of this
value was used as a conservative estimate of the maximum uncertainty). This
uncertainty caused bin-to-bin ﬂuctuations in a similar fashion to the JSSR
uncertainty.
• Taggability: two alternative taggability scale factors, (derived for negative and
positive values of ηjet × zPV jet) were used to estimate the uncertainty due to
taggability. This uncertainty was found to be less than 1%, so this uncertainty
was not considered in the limit setting.
• Luminosity: the standard DØ luminosity error prediction, a ﬂat uncertainty
of 6.1% [83], was applied to the signal MC.
• Theoretical uncertainty: there were two sources of uncertainty related to the
theoretical predictions used in the signal simulation. The ﬁrst source of uncer-
tainty is the set of twenty empirically-derived CTEQ parton density functions
[74] used to predict the signal. The uncertainty on these parameters con-
tributes to an uncertainty on the cross section. This was estimated by forming
a set of orthogonal eigenvectors, two (positive and negative) for each param-
eter, and ﬂuctuating each parameter within ±1σ. The total uncertainty was
calculated by adding the positive and negative ﬂuctuated values in quadra-
ture. The signal cross section was also aﬀected by the renormalisation and
factorisation scales used in the MCFM simulation [73]. Both scales were var-
ied by factors of 0.5 and 2, and the resulting changes propagated through to
the cross section calculation to give the uncertainty. The MCFM and CTEQ
uncertainties were added in quadrature to give a single theoretical systematic
uncertainty.
The b-jet resolution, JES and JSSR uncertainties varied the energy and momen-
tum of the b-jets, thus varying the RF output for these events. These resolution
systematic uncertainties displayed large bin-to-bin ﬂuctuations, so polynomials were
ﬁtted to the residuals to determine the underlying shape uncertainty (although the
nominal and systematically altered distributions had a peaked distribution in the
ﬁnal discriminant, the residuals had relatively smooth shapes so polynomials could
be ﬁtted to them). Example ﬁts are shown in Figures 5.1 and 5.2. The method used5.2 Systematic Uncertainties 93
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Figure 5.1: Systematic uncertainties on the signal due to the jet energy scale for the three jet
channel in RunIIb data, plotted as a fraction of the nominal signal distribution (for a Higgs boson
mass of 180 GeV). A second order polynomial was ﬁtted to the positive and negative ﬂuctuations.
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Figure 5.2: Systematic uncertainties on the signal due to the JSSR for the three jet channel in
RunIIb data, plotted as a fraction of the nominal signal distribution (for a Higgs boson mass of
180 GeV). A second order polynomial was ﬁtted to the positive and negative ﬂuctuations.5.2 Systematic Uncertainties 94
to incorporate systematic errors in the limit setting program relied on the positive
and negative ﬂuctuations being symmetric, so the ﬁt with the largest deviation was
selected and used for both ﬂuctuations to avoid complications.
The signal systematic uncertainties for a mass hypothesis of 180 GeV in the four
channels are plotted in Figure 5.3 to 5.6. In these plots only one ﬂuctuation (positive
or negative) is shown: most of the systematic uncertainties were symmetric, but in
the case of a diﬀerence in scale, the larger ﬂuctuation is plotted. To prevent large
shape uncertainties due to low statistics in individual bins, a smoothing algorithm
in the limit setting program merged bins to give roughly equal numbers of events
per bin [85] (note that this algorithm distorts the shape of the ﬁtted polynomials in
Figures 5.1 and 5.2).
The largest source of uncertainty, in terms of scale, was found to be the b-jet
TRF; the b-tagging was expected to be the dominant source of error.
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Figure 5.3: Systematic uncertainties on the signal, plotted as a fraction of the signal distribution
as a function of the p17 three jet channel RF output for a Higgs boson mass of 180 GeV.
5.2.2 Systematic Uncertainties on the Background
The following sources of uncertainty were evaluated for the background:
• Heavy-jet TRF: the b-tag eﬃciencies for MC b- and c-jets were varied within
±1σ to give an alternative weight for each event. The TRF also aﬀected the5.2 Systematic Uncertainties 95
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Figure 5.4: Systematic uncertainties on the signal, plotted as a fraction of the signal distribution
as a function of the p17 four jet channel RF output for a Higgs boson mass of 180 GeV.
Random Forest Output
-1 -0.5 0 0.5 1
F
r
a
c
t
i
o
n
a
l
 
S
y
s
t
e
m
a
t
i
c
 
U
n
c
e
r
t
a
i
n
t
y
-0.1
0
0.1
0.2
0.3
b Jet Resolution
JES
JSSR
Trigger
b TRF
Figure 5.5: Systematic uncertainties on the signal, plotted as a fraction of the signal distribution
as a function of the p20 three jet channel RF output for a Higgs boson mass of 180 GeV.5.2 Systematic Uncertainties 96
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Figure 5.6: Systematic uncertainties on the signal, plotted as a fraction of the signal distribution
as a function of the p20 four jet channel RF output for a Higgs boson mass of 180 GeV.
background composition, so this eﬀect was propagated through to the event
weights. Alternative 3-tag and 2-tag MC distributions were generated, and
these were used to form an alternative background model. Before normali-
sation, the positive and negative uncertainties were symmetric within ±1%.
After normalisation, however, the overall scale of the uncertainty was roughly
1%, which led to an exagerated asymmetry. The shapes of these uncertainties
were the same, so the ﬂuctuation with the largest scale was used for both
positive and negative variations.
• Heavy- and light-jet shape: the shapes of the di-jet invariant mass distributions
were used in the determination of the fake rate. The impact of the uncertainty
on the fake rate on the ﬁnal discriminant was investigated by changing these
shape templates and recalculating the fake rate. The shape templates are
derived from data and MC, and so both templates were altered to evaluate
this uncertainty.
• Trigger: it is possible that the b-tagging triggers have diﬀerent eﬃciencies for
2-tag and 3-tag events. The aﬀect of this uncertainty on the background was
ascertained using data collected using an additional trigger [84]. This trigger
had no L3 requirements, but the L1 and L2 triggers were the same as those5.2 Systematic Uncertainties 97
used in the analysis. The events collected by this trigger were analysed using a
simulation of the L3 trigger, with a 3-tag requirement and a 2-tag requirement.
These samples were plotted against di-jet invariant mass of the leading pair,
and a polynomial was ﬁtted to the ratio. This polynomial was used to re-
weight the analysis 3-tag to 2-tag ratio, forming a new background model.
Several trigger lists were used in diﬀerent runs, so the eﬃciency distributions
for these were calculated separately, and a luminosity averaged sum of the
resulting ﬁt polynomials was used to adjust the background model. Varying
the trigger eﬃciencies in this way caused the background normalisation to
change; however, the variation was largely independent of the invariant mass,
so the shape change due to this eﬀect was negligible. For this reason, the
systematic uncertainty on the background due to the trigger was not taken
forward to the limit setting process.
• JES: the jet energy scale (JES) was varied within ±1σ for the 3-tag and 2-
tag MC background samples in a similar manner to the signal sample. An
alternative background model was derived from these samples. Similarly to
the signal JES uncertainty, this caused the RF output values to change, so the
fractional uncertainty distribution showed bin to bin ﬂuctuations. In a similar
manner to the signal JES error, a polynomial was ﬁtted to the shape of the
uncertainty. The change in background scale, however, cancelled in the 3-tag
to 2-tag ratio, so the uncertainty due to JES was found to be consistent with
a ﬂat uncertainty at 0%, as shown in Figure 5.7.
• JSSR: the JSSR for the MC background was varied within ±1σ in a similar
manner to the JSSR systematic uncertainty on the signal. Once the 3-tag to
2-tag ratio was taken, this was consistent with a ﬂat systematic uncertainty
of 0%, illustrated in Figure 5.7.
• b-jet resolution: the jet energy of b- and c-jets was smeared by an additional
7% in the 3-tag and 2-tag MC distributions to construct an alternative back-
ground prediction. This systematic showed bin-to-bin ﬂuctuations, but the
scale was similar for 3- and 2-tag events, so the normalisation cancelled in the
3-tag to 2-tag ratio. The remaining systematic uncertainty showed little shape
variation and was close to 0%, so this systematic was not included in the limit
setting.5.2 Systematic Uncertainties 98
• Signal contamination: because the background composition is found by ﬁt-
ting to data, any signal in this data sample would cause an error in the bbb
contribution. The eﬀect of the presence of signal was estimated by increas-
ing the bbb contribution to the 3-tag MC consistently with the presence of
signal (with a tanβ that had previously been excluded), and re-deriving the
background model.
• Top background: t¯ t events in data are far less common than the light-jet
multijet events that make up the majority of the background. However, it is
possible that top events are identiﬁed as signal events by the RF, leading to a
bias in the ﬁnal discriminant. The top contribution was increased by 10% [60]
to determine how much this aﬀected the background distribution. The top jet
contribution to the four jet background was larger than that for the three jet
background (as shown in the plots in Section 4.5) so the uncertainty due to
the top cross section was larger in the four jet channel.
The fractional change in the RF output distribution due to each of these eﬀects
is shown in Figures 5.8 to 5.11. The systematic uncertainties are shown for the
alternative background models before and after the RF distributions were normalised
to equal area with the nominal background RF distribution.
Because one RF was trained for each signal mass hypothesis, a corresponding set
of alternative background RF distributions (one for each systematic) was included
for each signal hypothesis.
The dominant source of uncertainty on the background was the b-tagging; this
was to be expected as the background model was reliant on the number of tight
tagged jets in the data and MC samples. The shape variation of these fractional
uncertainties was quite small, in some cases less than 1%. This implies that the
3-tag to 2-tag MC ratio as a function of the RF output was insensitive to systematic
changes.5.2 Systematic Uncertainties 99
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Figure 5.7: Systematic uncertainties as a fraction of the nominal predicted background for positive
ﬂuctuations of (a) JES and (b) JSSR. When ﬁtting a polynomial to these systematics, it was found
that they were consistent with a ﬂat systematic at 0.5.2 Systematic Uncertainties 100
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Figure 5.8: Systematic uncertainties as a fraction of the nominal predicted background plotted
as a function of the p17 three jet channel RF output for a Higgs mass of 180 GeV. The systematics
are shown both (a) un-normalised and (b) normalised to equal area with the predicted background.
The black dotted line in (b) is intended to give an indication of the total uncertainty: this is not
the true total because the scale of the nominal background is allowed to ﬂoat in the limit setting
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Figure 5.9: Systematic uncertainties as a fraction of the nominal predicted background plotted
as a function of the p17 four jet channel RF output for a Higgs boson mass of 180 GeV. The
systematics are shown both (a) un-normalised and (b) normalised to equal area with the predicted
background. The black dotted line in (b) is intended to give an indication of the total uncertainty:
this is not the true total because the scale of the nominal background is allowed to ﬂoat in the
limit setting process.5.2 Systematic Uncertainties 102
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Figure 5.10: Systematic uncertainties as a fraction of the nominal predicted background plotted
as a function of the p20 three jet channel RF output for a Higgs mass of 180 GeV. The systematics
are shown both (a) un-normalised and (b) normalised to equal area with the predicted background.
The black dotted line in (b) is intended to give an indication of the total uncertainty: this is not
the true total because the scale of the nominal background is allowed to ﬂoat in the limit setting
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Figure 5.11: Systematic uncertainties as a fraction of the nominal predicted background plotted
as a function of the p20 four jet channel RF output for a Higgs boson mass of 180 GeV. The
systematics are shown both (a) un-normalised and (b) normalised to equal area with the predicted
background. The black dotted line in (b) is intended to give an indication of the total uncertainty:
this is not the true total because the scale of the nominal background is allowed to ﬂoat in the
limit setting process.5.3 Results 104
5.3 Results
The results of the search were evaluated by setting conﬁdence limits using the COL-
LIE package [85]. The RF output was used as the input observable; signal-plus-
background (Htest) and background-only (Hnull) hypotheses are derived from this,
and COLLIE calculates the log likelihood ratio (LLR) from these hypotheses:
Qn = −2ln
P(n|Htest)
P(n|Hnull)
(5.1)
where Qn is the LLR for an outcome of n events compared with the test and null
hypotheses. This test statistic is summed over all bins of the distribution and each
channel. The pure Poisson likelihood for an individual bin is given by:
P(n|H)Poisson =
pne−p
n!
(5.2)
where p is the number of events predicted by the hypothesis (to ﬁnd the over-
all likelihood, the values of all individual likelihoods are multiplied together). All
parameters that aﬀect the hypothesis test apart from the parameter that is being
investigated (in this case, the value of σ× BR) are termed nuisance parameters, so
the systematic uncertainties are considered nuisance parameters. These are incor-
porated into the hypothesis test by multiplying the Poisson likelihood (5.2) by a
Gaussian likelihood ratio. The LLR is then given by:
Qn = −2ln
 
(s + b)ne−(s+b)
bne−b ×
NP Y
i=1
e
−R2
i
!
(5.3)
where s and b are the predicted numbers of signal and background events respec-
tively and NP is the number of nuisance parameters for hypothesis H. Ri is given
by
Ri =
θi − θ0
i
σi
(5.4)
where θi, θ0
i and σi are the varied value, central value and deviation of the
nuisance parameter respectively. The eﬀect of two example nuisance parameters, the
heavy jet TRF uncertainty and the top quark pair contribution uncertainty, on the
background and signal-plus-background LLRs is given in Figure 5.12. Systematics
with little eﬀect on the LLR (such as the t¯ t uncertainty) produced ﬂat distributions.
Dominant sources of uncertainty, such as the heavy-jet TRF, produced distributions
with a clear minima, indicating that these systematics constrained the value of the
LLR.5.3 Results 105
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Figure 5.12: The impact of the value of Ri (5.4) for (a) the t¯ t background contribution and (b)
the heavy jet TRF systematic uncertainties on the overall LLRs, Qn for signal-plus-background
(red) and background-only (black) cases. In these plots, the values of all other nuisance parameters
apart from the one under investigation are ﬁxed. The signal hypothesis in both plots is for a Higgs
boson with mA = 160 GeV and tanβ = 50. The top quark contribution was a relatively small
uncertainty, and varying this parameter did not have a large eﬀect on Qn. The heavy-jet TRF,
on the other hand, was a dominant source of uncertainty, and the LLR was more sensitive to
this parameter. The minima of the signal-plus-background and background only Qn distributions
occur at diﬀerent values of Ri: this shows that this uncertainty has a diﬀerent eﬀect for the two
hypotheses.5.3 Results 106
The proﬁle likelihood method [85] was used to minimise the eﬀects of the nuisance
parameters in this analysis.
The likelihood given in (5.3) was used to calculate a value of the test statistic
(Qd) for data. Distributions of the test statistic for the background and signal-plus-
background cases were generated using Poisson distributions around the expected
number of events, b and s+b respectively (in this analysis, the background normal-
isation was unknown, so the ﬁnal discriminant distribution for the background was
normalised to have equal area with the same distribution for data). The Poisson dis-
tributions were generated using a number of pseudo-experiments. The test statistic
was summed over all bins of the ﬁnal variable distribution, and over all channels. In
the proﬁle method, values of θi are found in each pseudo-experiment such that the
ﬁt to data is optimised. The values of Ri for the two example nuisance parameters
are plotted in Figure 5.13. The width of these distributions give some indication of
how well the ±1σ ﬂuctuations were estimated, while the mean shows the scale of
the uncertainty that optimises the LLR.
Comparing the values of the LLR in Equation (5.1) for the background-only and
signal-plus-background likelihoods gives an indication of the degree of separation
between the signal and the background. Comparing the log likelihood value for
data indicates which hypothesis is more similar to the data sample. The signal-
plus-background and background-only expected log likelihood ratios for diﬀerent
values of mA are plotted in Figure 5.14.
A frequentist interpretation of an x% conﬁdence limit is that as the number
of pseudo-experiments tends to inﬁnity, 1-x% of pseudo-experiments will be more
background-like than the data: the conﬁdence limits for the signal-plus-background
and background-only hypotheses are given, therefore, as:
CLs+b = P(Qs+b ≥ Qd) (5.5)
CLb = P(Qb ≥ Qd) (5.6)
respectively. The results of this search are given in terms of CLs, deﬁned as:
CLs =
CLs+b
CLb
. (5.7)
.
Deﬁning CLs in this way (known as the ‘modiﬁed frequentist method’) reduces
the risk of a false exclusion in samples where the background is poorly understood:
in these samples, both the test and null hypotheses could be excluded, leading to a
strong exclusion in terms of CLs+b but not in CLs. The test hypothesis was adjusted5.3 Results 107
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Figure 5.13: The values of Ri (5.4) for (a) the top quark contribution and (b) the the heavy jet
TRF uncertainties in each pseudo-experiment: these values optimise the overall likelihood. Note
that, unlike in Figure 5.12, all parameters were allowed to ﬂuctuate when minimising the likelihood.
The width of the Ri distributions in (a) is roughly 1. The mean of the distributions in (a) is between
0.5 and 0.8; this indicates that the likelihood was optimised for a central value slightly higher than
the nominal estimate. In the heavy jet TRF uncertainty plots, the widths of the distributions are
less than one: this indicates that the ﬁt constrains the value of this uncertainty. The signal and
signal-plus-background distributions peak at diﬀerent values of Ri, as they did in Figure 5.12 (b).5.3 Results 108
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Figure 5.14: The LLR for the expected number of background-only (black) and signal-plus-
background (red) events plotted against mA. The deviation of the two distributions indicates the
degree of separation between the signal and background hypotheses. The yellow and green bands
show the value of the LLR for the background-only hypothesis where the predicted number of
background events has been increased and decreased by one and two standard deviations respec-
tively: these allow the mean value of the signal-plus-background LLR distribution to be compared
with the width of the background-only LLR distribution. The signal has been scaled according to
Equation (3.1) with tanβ = 50.5.3 Results 109
by varying the signal σ×BR until CLs was equal to 0.05, thus excluding this value
of σ × BR with 95% conﬁdence.
As discussed in Chapter 3, the background normalisation was not known in this
analysis. This was accounted for by adding an unconstrained nuisance parameter
for each channel which was ﬁtted to the data. The normalisation scale factor (the
central value of the nuisance parameter) was set to such a value that the number of
background events was equal to the number of data events. The normalisation was
allowed to vary: the size of the ±1σ ﬂuctuations was estimated using the ∆χ2 =
χ2 − χ2
min distribution.
The expected conﬁdence limits are discussed in sections 5.3.1 and 5.3.2.
5.3.1 Model Independent and Naive MSSM Conﬁdence Lim-
its
The expected conﬁdence limits on σ × BR are plotted versus mA in Figure 5.15,
where mA is the mass of two of the neutral Higgs bosons. Using the enhancement in
Equation (3.1), and disregarding any increase in Higgs boson width or eﬀects from
SUSY corrections, the σ × BR limits can be used to place naive limits on the (mA,
tanβ) parameter space. The excluded values of σ × BR limits are given in Table
5.1, and plotted in Figure 5.15(a) as a function of mA. The exclusion of σ ×BR for
the φb → b¯ bb process was taken as a measure of sensitivity. The exclusion compares
favourably with that from the previous (5.2 fb−1) version of the analysis, as shown
in Figure 5.16. This improvement is due to three aspects: the increased amount
of data, the increased eﬃciency of the MVA b-tagger in comparison to the NN b-
tagger, and the change in method (described in Chapter 4). By changing these one
at a time, it was found that adding 1.4 fb−1 of data improved the sensitivity by
roughly 12%. The improvement due to the MVA b-tagger was approximately 17%.
The improvement due to the change in analysis method varied as a function of mA;
the improvement was about 30% at low mass, but was less pronounced at higher
masses where the invariant mass was the most powerful discriminant.
The eﬀect of the systematic uncertainties on the sensitivity of the analysis were
determined by doubling the background systematics. The resulting exclusion limits
are shown in Figure 5.17: the expected sensitivity decreases by roughly 20% when the
systematics are doubled. This decrease in sensitivity is relatively small considering
the large increase in the systematic uncertainties.
The MSSM can parametrised by two values at leading SUSY order: at higher
orders, the properties of the Higgs sector are aﬀected by over 100 parameters. The
method used to set limits on the MSSM Higgs sector with SUSY loop corrections is
described in section 5.3.2.5.3 Results 110
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Figure 5.15: Expected conﬁdence limits plotted versus mA: (a) the values of σ × BR for the
φb → b¯ bb process and (b) tanβ excluded to 95% conﬁdence, as a function of neutral Higgs boson
mass (mA). The tanβ limit is calculated using Equation (3.1). The yellow and green bands
represent the ±1σ and ±2σ variations around the expectation.5.3 Results 111
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Figure 5.16: Comparison of expected conﬁdence limits on σ× BR for 5.2 fb−1 (green) and 6.6
fb−1 (black), plotted on (a) a linear and (b) a logarithmic scale. The increase in sensitivity is
greater than that which would be expected for the increase in integrated luminosity analysed.5.3 Results 112
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Figure 5.17: Comparison of expected conﬁdence limits on σ× BR for 6.6 fb−1 (black) and the
same with doubled systematics. The decrease in sensitivity is roughly 20%.5.3 Results 113
Observed [pb] Expected [pb]
mA/GeV -2σ -1σ median +1σ +2σ
90 - 31.53 44.43 62.42 89.06 122.20
100 - 18.71 25.35 36.15 52.03 72.01
110 - 11.64 15.09 21.83 31.27 42.34
120 - 7.04 9.63 13.93 19.44 26.80
130 - 5.10 6.81 9.77 13.62 18.72
140 - 3.77 5.02 7.23 10.02 13.67
150 - 2.79 3.76 5.42 7.60 10.40
160 - 2.23 2.96 4.24 6.08 8.33
170 - 1.88 2.61 3.64 5.18 7.13
180 - 1.56 2.15 2.98 4.22 5.82
190 - 1.42 1.95 2.76 3.93 5.41
200 - 1.22 1.67 2.35 3.34 4.59
210 - 1.13 1.55 2.19 3.09 4.25
220 - 0.90 1.23 1.73 2.45 3.35
230 - 0.82 1.13 1.58 2.28 3.12
240 - 0.75 1.01 1.42 2.02 2.79
250 - 0.63 0.85 1.19 1.68 2.32
260 - 0.58 0.78 1.11 1.57 2.16
270 - 0.48 0.65 0.92 1.31 1.81
280 - 0.49 0.66 0.93 1.32 1.83
290 - 0.46 0.62 0.86 1.23 1.69
300 - 0.37 0.50 0.70 0.99 1.36
Table 5.1: Values of σ× branching ratio excluded with 95% conﬁdence for 6.6 fb−1 of DØ Run
II data for diﬀerent values of mA. The excluded values of σ × BR for ±1σ and ±2σ around the
expectation are also given.5.3 Results 114
5.3.2 Conﬁdence Limits for Benchmark MSSM Scenarios
Rather than setting limits on a multi-dimensional parameter space, a common strat-
egy followed by experimental searches is to use agreed scenarios [87] in which the
majority of relevant parameters are ﬁxed, but tanβ and mA may vary. This allows
limits to be set on the (mA, tanβ) parameter space in the context of the scenario.
The two scenarios investigated in this analysis are the Maximum mh (‘mmax
h ’)
and no-mixing scenarios. In the mmax
h scenario, the parameters are set such that
the lightest supersymmetric Higgs, the h, has the highest possible mass. In the
no-mixing scenario, the parameters are largely the same as the mmax
h scenario, but
mixing is suppressed in the stop sector. The parameters in these scenarios are:
• mmax
h : MSUSY = 1 TeV, M2 = 200 GeV, Xt > 0, Ab = At, m˜ g = 0.8MSUSY
• No Mixing: MSUSY = 2 TeV, M2 = 200 GeV, Xt = 0, Ab = At, m˜ g = 0.8MSUSY
where MSUSY is the squark mass scale, M2 is the gaugino mass term, Xt is the
stop mixing parameter, At and Ab are the trilinear coupling of the stop and sbottom
sectors respectively, and m˜ g is the gluino mass.
These scenarios are sensitive to the sign of the Higgs mixing parameter,  . To
take this into account, the above scenarios were tested with   set to ± 200. At
higher orders, the Higgs coupling to b-quarks is sensitive to squark loop properties:
this can be taken into account by using a modiﬁed (‘eﬀective’) tanβ, given by:
tanβ → tanβeﬀ =
tanβ
1 + ∆b
(5.8)
where ∆b is the correction due to stop-higgsino and sbottom-gluino loops. ∆b
varies according to the MSSM scenario, so the eﬀective tanβ is diﬀerent in each
scenario. Figure 5.18 shows the eﬀective tanβ plotted against tanβ for each scenario:
note that the correction varies with tanβ. The eﬀect on the σ × BR enhancement
is shown in Figure 5.19: the coloured lines show the signal random forest output
distributions for the mmax
h and no mixing scenarios for positive and negative  ,
divided by the same distribution for signal with the naive enhancement. The value
of tanβeﬀ was evaluated using calculations from the program FeynHiggs version 2.6.3
[86]. For the remainder of this Section, tanβeﬀ will be referred to as tanβ.
Another eﬀect that must be considered is that the Higgs boson width increases
due to the tan2β coupling enhancement: in the model independent and naive en-
hancement cases, the width was assumed to be small in comparison with the de-
tector resolution. The eﬀect on parameter x at test mass mtest can be modelled by5.3 Results 115
convoluting the x distributions for all mass hypotheses with a Breit Wigner mass
distribution centred at mtest. This principle is demonstrated for the signal di-jet in-
variant mass distribution in the mmax
h (  = −200 GeV) scenario in Figure 5.20. The
Figure shows the contribution of various mass hypotheses to the increased width
mass peak. This method was applied to the signal RF output distributions to pre-
dict the RF response to Higgs boson events where the Higgs width is greater than
detector resolution: the resulting RF distributions for each scenario, along with the
naive enhancement of Equation (3.1), in Figure 5.19.
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Figure 5.18: The eﬀective tanβ plotted against nominal tanβ for the MSSM scenarios considered
in this thesis. The correction to tanβ is given in (5.8). The black dotted line shows the uncorrected
value of tanβ (that is, the case where ∆b = 0 for all tanβ).
The expected conﬁdence limits that were set using these MSSM scenario signal
distributions are included in Figures 5.21 to 5.23. The Higgs boson width increases
with tanβ. In the mmax
h ,   = −200 scenario with a Higgs boson mass of 180 GeV,
the width is 4.6 GeV for a tanβ of 30: this rises to a width of 110.4 GeV for a tanβ
of 100. At some value of tanβ, therefore, the signal resonance becomes too wide to
distinguish from the background. For this reason, the limits, are less reliable at high
tanβ. Additionally the MSSM becomes non-perturbative for values of tanβ around
100 (the exact value is scenario-dependent), so limits on tanβ above this value can
be ignored. The expected tanβ limit for the mmax
h (  = +200 GeV) scenario was
above 100 for a large range of mA due to the large signal width and the high value
of eﬀective tanβ, so this limit is not shown.5.3 Results 116
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Figure 5.19: Signal RF distributions for mA = 180 GeV, tanβ = 60, for diﬀerent MSSM scenarios
relative to the naive enhancement. The corrections to tanβ aﬀect the scale of the distribution. The
increased Higgs boson width causes more signal events to be placed in the most background-like
bins of the RF distribution.
Figure 5.20: Signal di-jet invariant mass distribution for the leading jet pair, for a Higgs boson
mass of 180 GeV, with a tanβ of 60 in the mmax
h , µ = −200 GeV scenario. The predicted Higgs
boson width for this scenario is approximately 25 GeV: the width observed in is greater due to
detector resolution eﬀects. The contributions from the diﬀerent mass hypotheses to the overall
distribution are shown separately. The mass hypotheses closer to the test mass (180 GeV) give
the largest contribution, as expected.5.3 Results 117
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Figure 5.21: Expected conﬁdence limits on tanβ as a function of mA, assuming the MSSM
no mixing scenario (µ = −200 GeV). The yellow and green bands represent the ±1σ and ±2σ
variations around the expectation. The region excluded by the LEP experiments is also shown
[33].
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Figure 5.22: Expected conﬁdence limits on tanβ as a function of mA, assuming the MSSM
no mixing scenario (µ = +200 GeV). The yellow and green bands represent the ±1σ and ±2σ
variations around the expectation. The region excluded by the LEP experiments is also shown
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Figure 5.23: Expected conﬁdence limits on tanβ as a function of mA, assuming the MSSM mmax
h
(µ = −200 GeV) scenario. The yellow and green bands represent the ±1σ and ±2σ variations
around the expectation. The region excluded by the LEP experiments is also shown [33].5.4 Conclusion 119
Once again, these plots show increased sensitivity over the equivalents from the
previous analysis version. These are also more sensitive than the latest CDF result
in this channel [37].
5.4 Conclusion
Expected conﬁdence limits have been set on the σ× BR of the process φb → b¯ bb,
and on the mA,tanβ plane for the MSSM for both a naive tanβ enhancement and
enhancements prescribed by accepted MSSM benchmark scenarios. The expected
limits indicate that the sensitivity has been signiﬁcantly increased by the use of an
improved b-jet identiﬁcation algorithm and an event-based analysis method: these
limits show the best expected sensitivity for this analysis channel at the Tevatron.6 Conclusion and Outlook 120
Chapter 6
Conclusion and Outlook
6.1 Conclusion
The Standard Model is currently the best available description of fundamental par-
ticle physics, with many experiments conﬁrming its predictions. However, one key
component of the SM, the Higgs boson, has yet to be observed. This thesis contains
a description of a search for this process in the 3-4 b-jet ﬁnal state (where the spec-
tator b-jets aid signal identiﬁcation). Searches in this channel are expected to be
sensitive to MSSM (an extension of the Standard Model) Higgs bosons at high tan
β.
The search was carried out on data from proton anti-proton collisions at the
Tevatron particle accelerator collected by the DØ experiment. The Tevatron has
been performing extremely well, providing a large amount of data to be analysed.
In conjunction with this, DØ’s well established b-jet identiﬁcation methods, allows
stringent conﬁdence limits on the MSSM parameter space to be set in this channel.
The analysis reported in this thesis built on the previous DØ φb → b¯ bb analysis.
As well as adding considerably more data, several signiﬁcant improvements were
introduced. A new trigger was used to collect extra data for the analysis (this trigger
was commissioned in part by the author). In addition, the new MVA b-tagger, which
is more eﬃcient than the previously-used NN b-tagger, was used to select events:
this analysis is among the ﬁrst to use this b-tagger. The previous method, which
analysed data using a jet-pair by jet-pair approach, was replaced with a method
that took information from the whole event into account: information about three
possible jet pairings in each event was used to train a multivariate analysis (MVA)
algorithm to identify signal events from background. This MVA was also used to
provide the discriminant used by the limit setting process: this replaced the use6.2 Outlook 121
of the di-jet invariant mass distribution in the previous version of analysis. The
expected limits on the σ×BR for the φb → b¯ bb process show that in addition to the
gain in sensitivity due to analysing a larger dataset, the new method increased the
sensitivity by roughly 30%, with an additional 17% improvement coming from the
MVA b-tagger. Overall, these changes signiﬁcantly increased the expected sensitivity
of the search.
6.2 Outlook
The 5.2 and 6.6 fb−1 versions of the φb → b¯ bb analysis are in the ﬁnal stages of
approval by the DØ collaboration. There are many potential improvements to the
analysis that could be investigated. It is possible that new triggers (or combinations
of existing triggers) could be used to provide more data to analyse. The b-tagging
has a large bearing on the analysis so any improvements to b-tagging would lead to
improvements in sensitivity. It is possible that the current b-tag requirement (three
tight-tagged b-jets) is not optimised, and that some other combination (either us-
ing the discrete operating points or continuous variables) provides a better signal
eﬃciency for similar background rate. The MVA b-tagger includes a tool for distin-
guishing b-jets from c-jets: this was not used in the current analysis, but given the
suppression of φ → c¯ c events in the MSSM, this tool could provide more powerful
signal identiﬁcation in this channel.
Additionally, the Random Forest can be further optimised: it is possible that
more powerful discriminants than those used in this analysis are available. It is also
possible that ﬁne-tuning the parameters of the RF can bring added sensitivity, so
the MVA technique is a possible area for a future study.
Sensitivity to physics beyond the Standard Model may be increased by combining
results from this channel with other results: the results from the DØ multijet analysis
have been combined with the DØ τ+τ− channels [88], and combinations with CDF
results are also possible (the CDF and DØ τ+τ− results have been combined in this
way [89]). Also, the results from Standard Model Higgs boson searches can be re-
interpreted to provide extra constraints on MSSM parameters [90]. In addition, the
shapes of the systematic uncertainties (rather than their scales) have the dominant
eﬀect on the sensitivity, so the sensitivity is not limited by systematic uncertainties.
The Tevatron is performing well and is currently due to run to the end of 2011:
by this point, 12 fb−1 of integrated luminosity would be delivered to each detector.
Conservative estimates (neglecting the improvements listed above) suggest that a
tanβ of 20 may be excluded with 10 fb−1 of data per experiment. Beyond this,6.2 Outlook 122
the Tevatron may continue running until the end of 2014, in which case a total
integrated luminosity of 20 fb−1 can be delivered to CDF and DØ. The DØ detector
continues to collect data with roughly 90% eﬃciency, allowing a large proportion of
the delivered luminosity to be recorded for analysis. This growing dataset will allow
the exclusion of a larger range of Higgs boson mass in the SM: a recent report [91]
suggested that with 12 fb−1 delivered to each experiment, the Tevatron experiments
would show a combined sensitivity of 95% over the mass range favoured by ﬁts to
electroweak measurements. With a delivered integrated luminosity of 20fb−1 the
sensitivity would increase to the 3σ level. In all, the future of the CDF and DØ
physics programmes is extremely promising.References 123
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