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Abstract—Previous research has shown that virtual 
embodiment can elicit behavioural change and increased 
motivation for exercise. However, there has been minimal 
research on how virtual embodiment can affect persons 
undergoing physical rehabilitation. We present a novel gait 
rehabilitation environment (Gaitzilla) in which the user 
embodies a gigantic Godzilla-like avatar while walking on a 
treadmill. He must step on tanks that are dispersed on the 
virtual street before him in order to survive. The required 
movements in the game are inspired by real gait training 
exercises that focus on foot placement and control. We present 
the result of a user study that explores the effect of embodying 
different avatars during these exercises on a lower limb 
movements and on user appreciation. The long-term objective 
of this research is to improve gait (i.e., walking patterns) 
rehabilitation through the use of 3D user interfaces and virtual 
embodiment. 
Keywords: Virtual embodiment, 3D User Interfaces, Gait 
rehabilitation, Serious games 
I. INTRODUCTION 
Gait rehabilitation is often a long term and repetitive process. 
From initial injury or onset of a disease, regaining significant 
mobility can take years [1]. During this period, patients are 
often required to perform many repetitive and/or painful 
exercises in order to regain their lost mobility. Many patients 
have motor control deficiencies of the lower limbs, which 
makes it difficult for them to place their foot on the ground 
where they intended to place it. Rehabilitation for such a 
problem requires repetitive practice of controlled foot 
placement, which can become boring for patients and 
therefore limit their motivation and perseverance in their 
rehabilitation program. To address this motivation issue, 
there have been many rehabilitation games that have been 
successful in helping to maintain motivation and make 
rehabilitation more entertaining [2]. Other games or virtual 
environments have been used to provide augmented 
biofeedback during rehabilitation. Providing augmented 
feedback is a common strategy to enhance motor learning by 
providing information about movement characteristics.  
Immersive virtual reality (VR), whereby a user is 
completely visually immersed in a virtual environment 
(VE), offers the added possibility of controlling a user’s 
visual self-representation in the VE. In other words, the user 
sees himself as an avatar rather than seeing his actual body.  
When visuomotor synchronicity is sufficiently high, this 
results in a subjective feeling of ownership of the avatar [1] 
(also called embodiment) where the user feels the avatar is 
his actual physical body. Recent studies in the field of 
psychology have shown that when embodying a virtual 
body, users modify their behavior to match that of their 
virtual body [2].   
However, there has been minimal research on how 
virtual embodiment can affect persons undergoing physical 
rehabilitation. Embodiment could be useful in at least three 
regards in such a context. First, the characteristics of the 
embodied avatar (its nature and its physical proportions, for 
example) could lead to automatic changes in the user’s 
movement. This could be used to favour specific behaviours 
in a VE, such as movements of larger amplitude. Second, the 
embodiment of different avatars could further contribute to 
making the experience enjoyable, making rehabilitation 
seem less tedious and time consuming. Finally, avatar 
embodiment could be used to alter how a user visually 
perceives the movements he produces, in a kind of virtual 
mirror therapy [3], [4]. The current study is related to the two 
former. 
The objective of this study was to explore how embodying 
different virtual avatars in immersive VR impacts behaviour 
and motivation in rehabilitation exercises such as treadmill 
gait and foot placement tasks. We conducted an experiment 
where participants embodied a giant monster avatar and a 
similarly-scaled human avatar in an urban city virtual 
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 environment (VE). Lower-limb kinetics and kinematics 
were measured while they walked down the main street of 
this city and had to crush small tanks as they came upon 
them. Participants also gave an estimation of the duration of 
the different conditions and a subjective appreciation of 
each. We hypothesized that embodiment would be similar 
for both avatars and that participants would crush the tanks 
with movements of larger amplitude when embodying the 
giant monster avatar. We also hypothesized that embodying 
any avatar would make the time spent completing the task 




A. Embodiment in VR 
Virtual embodiment requires that people accept a virtual 
human-like representation as their own body. The first work 
supporting the plausibility of such plasticity of the human 
brain is known as the rubber-hand illusion [5]. The rubber-
hand illusion demonstrated that humans are able to accept a 
rubber hand as their own hand. For example, if the rubber 
hand is ‘injured,’ the participant may try to pull their hand 
out of the way, even though it has no real connection to the 
rubber hand. This work was later adapted to full body-swap 
illusions using a real-world manikin and a video camera 
headset [6], and virtual full-body-swap illusions using a 
virtual avatar, a humanoid character, in a fully-immersive 
VE [7]. 
For healthy users, there has been much work showing 
that a self-avatar’s appearance and behavior can in turn 
affect a user’s behavior and attitudes in the real-world [8]. 
For example, exercising with a fitter appearance can 
improve exercise performance [9]; using a casually dressed 
dark-skinned avatar increases movement patterns in playing 
a hand drum[10]; using the body of a child results in implicit 
association of one’s self with child-like attributes [11]; using 
an elderly self-avatar improves attitudes towards the elderly 
and increases saving for retirement [9], [12]; using a self-
avatar to saw virtual trees increases pro-environmental 
attitudes and encourages less use of paper in the real-world 
[13]; taller and more attractive self-avatars increase 
confidence and intimacy behaviors in social settings and 
negotiations [9], [14]; black-clothed self-avatars trigger 
more aggressive attitudes[15]; and embodiment of a black 
self-avatar reduces implicit racial bias [2]. 
Some experimental games use self-avatars to encourage 
behavior change. In Quit It! And Smoke?, the user guides 
his/her self-avatar to quit smoking [16], [17]. The self-
avatar’s body and behavior are affected by the user’s 
gameplay choices, thus emphasizing the consequences of 
smoking on health. For example, an avatar would 
demonstrate craving-induced tremors if significant time 
passed since the last cigarette. At the same time, the avatar’s 
body would become more fit and demonstrate improved 
performance in sports.  
B. VR Rehabilitation and Games 
Although embodiment has been minimally explored in VR 
rehabilitation, VR has been shown to have significant 
benefits to rehabilitation [18]. A VE is not subject to the 
dangers and limitations of the real world, which expands the 
types of exercises that patients can practice, while still 
having fun in the case of VR games. In general, research 
suggests that VR and VR games have measurable benefits 
for rehabilitation effectiveness [18]–[20] and motivation 
[21], [22].  
 
III.  IMPLEMENTATION OF GAITZILLA 
A. Gameplay 
An immersive VR game, Gaitzilla, was developed [23]. In 
this game, the user embodies a skyscraper-sized Godzilla-
like monster or a human avatar of equal size. This is 
achieved by scaling down the VE by a factor of 43, which 
recreates the effect of the user being 43 times larger. He 
views his self-avatar from a first-person perspective through 
a head-mounted device (HMD). The position of his head in 
the VE is approximately 70 m from the ground, for both 
avatars. The entire body of the virtual avatar replicates the 
user’s movements in real-time. Whenever the avatar’s foot 
strikes the ground, a low bass sound that represents a 
“heavy” footstep is played. 
During gameplay, the user is immersed in an urban city 
VE composed of different-size buildings and high-rises. The 
tallest of the buildings are approximately 100 m high in the 
VE, equal to 2.3 m in real world scale. As the user walks on 
a treadmill, his avatar walks down the main street of the VE 
at the same speed as the user is walking. The virtual street is 
aligned with the treadmill and the width of the treadmill 
matches the width of the virtual street. In the VE, a red 
outline delimits the contour of the treadmill belt in the 
physical world so that users are aware of their position and 
don't step off the treadmill. As the user progresses through 
the VE, the city is automatically generated so that it never 
ends. After 30 seconds of walking in the VE, the user comes 
upon tanks that are dispersed pseudo-randomly throughout 
the street, with their canons aimed towards them. These 
tanks are 22 cm long by 10 cm long and 6 cm high in the real 
world, which is equivalent to 4.3 m x 9.5 m x 2.6 m in the 
virtual world scale. 
The object of the game is for users to crush as many tanks 
as possible by stomping down on them with either foot. 
When a tank is successfully crushed, it explodes and 
disappears. An explosion animation and its associated sound 





Fig. 1: A user embodying a giant monster avatar in the urban VE, looking 
down at his virtual body as he walks down the street. 
 
B. Game design 
The game was implemented in Unity3D 5.3. The 3D models 
of the avatars are from TurboSquid (Godzilla avatar) and 
Mixamo (human avatar) and were rigged using 3ds Max. 
The rigs both models have the same number of segments 
(19) and the joints were placed in the same positions relative 
to the models. Because of the the different nature of the 
avatars, the proportions of some of the segments are 
different. For example, the monster avatar has much shorter 
arms than the human (Fig. 2). Compared to the human 
avatar, the monster’s upper limbs are 56% short, his torso is 
24% longer and his legs are 10% shorter. In the human 
avatar, the thigh is approximately 1.1 times the length of the 
shank; in the monster, this ratio is 0.7. 
The city is created procedurally using the BuildR Unity 
asset. The VE is composed of a segment of three city blocks 
that are each 260 m in length (6 meters in real world scale) 
and this segment is repeated over and over as long as the user 
progresses in the game. Once the user has passed a segment 
of three blocks, it is moved ahead of the user, far enough to 
not be noticeable. This essentially creates an infinite street 
where the user can train for long periods without having to 
restart or change level, when he is sufficiently rehabilitated 
to do so. 
The tanks that appear on the street are positioned 
pseudorandomly. The width of the street is divided into four 
lanes in which the tanks can be positioned. The game always 
starts with an empty street for the first 30 seconds and then 
tanks start to appear at an average rate of 2 tanks per city 
block in the VE (6 meters in the physical world). After 30 
seconds of encountering tanks, there is another period of 30 
seconds without tanks where the user walks normally. In a 
rehabilitation setting, these parameters could automatically 
adjust to the user’s current capabilities so that the game 
remains challenging but not overly so.  
The tanks are destroyed when the avatar’s foot come into 
contact with the “Collider” contained within the tank. This 
collider is very low in height (3 cm) and placed on the 
ground under the tank. This requires the user to step on the 
tank to crush it, rather than just touch it with his foot, in 
which case he could just walk through the tank to destroy it. 
To animate the virtual avatars, users wear a total of 15 
motion-capture marker clusters (see section 4.4). The avatars 
were animated using forward kinematics to reflect the entire-
body kinematics as accurately as possible. Because the 
avatars had different segment proportion, the relative 
rotations of each body-segment relative to its parent were 
applied to its corresponding bone in the avatar rig. The pelvis 
is used as the root segment and is translated vertically for the 
feet to lay flat on the ground when the user if standing still. 
Head tracking was implemented using a combination of 
inertial sensors and an optimal motion capture system 
(Vicon T20-S). The inertial sensors integrated in the HMD 
(Oculus Rift CV1) were used for and the optical motion-
capture system was used for to measure the orientation of the 
user’s head and the optical system was used to measure its 
position. 
IV.  VALIDATION STUDY  
A. Participants 
Ten asymptomatic participants, 3 females and 7 males, were 
recruited for this study. They all reported having no 
pathology, injury or pain in the lower limbs at the time of 
testing. The participants had a mean age of 25.7 ± 2.5 years. 
All participants were right-foot dominant. All participants 
reported 20-20 or corrected vision and all but one were new 
to immersive VR. A 15$ compensation was given for 
participation in the study, which lasted approximately 90 
minutes. Prior approval was obtained from institutional 
Research Ethics Committees. 
B. Materials 
A 12-camera optical system (Vicon T20-S) running Vicon 
Tracker software was used to animate the avatars, for 
positional head-tracking and to record lower-limb 
kinematics at 240Hz. Users walked on an instrumented split-
belt AMTI treadmill, allowing for simultaneous recording of 
ground reaction forces. Rendering of the game was done on 
a desktop with an Nvidia GeForce GTX 1070, Intel core I7 
processor and 12GB of RAM. It is displayed in an Oculus 
Rift CV1 head mounted device (HMD). 
C. Latency evaluation 
Motion-to-photon latency was measured using a 400 fps 
camera (Nikon 1 J4). A user wearing all motion capture 
markers clapped his hands above his head. The recording 
was framed to capture the user’s real hands and the hand of 
the avatar, within the city VE, simultaneously. The number 
of frames between the contact of the physical hands and of 
the avatar’s hands was calculated. Eight trials were 
performed and the mean number of frames was used as a 
measure of total system latency. Given that the sequence was 
recorded at 400 fps and that there was sometimes uncertainty 
between two different frames for the moment the avatar’s 
hands contacted each other, this method gives an estimation 
of latency within approximately 5ms. 
 D. Procedure 
Marker placement and functional calibration 
Participants wore a medical treadmill harness (Robertson 
Harness, Inc.) in order to support their weight if a fall 
occurred, given that they were visually isolated from their 
physical environment. A total of 15 marker clusters were 
fixed to their body segments using Velcro straps (Fig. 2). 
These segments were: feet (2), shanks (2), thighs (2), hands 
(2), forearms (2), arms (2), torso and pelvis (2), head (1). 
Individual markers were fixed over the malleoli (4) and 
femoral condyles (4) using double-sided tape.  
 
 
Fig. 2: A participant wearing the harness and motion capture markers, on 
the instrumented treadmill 
 
Next, a functional calibration method consisting of a series 
of specific movements was applied to define joint centers 
and functional rotation axes. The first movement is a squat 
combined with flapping of the arms. During this movement, 
the feet are maintained parallel using a guide and the user is 
asked to keep his lower limbs parallel during the full range 
of motion. The flexion axes of the ankles, knees, hips, 
shoulder, elbow and wrist are extracted from this movement. 
The individual markers placed on bony prominences are 
used to calculate the midpoint of knee and ankle joints. 
These midpoints are projected upon the functional flexion 
axes to define the respective joint centers. The second 
calibration movement is a circumduction of each hip. This is 
used to find the hip joint center. In the same way, the third 
movement is a circumduction of shoulder and is used to 
estimate the shoulder joint center. Finally, a T-pose is used 
to fix the neutral position of the joints. The coordinate 
system (CS) of each segment of the extremities is then 
defined as:  
• x axis: functional rotation axis of the proximal joint  
• z axis: along the anatomically-based longitudinal axis  
• y axis: cross-product of x and z axes  
 
Study procedure 
The participants were asked to walk on the treadmill at a self-
selected comfortable pace for eight minutes without any VR. 
This treadmill training phase allows participants to habituate 
to treadmill walking and limits the initial variability of gait 
in infrequent treadmill users. The speed was initially set to 
1.0 m/s for all participants and they verbally instructed the 
experimenter to increase of decrease the speed in increments 




Fig. 3: A participant viewing his self-avatar in the virtual mirror while 
embodying a human (top) and a monster (bottom). 
 
After the training phase, the treadmill was stopped and 
participants positioned the HMD in front of their eyes. The 
participants were randomly assigned to begin the 
experimentation with either the Godzilla-like avatar or 
similarly-scaled human avatar (male for all participants). A 
VE that is a replica of the laboratory in which the study was 
being conducted was displayed in the HMD, with an eight-
foot virtual mirror placed in front of the participant. They 
were instructed to move their upper and lower limbs and 
observe their self-avatar by looking down at their body and 
through the virtual mirror. This step lasted 4 minutes and 
served a double purpose. The first objective was to create a 
feeling of embodiment of the avatar through the visuomotor 
synchronization. The second was to allow the user time to 
“play around” with his avatar so that he would focus on the 
walking and foot placement task in the second phase. In 
previous studies, we have found that without this period, 
many participants are distracted and testing the animation of 
their avatar during the experimentation. 
Participants were then instructed to close their eyes while 
the VE was changed. When they opened their eyes, the urban 
city VE was displayed. As the treadmill was started and 
gradually accelerated, participants started walking in the 
 virtual environment. There was an initial five-minute game 
training phase for the participants to get used to walking on 
the treadmill while visually immersed and with the specific 
virtual avatar that was displayed. A comfortable pace for 
walking in the immersive VE was established in the same 
manner as in the treadmill training phase. The game-training 
phase consisted of 5 minutes of normal walking while 
embodying the avatar. The participants then transitioned into 
the gait and foot placement phase where they started 
encountering tanks at random intervals and positions on their 
path, as described in section 3.2. After each 30-second 
period encountering tanks, there was 30-second period 
without any tank where the participants walked normally. 
They were instructed to crush all the tanks on the street by 
stepping on them with either one of their feet. When they 
successfully crushed a tank, an explosion animation was 
displayed as visual confirmation. After this game training 
phase, the users transitioned into the actual experimental 
trial which was a four-minute replica of the habituation 
phase, again starting with x seconds of walking without 
tanks. 
Participants were then afforded a 15-minute rest period 
where they removed the HMD. During this period, they were 
asked to answer a questionnaire regarding their perceived 
presence and embodiment as well as a second questionnaire 
about their level of discomfort and cybersickness. Finally, 
they were also asked to estimate how long they had just spent 
walking in the VE and to give an appreciation of the 
experience with the avatar they had just embodied. After the 
rest period, the participants repeated all the phases from the 
habituation with a virtual mirror, with the second avatar this 




Fig. 4: Study procedure 
E. Measurements and data analysis 
Lower limb kinematics and kinetics were recorded during 
the gait and foot placement exercise for each of the 
conditions. During each of these conditions, a 30-second 
recording was taken when the participant was walking 
without any tanks present and another 30-second recording 
was taken at the end of the period where the participant was 
crushing tanks. The flexion/extension rotations were 
computed for the knee and hip joints, using the method 
described by Grood and Suntay [24]. The data were then 
divided into distinct gait cycles using foot-ground contact as 
the cut off point, and each cycle was normalized to 100 
sample points representing 100% of the gait cycle. Vertical 
ground reaction forces were also extracted and normalized 
across the entire gait cycle. 
For each gait cycle of the recordings without tanks, the 
following values were extracted from the flexion/extension 
data of each joint. 
• Value at heel strike 
• Value at toe-off 
• Maximum value 
Step length and cadence were also calculated for all gait 
trials. 
 
For recordings during the tank-crushing sequence, the 
individual steps used to crush tanks were isolated. The 
maximum knee and hip flexion values and the maximum 
vertical ground force on the side of the limb that crushed the 
tank were extracted for statistical analysis. 
 
Subjective measurements 
Immediately following the completion of the task in a given 
condition, participants answered the Presence Questionnaire 
[25] and the Simulator Sickness Questionnaire (SSQ) [26]. 
They were also asked to rate the following statements from 
1 (totally disagree) to 7 (totally agree) to evaluate their sense 
of embodiment: 
 
1. “I felt as if the virtual body was my actual body” 
2. “The movements of the virtual body were caused 
by my movements”   
3. “The movements of the virtual body corresponded 
to my movements, in real-time” 
 
They were also asked to estimate how much time they had 
just spent in the given condition and how enjoyable the task 
was to them, on a scale from 1 to 7 (they were also asked 




All the aforementioned data were compared between the 
“human avatar” (HA) and “Godzilla avatar” (GA) 
conditions. Given the number of subjects and inter-subject 
variability of kinematic data, descriptive statistics were used. 
The conditions are compared in terms of average values and 
standard deviations.  
 V. RESULTS 
A. Motion to photon latency 
The average motion-to-photon latency in the system, over 8 
trials, was found to be 78 ms or 31.2 frames at 400 fps. 
Question 14 of the Presence Questionnaire asks users to 
subjectively evaluate the perceived delay between their 
actions the corresponding consequences. The mean scores 
for HA and GA were both 1.44/7, with the minimum 
possible score being 1.  
B. Gait kinetics and spatiotemporal measures 
The average self-selected comfortable pace was 1.03 ± 0.02 
m/s when walking on the treadmill without an HMD and 
0.97 ± 0.04 m/s when immersed in the VE.  
 
During normal gait (without tanks), participants walked 
with less maximum hip flexion in the GA condition (6.8 
± 4.9°) than in the HA condition (9.1 ± 4.9°). Fig. 5 shows 
the mean hip flexion curve for both conditions. This was also 
reflected in a shorter step length (51.0 ± 4.0 cm) and higher 
cadence (51.9 ± 3.2 steps/min) in the GA condition, 
compared to HA condition (52.0 ± 3.3cm and 51.0 ± 1.7 
steps/min). 
 
Fig. 5: The mean hip flexion curve across the entire gait cycle with a human 
avatar (HA) and Godzilla avatar (GA). 
C. Tank crushing 
During steps where they were crushing a tank, participants 
had lower maximum knee flexion in the GA condition (66.8 
± 7.2°) than they did in the HA condition (69.1 ± 11.8°). 
Maximum hip flexion was similar for GA (27.1 ± 9.1°) and 
HA conditions (27.7 ± 8.9°). Vertical ground reaction forces 
for tank crushes were slightly higher in GA (1138.6 ± 
313.5N) than HA (1127.6 ± 283.8N) condition.  
D. Presence and embodiment 
Results of the Presence Questionnaire were similar for all 
questions between the human and Godzilla conditions. Table 





Table I: Mean scores and SD for the categories of the Presence 
Questionnaire for the HA and GA conditions (scale from 1 to 7). 
Category Human (HA) Godzilla (GA) 
Realism 5.1 ± 1.3 5.6 ± 0.8 
Possibility to act 5.8 ± 1.3 6.1 ± 1.0 
Interface quality* 1.5 ± 0.5 1.8 ± 0.8 
Self-evaluated performance 6.2 ± 0.7 5.8 ± 1.1 
*For Interface quality, a lower score is better 
 
In the questions related to embodiment, results were almost 
identical for both avatar conditions, in all three questions. 
The mean scores for question 1 were 5.7 ± 1.6 and 5.7 ± 0.8 
for the human and Godzilla avatars, respectively. For 
question 2, the scores were 6.7 ± 0.5 (HA) and 6.6 ± 0.5 (GA) 
and for question 3 they were 6.6 ± 0.5 (HA) and 6.5 ± 0.5 
(GA). 
E. Subjective appreciation 
Simulator sickness, as reported with the SSQ questionnaire 
was not significantly different between avatars. After 
completing the gait and foot placement exercises with the 
human and Godzilla avatars, the mean SSQ scores were 
2.7/48 (±2.6) and 2.1/48 (±2.0), respectively. 
 
Table II shows the time the participants actually spent in 
each condition compared to the length of time they estimated 
that they had spent. 
 
Table II: Time spent in the experimental condition and time subjectively 












No avatar  8 8.2 ± 3.2 +3% 
Human (HA)  13 11.2 ± 3.1 -14% 
Godzilla (GA) 13 9.0 ± 2.4 -31% 
 
To the subjective question of how much they appreciated 
the given task, participants gave the highest score to the GA 
condition (6.2 ±1.0), followed by the HA condition (5.1 
±1.4) and the initial condition where they walked without a 
VE (4.2 ±1.0). 
 
VI.  DISCUSSION 
The purpose of this study was to explore the effect of 
embodying different virtual avatars on lower limb 
kinematics and on user appreciation. To do this, we 
compared embodiment of a realistic looking human avatar 
and a Godzilla-like monster avatar. Results show clear 
trends for shorter step lengths during gait and less knee 
flexion when crushing virtual tanks when embodying the 
Godzilla avatar. Participants also reported enjoying 
embodying the Godzilla avatar (GA) more than the human 
avatar (HA) and time was perceived to pass faster in this 
condition as well.  
 
On average, when embodying a GA, participants took 
steps that were a little shorter, with a cadence that was a little 
 higher. They also didn’t go as far in hip extension as they did 
in the HA condition. While these differences remain 
relatively small from a clinical perspective, their do show a 
clear trend. Different factors could explain this trend. First, 
as described in section 3.2, the relative proportions of the 
avatars’ segments differ. The lower limbs of the GA are 10% 
shorter than those of the HA. Shorter step lengths may then 
have been an adaptation to their perceived shorter leg length 
during the GA condition. It is also possible that participants 
interpreted that a GA would normally walk with smaller, 
quicker steps and they were adjusting their behaviour to 
match that of their self-avatar. Of course, to fairly compare 
the effects of these two avatars on movement, they should 
have the same proportions, joint range, tracking marker 
mappings (i.e. retargeting). Otherwise, a movement in a 
monster avatar may produce different visual movement 
feedback than the human avatar. On the other hand, 
enforcing these avatar similarities may make the monster 
appear to be less monster-like, which could also ultimately 
impact user behaviour. Thus, for this study we opted to keep 
the monster proportions to be more monster-like. In future 
studies, we will explore other parameters, such as avatar 
proportions. It is worth noting that shorter step length and 
higher cadence are not necessarily a desired outcome and 
such changes have actually been said to reflect worse gait 
quality. Nevertheless, these changes support the possibility 
that the form and/or proportions of an avatar could be used 
to manipulate a user’s gait and this could presumably be used 
in the opposite direction (longer virtual lower-limbs to 
produce longer step lengths).  
 
In performing the task of crushing tanks, we had 
hypothesized that participants would instinctively behave 
like their avatar and that the GA would lead to movements 
of larger amplitude and higher ground reaction forces. In 
fact, hip flexion was similar for both conditions but 
participants kept their leg a little more extended with the GA. 
In doing so, they were lifted their foot a little higher off the 
ground. Again, it is difficult to distinguish if this is a 
behavioral change to match the avatar or if it is caused by 
the different proportions of the lower limbs of the GA, whose 
thighs are shorter than his shanks. This could be a sign of the 
participants feeling less confidence in their foot-placement 
control in the GA condition and thus raising their foot higher 
to make sure they stop atop the tanks. This is not however 
supported by the Presence Questionnaire results, which were 
similar for both avatars. Participants did produce slightly 
higher ground reaction force in the GA condition but the 
difference is only equal to approximately 1% of the recorded 
forces.  
 
The results of the subjective measurements support our 
hypothesis that embodying the GA would be more enjoyable 
to participants. Indeed, participants rated the experience as 
being 16% (1.1/7) more enjoyable, even though they 
performed the exact same tasks in both conditions. 
Interestingly, participants underestimated the time they 
spent embodying the GA by 31%, compared to a 14% 
underestimation with the HA. Without the avatar, 
participants slightly overestimated the time spent walking on 
the treadmill. The comparison with the no-avatar condition 
is imperfect as there was no other task than to walk in that 
condition, as opposed to the HA and GA conditions where 
there were periods of tank crushing tasks. However, the GA 
and HA are identical except for the avatar that was embodied 
and show a large difference in the perception of time. This 
is, to our knowledge, the first study to report results relating 
to the perception of time with relation to avatar embodiment. 
The subjective appreciation and time-estimation results 
indicate that embodying more novel virtual avatars may 
make physical therapy more fun and go by faster, thus 
improving motivation and compliance with physical 
rehabilitation programs. Studies over several sessions will be 
needed to verify is the effect subsides as the novelty of the 
avatar embodiment wears off. 
 
This study is of course limited by the small number of 
participant and the resulting descriptive nature of data 
analysis. Further studies will be needed to confirm the 
observations in this study and to identify the root cause of 
these changes.  
 
VII. CONCLUSION 
In conclusion, this study showed that embodying different 
avatars does have an impact on lower limb kinematics of gait 
and foot placement. Whether these changes are related to the 
relative proportion of the avatar’s segments needs further 
investigation. Our results also show that embodying a more 
novel avatar can make gait training more enjoyable and seem 
less time-consuming. It could therefore be an interesting tool 
in maintaining motivation. Future work will study the effect 
of different avatar proportions on movement and the effect 
of embodiment on time perception. 
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