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ARITHMETICAL RANK OF LEXSEGMENT EDGE IDEALS
VIVIANA ENE, OANA OLTEANU, AND NAOKI TERAI
Abstract. Let I ⊂ S = K[x1, . . . , xn] be a lexsegment edge ideal or the Alexan-
der dual of such an ideal. In both cases it turns out that the arithmetical rank of
I is equal to the projective dimension of S/I.
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Introduction
Let S = K[x1, . . . , xn] be the polynomial ring in n variables over a field K. Let
I ⊂ S be a homogeneous ideal and √I its radical. The arithmetical rank of I is
defined as
ara(I) = min{r ∈ N : there exist a1, . . . , ar ∈ I such that
√
I =
√
(a1, . . . , ar)}.
Geometrically, ara(I) is the smallest number of hypersurfaces whose intersection
is set-theoretically equal to the algebraic set defined by I, ifK is algebraically closed.
For a squarefree monomial ideal I ⊂ S the following upper bound of ara(I) is
known [8]. Namely,
ara(I) ≤ n− indeg(I) + 1,
where indeg(I) is the initial degree of I, that is, indeg(I) = min{q : Iq 6= 0}.
Let cd(I) = max{i ∈ Z : H iI(S) 6= 0}, where H iI(S) denotes the i-th local coho-
mology module of S with support at V (I). The number cd(I) is called the coho-
mological dimension of I. By expressing the local cohomology modules in terms of
Cech complex, one can see that ara(I) is bounded below by cd(I). For a squarefree
monomial ideal I of S, it is known that cd(I) = proj dimS(S/I) (see [15]). From
these inequalities we get
(1) proj dimS(S/I) = cd(I) ≤ ara(I) ≤ n− indeg(I) + 1,
for any squarefree monomial ideal I ⊂ S.
There are many instances when the equality proj dimS(S/I) = ara(I) holds. We
refer the reader to [2], [3], [4], [11], [12], [13], [14], [16], [17], [18] for classes of ideals
I ⊂ S whose arithmetical rank is equal to the projective dimension of S/I.
We show in Section 2 that the equality also holds for a lexsegment edge ideal. By
a lexsegment edge ideal we mean a squarefree monomial ideal generated in degree
The third author was supported by Kakenhi20540047 .
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two by a lexsegment set, that is, a set of the form
L(u, v) = {w : w is a squarefree monomial of degree 2, u ≥lex w ≥lex v},
where u ≥lex v are two squarefree monomials of degree 2 in S. In order to prove
the equality ara(I) = proj dimS(S/I) for any lexsegment edge ideal we need first
to compute some invariants of these classes of ideals. We make these computations
in Section 1. Having the formulas for dimension and depth, we recover the charac-
terization of the Cohen-Macaulay lexsegment edge ideals from [7]. Moreover, since
by Theorem 2.2, ara(I) = proj dimS(S/I) for any lexsegment edge ideal I, it turns
out that any Cohen-Macaulay lexsegment edge ideal is a set-theoretically complete
intersection too. In the last section we show that, given a lexsegment edge ideal I,
we have the equality ara(I∗) = proj dimS(S/I
∗) for its Alexander dual I∗ as well.
1. Invariants of lexsegment edge ideals
Given a lexsegment edge ideal I, we are going to determine dim(S/I), depth(S/I),
and reg(I). Let u = x1xi, v = xjxk, j < k, be two squarefree monomials of degree 2
such that u ≥lex v and I = (L(u, v)) the lexsegment edge ideal generated by the set
L(u, v).
We always assume that the set L(u, v) contains at least two elements, that is,
u >lex v.
Moreover, for our study, we may consider that x1|u. Indeed, if u = xlxq for
some l ≥ 2, then x1, . . . , xl−1 is a regular sequence on S/I, and we may reduce
to the computation of all the invariants in the ring of polynomials in the variables
xl, . . . , xn.
We first recall the well-known fact that if u = x1x2 and v = xn−1xn, that is I is
equal to the ideal In,2 generated by all the squarefree monomials of degree two in n
variables, then we have dim(S/I) = depth(S/I) = 1 and I has a linear resolution,
that is, reg(I) = 2. Therefore, further on, we always consider that I 6= In,2.Moreover,
we notice that one may also assume that j ≥ 2. Indeed, if j = 1, that is, v = x1xk
for some k ≥ i, then all the invariants can be easily computed.
We begin our study with the computation of dim(S/I).
If I is an initial lexsegment edge ideal, that is, I is generated by a lexsegment set
Li(v) = L(u, v) where u = x1x2, then, by [1, Proposition 1.1], we get dim(S/I) =
n − j. In the next lemma we compute dim(S/I) for a final lexsegment edge ideal,
that is, generated by a lexsegment set Lf (u) = L(u, v) where v = xn−1xn.
Lemma 1.1. Let I = (Lf (u)), where u = x1xi, i ≥ 3. Then dim(S/I) = 2.
Proof. Let p be a minimal prime ideal of I. Then p contains the ideal generated by
all the squarefree monomials of degree 2 in the variables x2, . . . , xn whose height is
n − 2, hence ht(p) ≥ n − 2, which implies that ht(I) ≥ n − 2. On the other hand,
since (x3, . . . , xn) ⊃ I, we get ht(I) ≤ n − 2. Consequently, ht(I) = n − 2 and
dim(S/I) = 2. 
Proposition 1.2. Let I = (L(u, v)) be a lexsegment edge ideal which is neither
initial nor final and is determined by u = x1xi and v = xjxk. Then dim(S/I) = n−j.
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Proof. We clearly have i ≥ 3 and we may assume that 2 ≤ j ≤ n− 2. It is obviously
that (x1, . . . , xj) ⊃ I, hence ht(I) ≤ j, and, therefore, dim(S/I) ≥ n − j. We show
that the other inequality holds as well. This is obvious if j = 2 since (x1, x2) is a
minimal prime ideal of I. Thus we take j ≥ 3.
Let us consider p a prime ideal which contains I. We distinguish two cases.
Case (a). Let x1 ∈ p, that is, p = (x1) + p′ where p′ is generated by a subset
of the set {x2, . . . , xn}. As I ⊂ p, it follows that p′ contains the initial lexsegment
defined by v in the ring K[x2, . . . , xn]. Therefore, ht(p
′) ≥ j − 1, by [1, Proposition
1.1.], whence ht(p) ≥ j.
Case (b). Let x1 6∈ p. Then xi, . . . , xn ∈ p, that is, p has the form p = (xi, . . . , xn)+
p′, where p′ is generated by a subset of {x2, . . . , xi−1}. We need to consider the
following subcases.
Subcase (b1). xi−2xi−1 ≥lex v. Then the ideal generated by all the squarefree
monomials of degree 2 in the variables x2, . . . , xi−1 is contained in p
′ which implies
that ht(p′) ≥ i− 3, thus ht(p) ≥ n− 2 ≥ j.
Subcase (b2). Let xi−2xi−1 <lex v. Then p
′ contains the initial ideal (Li(v)) ⊂
K[x2, . . . , xi−1]. It follows that ht(p
′) ≥ j − 1 and, therefore, ht(p) ≥ n− i+ j ≥ j.
Consequently, in all cases, we get ht(p) ≥ j for any prime ideal p ⊃ I which
implies the inequality dim(S/I) ≤ n− j. 
In the second part of this section we compute the depth of S/I for an arbitrary
lexsegment edge ideal I.
Proposition 1.3. Let u = x1xi, v = xjxk with j ≥ 2, and I = (L(u, v)). Then
depth(S/I) = 1 if and only if xi−1xn ≥lex v.
Proof. Let ∆ be the simplicial complex on the vertex set [n] whose Stanley-Reisner
ideal is I. It is known that depth(S/I) = 1 if and only if ∆ is disconnected, which,
in turn, is equivalent to the fact that the skeleton ∆(1) = {F ∈ ∆: dimF ≤ 1} of
∆ is disconnected.
In the first place we consider ∆(1) disconnected. Let V1, V2 6= ∅, V1 ∪ V2 = [n],
V1 ∩ V2 = ∅, and such that no face of ∆(1) has vertices in both V1 and V2. One
may assume that 1 ∈ V1. Then, since {1, 2}, . . . , {1, i − 1} ∈ ∆(1), we must have
2, . . . , i − 1 ∈ V1. Let us assume that v >lex xi−1xn. Then {ℓ, n} ∈ ∆(1) for all
ℓ ≥ i− 1 which implies that i, . . . , n ∈ V1 as well. This leads to V1 = [n] which is a
contradiction to our hypothesis.
For the converse, let xi−1xn ≥lex v. We claim that ∆(1) is disconnected. Indeed,
one may choose V1 = {1, . . . , i − 1} and V2 = {i, . . . , n} and observe that for any
1 ≤ r ≤ i− 1 and i ≤ s ≤ n we have xrxs ∈ I, hence {r, s} 6∈ ∆(1). 
Corollary 1.4. Let u and v as in the above proposition. Then proj dimS(S/I) =
n− 1 if and only if xi−1xn ≥lex v.
Next we compute the depth of S/I in the case when v = xjxk with j ≥ 2 and
v >lex xi−1xn. In the next lemma we investigate the case j ≥ 3.
Lemma 1.5. Let I = (L(u, v)) where u = x1xi, v = xjxk, j ≥ 3, and v >lex xi−1xn.
Then depth(S/I) = 2.
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Proof. By the hypothesis on v we have depth(S/I) ≥ 2. Let ∆ be the simplicial
complex on [n] such that I = I∆. We claim that {1, 2} is a facet of ∆. Indeed, if
3 ≤ p ≤ n, then {1, 2, p} 6∈ ∆ since x2xp ∈ I∆. Thus (x3, . . . , xn) is a minimal prime
of I and so depth(S/I) ≤ 2. 
It remains to consider the case v = x2xk for some k ≥ 3.
Lemma 1.6. Let u = x1xi, v = x2xk >lex xi−1xn and I = (L(u, v)). Then
depth(S/I) =
{
2, if k ≥ i,
i+ 1− k, if i > k.
Proof. Let us first consider k ≥ i. One may easily see that I has the following
primary decomposition
I = (x1, x2) ∩ (x1, x3, . . . , xk) ∩ (x2, xi, . . . , xn) ∩ (x3, . . . , xn).
Hence depth(S/I) ≤ 2, which is enough by Proposition 1.3.
For i > k one checks that the minimal monomial generators of I, let us say,
m1, . . . , mr, satisfy the following condition: for any 1 ≤ i ≤ r, there exists 1 ≤ j ≤ n
such that xj |mi and xj 6 |mℓ for all ℓ 6= i. This implies that the Taylor resolution of
S/I is minimal and, therefore, proj dimS(S/I) is equal to the number of the minimal
monomial generators of I, that is, proj dimS(S/I) = n + k − i − 1. Consequently,
depth(S/I) = i+ 1− k. 
Based on the above formulas for dimension and depth we can easily recover the
characterization of the Cohen-Macaulay lexsegment edge ideals given in [7].
Corollary 1.7. Let I = (L(u, v)) be a lexsegment edge ideal with x1|u and u 6= v.
Then I is Cohen-Macaulay if and only if one of the following conditions holds:
(i) I = In,2.
(ii) u = x1xn and v ∈ {x2x3, xn−2xn−1, xn−2xn} for n ≥ 4.
(iii) u = x1xn−1, v = xn−2xn−1 for n ≥ 3.
In the last part of this section we compute the regularity of a lexsegment edge
ideal.
We first notice that if I is an initial or final lexsegment edge ideal, then reg(I) = 2
since I has a linear resolution. Therefore we may consider that u 6= x1x2, that is,
i ≥ 3, and v 6= xn−1xn, in other words, 2 ≤ j ≤ n− 2.
Lemma 1.8. Let I = L(u, v) be a lexsegment edge ideal. Then reg(I) ∈ {2, 3}.
Proof. The ideal I can be decomposed as I = J + J ′ where J is generated by the
lexsegment L(u, x1xn) and J
′ by L(x2x3, v). Both ideals J and J
′ have a linear
resolution, hence reg(J) = reg(J ′) = 2. By [10] (see also [9] and [19]), it follows that
reg(I) ≤ reg(J) + reg(J ′)− 1 = 3. 
This easy lemma shows that we have to distinguish only between two possible
values of the regularity of I.
In the first place we recall the characterization of the squarefree lexsegment ideals
of arbitrary degree which have a linear resolution (see [6] or [5]). The character-
ization depends on whether or not the lexsegment is complete. For the next two
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results we recall the following well-known notation. If w ∈ S is a monomial we
denote max(w) = max{j : xj |w} and min(w) = min{j : xj |w}.
Theorem 1.9 ([6],[5]). Let u = x1xi2 · · ·xid and v = xj1 · · ·xjd be two squarefree
monomials of degree d ≥ 2 and I = (L(u, v)) the squarefree lexsegment ideal gener-
ated by the lexsegment set L(u, v). The following statements are equivalent:
(a) I is a completely squarefree lexsegment ideal, that is, the squarefree shadow
of L(u, v) is a lexsegment set too.
(b) For any squarefree monomial w of degree d, w <lex v, there exists i > 1 such
that xi|w and x1w/xi ≤lex u.
For this class of ideals we have the following result.
Theorem 1.10 ([6],[5]). Let u = x1xi2 · · ·xid and v = xj1 · · ·xjd be two square-
free monomials of degree d ≥ 2 and I = (L(u, v)) the squarefree lexsegment ideal
generated by the lexsegment set L(u, v). Assume that I is a completely squarefree
lexsegment ideal. Let B be the set of all the squarefree monomials w of degree d
such that w <lex v and x1w/xmax(w) > u. Then I has a linear resolution if and only
if I is a final squarefree lexsegment ideal or the following condition holds: for all
(w1, w2) ∈ B × B such that w1 6= w2 and x1w1/xmin(w1) ≤ u, there exists an index ℓ
such that min(w1) ≤ ℓ < max(w2), xℓ|w2, x1w2/xℓ ≤ u and w1/xmin(w1) 6= w2/xℓ.
We now consider the particular settings which we are interested in.
Let u = x1xi and v = xjxk with i ≥ 3 and 2 ≤ j ≤ n− 2. According to Theorem
1.9 we get the following characterization of the completely lexsegment edge ideals.
Corollary 1.11. Let u, v be as above and I = (L(u, v)). Then I is a completely
lexsegment edge ideal if and only if j ≥ i− 2.
Proof. For w = xj+1xj+2 we see that x1w/xj+1 ≤ u if and only if j + 2 ≥ i. 
Next we apply Theorem 1.10 and get the following
Corollary 1.12. Let u, v be as above and I = (L(u, v)) a completely lexsegment
edge ideal, that is, j ≥ i− 2. Then I has a linear resolution if and only if i ≤ j + 1
or i = j + 2 and v = xjxn.
Proof. In the case i ≤ j + 1 one may apply Theorem 1.10 or simply observe that if
we order the minimal monomial generators of I as
x2x3, x2x4, . . . , x2xn, x3x4, . . . , xjxk, x1xi, x1xi+1, . . . , x1xn,
then we get linear quotients, hence I has a linear resolution.
Let i = j + 2. If v = xjxn, then we have B = {xj+1xj+2, . . . , xj+1xn}. In this case
one may choose ℓ = j + 1 in order to verify the condition from Theorem 1.10. Let
v >lex xjxn. Then one may choose w1 = xjxn, w2 = xj+1xn ∈ B. It follows that
w1, w2 do not satisfy the condition from Theorem 1.10 since the only possible choice
for ℓ is ℓ = j + 1, and, in this case, w1/xj = w2/xj+1. 
Next we consider lexsegment edge ideals which are not complete. To this aim we
recall the following
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Theorem 1.13 ([6],[5]). Let I = L(u, v) be a squarefree lexsegment ideal determined
by u = x1xi2 · · ·xid and v = xj1 · · ·xjd, j1 ≥ 2. Assume that I is not a completely
squarefree lexsegment ideal. Then I has a linear resolution if and only if v is of the
form v = xℓxn−d+2 · · ·xn for some 2 ≤ ℓ < n− d+ 1.
Applying the above theorem to our particular setting we get the following
Corollary 1.14. Let I = (L(u, v)) be a lexsegment edge ideal, where u = x1xi, i ≥ 3,
and v = xjxk, j < i− 2. Then I has a linear resolution if and only if v = xjxn.
By using the above results we can compute the regularity of the lexsegment edge
ideals.
Proposition 1.15. Let I = (L(u, v)) be a lexsegment edge ideal where u = x1xi, v =
xjxk, j ≥ 2. Then
reg I =
{
3, if i ≥ j + 2 and xn 6 |v
2, otherwise.
Proof. The proof follows immediately from Corollaries 1.12 and 1.14. 
2. Arithmetical rank of lexsegment edge ideals
In this section we aim to prove Theorem 2.2 on the arithmetical rank of lexsegment
edge ideals. A useful tool will be Schmitt-Vogel Lemma (see [17]).
Lemma 2.1. [17] Let I ⊂ S be a squarefree monomial and A1, . . . , Ar be some
subsets of the set of monomials of I. Suppose that the following conditions hold:
(SV1) |A1| = 1 and Ai is a finite set for any 2 ≤ i ≤ r;
(SV2) The union of all the sets Ai, i = 1, r, contains the set of the minimal mono-
mial generators of I;
(SV3) For any i ≥ 2 and for any two different monomials m1, m2 ∈ Ai there exists
j < i and a monomial m′ ∈ Aj such that m′|m1m2.
Let gi =
∑
mi∈Ai
mi for 1 ≤ i ≤ r. Then
√
(g1, . . . , gr) = I. In particular, ara(I) ≤ r.
Theorem 2.2. Let I = (L(u, v)) be a lexsegment edge ideal. Then
ara(I) = proj dimS(S/I).
Proof. Let u = x1xi and v = xjxk such that u ≥lex v. In the first place we observe
that the statement is obviously true if j = 1 since, for instance, I is isomorphic as an
S-module to the ideal generated by the variables xi, . . . , xk. Hence we may assume
that j ≥ 2. We will consider separately the case j = 2.
Let j ≥ 3. By Corollary 1.4, we have proj dimS(S/I) = n − 1 if and only if
xi−1xn ≥lex v. If this is the case, then, by using inequalities (1), it follows that
n− 1 = proj dimS(S/I) ≤ ara(I) ≤ n− 1, and, consequently, the required equality.
Now let v >lex xi−1xn in the same hypothesis on j, namely j ≥ 3. We have
proj dimS(S/I) = n − 2. We are going to distinguish two cases to study. In both
cases we show that ara(I) = n−2 = proj dimS(S/I) by using Schmitt-Vogel Lemma.
Case (1). Let i = 4 or xi−1xi ≥lex v >lex xi−1xn. In particular, by our assumption
j ≥ 3, we have i ≥ 4. We display the minimal monomial generators of I in an upper
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triangular tableau as follows. In the first row we put the generators divisible by x2
ordered decreasingly with respect to the lexicographic order except the monomial
x2xn which is intercalated between the monomials x2xi−1 and x2xi. In the same
way we order on the second row the monomials divisible by x3, intercalating the
monomial x3xn between x3xi−1 and x3xi. We continue in this way up to the row
containing the monomials divisible by xi−2. On the next row we put the monomials
x1xn, x1xi, x1xi+1, . . . , x1xn−1, and, finally, on the last row, we put the remaining
generators, namely xi−1xi, . . . , v. Then our tableau looks as follows.
x2x3 x2x4 . . . x2xi−1 x2xn x2xi . . . x2xn−2 x2xn−1
x3x4 . . . x3xi−1 x3xn x3xi . . . x3xn−2 x3xn−1
...
...
...
...
...
xi−2xi−1 xi−2xn xi−2xi . . . xi−2xn−2 xi−2xn−1
x1xn x1xi . . . x1xn−2 x1xn−1
xi−1xi . . . v
Next we define the sets A1, A2, . . . , An−2 in the following way. In the first set
we put the monomial from the left-up corner of the tableau. In the second set we
put the two monomials from the left up parallel to the diagonal of the triangular
tableau. In the third set we collect the three monomials from the next parallel to
the diagonal, and so on. Explicitly, the sets are the following ones.
A1 = {x2xn−1},
A2 = {x2xn−2, x3xn−1},
A3 = {x2xn−3, x3xn−2, x4xn−1},
...
An−i+1 = {x2xn, x3xi, x4xi+1, . . .},
...
An−2 = {x2x3, x3x4, . . . , xi−2xi−1, x1xn, xi−1xi}.
.
One may easy check that the sets A1, . . . , An−2 verify all the conditions from Lemma
2.1. We give only a brief explanation concerning the third condition. Indeed if one
picks up two different monomials in the set Aj for some j ≥ 2, let us say m1 from the
r-th row and m2 from the s-th row of the tableau with r < s, then the monomial m
′
at the intersection of the r-th row and the column of m2 divides the product m1m2
and m′ ∈ Aℓ for some ℓ < j.
Case (2). Let x3x4 ≥lex v = xjxk >lex xi−1xi and i ≥ 5. Then we construct
a similar triangular tableau to that one from the previous case, but we preserve
the decreasing lexicographic order in each row. In this tableau we will add the
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underlined monomials in the (j − 1)-th row.
x2x3 x2x4 . . . x2xj x2xj+1 . . . x2xk x2xk+1 . . . x2xn
x3x4 . . . x3xj x3xj+1 . . . x3xk x3xk+1 . . . x3xn
...
...
...
...
...
xj−1xj xj−1xj+1 . . . xj−1xk xj−1xk+1 . . . xj−1xn
xjxj+1 . . . xjxk = v x1xjxk+1 . . . x1xjxn
x1xi . . . x1xn
Note that in this case it is impossible to have i = j + 1. Indeed, if i = j + 1, then,
by our hypothesis we have xjxk >lex xjxj+1, which is impossible.
One may easy check that the sets A1 = {x2xn}, A2 = {x2xn−1, x3xn}, A3 =
{x2xn−2, x3xn−1, x4xn}, . . . , An−2 = {x2x3, x3x4, . . . , xjxj+1} verify the conditions
from Lemma 2.1, thus ara(I) ≤ n− 2. Since we also have proj dimS(S/I) = n − 2,
we get that ara(I) = proj dimS(S/I).
To finish the proof, we only need to consider the case j = 2, that is, u = x1xi and
v = x2xk for some i and k such that v >lex xi−1xn. Note that, in particular, we have
i− 1 ≥ 2, that is, i ≥ 3.
If i > k, then, as in the proof of Lemma 1.6, we obtain that the Taylor resolution
of I is minimal. This implies that proj dimS(S/I) = µ(I), where µ(I) denotes
the number of the minimal monomial generators of I. Therefore, ara(I) = µ(I) =
proj dimS(S/I).
If k ≥ i, we show that ara(I) = proj dimS(S/I) = n − 2 by using again Lemma
2.1. In this case we put the generators of I in a 2-row tableau.
x1xi . . . x1xk x1xk+1 . . . x1xn
x2x3 . . . x2xi . . . x2xk
If i > 3, we add to the second row the monomials x1x2xk+1, . . . , x1x2xn.
We get the tableau
x1xi . . . x1xk x1xk+1 . . . x1xn
x2x3 . . . x2xi . . . x2xk x1x2xk+1 . . . x1x2xn
and set
A1 = {x1x2xn}, A2 = {x1xn, x1x2xn−1}, A3 = {x1xn−1, x1x2xn−2}, . . .
. . . , An−k = {x1xk+2, x1x2xk+1}, An−k+1 = {x1xk+1, x2xk}, . . . , An−2 = {x2x3}.
If i = 3, then we add the monomials x1x2xk+1, . . . , x1x2xn−1 to the initial tableau
and get
x1x3 x1x4 . . . x1xk x1xk+1 . . . x1xn−1 x1xn
x2x3 x2x4 . . . x2xk x1x2xk+1 . . . x1x2xn−1
We set
A1 = {x1x3}, A2 = {x1x4, x2x3}, A3 = {x1x5, x2x4}, . . . , Ak−2 = {x1xk, x2xk−1},
Ak−1 = {x1xk+1, x2xk}, Ak = {x1xk+2, x1x2xk+1}, . . . , An−2 = {x1xn, x1x2xn−1}.
In both cases, by using Lemma 2.1, we get proj dimS(S/I) = n−2 ≤ ara(I) ≤ n−2,
hence ara(I) = n− 2 = proj dimS(S/I). 
8
We recall that an ideal I ⊂ S is called a set-theoretic complete intersection if
ara(I) = ht(I). For squarefree monomial ideals we ara(I) ≥ proj dimS(S/I), by
using again (1). If ht(I) = ara(I), we get
ht(I) ≥ proj dimS(S/I) = n− depth(S/I) ≥ n− dim(S/I) = ht(I).
Therefore, we derive the following implication for squarefree monomial ideals:
set-theoretic complete intersection ⇒ Cohen-Macaulay.
For lexsegment edge ideals the converse is also true, by Theorem 2.2.
Corollary 2.3. Let I be a lexsegment edge ideal. Then the following statements are
equivalent:
(a) I is Cohen-Macaulay.
(b) I is a set-theoretic complete intersection.
3. Arithmetical rank of the Alexander dual of a lexsegment edge
ideal
As before, let u = x1xi, v = xjxk be two squarefree monomials of degree 2 such
that u ≥lex v and I = (L(u, v)) the lexsegment edge ideal generated by the set
L(u, v).
Let I∗ be the Alexander dual ideal of I. Then we have
I∗ = (x1, xi) ∩ (x1, xi+1) · · · ∩ (x1, xn) ∩ (x2, x3) ∩ (x2, x4) ∩ · · · ∩ (x2, xn)
∩(x3, x4) ∩ (x3, x5) ∩ · · · ∩ (x3, xn) ∩ · · · ∩ (xj , xj+1) ∩ · · · ∩ (xj , xk),
which is an unmixed ideal of height two (see, e.g., [20, Proposition 1.1]). In this sec-
tion we show the equality ara(I∗) = proj dimS(S/I
∗). Since we have proj dimS(S/I
∗) =
reg I [20, Corollary 1.6], by Proposition 1.15 we have the following:
Proposition 3.1. Let I = (L(u, v)) be a lexsegment edge ideal where u = x1xi, v =
xjxk, j ≥ 2. Then
proj dimS(S/I
∗) =
{
3, if i ≥ j + 2 and xn 6 |v
2, otherwise.
Now we determine the arithmetical rank of the Alexander dual of a lexsegment
edge ideal.
Theorem 3.2. Let I = (L(u, v)) be a lexsegment edge ideal. Then
ara(I∗) = proj dimS(S/I
∗).
Proof. We may assume that u = x1xi, v = xjxk. If j = 1, then I
∗ = (x1, xi) ∩
(x1, xi+1)∩· · ·∩(x1, xk) = (x1, xixi+1 . . . xk) is a (set-theoretic) complete intersection.
Hence we may assume that j ≥ 2.
Now we assume that i ≤ j + 1 or k = n. Then we have proj dimS(S/I∗) =
ht I∗ = 2, and S/I∗ is Cohen-Macaulay. In this case I∗ is a set-theoretic complete
intersection by Kimura [11]. Hence ara(I∗) = proj dimS(S/I
∗) = 2.
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Next we assume that i ≥ j + 2 and k 6= n. Let J∗ be the Alexander dual ideal of
J = (L(x1xi, xj−1xn)). Then we have ara(J
∗) = proj dimS(S/J
∗) = 2. Hence there
exist f1, f2 ∈ S such that
√
(f1, f2) = J
∗. Then we have
I∗ = J∗ ∩ (xj , xj+1) ∩ (xj , xj+2) ∩ · · · ∩ (xj , xk)
=
√
(f1, f2) ∩ (xj , xj+1xj+2 . . . xk)
=
√
(f1f2)(xj , xj+1xj+2 . . . xk)
=
√
(xjf1, xjf2, xj+1xj+2 . . . xkf1, xj+1xj+2 . . . xkf2)
=
√
(xjf1, xjf2 + xj+1xj+2 . . . xkf1, xj+1xj+2 . . . xkf2).
For the last equality we need only to justify the inclusion from the left part to the
right part. This follows immediately if we notice that xjf2 and xj+1xj+2 . . . xkf1 are
solutions of the equation
t2 − (xjf2 + xj+1xj+2 . . . xkf1)t+ xjxj+1xj+2 . . . xkf1f2 = 0.
We have 3 = proj dimS(S/I
∗) ≤ ara(I∗) ≤ 3. Hence ara(I∗) = proj dimS(S/I∗) = 3,
as desired. 
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