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Abstract. In this paper the ideas of different types of convergence of a sequence of
random variables in probability, namely, statistical convergence of order α in probability,
strong p-Cesa`ro summability of order α in probability, lacunary statistical convergence or
Sθ-convergence of order α in probability, and Nθ-convergence of order α in probability
have been introduced and their certain basic properties have been studied.
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1. INTRODUCTION AND BACKGROUND
The idea of convergence of a real sequence has been extended to statistical convergence by
Fast [14] and Steinhaus [31] as follows: If N denotes the set of natural numbers and K ⊂ N,
then K(m,n) denotes the cardinality of the set K ∩ [m,n]. The upper and lower natural
density of the subset K is defined by
d¯(K) = lim
n→∞ sup
K(1, n)
n
and d(K) = lim
n→∞ inf
K(1, n)
n
.
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If d¯(K) = d(K), then we say that the natural density of K exists, and it is denoted simply by
d(K) = lim
n→∞
K(1, n)
n
.
A sequence {xn}n∈N of real numbers is said to be statistically convergent to a real number
x if for each ε > 0, the set K = {n ∈ N : |xn − x| ≥ ε} has natural density zero
and we write xn
S−→ x. Statistical convergence has turned out to be one of the most active
areas of research in summability theory after the work of Fridy [16] and Sˇala´t [28]. Over the
years a lot of work have been done to generalize this notion of statistical convergence and
to introduce new summability methods related to it. Some of the most important concepts
introduced are : lacunary statistical convergence by Fridy & Orhan [18] (for more results on
this convergence see the paper of Li [24]), I-convergence by Kostyrko et al. [23], (see [1,8,9,
11,29] for recent advances and more references on this convergence), statistical convergence
of order α by Bhunia et al. [2] (statistical convergence of order α was also independently
introduced by Colak [4], more investigations in this direction and more applications can be
found in [5]), lacunary statistical convergence of order α by Sengo¨l & Et. M [30], pointwise
and uniform statistical convergence of order α for sequences of functions by Cinar et al. [3],
λ-statistical convergence of order α of sequences of function by Et. M et al. [13], I-statistical
and I-lacunary statistical convergence of order α by Savas & Das [10], open covers and
selection principles by Das [6,7]. The notion of statistical convergence has applications in
different fields of mathematics: in number theory by Erdo¨s & Tenenbaum [12], in statistics
and probability theory by Fridy & Khan [17] and Ghosal [20–22], in approximation theory
by Gadjiev & Orhan [19], in Hopfield neural network by Martinez et al. [25], in optimization
by Pehlivan & Mamedov [26].
In particular in probability theory, if for each positive integer n, a random variable Xn is
defined on a given event space S (same for each n) with respect to a given class of events △
and a probability function P : △→ R (where R denotes the set of real numbers) then we say
that X1, X2, X3, . . . , Xn, . . . is a sequence of random variables and as in analysis we denote
this sequence by {Xn}n∈N.
From the practical point of view the discussion of a random variableX is highly significant
if it is known that there exists a real constant c for which P (|X− c| < ϵ) ≃ 1, where ϵ > 0 is
sufficiently small, that is, it is nearly certain that values ofX lie in a very small neighbourhood
of c.
For a sequence of random variables {Xn}n∈N, each Xn may not have the above property
but it may happen that the aforementioned property (with respect to a real constant c) becomes
more and more distinguishable as n gradually increases and the question of existence of such
a real constant c can be answered by a concept of convergence in probability of the sequence
{Xn}n∈N.
In this short paper we shall limit our discussion to four types of convergence of a sequence
of random variables, namely,
(i) statistical convergence of order α in probability,
(ii) strong p-Cesa`ro summability of order α in probability,
(iii) lacunary statistical convergence or Sθ-convergence of order α in probability,
(iv) Nθ-convergence of order α in probability.
Our main aim in this paper is to establish some important theorems related to the modes
of convergence (i)–(iv), which effectively extend and improve all the existing results in
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this direction [2,4,18,20,24,27]. We also intend to establish the relation between these four
summability notions. It is important to note that the methods of proofs and in particular the
examples are not analogous to the real case.
2. STATISTICAL CONVERGENCE OF ORDER α IN PROBABILITY
We first recall the definition of statistical convergence of order α of a sequence of real
numbers from [2,4] as follows:
Definition 2.1. A sequence {xn}n∈N of real numbers is said to be statistically convergent of
order α (where 0 < α ≤ 1) to a real number x if for each ε > 0, the set K = {n ∈ N :
|xn − x| ≥ ε} has α-natural density zero, i.e
lim
n→∞
1
nα
|{k ≤ n : |xk − x| ≥ ε}| = 0
and we write xn
Sα−−→ x.
Now we would like to introduce the definition of statistical convergence of order α in
probability for a sequence of random variables as follows.
Definition 2.2. Let (S,△, P ) be a probability space and {Xn}n∈N be a sequence of random
variables where each Xn is defined on the same sample space S (for each n) with respect to
a given class of events △ and a given probability function P : △ → R. Then the sequence
{Xn}n∈N is said to be statistically convergent of order α (where 0 < α ≤ 1) in probability
to a random variable X (where X : S → R) if for any ε, δ > 0
lim
n→∞
1
nα
|{k ≤ n : P (|Xk −X| ≥ ε) ≥ δ}| = 0
or equivalently
lim
n→∞
1
nα
|{k ≤ n : 1− P (|Xk −X| < ε) ≥ δ}| = 0.
In this case we write PSα− limP (|Xk−X| ≥ ε) = 0 or PSα− limP (|Xk−X| < ε) = 1
or by Xn
PSα−−−→ X . The class of all sequences of random variables which are statistically
convergent of order α in probability is denoted simply by PSα.
Theorem 2.1. If a sequence of constants xn
Sα−−→ x then, regarding a constant as a random
variable having one point distribution at that point, we may also write xn
PSα−−−→ x.
Proof. Let ε > 0 be any arbitrarily small positive real number. Then
lim
n→∞
1
nα
|{k ≤ n : |xk − x| ≥ ε}| = 0.
Now let δ > 0. So the set {k ∈ N : P (|xk − x| ≥ ε) ≥ δ} ⊆ K where K = {k ∈ N :
|xk − x| ≥ ε}. This shows that xn PS
α
−−−→ x.
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The following example shows that in general the converse of Theorem 2.1 is not true.
It also shows that there is a sequence {Xn}n∈N of random variables which is statistically
convergent in probability to a random variable X but it is not statistically convergent of order
α in probability for 0 < α < 1.
Example 2.1. Let rs be a rational number between α and β. Let the probability density
function of Xn be given by,
If n = [m
s
r ] let,
fn(x) =

1 where 0 < x < 1
0 otherwise.
If n ≠ [m
s
r ] define,
fn(x) =
nx
n−1
2n
where 0 < x < 2
0 otherwise.
Now let 0 < ε, δ < 1.
Then
P (|Xn − 2| ≥ ε) =

1 if n = [m
s
r ] for some m ∈ N
1− ε
2
n
if n ≠ [m
s
r ] for any m ∈ N.
Consequently we have the inequality,
lim
n→∞

n
r
s − 1
nα

≤ lim
n→∞
1
nα
|{k ≤ n : P (|Xk − 2| ≥ ε) ≥ δ}|
and
lim
n→∞
1
nβ
|{k ≤ n : P (|Xk − 2| ≥ ε) ≥ δ}| ≤ lim
n→∞
1
nβ
{n rs + 1}+ lim
n→∞
c
nβ
(where c is a fixed finite positive integer). This shows that Xn is statistically convergent of
order β in probability to 2 but is not statistically convergent of order α in probability to 2 for
any α < β and this is not the usual statistical convergence of order α of real numbers. So
the converse of Theorem 2.1 is not true. Also by taking β = 1, we see that Xn
PS−−→ 2 but
{Xn}n∈N is not statistically convergent of order α in probability to 2 for 0 < α < 1.
Theorem 2.2 (Elementary Properties). (i) If Xn
PSα−−−→ X and Xn PS
β
−−−→ Y then P{X =
Y } = 1 for any α, β where 0 < α, β ≤ 1
(ii) If Xn
PSα−−−→ X and Yn PS
β
−−−→ Y then Xn + Yn PS
max{α,β}
−−−−−−−−→ X + Y for any α, β where
0 < α, β ≤ 1
(iii) If Xn
PSα−−−→ X then cXn PS
β
−−−→ cX where 0 < α < β ≤ 1.
(iv) Let 0 < α ≤ β ≤ 1. Then PSα ⊂ PSβ and this inclusion is strict whenever α < β.
Proof. (i) Without loss of generality we assume β ≤ α. If possible let P{X = Y } ̸= 1.
Then there exists two positive real numbers ε and δ such that P (|X − Y | ≥ ε) = δ > 0.
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Then we have
lim
n→∞
n
nα
≤ lim
n→∞
1
nα
k ≤ n : P |Xk −X| ≥ ε2 ≥ δ2

+ lim
n→∞
1
nβ
k ≤ n : P |Xk − Y | ≥ ε2 ≥ δ2

which is impossible because the left hand limit is not 0 whereas the right hand limit is 0. So
P{X = Y } = 1.
The proofs of (ii), (iii) are straightforward and are therefore omitted.
(iv) The first part is obvious. The inclusion is proper as can be seen from Example 2.1.
Remark 2.1. In Theorem 2 [2], we get, if α < β then mα0 ⊂ mβ0 (i.e., statistical convergence
of order α⇒ statistical convergence of order β) and this inclusion is strict for at least those
α, β for which there is a k ∈ N such that α < 1k < β. But the above Theorem 2.2(iv)
and Example 2.1 shows that the inclusion is strict for any α < β (i.e., α, β may satisfy the
inequality 1k+1 < α < β <
1
k for any k ∈ N).
Definition 2.3. Let (S,△, P ) be a probability space and {Xn}n∈N be a sequence of random
variables where each Xn is defined on the same sample space S (for each n) with respect to a
given class of events △ and a given probability function P : △→ R. A sequence of random
variables {Xn}n∈N is said to be strong p-Cesa`ro summable of order α (where 0 < α ≤ 1
and p > 0 is any fixed positive real number) in probability to a random variable X if for any
ε > 0
lim
n→∞
1
nα
n
k=1
{P (|Xk −X| ≥ ε)}p = 0.
In this case we write Xn
PWαp−−−→ X . The class of all sequences of random variables which are
strong p-Cesa`ro summable of order α in probability is denoted simply by PWαp .
Theorem 2.3. (i) Let 0 < α ≤ β ≤ 1. Then PWαp ⊂ PW βp . This inclusion is strict whenever
α < β.
(ii) Let 0 < α ≤ 1 and 0 < p < q <∞. Then PWαq ⊂ PWαp .
Proof. (i) The first part of this theorem is straightforward and hence omitted. For the second
part we will give an example to show that there is a sequence of random variables {Xn}n∈N
which is strong p-Cesaro summable of order β in probability to a random variable X but is
not strong p-Cesaro summable of order α in probability for any α < β.
Let rs be a rational number between α and β. We consider a sequence of random variables:
Xn ∈

{−1, 1} with probability 1
2
, if n = [m
s
r ] for some m ∈ N
{0, 1} with probability P (Xn = 0) = 1− 1p√
n2
and P (Xn = 1) =
1
p
√
n2
, if n ≠ [m
s
r ] for any m ∈ N.
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For 0 < ε < 1 we get the inequality,
lim
n→∞
n
r
s − 1
nα
≤ lim
n→∞
1
nα
n
k=1
{P (|Xk − 0| ≥ ε)}p
and
lim
n→∞
1
nβ
n
k=1
{P (|Xk − 0| ≥ ε)}p ≤ lim
n→∞

n
r
s + 1
nβ
+
1
nβ

1
12
+
1
22
+ · · ·+ 1
n2

.
This shows that Xn
PWβp−−−→ 0 but {Xn}n∈N is not strong p-Cesaro summable of order α in
probability to 0.
(ii) The proof is straightforward.
Theorem 2.4. Let 0 < α ≤ β ≤ 1. Then PWαp ⊂ PSβ .
Proof. For any ε, δ > 0,
n
k=1
{P (|Xk −X| ≥ ε)}p
≥
n
k=1
P (|Xk−X|≥ε)≥δ
{P (|Xk −X| ≥ ε)}p ≥ δp|{k ≤ n : P (|Xk −X| ≥ ε) ≥ δ}|.
⇒ lim
n→∞
1
nα
n
k=1
{P (|Xk −X| ≥ ε)}p
≥ lim
n→∞
1
nβ
|{k ≤ n : P (|Xk −X| ≥ ε) ≥ δ}|.δp.
This proves the theorem.
Note 2.1. If a sequence of random variables {Xn}n∈N is strong p-Cesa`ro summable of order
α in probability to X then it is statistically convergent of order α in probability to X i.e
PWαp ⊂ PSα.
But the converse of Theorem 2.4 (or Note 2.1) is not generally true as can be seen from
the following example.
Example 2.2. Let a sequence of random variable {Xn}n∈N be defined by,
Xn ∈

{−1, 1} with probability 1
2
, if n = mm for some m ∈ N
{0, 1} with probability P (Xn = 0) = 1− 12p√n, P (Xn = 1) =
1
2p
√
n
,
if n ≠ mm for any m ∈ N.
Let 0 < ε < 1 be given.
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Then
P (|Xn − 0| ≥ ε) =
1 if n = m
m for some m ∈ N
1
2p
√
n
if n ≠ mm for any m ∈ N.
This implies Xn
PSα−−−→ 0 for each 0 < α ≤ 1. Now let H = {n ∈ N : n ≠
mm for any m ∈ N}.
Then
1
nα
n
k=1
{P (|Xk − 0| ≥ ε)}p = 1
nα
n
k=1
k∈H
{P (|Xk − 0| ≥ ε)}p
+
1
nα
n
k=1
k∉H
{P (|Xk − 0| ≥ ε)}p
=
1
nα
n
k=1
k∈H
1√
k
+
1
nα
n
k=1
k∉H
1 >
1
nα
n
k=1
1√
k
>
1
nα−
1
2

since
n
k=1
1√
k
>
√
n for n ≥ 2

.
So Xn is not strong p-Cesa`ro summable of order α in probability to 0 for 0 < α ≤ 12 .
Theorem 2.5. For α = 1, PWαp = PS
α, in other words PWp = PS.
Proof. That PWp ⊂ PS readily follows from Theorem 2.4. For the converse part take
ε, δ > 0. Now
1
n
n
k=1
{P (|Xk −X| ≥ ε)}p = 1
n
n
k=1
P (|Xk−X|≥ϵ)≥δ
{P (|Xk −X| ≥ ε)}p
+
1
n
n
k=1
P (|Xk−X|≥ε)<δ
{P (|Xk −X| ≥ ε)}p
≤ 1
n
|{k ≤ n : P (|Xk −X| ≥ ε) ≥ δ}|+ 1
n
.n.δp.
This shows that PS ⊂ PWp. Hence the result follows.
3. LACUNARY STATISTICAL CONVERGENCE OF ORDER α IN PROBABILITY
First of all we would like to recall the definition of lacunary statistical convergence of
order α for a sequence of real numbers from [30] as follows:
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Definition 3.1. A real sequence {xn}n∈N is said to be lacunary statistically convergent of
order α to a real number L if for any ε > 0
lim
r→∞
1
hαr
|{k ∈ Ir : |xk − L| ≥ ε}| = 0
where θ = {kr}r∈N∪{0} be the lacunary sequence (for definition of lacunary sequence
see [18]), hr = (kr−kr−1), Ir = (kr−1, kr] and qr = krkr−1 . In this case we write xn
Sαθ−−→ L.
Now we would like to introduce the definition of lacunary statistical convergence of order
α in probability for a sequence of random variables as follows.
Definition 3.2. Let θ = {kr}r∈N∪{0} be a lacunary sequence and {Xn}n∈N be a sequence
of random variables where each Xn is defined on the same sample space S (for each n) with
respect to a given class of events △ and a given probability function P : △ → R. Then the
sequence {Xn}n∈N is said to be lacunary statistically convergent or Sθ-convergent of order
α (where 0 < α ≤ 1) in probability to a random variable X if for any ε, δ > 0,
lim
r→∞
1
hαr
|{k ∈ Ir : P (|Xk −X| ≥ ε) ≥ δ}| = 0.
In this case we write Xn
PSαθ−−−→ X . The class of all sequences of random variables which are
Sθ-convergent of order α in probability is simply denoted by PSαθ .
Definition 3.3. Let θ = {kr}r∈N∪{0} be a lacunary sequence and {Xn}n∈N be a sequence
of random variables where each Xn is defined on the same sample space S (for each n)
with respect to a given class of events △ and a given probability function P : △ → R. The
sequence {Xn}n∈N is said to be Nθ-convergent of order α (where 0 < α ≤ 1) in probability
to a random variable X if for any ε > 0,
lim
r→∞
1
hαr

k∈Ir
P (|Xk −X| ≥ ε) = 0.
In this case we write Xn
PNαθ−−−→ X . The class of all sequences of random variables which are
Nθ-convergent of order α in probability is simply denoted by PNαθ .
Theorem 3.1. For a fixed θ, thePSαθ -limit and PN
α
θ -limit of a sequence of random variables
{Xn}n∈N are unique.
The proof is omitted.
However the PSθ-limit of a sequence of random variables for two different lacunary
sequences may not be equal as can be seen from the following example.
Example 3.1. Let G : R+ → N be defined by,
G(x) = n if n! < x ≤ (n+ 1)!
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Let us take two lacunary sequences θ1 = {(2r)!} and θ2 = {(2r + 1)!}. Let us define a
sequence of random variables {Xn}n∈N by,
Xn ∈

{−1, 1} with probability P (Xn = −1) = 1
n
, P (Xn = 1) = 1− 1
n
,
if G(n) is even,
{0, 1} with probability P (Xn = 0) = 1− 1
n
, P (Xn = 1) =
1
n
,
if G(n) is odd,
Let 0 < ε, δ < 1. For the lacunary sequence θ1,
1
hr+1
|{k ∈ Ir+1 : P (|Xk − 0| ≥ ε) ≥ δ}|
=
1
hr+1
[{(2r + 1)!− (2r)!}+ c1]→ 0 as r →∞
where c1 is a finite positive integer. This shows that Xn
PSθ1−−−→ 0.
For the lacunary sequence θ2,
1
hr+1
|{k ∈ Ir+1 : P (|Xk − 1| ≥ ϵ) ≥ δ}|
≤ {(2r + 2)!− (2r + 1)!}+ c2
(2r + 3)!− (2r + 1)! → 0 as r →∞
where c2 is a finite positive integer. This shows that Xn
PSθ2−−−→ 1.
Remark 3.1. As in Theorem 2.5, we can easily establish that PNθ = PSθ.
Theorem 3.2. Let 0 < α ≤ β ≤ 1. Then PNαθ ⊂ PSβθ . This inclusion is strict whenever
α < β.
Proof. Let ε, δ > 0. Now
k∈Ir
P (|Xk −X| ≥ ε)
≥

k∈Ir
P (|Xk−X|≥ε)≥δ
P (|Xk −X| ≥ ε) ≥ δ|{k ∈ Ir : P (|Xk −X| ≥ ε) ≥ δ}|
which implies that,
1
hαr

k∈Ir
P (|Xk −X| ≥ ε) ≥ δ
hαr
|{k ∈ Ir : P (|Xk −X| ≥ ε) ≥ δ}|
≥ δ
hβr
|{k ∈ Ir : P (|Xk −X| ≥ ε) ≥ δ}|.
As r →∞ we have, 1
hβr
|{k ∈ Ir : P (|Xk −X| ≥ ε) ≥ δ}| → 0. Hence the result follows.
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For the second part of this theorem we will construct an example.
Let c be a rational number between α and β. Let a sequence of random variables {Xn}n∈N
be defined by
Xn ∈

{−1, 1} with probability 1
2
, if n is the first [hcr] integers in the interval Ir,
{0, 1} with probability P (Xn = 0) =

1− 1
n

and P (Xn = 1) =
1
n
,
if n is other than the first
[hcr] integers in the interval Ir.
Now let 0 < ε < 1 and δ < 1. Then we have,
P (|Xn − 0| ≥ ε) =

1 if n is the first [hcr] integers in the interval Ir,
1
n
if n is other than the first [hcr] integers in the interval Ir.
Now 1
hβr
|{k ∈ Ir : P (|Xk−0| ≥ ε) ≥ δ}| ≤ 1hβr {h
c
r+d} = ( 1hβ−cr +
d
hβr
)→ 0 as r →∞
since c < β ≤ 1 where d is a finite positive integer. So Xn
PSβθ−−−→ 0.
We also have the inequality
hcr − 1
hαr
≤ 1
hαr

k∈Ir
P (|Xk − 0| ≥ ε)
which shows that Xn is not Nθ-convergent of order α in probability to 0 since 0 < α < c.
So the inequality is strict whenever α < β.
Note 3.1. We show that whenever for bounded sequences, the equality between the two sets
PNαθ and PS
β
θ may not be true in general when α < β.
Theorem 3.3. If 0 < α ≤ β ≤ 1 then PSα ⊂ PSβθ if and only if lim inf qr > 1. If
lim inf qr = 1 then there exists a sequence of random variables {Xn}n∈N which is not
Sθ-convergent of order β in probability but is statistically convergent of order α in probability
for some α, β.
Proof. Let lim inf qr > 1 and Xn
PSα−−−→ X . Then for each δ > 0 we can find qr for
sufficiently large r such that qr ≥ (1 + δ)⇒ hrkr ≥ δ(1+δ) ⇒ 1hαr ≤
1
kαr
(1+δ)α
δα . Let ε > 0.
1
hβr
|{k ∈ Ir : P (|Xk −X| ≥ ε) ≥ δ}| ≤ 1
hαr
|{k ≤ kr : P (|Xk −X| ≥ ε) ≥ δ}|
≤ (1 + δ)
α
δα
1
kαr
|{k ≤ kr : P (|Xk −X| ≥ ε) ≥ δ}|.
This shows that Xn
PSβθ−−−→ X.
Now let PSα ⊂ PSβθ (where 0 < α ≤ β ≤ 1). If possible let lim inf qr = 1. From [15]
we can find a subsequence kr(j) satisfying
kr(j)
kr(j)−1
< (1 + 1j ) and
kr(j)−1
kr(j−1)
> j where j ∈ N.
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We define a sequence of random variables by
Xn ∈

{−1, 1} with probability 1
2
if n ∈ Ir(j) where j ∈ N
{0, 1} with probability P (Xn = 0) = 1− 1
n2
and P (Xn = 1) =
1
n2
if n ∉ Ir(j) for any j ∈ N.
Let 0 < ε < 1 and δ < 1. Now
P (|Xn − 0| ≥ ε) = 1 if n ∈ Ir(j) where j ∈ N,
and
P (|Xn − 0| ≥ ε) = 1
n2
if n ∉ Ir(j) for any j ∈ N.
Now 1
hβ
r(j)
|{k ∈ Ir(j) : P (|Xn − 0| ≥ ε) ≥ δ}| = 1hβ
r(j)
hr(j) → ∞ as r → ∞. But as
1
hβ
r(j)
|{k ∈ Ir(j) : P (|Xn − 0| ≥ ε) ≥ δ}| is a subsequence of the sequence 1hβr |{k ∈
Ir : P (|Xn − 0| ≥ ε) ≥ δ}|, this shows that Xn is not Sθ-convergent of order β (where
0 < β ≤ 1) in probability to 0.
Finally let α = 1. If we take t sufficiently large such that kr(j)−1 < t ≤ kr(j+1)−1 then
we observe that
1
t
t
k=1
P (|Xk − 0| ≥ ε) ≤
kr(j−1) + hr(j)
k(r(j)−1)
+
1
t
{1 + 1
22
+ · · ·+ 1
t2
}
≤ 2
j
+
1
t
{1 + 1
22
+ · · ·+ 1
t2
} → 0 if j, t→∞.
This shows that Xn
PS−−→ 0 and we conclude that lim inf qr must be > 1.
Theorem 3.4. Let Xn
PSα−−−→ X and Xn
PSβθ−−−→ Y . If lim inf qr > 1 and 0 < β ≤ α ≤ 1 then
P{X = Y } = 1.
Proof. Let ε > 0 be any small positive real number and if possible let P (|X − Y | ≥ ε) =
δ > 0. Now we have the inequality {P (|X − Y | ≥ ε) ≥ δ} ≤ {P (|Xn − X| ≥ ε2 ) ≥
δ
2}+ {P (|Xn − Y | ≥ ε2 ) ≥ δ2}.
So {k ∈ Ir : P (|X − Y | ≥ ε) ≥ δ} ⊆ {k ∈ Ir : P (|Xk −X| ≥ ε2 ) ≥ δ2}
{k ∈ Ir :
P (|Xk − Y | ≥ ε2 ) ≥ δ2}
⇒ |{k ∈ Ir : P (|X −Y | ≥ ε) ≥ δ}| ≤ |{k ∈ Ir : P (|Xk −X| ≥ ε2 ) ≥ δ2}|+ |{k ∈ Ir :
P (|Xk − Y | ≥ ε2 ) ≥ δ2}|
⇒ |{k ∈ Ir : P (|X − Y | ≥ ε) ≥ δ}| ≤ |{k ≤ kr : P (|Xk −X| ≥ ε2 ) ≥ δ2}| + |{k ∈
Ir : P (|Xk − Y | ≥ ε2 ) ≥ δ2}|
⇒ hr ≤ |{k ≤ kr : P (|Xk −X| ≥ ε2 ) ≥ δ2}|+ |{k ∈ Ir : P (|Xk − Y | ≥ ε2 ) ≥ δ2}|
⇒ {hrkr }α ≤ 1kαr |{k ≤ kr : P (|Xk − X| ≥
ε
2 ) ≥ δ2}| + 1kβr |{k ∈ Ir : P (|Xk − Y | ≥
ε
2 ) ≥ δ2}|
264 P. Das et al.
⇒ {hrkr }α ≤ 1kαr |{k ≤ kr : P (|Xk−X| ≥
ε
2 ) ≥ δ2}|+{hrkr }β 1hβr |{k ∈ Ir : P (|Xk−Y | ≥
ε
2 ) ≥ δ2}|
⇒ {1 − 1qr }α ≤ 1kαr |{k ≤ kr : P (|Xk − X| ≥
ε
2 ) ≥ δ2}| + {1 − 1qr }β 1hβr |{k ∈ Ir :
P (|Xk − Y | ≥ ε2 ) ≥ δ2}|.
Taking r → ∞ on both sides we see that the left hand side does not tend to zero since
lim inf qr > 1 but the right hand side tends to zero. This is a contradiction. So we must have
P{X = Y } = 1.
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