Abstract. We study nonlinear semigroups of holomorphic mappings in Banach spaces and their infinitesimal generators. Using resolvents, we characterize, in particular, bounded holomorphic generators on bounded convex domains and obtain an analog of the Hille exponential formula. We then apply our results to the null point theory of semi-plus complete vector fields. We study the structure of null point sets and the spectral characteristics of null points, as well as their existence and uniqueness. A global version of the implicit function theorem and a discussion of some open problems are also included.
Introduction
Nonlinear semigroup theory is not only of intrinsic interest, but is also important in the study of evolution problems. In recent years many developments have occurred, in particular, in the area of nonexpansive semigroups in Banach spaces.
As a rule, such semigroups are generated by accretive operators and can be viewed as nonlinear analogs of the classical linear contraction semigroups. See, for example, [10, 9] and [55] . Another class of nonlinear semigroups consists of those semigroups generated by holomorphic mappings. Such semigroups appear in several diverse fields, including, for example, the theory of Markov stochastic branching processes [28, 64] , Krein spaces [72, 73] , the geometry of complex Banach spaces [7, 67] , control theory and optimization [32] . These semigroups can be considered natural nonlinear analogs of semigroups generated by (bounded) linear operators.
These two distinct classes of nonlinear semigroups are also related by the fact that holomorphic self-mappings are nonexpansive with respect to Schwarz-Pick pseudometrics.
In this connection, see [61] and [59] for the case of hyperbolic spaces and, in particular, the Hilbert ball. For real analytic semiflows see [6] . In the finite dimensional case, a characterization of holomorhpic generators in terms of Finsler metrics is given in [2] .
The present work is devoted to semigroups of holomorphic mappings in Banach spaces. When the generators are Fredholm operators, several results were obtained in [43] . We use a different approach in the spirit of the HilleYosida theory. Variants of this approach may be found, for example, in [57, 58, 53, 54, 44] and in the references mentioned there.
It the first section we recall some basic properties of holomorphic mappings in Banach spaces. We also include several known results in the fixed point theory of such mappings which will be used in the sequel.
In §2 we consider nonlinear semigroups of holomorphic mappings and their infinitesimal generators. We also introduce semi-plus complete vector fields (Definition 2.4) and compare them with infinitesimal generators. We show, in particular, that for bounded holomorphic mappings these two notions coincide (Proposition 2.2). Moreover, it follows that any strongly continuous semigroup with a bounded holomorphic generator is, in fact, continuous with respect to the topology of local uniform convergence over D. A crucial point in this section is Lemma 2.1, which shows that any set of uniformly bounded generators is sequentially closed with respect to this topology.
Since a bounded holomorphic mapping is locally Lipschitzian, the theory of bounded holomorphic generators turns out to be closely connected to globally Lipschitzian generators. Therefore in §3 we give several geometric and analytic criteria for a Lipschitzian holomorphic mapping to be a generator. These will be needed later.
The principal results of our paper are established in Section 4. Theorem 4.1 provides the following characterization of bounded holomorphic generators on a bounded convex domain D in a Banach space X: A bounded mapping f ∈ Hol (D, X) generates a one-parameter semigroup of holomorphic self-mappings of D if and only if for each positive r its resolvent (I + rf ) −1 exists and is a holomorphic self-mapping of D.
The question whether the sum of two generators is also a generator is of interest in many areas. This is certainly true in the case of generators of groups of holomorphic automorphisms because the set of all such generators is known [35] to be a real Banach Lie algebra. The latter fact is no longer true for semicomplete vector fields. Nevertheless, it is a consequence of Theorem 4.1 that the family of bounded semigroup generators is a real convex cone (Corollary 4.4).
The above-mentioned question is related to the method of product formulas which generalizes the exponential representation of semigroups. Combining a Lie algebraic approach with our results, we also obtain a complete analog of the Hille exponential formula for semigroups generated by holomorphic mappings (Theorem 4.2).
Another important consequence of Theorem 4.1 is that if F is a holomorphic self-mapping of D, then f = I − F is a generator of a one-parameter semigroup (Proposition 4.3). Thus the well-developed fixed point theory for holomorphic self-mappings can be viewed as a special case of the null point theory of semi-plus complete vector fields. We study this subject in Sections 5, 6 and 7.
More precisely, §5 is devoted to the structure of the null point sets of generators and their difference approximations. In §6 we study the spectral characteristics of null points. We show that such local properties can influence the global structure of the whole null point set and the asymptotic behavior of the semigroup. Some new sufficient conditions for the existence and uniqueness of null points are presented in §7.
Section 8 is devoted to a global version of the implicit function theorem. In particular, Theorem 8.1 is a complete generalization of the uniform fixed point principle in [42] . In the last section we discuss several open problems. 
Definition 1.1. A mapping f : D →D, defined on D with values inD, is said to be holomorphic on D if it is Fréchet differentiable at each point in D.
The Fréchet derivative f (x) at x ∈ D is a bounded (complex) linear operator of X into Y .
The set of holomorphic mappings of D intoD will be denoted by Hol (D,D).
Definition 1.2. A subset K ⊂ D is said to be strictly inside D, in symbols K ⊂ ⊂ D, if
inf{ x − y : x ∈ K and y ∈ X \ D} > 0.
Sometimes such a subset K is said to be completely interior to D (see, for
example, [22] and [35] ).
The following concepts and propositions can be found, for example, in [34] , as well as in [22] and [35] . 
where P Then for each k = 0, 1, 2, . . . we have 
We don't mention here other important classical properties such as uniqueness theorems, maximum principles and Weierstrass theorems, but the reader may find them in many books, e.g. [34, 22, 35, 33] and [41] . Now we turn to the special case when X = Y andD = D. In this case Hol (D, D) is the set of all holomorphic self-mappings F of D, and the family {F n }, n = 0, 1, . . . , of the iterates of F (F n = F • F n−1 , n = 1, 2 . . . , F 0 = I| D , where I denotes the identity on X), is contained in Hol(D, D) .
The local nature of such a point is brought out by the following assertion. The existence of a T-attractive fixed point may be guaranteed by the well-known Earle-Hamilton theorem.
Theorem B. ([21]) Let F ∈Hol(D,D), whereD ⊂⊂ D is strictly inside D. Then F has a unique fixed point in D and it is T-attractive.
Finally, concerning the description of the fixed point set of holomorphic self-mappings we note that this problem has been considered by many mathematicians (see, for example, [63, 31, 69, 74, 75, 76, 8, 33, 23, 3, 65] and [51] ).
We mention here one of the most important results due to P. Mazet and J. P. Vigué:
Suppose that one of the following hypotheses holds: This theorem has recently been extended to unbounded domains (see [19] ). Now let B denote the open unit ball of a complex Hilbert space and let B n be the product of n Hilbert balls. We also mention two results about holomorphic self-mappings of the Hilbert ball and its powers. See also [29, 30] . 
for all x ∈ D 1 and v ∈ X (contraction property).
For any two points x and y in D consider a curve γ : [0, 1] → D which joins x and y and has a piecewise continuous derivative. Such a curve is said to be admissible. Define its length by
γ is an admissible curve joining x and y} is called the integrated form of the infinitesimal CRF pseudometric. 
A system which assigns a pseudometric to each domain in each normed linear space such that ∆ is assigned the Poincaré metric and property b) of Proposition 1.7 is satisfied, is called a Schwarz-Pick system. There are other Schwarz-Pick systems in addition to the CRF system. Of particular interest are the so-called Carathéodory and Kobayashi pseudometrics as they form the smallest and largest Schwarz-Pick systems. All of them also satisfy the properties b) and g) of Proposition 1.7.
As a matter of fact, in our investigations we do not need a concrete representation of Schwarz-Pick systems. We will only use the properties of Proposition 1.7. Moreover, since we will mainly deal with convex domains in a Banach space, we note that all the Schwarz-Pick systems in this case coincide (see [49] and [18] ). We call this common pseudometric the hyperbolic pseudometric of D. If D is bounded, then as noted above, it is, in fact, a metric.
2. Nonlinear semigroups with holomorphic generators 2.1. Continuous and discrete one-parameter semigroups. Let X be a Banach space and let D be a subset of X Definition 2.1. 
will be called a difference approximation of the generator f in (2.3).
For a discrete semigroup {F n }, n ∈ N , the generator f is usually defined as the complement of F 1 , i.e. f = I − F 1 . But as it is mentioned in [36] , in approximation theory it is necessary to connect the order n with the "time" t. Therefore we recall the following definition.
For a given τ > 0 we define F (nτ ) = F n and we say that a mapping f is a τ -generator of {F (nτ )} ∞ 1 with respect to the unit time τ , if
Thus if F is a self-mapping of D, its complement f = I −F is a 1-generator of the semigroup {F n }, n ∈ N .
Note also that for a continuous semigroup S = {F t } with generator f , its difference approximation f t , defined by (2.4), is a t-generator of the discrete semigroup {F tn }, n ∈ N .
It is an important problem in the general theory of evolutions to determine when a generator of a discrete semigroup is also a generator of a continuous semigroup.
Finally, when we need to emphasize that S = {F t }, t ∈ R + , is a semigroup generated by a given f , we will write S = S f . Now let D be a domain in X and let S f = {F t }, t ∈ R + , be a continuous semigroup generated by a holomorphic mapping f in D, i.e.
The first question which arises at this point is whether each
The second one is whether S f is the unique semigroup satisfying (2.3). In order to trace the analogy with the linear case we note that a holomorphic linear mapping is bounded by definition. Therefore it is well known that both these questions have affirmative answers in this case. Moreover, it is known that the semigroup generated by a linear bounded operator is uniformly continuous and the difference approximations (2.4) converge to the generator in the uniform operator topology when t tends to 0 + . In this section we will establish a similar fact for the nonlinear holomorphic case. This, in turn, will yield affirmative answers to both questions mentioned above.
Semicomplete vector fields.
To begin with, we note that it follows from the semigroup properties (2.1), (2.2) and Definition 2.2 that F t is the solution of the right-hand Cauchy problem 
The semigroup properties (2.1) and (2.2) imply the following fact: Proof. The first assertion is simple enough and it follows from some classical facts. Indeed, if f is a semi-plus complete (complete) vector field, then the uniqueness of the solution of the Cauchy problem (2.7) implies the semigroup (group) property of this solution with respect to t ∈ R + (t ∈ R) (see, for example, [13] 
is a solution of the righthand Cauchy problem (2.6). In addition, if f is bounded, then the right-hand derivative ∂ + F t (x)/∂t of F t is a continuous bounded function of t ∈ R + (t ∈ R). It is more or less known (see, for example, [77] ), that in this case the lefthand derivative ∂ − F t (x)/∂t also exists and coincides with ∂ + F t (x)/∂t. Thus F t is the unique solution of the Cauchy problem (2.7) (because a holomorphic mapping is locally Lipschitzian) and it is holomorphic (see, for example, [16] ). Now we turn to assertion (2) . Let U be an arbitrary subset strictly inside D. Since f is bounded on D it follows from the Cauchy inequalities that f is Lipschitzian on U . Hence on some disk Ω ⊂ C centered at 0 ∈ C there is a unique solution Φ(t, x) of the Cauchy problem (2.8)
which is holomorphic and bounded on Ω × U . Thus we have 
where ε is the radius of Ω. Thus for t ∈ Ω ∩ R + we have the inequality
which proves the assertion.
In the sequel we denote by HG(D) the family of all mappings in Hol (D, X) which are generators of continuous semigroups on D (see Definition 2.2).
We state now our main auxiliary lemma. 
Let {F n (t, ·)}, t ≥ 0, be the semigroup generated by f n , for each n ≥ 1. Fix an arbitrary x 0 ∈ D and choose r > 0 such that B 2r (x 0 ) ⊂ D. Then the family {f n } is uniformly Lipschitzian on B 2r (x 0 ). Hence for each x ∈ B r (x 0 ) we can find δ > 0 such that {F n (t, x)} ⊂ B 2r (x 0 ) for all 0 ≤ t ≤ 2δ and n ≥ 1. Therefore for each ε > 0 there is n 0 > 0 such that for all n > n 0 , t ∈ [0, 2δ] and x ∈ B r (x 0 ), the following inequality holds:
It is known that (2.10) means that the Cauchy problem (2.9) has a solution
, and that for all t ∈ [0, 2δ] and x ∈ B r (x 0 ),
where L is the Lipschitz constant for f on B 2r (x 0 ) (see, for example, [13] and [16] ). It also follows from the uniqueness of the solution of the Cauchy problem that for all t, τ ≥ 0 such that t + τ ≤ 2δ the following equality holds for x ∈ B r (x 0 ): Indeed, take an arbitrary t ∈ R + and write it (uniquely) in the form
is defined on D by composing and iterating holomorphic mappings. Hence F (t, ·) is holomorphic on D too. To show that it is a semigroup, take s, t ≥ 0 and set t = nδ + r, s = mδ + p, and s + t = kδ + q, where 0 ≤ r, p, q < δ and n, m, k = 0, 1, 2, . . . . Then the equality (2.12 )
There are two possibilities a) m + n = k and r + p = q. b) m + n = k − 1 and r + p = q + δ.
Since 0 ≤ p < δ, 0 ≤ q < δ and 0 ≤ r < δ, it follows from (2.12) that the two pairs of mappings F (δ, ·) and F (r, ·), as well as F (q, ·) and F (p, ·), are commutative. Therefore (2.13 ) (hence (2.13)) holds in both cases a) and b). Thus (2.12 ) holds for all t, s ≥ 0, and we have obtained a semigroup
which solves the Cauchy problem (2.9) for 0 ≤ t ≤ δ. But it follows from the semigroup property that (2.9) holds for all t ≥ 0. The proof is complete. Remark 2.1. Our goal in this paper is to study the class HG(D) of semiplus continuous vector fields. As we saw above, this class contains all bounded holomorphic generators of continuous semigroups. It is a very important problem for different applications (see, for example, [12, 64] and [36] ) to find out if it contains the class of 1-generators of discrete semigroups. In other words, the question is: If f = I − F ∈ Hol (D, X), where F is a self-mapping of D, can the Cauchy problem (2.7) be solved on R + ?
We show in the sequel that if D is a bounded convex domain, then HG(D) contains all τ -generators of discrete semigroups with unit of "time" τ > 0. This will provide an affirmative answer to this question.
Lipschitzian mappings and the flow invariance condition
Here we consider the class of holomorphic mappings on D which are also defined on D, the closure of D, and are Lipschitzian on D.
This class will be denoted by HL(D, X).
Definition 3.1. ([50] and [56]) Let f ∈HL(D, X).
We say that f satisfies the flow invariance condition if the following holds:
Proposition 3.1. Let D be a bounded convex subset of X and let f ∈ HL (D, X). Then the following are equivalent:
1) f satisfies (3.1); 2) f is the generator of a continuous semigroup S = {F t }, t ∈ R + , F t : D → D; 3) There exists ε > 0 such that for all r ∈ (0, ε), (I + rf )(D) ⊃ D; 4) There exists ε > 0 such that for each r ∈ (0, ε) the mapping (I + rf ) −1 : D → D
is well defined and belongs to HL (D).
Proof. The equivalence of conditions 1), 2) and 3) follows from Theorem 6 in [50] . The implication 1) ⇒ 4) was proved in [38] . The implication 4) ⇒ 3) is evident.
Remark 3.1. The mapping J r = (I +rf ) −1 is called a (nonlinear) resolvent of the mapping (−f ). Its existence and Proposition 3.1 may be used to obtain some very interesting consequences and conclusions (see, for example, [50, 56, 58, 62, 37] and [38] ).
However, two circumstances are unpleasant in this situation and restrict our possibilities.
The first one is that we must impose the additional restriction that f be defined on D and, moreover, that it be Lipschitzian there. This already does not allow us to generalize the well-developed theory of holomorphic selfmappings on open domains. Besides it leaves open the questions mentioned above.
The second one is that the number ε in conditions 3) and 4) of Proposition 3.1 depends on the Lipschitz constant of the mapping f . Thus we cannot consider the behavior of the resolvent J r = (I + rf ) −1 as r tends to infinity, or at least for r large enough, as it is done in the linear Hille-Yosida theory.
Nevertheless, if f ∈ HG (D) we are able to establish the existence of the resolvent J r = (I + rf ) −1 for all r ≥ 0, and conversely, we will show that the existence of the resolvent on D implies that f ∈ HG (D). To prove our theorem we need some auxiliary assertions. First we give some simple geometric estimates for bounded convex domains in a Banach space.
Lemma 4.1. Let D be a bounded convex domain in X, x a point in D and
Proof. Assume without loss of generality that x = 0, and suppose that K is not strictly inside D. This means that there exist sequences {y n } ⊂ ∂D and
there is a ball B r (0) with radius r, centered at the origin, which is contained in D. It follows from (4.1) that there is n > 0 such that
Hence x n = (1 − s) −1 z n ∈ B r . But now we have y n = sω n + (1 − s)x n , where ω n ∈ D, x n ∈ D, and this implies that y n ∈ D, which is a contradiction.
For any two subsets K 1 and K 2 of X we denote inf{ x − y :
Recall also that the ball {x ∈ X : x − z < R} centered at the point z with radius R is denoted by B R (z). 
, and consider the affine mapping g defined by
Since y is arbitrary we can substitute x for y and obtain
for all x ∈ D and v ∈ X. Using the integrated form for the hyperbolic metric we now get the required inequality.
2) Denote = tanh M < 1 and s =
If y /
∈ D, then by Mazur's theorem (see, for example, [77] ) there is a real linear functionalx such that (4.2) y,x > 1, and
Consider the complex linear functional x * defined by 
Thus we have g(
Step 2. Now we show that the mapping g is invertible on some neighborhood of the point x 0 .
We know that {g t } converges uniformly on some neighborhood of the point x 0 to g 0 . Using the Cauchy inequalities we see that the net of the linear operators {A t = g t (x 0 )} converges to A in the operator topology. In addition, for all t such that the element y t 0 = g t (x 0 ) is close enough to y 0 there is a number r > 0 for which the ball B r (y t ) with its center at the point y t and radius r is contained in D. Once again, using the Cauchy inequalities we see that for such t, (g Thus we have that g is invertible in some neighborhood of the point x 0 , by the Inverse Function Theorem. In addition, there are neighborhoods U of the points x 0 and V ⊂⊂ D of the the point y 0 , such that V ⊂ ∩ t≥t 1 g t (U ) and g −1 exists in V (see, for example, [4] ).
Step 3. Finally, note that it is enough to prove our assertion for V (see Proposition 1.4).
Take an arbitrary y ∈ V and set x = g −1 (y), y t = g t (x). Then {y t } converges to y. Note also that because D is bounded and V ⊂⊂ D, the net {g
This concludes the proof of our proposition.
The next proposition proves the necessity part of our theorem. As a matter of fact, we are able to prove a stronger result.
Proposition 4.2. Let D be a bounded convex domain and let {G
Proof. 1) To see this, we first note that the equation
which determines the resolvent J r [h t ] is equivalent to the equation
By lemma 4.1, the mapping G defined by x → 
2) Setting g t = (I +rh t ) −1 for a fixed r > 0, we see that g t satisfies conditions (i) and (ii) of proposition 4.1 by assertion 1. Condition (iv) of Proposition 4.1 also holds by assumption. Thus to prove our assertion it is enough to show that {g t } satisfies condition (iii) of Proposition 4.1.
Without loss of generality assume that 0 ∈ D. Then we claim that {g
(see (4.5)). Let ρ(·, ·) be the hyperbolic metric on D. It follows by assertion 1 of Lemma 4.2 that for each t ∈ (0, δ),
where
Since G t is nonexpansive with respect to the ρ metric, the triangle inequality implies that
Note that lim t→0 + s(t) = 1 and
Thus we obtain lim sup
(see Proposition 1.7). Together with (4.6) this implies that for sufficiently small t,
Now an appeal to assertion 2 of Lemma 4.2 concludes our proof. The necessity part of Theorem 4.1 is now clear: if f ∈ HG (D, D) is bounded and S f = {F t } is the semigroup generated by f , then setting G t = F t and h = f in Proposition 4.2, we obtain that f ∈ HR (D).
To prove the converse we need the following proposition which provides a positive answer to the question mentioned in Remark 2.1.
Proof. Consider the sequence of mappings {f n } defined by
where z ∈ D is fixed. The sets
Since f n belongs to Hol (D, X) and is bounded on D, it is Lipschitzian on U . We also have for each y ∈ U and 0 ≤ h ≤ 1,
Proposition 3.1 now implies that the Cauchy problem
has a global solution on R + . Since x was an arbitrary point in D, this means that each f n is a semi-plus complete vector field. Since {f n } converges uniformly on D to f , the result follows by Lemma 2. 
T-lim
3) J r = T-lim
, r >0;
4)
J r = T-lim
The last two properties are obtained immediately from Proposition 4.2 by using property 2) and the definition of the generator. Moreover, combining this proposition with Theorem 4.1 we deduce the following result. 
Now we touch upon the case of a not necessarily convex domain. We mention two results which follow from Theorem 4.1 and a theorem of Mazet [51] . 
has a global solution {F t (x)} ⊂ U , where t ≥ 0 and x ∈ U . 
has a global solution {F t (x)} ⊂ U for all t ≥ 0 and x ∈ U . Example 4.1. A well-known example of a holomorphic self-mapping which has more than one fixed point in the one dimensional case is given in [52] . Let D be the annulus {z ∈ C : 2 −1 < |z| < 2}, and consider F : D → D defined by the formula F (z) = z −1 . Then it is easy to see that the Cauchy problem (4.8)
z(0) = x, has two holomorphic solutions z 1 (t, x) and z 2 (t, x) on the neighborhoods U 1 and U −1 of the points 1 and −1, and as t → ∞, A simple chain of calculations shows that this equation is equivalent to the following equation:
the right-hand side of which is a convex combination of self-mappings of D. By Lemma 4.2 and the Earle-Hamilton theorem this equation has a unique solution x (= x(y)) which determines the resolvent J r (αf t + βg t ) : D → D of the mapping αf t + βg t .
Applying theorem 4.2 we arrive at our assertion.
For the case when D is a ball in X and a bounded f ∈ Hol (D, X) has a uniformly continuous extension to D, we are able to formulate a simple boundary condition which implies that f is a generator of a flow in D. In formulating this condition we use the duality mapping J of X: 
for all x ∈ ∂D, then it is a semi-plus complete vector field.
We refer the reader to [5] for a full discussion, including the proof of Corollary 4.5 and other related results. Remark 4.3. As we saw in §2 (see (2.11)), if f 1 ∈ HG (D) and f 2 ∈ HG (D) are close in the T-topology, then the semigroups S f 1 and S f 2 generated by them are also close as solutions of the Cauchy problems.
Thus, using property 2) of Remark 4.1, we obtain the formula
uniformly on compact t intervals, where {Y r } are the Yosida approximations, r > 0. This formula is an analogue of the Yosida formula on representations of linear semigroups [77] .
Combining the Lie algebraic methods developed, for example, in [35, 67, 7] and [20] with our previous results we obtain a complete analog of the Hille exponential formula for semigroups generated by holomorphic mappings. This will be done in the next section. 
On the other hand, the semigroup S f = {F t } generated by f induces the linear semigroup {F t } t≥0 : E → E, t ≥ 0, defined by
It is clear by formal differentiation of formula (4.11) that the linear operator f must be the generator of the semigroup {F t }. Indeed, (4.12)
This generatorf is called the Lie generator induced by f . However, we want formula (4.12) to make sense in the T-topology of the space E. First we note that the space E with the T-topology is a sequentially complete locally convex space with the seminorms
where B is a ball strictly inside D [22] . Thus T-lim in E coincides with the strong limit in this space.
Lemma 4.3. Let G(·, ·) (= G(t, x)) be a function of two variables t and x continuous in t ∈ [0, a) and holomorphic in x ∈ D.
Suppose that G(·, ·) satisfies the following conditions:
Then the induced collection of linear operators on E, {Ĝ(t)(g) = G(t, ·) • g, g ∈ E}, satisfies the following formula:
wheref (x) is the Lie generator induced by f andÎ is the identity on E.
The limit in (4.13) is the strong limit in E, as a locally convex space with the topology T.

Proof. For each K ⊂⊂ D and g ∈ E consider the mapping h(λ, x)
It follows from the conditions (ii) and (iv) that f (·, ·) and h(·, ·) are holomorphic on Ω × K and bounded, i.e.
(Note that g (x) is bounded on K by the Cauchy inequalities.) In addition, h(0, x) = 0 and h λ (0, x) = 0 for each x ∈ K. Hence it follows by the generalized Schwarz lemma (Proposition 1.3) that
where δ is the radius of Ω. Thus
(4.14)
Î −Ĝ(t)). Once again by the Cauchy inequalities we have
Together with (4.14) this implies the required formula (4.13).
The first conclusion from this lemma is the following one. If {F t } is the semigroup defined as above by a semi-plus complete continuous vector field f , then as we saw in Proposition 2.2 it satisfies the conditions (i)-(iv) of the lemma. Thus substituting F t for G(t, ·) we have the formula
The second conclusion is an analog with respect to the collection of resolvents {J r }, r ∈ [0, ∞), where J r = (I + rf ) −1 is defined on R + by Theorem 4.1 if D is a convex bounded domain in X. We want to show that this collection also satisfies the conditions (i)-(iv) of the above lemma. Indeed conditions (i)-(iii) were proved in §4.1. To prove that condition (iv) is also satisfied, we may assume without loss of generality that 0 ∈ D. Let K r denote a ball with radius r > 0. Fix two concentric balls K s and K s+ε such that K s+ε ⊂⊂ D, and consider the equation x + λf (x) = y written in the form (4.16)
where y ∈ K s , x ∈ K s+ε . Then for each y ∈ K s and for all λ ∈ Ω δ ⊂ C, where δ = ε/ sup{ f (x) : x ∈ D} is the radius of the disk Ω δ , the mapping 
Now we want to show that there exists ρ > 0 such that for all t ∈ [0, ρ),
Once again using the Schwarz lemma for the mapping h 2 (·, ·) = g(x) − g(J λ (x)) and denoting sup{ f (x) : x ∈ D} by M (f ), we obtain the inequality 
Then using the binomial formula we have
But for a fixed m we have
It follows from (4.19) that the series (4.23) converges in the seminorm p Kµ for t small enough. In addition, observe that for each fixed K and t ∈ [0, ρ) (see (4.18))
Hence we have from (4.24) and (4.25) that for t ∈ [0, ρ),
Now it is clear by induction that for such t ∈ [0, ρ),
Thus we have, for t ∈ [0, ρ),
uniformly on K µ and hence uniformly on each ball strictly inside D, because the family I + 
Thus we have proved the following theorem: 
Null point sets of holomorphic generators
Structure of the null point sets of semi-complete vector fields.
By Null D f we denote the analytic set defined as the null point set of f ∈ Hol (D, X). Even in the finite dimensional case it is a complicated problem to recognize when an analytic set N consists only of irreducible components (see, for example [14] ). It is known that this is the case when N is locally a complex analytic manifold. The results of §4 and Theorem C lead to the following global description of the null point sets of semi-complete vector fields. 
If the generator f ∈ Hol (D, X) is semi-plus complete, then it follows from the uniqueness of the solution to the Cauchy problem that the stationary point set of S coincides with the null point set of f , i.e. (see, for example, [13] and [2] )
Note that actually this also holds for the more general case, when f is a generator in the sense of Definition 2.2. Proof. As we mentioned above, the mapping F t satisfies the equation (2.6). As a matter of fact, it can be shown that it also satisfies another differential equation:
This in turn implies that F t (z) is a constant and hence F t (z) = F 0 (z) = z for all t ≥ 0. The converse statement is evident. In addition, Null D f = {0, 1}. However, the Cauchy problem (2.7) has the solution
defined by the formula
and for all t > 0 we have
Thus from Theorem 5.1 we can obtain the global description of the (interior) stationary point set of a semigroup {F t }, t ≥ 0, generated by a holomorphic bounded mapping.
Here we establish another interesting feature of this set. Let us consider a semigroup S = {F t }, t ∈ R + , generated by f ∈ Hol (D, X). Let f t be, as above, the difference approximations of f , i.e.
Moreover, it is natural to expect that for sufficiently small t, Null D f t approximates Null D f in some sense. As a matter of fact, in the linear case, as well as in the holomorphic case, there is a stabilization phenomenon of Null D f t for sufficiently small t. Suppose that Null D f = ∅ and that one of the following conditions holds:
Then there exists δ > 0 such that for all t ∈ (0, δ),
Proof. Since both Null D f t and Null D f are connected complex submanifolds of D and
it suffices to show that their tangent spaces coincide. A simple calculation shows that for a ∈ Null D f , (f t ) (a) = 1 t (I − e −tA ), where A = f (a). Thus our claim is that there exists a positive δ such that for all t ∈ (0, δ), (5.5) Fix (e −tA ) = Ker A.
In order to prove (5.5) when X is reflexive, we first note that the semigroup e −tA = (F t ) (a) is uniformly bounded by the Cauchy inequalities. We then let P denote the projection of X onto Ker A obtained from the mean ergodic theorem.
There is a positive δ such that g t is invertible for all 0 < t < δ. For such t, let P t be the mean ergodic projection onto Fix(e −tA ). A computation shows that for all natural numbers m,
Letting m → ∞, we see that P = P t g t = g t P t . Hence P t = g −1 t P and Ker P ⊂ Ker P t . Since X = Fix P ⊕ Ker P = Fix P t ⊕ Ker P t and Fix P ⊂ Fix P t , it follows that Ker A = Fix P = Fix P t = Fix e −tA .
When hypothesis 2) holds, the following simple direct argument is due to V. Khatskevich. In this case there is a positive such that
where y ∈ Ker A and z ∈ Im A, belong to Fix(e −tA ). Then e −tA z = z and
If 0 < t < min{1, /(e A − 1 − A )} and z = 0, it follows that Az < z , which contradicts (5.6). Hence z = 0 and x = y belongs to Ker A. Moreover, we can establish a continuous form of this assertion. It is a generalization of the Harris-Schwarz lemma [26] . 
Proof. Set A = f (a). It is easy to see that A is the infinitesimal generator of a uniformly continuous semigroup U t = e −tA and that U t = (F t (x)) x=a . for some N > 0 and ν > 0 (see, for example, [77] , [15] ). Rewrite now the Cauchy problem in the form of a perturbed equation:
Thus it follows by the Cauchy inequalities that U t is a uniformly bounded semigroup of linear operators. It is well known that the resolvent R(λ, A) = (λI −
where g = A − f . Since f (a) = 0, there is some ball B r (a) ⊂⊂ D, centered at a with radius r, such that g admits the representation
, we have, by Proposition 1.3,
for all x ∈ B r (a). Choosing now ρ < r ν(MN) −1 , where ν and N are as in (6.1), we obtain the inequality
x − a ≤ ρ}. Thus Theorem VII.2.1. from [15] , p. 403, implies that problem (6.2) has a uniformly asymptotically stable solution on B ρ (a) × R + . In other words, the net F t | Bρ(a) = x(t) converges uniformly to the point a uniformly on B ρ (a). An appeal to Proposition 1.4 ( §1) concludes now the proof of our assertion in one direction. Conversely, let {F t } T-converge to a ∈ Null D f . Then it follows from Theorem A that for all t > 0 the spectral radius r σ (U t ) < 1, where
By Dunford's theorem on the spectrum it follows that σ(A) = σ a (f ) lies strictly inside the right half-plane and we are done.
a) is an invertible linear operator. It is said to be strictly regular if σ(A) does not intersect the imaginary axis of the complex plane C.
According to this definition we obtain the following direct consequence of Theorems 6.3 and 5.1: The following example shows that situation 1) actually may exist in the case of an infinite dimensional space (even if it is reflexive). Despite its uniqueness, such a point has no "good" property such as regularity. It is clear that A is the generator of a semigroup of self-mappings of D. Now we turn to the same questions concerning the approximation of fixed points.
Let D be as above, and let
. . , F 0 = I, are well defined and holomorphic. However, even when X is finite dimensional and F has a unique fixed point, there are many situations when the sequence of iterates {F n (x)} ∞ n=0 does not converge to the fixed point a for x = a. For example, let D be a unit ball and F = e iϕ I, 0 < ϕ < 2π. More generally, such a situation arises when the spectrum σ(B) of the linear operator B = f (a) contains points of the unit circle other than 1 (see, for example, [70, 71] and [1] ).
There are many other approximative methods (explicit and implicit) for finding the fixed point. They can be found, for example, in [23, 52, 41, 39] and [60] .
We include here only one observation in this direction. 
T-converges to a as t tends to infinity.
As a simple example, consider again the mapping F = iI, mentioned above, whose iterates do not converge to zero for each x = 0. At the same time the Cauchy problem (6.4) has the solution F t (x) = e it · e −t x which evidently uniformly converges to zero as t tends to infinity.
More complicated (nonlinear) examples will be considered below in §7, when we don't know a priori the location of the fixed point. 7. Existence and uniqueness of a null point 7.1. Boundary conditions. Concerning the existence of a fixed point of holomorphic self-mappings we mentioned above in §1 two results: Theorem B and Theorem E.
Using the resolvent method we are able to generalize them and treat the existence of a null point of semi-complete bounded vector fields.
Moreover, for existence and uniqueness we can point out more general conditions which allow us to consider a wider class of mappings (even in the case of self-mappings).
Recall that a point a ∈ Null D f is said to be regular if f (a) is an invertible linear operator. 
Then f has a unique null point in D and it is regular.
Proof. Let J r : D → D be the resolvent of f , r > 0. Then for r large enough
Indeed, for all r > 0 and x ∈ D, f (J r (x)) = r −1 (x − J r (x)) and therefore there exists r 0 > 0 such that for all x ∈ D, f (J r (x)) < ε whenever r > r 0 . Hence for such r, (7.1) implies (7. Proof. Once again, let J r be the resolvent of f , r > 0. As we saw above, for each x ∈ D, f (J r (x)) converges to zero, as r tends to infinity. Since f is proper, the net {J r (x)} must be precompact. Its limit point is a null point of f since f is continuous on D.
If f has no null points on ∂D, then it satisfies condition (7.1) for some K ⊂⊂ D because f is assumed to be proper. Hence assertion 2) is a consequence of Theorem 7.1. 
The equation x = F x is equivalent to the algebraic Riccati equation
(Note that in general the element a 2 does not commute with all x ∈ X.) The mapping F is clearly a self-mapping of D. But it does not map D strictly inside D because F (−ia −1 ) = a −1 , so we cannot apply Theorem B ( §1). In addition, generally speaking, F is not compact in the case of an infinite dimensional X.
Nevertheless, it is easy to see that
when x = 1. Thus F has a fixed point x * ∈ D by Corollary 7.2. 
on the interval [0, 1), converges strongly, as t → 1 − , to the point z * ∈ ∂B.
(The problem is that in general we don't know if J is also continuous on B.)
and y(t) converges to z * when t tends to 1 − . Since f in continuous on D, it follows that f (y(t)) converges to f (z * ) when t tends to 1 − . But on the other hand,
and hence it converges to zero when t tends to 1 − . Thus f (z * ) = 0 and the theorem is proved. Remark 7.2. Another proof of this result can be based on Theorem 30.8 in [23] . Theorem 7.2 is a generalization of Theorem 15 in [24] (see also [23] ) by Proposition 4.3. As a matter of fact, there is another generalization of this theorem due to T. Kuczumov and A. Stachura [47, 48] , which provides the existence of a fixed point for a holomorphic self-mapping of the unit ball D = B n in H n which is continuous on D. But unfortunately we don't know if the approximating curve (7.4) strongly converges in this case too. Nevertheless, if f ∈ HG (D) is Lipschitzian on D, then we can prove that for sufficiently small r > 0 the resolvent J r is also Lipschitzian on D.
Since in this case NullDf = FixDJ r , we obtain the following result. This assertion is also a direct consequence of Corollary 7.1 and Theorem 4.1.
Continuation by complex parameter
In this section we consider a family of semi-plus complete vector fields which depend holomorphically on a complex parameter. We show that if for at least one value of the parameter the semi-plus complete vector field has a null point, then each element of the family has a null point. Moreover, each such point belongs to a holomorphic "branch" of null points.
These results improve upon those in [37] where the vector fields were assumed to be Lipschitzian. Using the resolvent method of §4 we are able to eliminate this strong assumption.
More precisely, we have the following result. 
Assume that for some λ 0 ∈ ∆, f (·, λ) has a null point x 0 :
2) The sets
3) There is a holomorphic mapping
for each x ∈ D and λ ∈ ∆, ρ(x, λ) ∈ X is a solution of (8.2) and ρ(ρ(x, λ), λ) = ρ(x, λ).
Proof.
Step 1. First we note that f (·, λ) ∈ HR (D) for all λ ∈ ∆, by Theorem 4.1. Now recall that for each r > 0,
and therefore it is sufficient to prove our assertion for the equation
where J = J 1 , under the condition
Step 2. Consider the domain Ω = D × ∆ which is bounded and convex in the complex Banach space Z = X × Λ, equipped, for example, with the max norm. Define the mapping T : Ω → Ω via the formula
By assumption (8.1 ), T has a fixed point z 0 = (x 0 , λ 0 ) ∈ Ω. Without loss of generality, assume that z 0 = 0, and set S = T (0). Since Z is reflexive, by Theorem C ( §1) the fixed point set of
at the origin. This will prove assertions 1) and 2) of the theorem.
Step 3. Proof of the claim. It follows by the chain rule that B n = (J n ) x (0, 0), where B n are the iterates of the linear operator B, and J n are the iterates of the resolvent J : D → D. Since D is bounded, {B n } is uniformly bounded by the Cauchy inequalities. Therefore the reflexivity of X and the mean ergodic theorem imply that
By the same token we also have
where S = T (0). We want to show that
This will prove our claim. Let P be a linear projection of X onto N = Ker (I| X − B), and let
Indeed, let P 1 be the linear projection in Z, defined by the formula
There is 0 ≤ M < ∞ such that (8.5)
On the other hand, by direct calculation, we have
In addition, P B n = P for all n = 1, 2, . . . . Hence we obtain the following explicit form of P 1 S n :
This contradicts (8.5) unless (8.4) holds. So we have now P 1 (I| Z − S)z = 0 for all z ∈ Z, and hence
3) holds and our claim is proved.
Step 4. Proof of assertion 3. By step 1, for each r > 0 and each λ ∈ ∆ there exists the resolvent
Since X is reflexive, one can find a subsequence r n → ∞ such that J rn (·, λ) weakly converges to a holomorphic mapping h(·, ·) :
In addition, for each λ ∈ ∆, by the mean ergodic theorem, (J rn ) x (x(λ), λ) strongly converges to a projection P λ onto the set N λ tangent to N λ , as r n → ∞, i.e. h x (x(λ), λ) = P λ . By Vesentini's theorem, [70, 71] Remark 8.1. Our theorem and corollary no longer hold when X is an arbitrary complex Banach space. Indeed, let
where x ∈ c 0 , x < 1, λ ∈ C, |λ| < 1, belongs to HG (D), for each λ ∈ ∆, where D is the unit ball in X. In addition, f (0, 0) = 0, but f (λ, ·) has no null point in X for all λ ∈ ∆, λ = 0.
Nevertheless, as we saw in the proof, our theorem is still true under the additional condition Combining this corollary with the results of Section 4 we obtain the following two assertions. where B (k) is a homogeneous polynomial operator in X of order k, C is a given element of X and (λ, µ) ∈ C 2 .
Examples of this kind may be given by the very important Riccati type flows in a Banach algebra X governed by the equation In other words, the problem is to find a set Ω ⊂ C 2 such that the equation (8.6) has a stationary solution x 0 (λ, µ) and a bounded solution x(t, λ, µ) for all t ≥ 0, (λ, µ) ∈ Ω, and all initial values x(0, λ, µ) in a neighborhood of x 0 (λ, µ). When µ = 0 the equation (8.6 ) is said to be quasilinear. Its stability was established in [15] for sufficiently small |λ|.
If B (k) is compact, some estimates for Ω in the form of a bidisk {|λ| < ρ 1 , |µ| < ρ 2 } or a triangle {|λ| + |µ| < ρ} may be found in [45] and [66] . We will see below that in our case Ω may be chosen as a logarithmic convex domain {|λ| · |µ| < }. This allows us to increase one of these parameters while decreasing the other.
Indeed, let A satisfy the condition
for all x ∈ X, where J is the duality mapping of X. We want to show that there exist ρ > 0 and > 0 such that for all (λ, µ) ∈ Ω = {|λ| · |µ| < } and for all x with x = ρ, the mapping f (λ, µ, x) = Ax + λB (k) x + µC satisfies the inequality 
Some open problems
In this final section we collect several questions related to the results in the previous sections which remain open. Note that the answer is affirmative if f is Lipschitzian (Proposition 7.1) or if n = 1 (Theorem 7.2).
This problem is closely related to the following one. 2. If F is fixed point free, does the approximating curve {z t : 0 ≤ t < 1}, defined implicitly by z t = (1 − t)a + tF z t , strongly converge, as t → 1 − , to a point on the boundary of D, at least for one a ∈ D? For n = 1 the answer is again known to be positive [23] . 3. In this connection, it would also be of interest to determine the asymptotic behavior of the semigroups generated by null point free generators.
4. If D is a finite-dimensional taut complex manifold and {F t : t ≥ 0} is a continuous semigroup of holomorphic self-mappings of D, then it is known [2] that {F t } has a generator. This is no longer true in the infinite-dimensional case. Therefore it would be of great interest to find sufficient conditions for the existence of a generator of a given semigroup. For example, does a semigroup which is continuous with respect to the topology of local uniform convergence have a generator? 5. Let D be a bounded convex domain is a complex Banach space X and let f ∈ Hol (D, X) be bounded.
According This would be an analog of Chernoff's product formula for linear semigroups. For the nonlinear case see, for example, [11] and [57] . Note also that in the special case when G t = J t , (9.1) is indeed valid by Theorem 4.2.
6. Another interesting special case of (9.1) is the following one. Let f and g belong to HG (D). If f and g are bounded, then their sum h = f + g also 
