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Abstract
The full multiple Dirichlet series of an automorphic cusp form is defined, in classical language, as a
Dirichlet series of several complex variables over all the Fourier coefficients of the cusp form. It is differ-
ent from the L-function of Godement and Jacquet, which is defined as a Dirichlet series in one complex
variable over a one-dimensional array of the Fourier coefficients. In GL(2) and GL(3), the two notions are
simply related. In this paper, we construct a kernel function that gives the full multiple Dirichlet series of
automorphic cusp forms on GL(n,R). The kernel function is a new Poincaré series. Specifically, the inner
product of a cusp form with this Poincaré series is the product of the full multiple Dirichlet series of the
form times a function that is essentially the Mellin transform of Jacquet’s Whittaker function. In the proof,
the full multiple Dirichlet series is produced by applying the Lipschitz summation formula several times
and by an integral which collapses the sum over SL(n− 1,Z) in the Fourier expansion of the cusp form.
© 2007 Elsevier Inc. All rights reserved.
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760 M. Thillainatesan / Journal of Number Theory 128 (2008) 759–780In order to approach the Ramanujan conjecture for GL(2) and obtain a bound on the nth
Fourier coefficient of a cusp form, Selberg [16] studied the following linear functional for fixed n:
φ → an,
where φ is a Maass cusp form for GL(2) and an is its nth Fourier coefficient. Selberg noted that
the linear functional can be realized as an inner product against a Poincaré series and obtained
a bound on the coefficient of a Maass cusp form for GL(2). Selberg’s bound has since been
improved though the Ramanujan conjecture for Maass cusp forms is still open. The Ramanujan
conjecture for holomorphic cusp forms for congruence subgroups of SL(2,Z) was established by
Deligne.
As a means of studying the Lindelöf hypothesis, Anton Good [11,12] investigated the linear
functional for fixed s ∈ C, Re(s)  1 that sends a cusp form to its L-function:
φ → Lφ(s).
He created a Poincaré series to serve as the kernel of integration and used it to calculate the
second moment of holomorphic cusp forms of integral weight k for SL(2,Z). In his method,
a function resembling
D(w) =
∞∫
0
∣∣∣∣Lφ
(
k
2
+ it
)∣∣∣∣
2
gk(t,w)dt,
is created and studied where gk(t,w) ∼ t−w as t → ∞.
More recently, Adrian Diaconu, Dorian Goldfeld and Jeffrey Hoffstein [5] have suggested and
explored the idea of associating to all classical moment problems a multiple Dirichlet series in
the spirit of Good.
In this paper, we will construct a new Poincaré series which can be used as the kernel of
integration to obtain the full multiple Dirichlet series of automorphic cusp forms on GL(n,R).
We will relate our Poincaré series to the classical one studied by Selberg and generalized by
Bump, Friedberg and Goldfeld [4].
An application of our methods on GL(2) can be found in [18] where we compute a mixed
moment of the L-functions of holomorphic cusp forms on congruence subgroups. Another appli-
cation of the linear functional that sends forms to their L-functions can be found in [10].
1. Introduction to GL(n)
The generalized upper half-plane of level n 2 is defined as a homogeneous space
Hn = GL(n,R)/(O(n,R)Z(n,R)).
The group O(n,R) is the orthogonal group and Z(n,R) is the center of GL(n,R). The cen-
ter, Z(n,R), consists of all the non-zero scalar matrices in GL(n,R). The space H2 gives the
classical upper half of the plane of complex numbers.
From the Iwasawa decomposition theorem, every z ∈Hn has the unique form z = x(z) · y(z)
where x(z) is an upper triangular matrix with 1s on the diagonal and y(z) is a diagonal matrix
M. Thillainatesan / Journal of Number Theory 128 (2008) 759–780 761with positive entries. For z ∈Hn define the real coordinates xi,j for 1  i < j  n, and yk > 0
for 1 k  n− 1 as below:
z = x(z)y(z),
z =
⎛
⎝1 . . . xi,j1 ...
1
⎞
⎠ ·
⎛
⎜⎜⎜⎜⎝
y1 . . . yn−1
y1 . . . yn−2
. . .
y1
1
⎞
⎟⎟⎟⎟⎠ .
The group GL(n,R) acts on Hn by left matrix multiplication. The left-GL(n,R) invariant
measure on Hn is defined by d∗z = d∗x · d∗y where the measures d∗x and d∗y are given below
as the wedge products of differential one-forms:
d∗x =
n∏
i,j=1
i<j
dxi,j and d∗y =
n−1∏
i=1
y
−i(n−i)−1
i dyi .
With the measure on Hn, we may define the Hilbert space of square-integrable functions that
are SL(n,Z) invariant.
Definition 1. Let
L2(SL(n,Z) \Hn)= {f ∣∣∣ ∫
SL(n,Z)\Hn
f (z)f (z) d∗z < ∞
}
.
A Maass cusp form, or more generally a Maass form, is a smooth function on Hn which is
invariant under the left action of SL(n,Z), is an eigenfunction of all GL(n,R)-invariant differ-
ential operators and satisfies good growth conditions. A Maass cusp form satisfies an additional
cuspidal condition.
The algebra of invariant differential operators can be realized as the center of the universal en-
veloping algebra of the Lie algebra of GL(n,R), see [9]. For instance, we associate a differential
operator to an element X in the Lie algebra of GL(n,R), such that if f is a smooth function on
GL(n,R), then
(Xf )(g) = d
dt
f
(
g · exp(tX))∣∣∣
t=0.
In order to make the definition of a Maass form precise we need to define the I-function that
parametrizes the eigenvalues of automorphic functions under the invariant differential operators.
For z ∈Hn and λ = (λ1, . . . , λn−1) ∈ Cn−1, define the I-function as the product
Iλ(z) =
n−1∏ n−1∏
y
bi,j λj
i ,i=1 j=1
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bi,j =
{
(n− i)j if 1 j  i,
(n− j)i if i  j  n− 1.
The function Iλ(z) is an eigenfunction of all the GL(n,R)-invariant differential operators, see
[9].
For any GL(n,R)-invariant differential operator D, let νD(λ) be the eigenvalue of the I-
function acted on by D
DIλ(z) = νD(λ)Iλ(z). (1)
Definition 2. For λ ∈ Cn−1, a Maass cusp form of type λ for SL(n,Z) is a smooth function f (z)
on Hn which satisfies the following conditions:
(1) f (γ z) = f (z) for all z ∈Hn and for any γ ∈ SL(n,Z).
(2) Df (z) = νD(λ)f (z) for all GL(n,R)-invariant differential operators D where νD(λ) is given
by (1).
(3) f (z) has at most polynomial growth in each yi as yi → ∞.
(4) ∫
Uπ(Z)\Uπ(R) f (uz) du = 0 for all π , where π is a partition of n and Uπ is the group of
unipotents associated to the partition π .
Note that by smooth, we mean a smooth function of the real variables xi,j and yk .
Since an automorphic function is invariant under the subgroup SL(n,Z) it will have a Fourier
expansion. In order to study the L-functions associated to Maass cusp forms, we will need the
thesis work of Jacquet, [13], which provides the basis functions and also the work of Shalika,
[17], which provides the multiplicity-one theorem in this case.
Let U be the group of upper triangular unipotent matrices (1s on the diagonal). The character
Φ(u), on the group U , is defined as a function of the n − 1 elements of the supradiagonal of u,
call these ui , i = (1, . . . , n− 1), numbered from bottom to top. We define the character Φ(u) as
follows:
Φ(u) =
n−1∏
i=1
e(ui) where e(z) = e2πiz.
Definition 3. For z ∈ Hn and λ ∈ Cn−1, the Jacquet–Whittaker functions are defined by the
absolutely convergent integral below when Re(λi) > 1n for all i and by meromorphic continuation
to all λ = (λ1, . . . , λn−1) ∈ Cn−1
WJ (z,λ,Φ) =
∫
Iλ(wuz)Φ(u)d
∗u.U(R)
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by
w =
⎛
⎜⎜⎝
±1
1
. .
.
1
⎞
⎟⎟⎠ ∈ SL(n,Z). (2)
We will usually suppress the dependence of the Jacquet–Whittaker function on λ and Φ and
just write
WJ (z) = WJ (z,λ,Φ).
For r = (r1, . . . , rn−1) ∈ Rn−1 satisfying ri = 0 for every 1  i  n − 1, we can associate a
matrix also denoted by r ,
r =
⎛
⎜⎜⎜⎜⎝
r1 . . . rn−1
r1 . . . rn−2
. . .
r1
1
⎞
⎟⎟⎟⎟⎠ ∈ GL(n,R). (3)
It will hopefully be clear from the context whether we want the matrix or the vector.
The Fourier expansion of a Maass cusp form f (z) of type λ in terms of Jacquet’s Whittaker
function is proved for example in [9]. We will just state the result here
f (z) =
∑
γ∈Γ∞\SL(n−1,Z)
∑
r=(r1,...,rn−1)
r1∈N
r2,...,rn−1∈Z\0
crWJ
(
r
(
γ 0
0 1
)
z,λ,Φ
)
, (4)
where Γ∞ = U(Z) and where we have used the notation of (3). The numbers cr = cr1,...,rn−1 are
called the Fourier coefficients of the Maass cusp form f (z).
1.1. L-functions and multiple Dirichlet series
Godement and Jacquet [8] defined the L-function associated to a Maass cusp form f (z) on
Hn as a Dirichlet series in one complex variable. For Re(s)  1, the following sum converges
absolutely
LGJ (f, s) =
∞∑
r1=1
cr1,1,...,1
rs1
.
The Fourier coefficients cr1,1,...,1 come from the expansion in (4). The Godement–Jacquet L-
functions have analytic continuation and a functional equation.
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the following multiple Dirichlet series which converges absolutely for s = (s1, . . . , sn−1) ∈ Cn−1
and Re(si)  1 for all i
Lf (s) =
∞∑
r1=1
· · ·
∞∑
rn−1=1
cr1,...,rn−1
r
s1
1 . . . r
sn−1
n−1
. (5)
We will call this sum, the full multiple Dirichlet series associated to the form. For GL(3,R),
Bump obtained the functional equation and meromorphic continuation of these series in [2].
Theorem 4 (Bump). If f (z) is a Maass cusp form on H3 and s = (s1, s2) ∈ C2, then
Lf (s) = LGJ (f˜ , s1)LGJ (f, s2)
ζ(s1 + s2) ,
where f˜ is the contragredient cusp form defined as f˜ (z) = f (iz) where i is the involution defined
on H3 by
i : z → wtz−1w,
where w is the long element defined in (2). Since the Godement–Jacquet L-functions are known
to have analytic continuation and functional equation, it follows that Lf (s) has meromorphic
continuation and ζ(s1 + s2)Lf (s) has functional equations.
In general, if one specializes the complex variables of the full multiple Dirichlet series to
certain two-dimensional hyperplanes, the resulting multiple Dirichlet series will be related to
standard L-functions. For instance, if f (z) is a cusp form for SL(4,Z), the following relation
was proved by Bump and Friedberg in [3]:
Lf (s1, s2, s1 + s2) = LGJ (f, s1)L(s2, f,Λ
2)
ζ(2s2)
,
where L(s,f,Λ2) is the exterior square L-function of the form.
2. Statement of main result
For the remainder of the paper, we will fix Γ = SL(n,Z) and Γ∞ to be the subgroup of Γ
consisting of upper triangular unipotent matrices. Let Z ⊆ {±1} be the center of SL(n,Z). Let
Γ1 be the corner group defined as the subgroup of Γ∞ having 0s on the supradiagonal. For n = 3
the corner group is
Γ1 =
{(1 0 a
0 1 0
0 0 1
) ∣∣∣ a ∈ Z
}
. (6)
In order to define the kernel function, we need to change notation a little. We will need to
complexify, as in the GL(2) case. For any z ∈Hn, there are n− 1 elements of the supradiagonal
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Then we define zk = xk + iyk for each k ∈ {1, . . . , n− 1}. For example if z ∈H3, as given below,
then z1 = x1 + iy1 and z2 = x2 + iy2,
z =
(1 x2 x1,3
1 x1
1
)(
y1y2
y1
1
)
. (7)
The kernel function that produces the full multiple Dirichlet series of a Maass cusp form will
arise from the following Poincaré series. The proofs follow.
Proposition 5. Let v = (v1, . . . , vn−1) ∈ Cn−1 and w = (w1, . . . ,wn−1) ∈ Cn−1 satisfy
Re(vk),Re(wk)  1 for all k. Then, the Poincaré series defined by
P(z,v,w) =
∑
γ∈Γ1\Γ/Z
[
n−1∏
k=1
(
zk
i
)−wk
y
vk+wk
k
]
γ
, (8)
converges absolutely and uniformly on compact subsets of Hn.
For example, the Poincaré series we will associate to GL(3) is:
P(z,v,w) =
∑
γ∈Γ1\SL(3,Z)
(
z1
i
)−w1(z2
i
)−w2
y
v1+w1
1 y
v2+w2
2
∣∣∣
γ
,
with Γ1 given in line (6) above.
Main Theorem. Let f (z) be a Maass cusp form on Hn. Let v = (v1, . . . , vn−1) ∈ Cn−1 and
w = (w1, . . . ,wn−1) ∈ Cn−1 satisfy Re(vk),Re(wk)  1 for all k. Let P(z,v,w) be the Poincaré
series defined in (8). Then,
〈
P(∗,v,w), f 〉=
(
n−1∏
j=1
(2π)wj
(wj )
)
Lf (v − v0)GJ (v,w),
where v0 is a constant depending in a simple way only on n, the full multiple Dirichlet series
Lf (s) is defined by (5) and GJ (v,w) is a function of v and w defined as:
GJ (v,w) =
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πykyvk+wkk
]
WJ (y)d
∗y. (9)
On GL(2) and GL(3), we can use spectral theory due to Selberg and Langlands respectively
to obtain the meromorphic continuation of the Poincaré series. For n  4, Langlands’ spectral
theory [15] shows that the problem of obtaining the continuation of the full multiple Dirichlet
series is equivalent to that of proving the continuation of the Poincaré series.
As mentioned in the Introduction, there are classical Poincaré series. Selberg in [16] studied
Poincaré series on GL(2) for each m ∈ N. When the Poincaré series were integrated against a
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series were square-integrable.
The generalization to GL(n) of Selberg’s series was first done in Bump, Friedberg and Gold-
feld [4] where they introduced classical Poincaré series for each m = (m1, . . . ,mn−1) ∈ Zn−1.
Definition 6 (Bump, Friedberg, Goldfeld). For m ∈ Zn−1 let Um(z, s) denote the classical
Poincaré series onHn defined by the following series which converges absolutely and uniformly
on compact sets when s = (s1, . . . , sn−1) ∈ Cn−1 satisfies Re(sk)  1 for all k:
Um1,...,mn−1(z, s) =
∑
γ∈Γ∞\Γ
[
n−1∏
k=1
e(mkzk)y
sk
k
]
γ
.
When the mth Poincaré series is used as the kernel of integration against a Maass cusp form,
it essentially gives the mth Fourier coefficient of the form. It is known that the classical Poincaré
series are square-integrable and have meromorphic continuation to the entire s plane, see [6].
The following theorem shows how our Poincaré series are related to the classical ones.
Theorem 7. The Poincaré series P(z,v,w) is the sum over the classical Poincaré series when
Re(vk) and Re(wk)  1 for all k.
2.1. Poincaré series
Let us begin with the proof of Proposition 5, the absolute convergence of the Poincaré series.
Lemma 8. Let w = (w1, . . . ,wn−1) ∈ Cn−1 satisfy Re(wk)  1 for all k. Then
f (z) =
∑
m1,...,mn−1∈Z
(
n−1∏
k=1
|zk +mk|−wk
)
,
converges absolutely for z ∈Hn, and converges uniformly on each region Sv where
Sv =
{
z ∈Hn such that ∣∣xl(z)∣∣ v for every l from 1 to n− 1}.
To prove Lemma 8, for each k, fix wk such that Re(wk)  1. We can use limit comparison
between fk(zk) :=∑mk∈Z |zk +mk|−wk and the absolutely convergent series ∑n>C(n−C)−wk
for some C depending on zk . Thus, fk(zk) converges pointwise when Re(wk)  1. The prod-
uct of absolutely convergent series converges absolutely so f (z) =∏n−1k=1 fk(zk) converges ab-
solutely when Re(wk)  1 for all k.
Fix v to be a positive real number. For z ∈Hn such that |xl(z)| v for every l, we can use the
Weierstrass test to compare fk(zk) to
∑
n>v(n− v)−wk for each k. Each sum fk(zk) converges
uniformly in the region given in the lemma.
Note that when Re(w) > 1 and z = x + iy where |x| 1 and y > 0, we have2
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m∈Z
1
|z+m|w =
1
|z|w +
∑
m =0
1
|z+m|w
 1
yw
+
∑
m =0
1
|z+m|w .
For each k, we can use the above remark to say that |fk(zk)ywkk | is bounded as yk → 0+.
Recall that f (z) =∏n−1k=1 fk(zk). For any a > 0, the function |f (z)∏n−1k=1 ywkk | is bounded on the
set of z ∈Hn such that yl(z) < a for all 1 l  n− 1.
For w = (w1, . . . ,wn−1) ∈ Cn−1 and v = (v1, . . . , vn−1) ∈ Cn−1, define
I (z) =
n−1∏
k=1
y
vk+wk
k ,
where we suppress the dependence of I (z) on v and w.
Define
N(z) =
(
n−1∏
k=1
yn−kk
)− 1
n
.
It can be shown by reduction theory, see [7] or [9], that for a fixed z ∈Hn, the function N(z)
achieves a positive minimum finitely many times on SL(n,Z) · z. Further, the minimum of N(z)
on SL(n,Z) · z for fixed z is achieved at a point w ∈Hn where yk(w) >
√
3
2 for all 1 k  n−1.
It follows that for fixed z ∈Hn, there exists A 
√
3
2 such that yk(γ z) < A for all γ ∈ SL(n,Z)
and for all k from 1 to n− 1.
Therefore, the function |f (γ z)∏n−1k=1 ywkk (γ z)| is bounded on the set of γ ∈ SL(n,Z).
Using the above bound, we will prove that the series P˜ (z,v,w) defined by
P˜ (z,v,w) =
∑
γ∈Γ∞\Γ
[
f (z)I (z)
]
γ
,
converges absolutely by comparing it to the minimal parabolic Eisenstein series. Then, by re-
arrangement of the terms of the absolutely convergent series P˜ , we will show that our Poincaré
series P(z,v,w) converges absolutely
∣∣P˜ (z,v,w)∣∣ ∑
γ∈Γ∞\Γ
∣∣f (γ z)I (γ z)∣∣
 c
∑
γ∈Γ∞\Γ
[
n−1∏
k=1
y
−wk
k (γ z)y
vk+wk
k (γ z)
]
= c
∑ [ n−1∏
y
vk
k
]
.γ∈Γ∞\Γ k=1 γ
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absolutely and uniformly on compact sets of Hn, see [1], when Re(vk)  1 for every k. Thus,
P˜ converges absolutely. That P˜ converges uniformly on compact sets can be seen easily as
follows.
For any zo ∈ Γ \Hn in a compact set C also contained in the fundamental domain Γ \Hn,
we can modify the above arguments. By continuity, for sufficiently small C, there exists some
A 
√
3
2 such that yk(γ z) < A for all k, for all z ∈ C and for every γ ∈ SL(n,Z). Therefore, the
function |f (γ z)∏n−1k=1 ywkk (γ z)| is bounded on the set of γ ∈ SL(n,Z) and z ∈ C.
To finish the argument suppose we have two sequences of functions such that |gi(z)| |hi(z)|
for all i and z ∈ C a compact set and suppose ∑hi(z) converges uniformly on C. Let  > 0.
There exists N > 0 such that |∑mi=k hi(z)|   for all z ∈ C; m,k > N . Then, for all z ∈ C;
k,m >N
∣∣∣∣∣
m∑
i=k
gi(z)
∣∣∣∣∣
m∑
i=k
∣∣gi(z)∣∣ m∑
i=k
∣∣hi(z)∣∣ .
The last step to prove Proposition 5 is to show how P relates to P˜ .
Let us recall the notation of some subgroups we will need here, namely Γ,Γ1 and Γ∞. Previ-
ously we had dropped the dependence of n in the notation but now we will need to use induction
on n so we need to change notation slightly. We set Γ = Γ (n) and Γ1 = Γ1(n) and Γ∞ = Γ∞(n).
Thus Γ (n) = SL(n,Z) and Γ1(n) is the corner group defined in Section 2.
If we fix a set of coset representatives of Γ1(n) \ Γ (n), Γ∞(n) \ Γ (n) and of Γ1(n) \ Γ∞(n),
then we have the following bijection of sets:
Γ1(n) \ Γ (n) ⇔ Γ1(n) \ Γ∞(n) · Γ∞(n) \ Γ (n). (10)
We can choose coset representatives of Γ1(n) \Γ∞(n) with the following lemma. In the proof
we will use an induction argument on n.
Lemma 9. The map Φn : Γ1(n) \ Γ∞(n) ↔ Zn−1 defined:
Φn
(
(xi,j )
)↔ ((xi,i+1)),
is a well defined bijection of a matrix representative to its supradiagonal.
To see that Φn is a well-defined map, note that the action of Γ1(n) on Γ∞(n) by matrix
multiplication does not change the supradiagonal. It is clear that the map is surjective. Injectivity
can be shown by induction. It is an easy calculation that Φ3 is injective. Write γ ∈ Γ∞(n) as
below with α ∈ Γ∞(n− 1)
γ =
(
α u
0 1
)
.
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diagonal. By induction, there exists a matrix β ∈ Γ1(n − 1) such that β · α = α′. Now consider
the matrix
δ =
(
β u′ − βu
0 1
)
.
We can see that δγ = γ ′ and δ ∈ Γ1(n) because γ, γ ′ ∈ Γ∞(n) have the same supradiagonal. So
the lemma is proved.
Using the lemma, we can choose a set of coset representatives of Γ1 \Γ∞ to be all the matrices
with 1s on the diagonal and integral entries on the supradiagonal and 0s everywhere else.
By rearrangement of the series P˜ (z,v,w) for Re(vk),Re(wk)  1, we see that
P˜ (z,v,w) =
∑
γ∈Γ∞\Γ
∑
m1,...,mn−1∈Z
[
n−1∏
k=1
yk(γ z)
vk+wk ∣∣zk(γ z)+mk∣∣−wk
]
=
∑
γ∈Γ∞\Γ
∑
α∈Γ1\Γ∞
[
n−1∏
k=1
yk(γ z)
vk+wk ∣∣zk(αγ z)∣∣−wk
]
=
∑
γ∈Γ∞\Γ
∑
α∈Γ1\Γ∞
[
n−1∏
k=1
yk(αγ z)
vk+wk ∣∣zk(αγ z)∣∣−wk
]
=
∑
β∈Γ1\Γ
[
n−1∏
k=1
yk(z)
vk+wk ∣∣zk(z)∣∣−wk
]
β
,
where we have used (10) and the invariance of I (z) under α ∈ Γ∞.
Recall that
P(z,v,w) =
∑
γ∈Γ1\Γ/Z
[
n−1∏
k=1
(
zk
i
)−wk
y
vk+wk
k
]
γ
. (11)
Since
∣∣∣∣∣
∑
γ∈Γ1\Γ
n−1∏
k=1
(
zk
i
)−wk
y
vk+wk
k
∣∣∣∣∣
γ

∑
γ∈Γ1\Γ
n−1∏
k=1
∣∣∣∣
(
zk
i
)−wk
y
vk+wk
k
∣∣∣∣
γ
,
= P˜ (z,v,w),
we have the absolute and uniform convergence of P(z,v,w) on compact sets when
Re(wk),Re(vk)  1. Proposition 5 is proved.
Now, we will prove Theorem 7, namely that our Poincaré series are related to the classical
Poincaré series of Selberg, Bump, Friedberg and Goldfeld.
Since the Poincaré series converges absolutely for Re(vk),Re(wk)  1 for all k, we can
rearrange the series in this region. Let |Z| be the order of the center.
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∑
δ∈Γ1\Γ
[
n−1∏
k=1
(
zk(z)
i
)−wk
yk(z)
vk+wk
]
δ
= |Z|
∑
γ∈Γ∞\Γ
∑
α∈Γ1\Γ∞
[
n−1∏
k=1
(
zk(αγ z)
i
)−wk
yk(αγ z)
vk+wk
]
.
Using Lemma 9, we can again choose a set of coset representatives of Γ1 \ Γ∞ to be all the
matrices with 1s on the diagonal and integral entries on the supradiagonal and 0s everywhere
else
P(z,v,w) = |Z|
∑
γ∈Γ∞\Γ
∑
r1,...,rn−1∈Z
[
n−1∏
k=1
(
zk(γ z)+ rk
i
)−wk
yk(γ z)
vk+wk
]
= |Z|
∑
γ∈Γ∞\Γ
[ ∑
r1,...,rn−1∈Z
n−1∏
k=1
(
zk(γ z)+ rk
i
)−wk][ n−1∏
i=1
yi(γ z)
vi+wi
]
= |Z|
∑
γ∈Γ∞\Γ
[
n−1∏
k=1
∑
rk∈Z
(
zk(γ z)+ rk
i
)−wk][ n−1∏
i=1
yi(γ z)
vi+wi
]
= |Z|
∑
γ∈Γ∞\Γ
[
n−1∏
k=1
∑
rk∈Z
(
zk(z)+ rk
i
)−wk][ n−1∏
i=1
yi(z)
vi+wi
]∣∣∣∣∣
γ
.
Note that the above inner sums converge absolutely when Re(wk) > 1 for each k. In fact, we
have the Lipschitz Summation Formula [14], valid for Re(w) > 1 when z = x + iy and y > 0
∑
r∈Z
(
z+ r
i
)−w
= (2π)
w
(w)
∞∑
m=1
mw−1e(mz). (12)
Let us use the summation formula in our calculation
P(z,v,w) = |Z|
(
n−1∏
j=1
(2π)wj
(wj )
) ∑
γ∈Γ∞\Γ
[
n−1∏
k=1
∞∑
mk=1
m
wk−1
k e(mkzk)
][
n−1∏
i=1
y
vi+wi
i
]∣∣∣∣∣
γ
= |Z|
(
n−1∏
j=1
(2π)wj
(wj )
) ∑
γ∈Γ∞\Γ
[
n−1∏
k=1
∞∑
mk=1
m
wk−1
k e(mkzk)y
vk+wk
k
]
γ
.
As in the proof of the absolute convergence of P˜ , we can show the above multiple sums
converge absolutely when Re(wk) and Re(vk)  1 by comparing the sum of the absolute values
to the minimal parabolic Eisenstein series
P(z,v,w) = |Z|
(
n−1∏ (2π)wj
(wj )
) ∑ ∑ [ n−1∏
m
wk−1
k e(mkzk)y
vk+wk
k
]
.j=1 γ∈Γ∞\Γ m1,...,mn−1∈N k=1 γ
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P(z,v,w) = |Z|
(
n−1∏
j=1
(2π)wj
(wj )
) ∑
m1,...,mn−1∈N
∑
γ∈Γ∞\Γ
[
n−1∏
k=1
m
wk−1
k e(mkzk)y
vk+wk
k
]
γ
= |Z|
(
n−1∏
j=1
(2π)wj
(wj )
) ∑
m1,...,mn−1∈N
(
n−1∏
k=1
m
wk−1
k
)
Um1,...,mn−1(z,v + w).
Note that Um1,...,mn−1(z, s) denotes the classical Poincaré series from Definition 6.
2.2. The kernel for L-functions
Main Theorem. Let f (z) be a Maass cusp form on Hn. Let v = (v1, . . . , vn−1) ∈ Cn−1 and
w = (w1, . . . ,wn−1) ∈ Cn−1 satisfy Re(vk),Re(wk)  1 for all k. Let P(z,v,w) be the Poincaré
series defined in (8). Then,
〈
P(∗,v,w), f 〉=
(
n−1∏
j=1
(2π)wj
(wj )
)
Lf (v − v0)GJ (v,w),
where the constant v0 depends in a simple way only on n, the full multiple Dirichlet series Lf (s)
is defined by (5) and GJ (v,w) is a function of v and w defined as:
GJ (v,w) =
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πykyvk+wkk
]
WJ (y)d
∗y. (13)
Recall that Γ = SL(n,Z) and Γ1 is the corner group. Fix v,w ∈ Cn−1 in the region of absolute
convergence of the Poincaré series. Since f (z) is a cusp form and the Poincaré series P(z,v,w)
has at most slow growth in yi as yi → ∞, the inner product 〈P(∗,v,w), f 〉 converges absolutely
〈P,f 〉 =
∫
Γ \Hn
P (z,v,w)f (z) d∗z
=
∫
Γ \Hn
∑
γ∈Γ1\Γ
[
n−1∏
k=1
(
zk(γ z)
i
)−wk
yk(γ z)
vk+wk
]
f (z) d∗z
=
∑
γ∈Γ1\Γ
∫
Γ \Hn
[
n−1∏
k=1
(
zk(γ z)
i
)−wk
yk(γ z)
vk+wk
]
f (z) d∗z
=
∫
n
[
n−1∏
k=1
(
zk(z)
i
)−wk
yk(z)
vk+wk
]
f (z) d∗z.Γ1\H
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mental domain can be obtained as the disjoint union
Γ1 \Hn =
⋃
γ∈Γ1\Γ∞
γ · (Γ∞ \Hn).
By absolute convergence and the dominated convergence theorem, we can continue the cal-
culation as follows:
〈P,f 〉 =
∑
γ∈Γ1\Γ∞
∫
γ ·(Γ∞\Hn)
[
n−1∏
k=1
(
zk(z)
i
)−wk
y
vk+wk
k (z)
]
f (z) d∗z
=
∑
γ∈Γ1\Γ∞
∫
Γ∞\Hn
[
n−1∏
k=1
(
zk(γ z)
i
)−wk
y
vk+wk
k (γ z)
]
f (γ z) d∗γ z
=
∑
γ∈Γ1\Γ∞
∫
Γ∞\Hn
[
n−1∏
k=1
(
zk(γ z)
i
)−wk
y
vk+wk
k (z)
]
f (z) d∗z.
We can choose coset representatives of Γ1 \ Γ∞ with Lemma 9 to be matrices with 1s on the
diagonal and integral entries on the supradiagonal and 0s everywhere else. Picking this set of
coset representatives, let us continue the calculation of 〈P,f 〉
〈P,f 〉 =
∑
γ∈Γ1\Γ∞
∫
Γ∞\Hn
[
n−1∏
k=1
(
zk(γ z)
i
)−wk
y
vk+wk
k (z)
]
f (z) d∗z
=
∑
r1,...,rn−1∈Z
∫
Γ∞\Hn
[
n−1∏
k=1
(
zk + rk
i
)−wk
y
vk+wk
k
]
f (z) d∗z
=
∫
Γ∞\Hn
∑
r1,...,rn−1∈Z
[
n−1∏
k=1
(
zk + rk
i
)−wk
y
vk+wk
k
]
f (z) d∗z.
We have used absolute convergence to interchange the summation and integration. When
Re(wk) > 1 for all k, the sum over the finite product is the finite product of the convergent
sums. We can factor the yks and the f (z) out of the convergent sums,
〈P,f 〉 =
∫
Γ∞\Hn
[
n−1∏
k=1
∑
rk∈Z
(
zk + rk
i
)−wk][ n−1∏
j=1
y
vj+wj
j
]
f (z) d∗z.
Lemma 10. A fundamental domain for the action of Γ∞ on Hn is given by
Γ∞ \Hn =
{
z ∈Hn ∣∣ 0 xi,j < 1 and yl > 0 for every 1 i < j  n, 1 l  n− 1}.
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∫
Γ∞\Hn
=
∞∫
0
∞∫
0
1∫
0
1∫
0
1∫
0
.
This simple lemma can be proved by induction on n. We will skip the proof.
To simplify the calculation, let g(w) be the following product of gamma functions
g(w) =
n−1∏
j=1
(2π)wj
(wj )
. (14)
We will now use the Lipschitz Summation Formula (12) n− 1 times in our calculation of the
inner product. Since we have Re(wk) > 1 for each k, the inner sums converge uniformly,
〈P,f 〉 = g(w) ·
∫
Γ∞\Hn
[
n−1∏
k=1
∞∑
mk=1
m
wk−1
k e(mkzk)
][
n−1∏
j=1
y
vj+wj
j
]
f (z) d∗z,
= g(w) ·
∫
Γ∞\Hn
[
n−1∏
k=1
∞∑
mk=1
m
wk−1
k y
vk+wk
k e(mkzk)
]
f (z) d∗z.
Since the inner sums converge uniformly and since f (z) is smooth, we are integrating
a smooth function of the real variables xi,j and yl , over the fundamental domain given by
Lemma 10. To show the absolute convergence of the integral we need to check the behavior
of the integrand as each yl → 0 and yl → ∞. We know f (z) is a cusp form, so it is bounded and
in fact decays rapidly as each yl → ∞. The inner sums also decay rapidly as yl → ∞, for any l
since ml  1. As each yl → 0, the inner sums are characterized by yvll when Re(vl),Re(wl) > 1.
We will rewrite the last line and then interchange the integration and summation
〈P,f 〉 = g(w) ·
∫
Γ∞\Hn
∑
m1,...,mn−1∈N
[
n−1∏
k=1
m
wk−1
k y
vk+wk
k e(mkzk)
]
f (z) d∗z
= g(w)
∑
m1,...,mn−1∈N
·
∫
Γ∞\Hn
[
n−1∏
k=1
m
wk−1
k y
vk+wk
k e(mkzk)
]
f (z) d∗z
= g(w)
∑
m1,...,mn−1∈N
m
w1−1
1 . . .m
wn−1−1
n−1
∫
Γ∞\Hn
[
n−1∏
k=1
y
vk+wk
k e(mkzk)
]
f (z) d∗z
= g(w)
∑
m1,...,mn−1∈N
m
w1−1
1 . . .m
wn−1−1
n−1
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πmkykyvk+wkk
]
If (m, y) d
∗y.
In the last line we have If (m, y), a Whittaker function, defined as follows.
774 M. Thillainatesan / Journal of Number Theory 128 (2008) 759–780Definition 11. For m = (m1, . . . ,mn−1) ∈ Nn−1, let
If (m, y) =
1∫
0
· · ·
1∫
0
[
n−1∏
k=1
e(mkxk)
]
f (z) d∗x.
The multiplicity one theorem of Shalika tells us that If (m, y) is a scalar multiple of the
Jacquet–Whittaker function. We will show that the constant is exactly that which appears in the
Fourier expansion of f (z). Let us assume the following proposition, which will be proved below,
and finish the proof of the theorem. Note that the Jacquet–Whittaker function has rapid decay as
yl → ∞ for any l.
Proposition 12. For m ∈ Nn−1,
If (m, y) = cmWJ (my),
where ¯denotes complex conjugation and y is the matrix obtained from y = (y1, . . . , yn−1). Thus
the matrix my is the product of the matrix obtained from m = (m1, . . . ,mn−1) and the matrix
obtained from y = (y1, . . . , yn−1).
The inner product becomes
〈P,f 〉 = g(w)
∑
m1,...,mn−1∈N
m
w1−1
1 . . .m
wn−1−1
n−1
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πmkykyvk+wkk
]
If (m, y) d
∗y
= g(w)
∑
m1,...,mn−1∈N
cmm
w1−1
1 . . .m
wn−1−1
n−1
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πmkykyvk+wkk
]
WJ (my)d
∗y.
The matrix τ ≡ my mod (O(n,R)Z(n,R)) has as its Iwasawa coordinates yk(τ ) = mkyk .
Make the change of variables mkyk → yk for every k. Recall,
d∗y =
n−1∏
k=1
y
−k(n−k)−1
k dyk.
Continuing the calculation:
〈P,f 〉 = g(w)
∑
m1,...,mn−1∈N
cm
[∏n−1k=1 mvk+1−k(n−k)k ]
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πykyvk+wkk
]
WJ (y)d
∗y.
We notice that the integral no longer has a dependence on m. Let us make the following two
definitions:
GJ (v,w) =
∞∫
· · ·
∞∫ [ n−1∏
k=1
e−2πykyvk+wkk
]
WJ (y)d
∗y, (15)
0 0
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The integral defining the function GJ (v,w) converges absolutely when Re(wk),Re(vk) > 1 for
all k because the Jacquet–Whittaker function has rapid decay as yk → ∞ for any k. Also it is
known that Lf (v) converges absolutely when Re(vk)  1 for all k,
〈P,f 〉 = g(w)
∑
m1,...,mn−1∈N
cm
[∏n−1k=1 mvk+1−k(n−k)k ]
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
e−2πykyvk+wkk
]
WJ (y)d
∗y
= g(w) ·Lf (v − v0)GJ (v,w).
Now it remains to analyze GJ (v,w). Here, we will need to use the dependence of WJ (z) =
WJ (z,λ,Φ) on λ and Φ . Let W˜J (s, λ,Φ) denote the multiple Mellin transform of WJ (y,λ,Φ)
defined below for Re(sk) sufficiently large
W˜J (s, λ,Φ) =
∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
y
sk
k WJ (y,λ,Φ)
]
n−1∏
i=1
dyi
yi
. (17)
In the definition of GJ (v,w), we will substitute the expansion of the exponential function for
each k, and then use WJ (y,λ,Φ) = WJ (y,λ,Φ),
GJ (v,w) =
∞∑
c1,...,cn−1=0
(
n−1∏
l=1
(−2π)cl
cl !
) ∞∫
0
· · ·
∞∫
0
[
n−1∏
k=1
y
vk+wk+ck
k WJ (y)
]
d∗y
=
∞∑
c1,...,cn−1=0
c=(c1,...,cn−1)
(
n−1∏
l=1
(−2π)cl
cl !
)
W˜J
(
s(c,v,w), λ,Φ
)
,
where s(c,v,w) = (s1, . . . , sn−1) and sk = vk +wk + ck − k(n− k) for each k.
It is proved in [6] that the function W˜J (s, λ,Φ) has at most polynomial growth in the variable
s and has meromorphic continuation to all s ∈ Cn−1. Thus GJ (v,w) is the sum of meromorphic
functions.
Now for a proof of Proposition 12. In the definition of If (m, y) in line (11) we will substitute
the Fourier expansion of f (z),
If (m, y) =
∑
γ∈Γ∞\SL(n−1,Z)
∑
r=(r1,...,rn−1)
r1∈N
r2,...,rn−1∈Z\0
cr
1∫
0
· · ·
1∫
0
(
n−1∏
k=1
e(mkxk)
)
WJ
(
r
(
γ 0
0 1
)
z
)
d∗x.
In the definition of the Whittaker function, write z = xy and make the change of variables
ux → u to prove that the dependence on z separates into dependence on x and y. Here we are
using the fact that the measure d∗u is left and right U -invariant. Thus,
WJ (z) = Φ(x)WJ (y). (18)
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WJ (τ) =
(
n−1∏
k=1
e
(
xk(τ )
))
WJ
(
y(τ)
)
.
It follows that
If (m, y) =
∑
γ∈Γ∞\SL(n−1,Z)
∑
r=(r1,...,rn−1)
r1∈N
r2,...,rn−1∈Z\0
cr
1∫
0
· · ·
1∫
0
[
n−1∏
k=1
e(mkxk)e
(−xk(τ ))
]
WJ
(
y(τ)
)
d∗x.
(19)
To simplify this further, we will need to know somewhat explicitly the Iwasawa coordinates
of τ . First, we need to introduce some notation. For any z ∈ Hm, let um be the mth column
vector of dimension m− 1 of the x(z) matrix. Specifically we can write z ∈Hm as below where
z′ ∈Hm−1
z =
(
z′ um
0 1
)
·
(
y1Im−1
1
)
. (20)
We want to compute un(τ). Our strategy is to first find the Iwasawa decomposition of
(
γ 0
0 1
)
z
where z ∈Hn is a matrix in the form z = xy and γ ∈ SL(n−1,Z). Then we will find the Iwasawa
decomposition of rz where r is the diagonal matrix given by (3) for r = (r1, . . . , rn−1) and z is
again a matrix in the form z = xy.
Lemma 13. Given γ ∈ GL(m− 1,Z) and z = xy ∈Hm, let η ∈Hm be defined by
η ≡
(
γ 0
0 1
)
z mod
(
O(m,R)Z(m,R)
)
.
Then um(η) = γ um(z).
The proof follows:
η ≡
(
γ 0
0 1
)
z mod
(
O(m,R)Z(m,R)
)
≡
(
γ 0
0 1
)
·
(
z′ um(z)
0 1
)
·
(
y1(z)Im−1
1
)
≡
(
γ z′ γ um(z)
0 1
)
·
(
y1(z)Im−1
1
)
.
We can find k ∈ O(m− 1,R), d ∈ Z(m− 1,R) and z′′ ∈Hm−1 so that γ z′ = z′′kd ,
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(
z′′kd γ um(z)
0 1
)
·
(
y1(z)Im−1
1
)
mod
(
O(m,R)Z(m,R)
)
≡
(
z′′ γ u(z)
0 1
)
·
(
dy1(z)Im−1
1
)
·
(
k 0
0 1
)
.
It follows,
η ≡
(
z′′ γ u(z)
0 1
)
·
( |d|y1(z)Im−1
1
)
mod
(
O(m,R)Z(m,R)
)
. (21)
The right-hand side is in Iwasawa form. By uniqueness, the lemma is proved. Note also from
this proof that the only η coordinates that depend on um(z) are the coordinates of um(η).
Lemma 14. Given r = (r1, . . . , rm−1) ∈ (Z \ 0)m−1, and z = xy ∈Hm, let η ∈Hm be defined by
η ≡ rz mod (O(m,R)Z(m,R)),
where r is the diagonal matrix associated to r by (3). Then
um(η) =
⎛
⎜⎜⎝
r1 . . . rm−1
. . .
r1r2
r1
⎞
⎟⎟⎠um(z).
Note that matrix multiplication gives the following identity
⎛
⎝R1 . . .
Rm
⎞
⎠ · ((ui,j )) ·
⎛
⎝Y1 . . .
Ym
⎞
⎠
=
((
Riui,j
Rj
)
i,j
)⎛⎝R1Y1 . . .
RmYm
⎞
⎠ .
From this we see that the following is true, where we let r−1 = 1:
r · ((xi,j (z))i,j ) ·
⎛
⎜⎜⎝
y1 . . . ym−1
. . .
y1
1
⎞
⎟⎟⎠
=
((
j−1∏
k=i
rm−kxi,j
)
i,j
)⎛⎜⎜⎝
r1 . . . rm−1y1 . . . ym−1
. . .
r1y1
⎞
⎟⎟⎠ .1
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onal will put it into Iwasawa form. Now to prove the lemma let j = m. Then, it follows that
xi,m(η) = r1 . . . rm−ixi,m(z),
and the lemma is proved. Note that the Iwasawa coordinates of η are just non-zero scalar multi-
ples of the corresponding Iwasawa coordinates of z.
Combining Lemma 14 with Lemma 13, gives the following
un(τ) = un
(
r
(
γ 0
0 1
)
z
)
=
⎛
⎜⎜⎝
r1 . . . rn−1
. . .
r1r2
r1
⎞
⎟⎟⎠γ un(z). (22)
Recall that the only τ coordinates that depend on the set {xi,n where 1  i  n − 1}, i.e. on
un(z) are the coordinates of un(τ). The exact relationship is given in (22). Now in the calculation
of If (m, y), if we integrate first with respect to u(z), then the only factor in the integrand which
depends on u(z) is e(−x1(τ )).
Let Pn be the set of matrices in GL(n) having a bottom row of (0, . . . ,0,1).
Lemma 15. Let γ ∈ GL(m− 1,Z), z ∈Hm and u ∈ N. Let r = (r1, . . . , rm−1) ∈ (Z \ 0)m−1 and
let
τ ≡ r
(
γ 0
0 1
)
z mod
(
O(m,R)Z(m,R)
)
.
Then,
1∫
0
· · ·
1∫
0
e(ux1)e
(−x1(τ ))dx1,m . . . dxm−1,m = { δr1,±u if γ ∈ ±Pm−1 respectively,0 else.
Let (a1, . . . , am−1) be the bottom row of γ , then we know the identity
x1(τ ) = r1a1x1,m + · · · + r1am−1xm−1,m.
It follows that after integration in each xi,m where 1 i < m−1 the only nontrivial result occurs
if a1 = · · · = am−2 = 0, because r1 = 0. Since γ ∈ GL(m− 1,Z), it follows that am−1 = ±1. So,
x1(τ ) = ±r1xm−1,m = ±r1x1(z). Now, we can perform the integration in xm−1,m and the lemma
is proved.
Since r1 ∈ N, using the above lemma once reduces the sum over γ in Γ∞ \ SL(n − 1,Z) in
our calculation of If (m, y) in line (19) to a sum over γ ∈ Γ∞ \ P(n− 1,Z). But
Γ∞ \ P(n− 1,Z) ≡ Γ∞ \ SL(n− 2,Z).
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If (m, y)
=
∑
γ∈
Γ∞\SL(n−2,Z)
∑
r=(r2,...,rn−1)
r2,...,rn−1∈Z\0
cm1,r
1∫
0
· · ·
1∫
0
[
n−1∏
i=2
e(mixi)e
(−xi(τ ′))WJ (y(τ ′))
]
n−1∏
i,j=1
i<j
dxi,j ,
where in the last step we have taken
τ ′ ≡
(
r ′ 0
0 1
)
·
(
γ 0 0
1 0
1
)
·
(
z′ 0
0 1
)
·
(
m1y1In−1 0
0 1
)
,
where z′ ∈ Hn−1, r ′ is the matrix formed by the vector (r2, . . . , rn−1). It is easy to show that
xi(τ ) = xi(τ ′) and yi(τ ) = yi(τ ′) because in the proofs of Lemmas 13 and 14 we showed that
the only τ coordinates that depend on u(z) are u(τ). We will just write τ instead of τ ′ from now.
Next we use the results of Lemmas 13 and 14 to put the matrix r ′
(
γ 0
0 1
)
z′ into Iwasawa form,
un−1(τ ) =
⎛
⎜⎜⎝
r2 . . . rn−1
. . .
r2r3
r2
⎞
⎟⎟⎠γ un−1(z).
Now we can integrate over un−1(z) using Lemma 15,
If (m, y)
=
∑
γ∈
Γ∞\±SL(n−3,Z)
∑
r=(r3,...,rn−1)
r3,...,rn−1∈Z\0
cm1,m2,r
1∫
0
· · ·
1∫
0
n−1∏
i=3
e(mixi)e
(−xi(τ ′))WJ (y(τ ′)) n−2∏
i,j=1
i<j
dxi,j ,
where in the last step we have taken
τ ≡
(
r ′
1
1
)
·
⎛
⎜⎝
γ
1
1
1
⎞
⎟⎠ ·
(
z′
1
1
)
·
(
m1m2y2y1In−2
m1y1
1
)
.
The combination of the lemmas gives us the induction step that reduces the sum over γ to
γ = Γ∞ \ ±SL(2,Z). Applying the steps once again reduces γ to the identity. As a result, we
end up with the following simplification, where we have let du(x) =∏2 dxi,j ,i,j=1, i<j
780 M. Thillainatesan / Journal of Number Theory 128 (2008) 759–780If (m, y)
=
∑
γ∈
Γ∞\±SL(2,Z)
∑
r=(rn−2,rn−1)
rn−2,rn−1∈Z\0
cm1,...,mn−3,r
1∫
0
· · ·
1∫
0
n−1∏
i=n−2
e(mixi)e
(−xi(τ ′))WJ (y(τ ′))du(x)
= cm1,...,mn−1WJ (my).
Thus finishing the proof of Proposition 12 and also of the Main Theorem.
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