The Kramers-Kronig relations, which strictly apply for systems that are linear, stable, and causal, provide an essential tool for assessing the internal consistency of impedance data. The Kramers-Kronig relations are understood to be sensitive to failures of causality, but insensitive to failures of linearity. Numerical simulations were performed to explore the conditions under which the Kramers-Kronig relations are sensitive to nonlinear behavior of electrochemical systems. A characteristic frequency was identified below which the Kramers-Kronig relations are satisfied, even for very nonlinear systems. This result is observed for systems with a small ohmic resistance. The Kramers-Kronig relations are not satisfied for measurements which include the characteristic frequency. For systems with a large ohmic resistance, the Kramers-Kronig relations may provide a better tool for assessing the presence of nonlinear behavior as compared to analysis of low frequency Lissajous plots. The Kramers-Kronig relations, derived for systems that can be assumed to be linear, stable, and causal, have proven useful for confirming the self-consistency of electrochemical impedance data. Failure of impedance data to satisfy the Kramers-Kronig relations at high frequencies can generally be attributed to instrumental artifacts, and low frequency deviations can be attributed to nonstationary behavior. Instrumental artifacts and nonstationary behavior represent violations of causality.
The Kramers-Kronig relations, derived for systems that can be assumed to be linear, stable, and causal, have proven useful for confirming the self-consistency of electrochemical impedance data. Failure of impedance data to satisfy the Kramers-Kronig relations at high frequencies can generally be attributed to instrumental artifacts, and low frequency deviations can be attributed to nonstationary behavior. Instrumental artifacts and nonstationary behavior represent violations of causality.
While assumption of linearity is essential for the derivation of the Kramers-Kronig relations, the Kramers-Kronig relations are generally considered to be insensitive to nonlinear behavior in electrochemical systems. 1 Urquidi-Macdonald et al. 2 used experimental data to show that the Kramers-Kronig transforms are highly sensitive to the condition of causality and are insensitive to the condition of linearity. Their evaluation of the effect of the linearity condition on the Kramers-Kronig transforms was accomplished by varying the amplitude of the input potential perturbation signal during subsequent impedance scans for the corrosion of iron in a 1 M H 2 SO 4 solution. For the largest amplitudes, the magnitude of the impedance decreased significantly from the small amplitude case, indicating violation of the linearity condition for their system. The data were nevertheless shown to remain consistent with Kramers-Kronig transforms for all input amplitudes tested. The result showed that the Kramers-Kronig relations were insensitive to the condition of linearity which was clearly violated for large perturbation inputs. Urquidi-Macdonald et al. attributed the cause of this insensitivity to an equal decrease in the real and imaginary components of the impedance when the perturbation amplitude was increased and to the ability of the frequency response analyzer to reject harmonics.
The issue of nonlinearity in impedance measurements is important. Use of an input perturbation that is too large yields an incorrect value for the charge-transfer resistance. While the Kramers-Kronig relations have not been found useful for assessing the appearance of nonlinearity, experimental methods, such as examination of low frequency Lissajous plots, can be used to identify a nonlinear response. 3, 4 Application of a random phase multisine input can be used to resolve nonlinear contributions to the error structure of impedance measurements. [5] [6] [7] The objective of this work is to use numerical simulations to identify the conditions under which the Kramers-Kronig relations are sensitive to nonlinear behavior. A related objective is to provide an explanation for the lack of sensitivity of the Kramers-Kronig relations to nonlinear behavior reported by Urquidi-Macdonald et al. 2 
Theoretical Approach
The nonlinear response in electrochemical systems typically results from the potential dependence of faradaic reactions. For example, both Tafel and Butler-Volmer reaction kinetics display an exponential dependence on the interfacial potential. The total current passed through the electrode contributes to charging the interface and to the faradaic reaction. These contributions are presented in parallel in the circuit in Fig. 1a , where the use of a box for the faradaic reaction is intended to emphasize the complicated and nonlinear potential dependence. The addition of an ohmic electrolyte resistance caused the interfacial potential V to be smaller than the applied potential U. This effect is illustrated in Fig. 1b .
The applied potential U can be expressed as a sinusoidal perturbation about a steady value Ū as
where ⌬U is the input amplitude, is the input frequency, and t is the time. In the absence of an ohmic resistance, as shown in Fig. 1a , the circuit potential U and the interfacial potential V are equal. In the presence of an ohmic resistance R e , the applied cell potential is related to the interfacial potential by
where i f is the faradaic current density and i C represents the charging current. The faradaic current density can be expressed as
or equivalently
where b a and b c are the anodic and cathodic coefficients with units of inverse potential and K includes the exchange current i 0 and the equilibrium potential difference V 0 as K a = i 0 exp͑−b a V 0 ͒ and K c = i 0 exp͑b c V 0 ͒. The value of the charge-transfer resistance at a given potential V͑t͒ can be calculated from the slope of the interfacial polarization curve
͓5͔
The linear value of the charge-transfer resistance is given as
͓6͔
where V represents the steady-state potential at which the impedance measurement was made.
An analytic expression for current density as a function of applied potential U = V can be obtained for the system without ohmic resistance shown in Fig. 1a . The current and potential terms cannot be separated in the more general case given in Fig. 1b , and a numerical method must be employed. The numerical method used to estimate the solution of the circuit shown in Fig. 1b is described in a related paper. 4 The impedance response of the circuits shown in Fig. 1a and b was calculated directly for each frequency using Fourier integral analysis. 3 The simulated impedance data were tested for compliance with the Kramers-Kronig relations using the measurement model analysis. The procedure for the determination of the Kramers-Kronig consistency recommended by Agarwal et al. was to fit the imaginary component of impedance data to a measurement model of sequential Voigt elements and then predict the real component of impedance from the extracted parameters. [8] [9] [10] [11] [12] In the present work, the frequency-dependent charge-transfer resistance that results from the influence of nonlinearity prevented accurate regression of the data to the imaginary-only component. As a result of this limitation, the analysis in the next section was based on best-fit complex regression of simulated impedance data to a measurement model. Sequential Voigt elements were added to the measurement model until the addition of an element did not result in an improvement of the fit within a confidence of 95%. Because the measurement model is inherently consistent with the Kramers-Kronig transforms, data that fall within the confidence interval of a regressed model transformed successfully. Nonconformity with the measurement model indicated noncompliance and, therefore, violation of linearity.
In addition to the measurement model analysis, the simulated impedance data were directly tested for compliance with the Kramers-Kronig transformations. The form of the Kramers-Kronig integrals used is given by
where Z j ͑͒ is an analytic function of the imaginary component of impedance and Z r,ϱ is an adjustable parameter representing the value of the ohmic resistance. The utility of Eq. 7 is that the real component of impedance Z r ͑͒ can be predicted from an analytical function of the imaginary component if the conditions of linearity, stability, and casuality are not violated. The integral expressed in Eq. 7 was evaluated by inserting the imaginary component Z j ͑x͒ of the simulated nonlinear impedance data into the integrand and then performing a numerical integration at each frequency. This allowed for the prediction of the real component Z r ͑͒. The test for data compliance was achieved by comparing the predicted value from Eq. 7 to the real component of the simulated data.
Results
The simulation results used to explore the role of the KramersKronig relations for nonlinear systems are summarized in Table I . For each simulation, the system parameters gave rise to a linear charge-transfer resistance R t,0 = 26.3 ⍀ cm 2 . The ohmic resistance R e was varied from 0 to 100 ⍀ cm 2 . A scaled potential perturbation can be defined following Hirschorn et al. 4 as
where a value ⌬U* = 1 yields an almost linear response, resulting in an error of less than 0.5% in the measured charge-transfer resistance, and R t,obs is the observed charge-transfer resistance measured at low frequency. The values of the scaled potential perturbation given in Table I reflect the influence of ohmic resistance on the interfacial potential ⌬V max resulting from an applied potential ⌬U.
As discussed extensively in Ref. 4 and 13-20 the large potential perturbation causes an error in the observed charge-transfer resistance. The magnitude of the effect can be assessed by using the dimensionless ratio R t,obs /R t,0 . The magnitude of the induced errors depends on the ohmic resistance, 4 i.e., the ratio R t,obs /R t,0 approaches unity as R e /R t,obs increases. The error in the impedance response caused by a large input signal is shown in Fig. 2 for the simulations with R e = 1 ⍀ cm 2 . Simulated data generated from the systems presented in Table I were analyzed for consistency with the Kramers-Kronig relations. Under these conditions, the introduced input amplitude of ⌬U = 100 mV caused significant errors in the impedance response. The simulated data were analyzed using both the measurement model approach and direct evaluation of the Kramers-Kronig integrals, as described in the previous section.
The residual errors resulting from a measurement model fit to simulated impedance data generated from the system with no ohmic resistance R e = 0 are shown in Fig. 3a and b for the real and imagi- Table I . nary parts, respectively. The dashed line represents the confidence interval for the regressed model. All of the residual errors fell within the confidence interval, suggesting that the Kramers-Kronig relations were satisfied. The magnitude of the residuals, on the order of 10 −13 , show that the measurement model could fit the data to within 12 significant digits. The data were shown to satisfy the KramersKronig relations, even though the errors due to a nonlinear response were very large, i.e., R t,obs /R t,0 = 0.658.
The real and imaginary parts of the normalized residual errors resulting from a measurement model fit to simulated impedance data generated from the system with R e = 0.01 ⍀ cm 2 are shown in Fig.  4a and b, respectively. The residual errors fell outside the confidence interval at frequencies greater than 10 5 Hz. The scaled values of 10 −4 at high frequencies show that the deviations from KramersKronig relations are in the fourth significant digit, which may not be visible for experimental data. Nevertheless, the simulation results do not conform to the Kramers-Kronig transforms.
The real and imaginary parts of the normalized residual errors resulting from a measurement model fit to simulated impedance data generated from the system with R e = 1 ⍀ cm 2 are shown in Fig. 5a and b, respectively. The deviation from consistency with the Kramers-Kronig relations, marked by residual errors that fall outside the confidence interval for the regressed model, is evident for frequencies greater than 10 3 Hz. The magnitude of the scaled residual errors is larger than seen in Fig. 4 . In addition, the residual errors fall outside the confidence interval at a lower frequency as compared to Fig. 4 .
The residual errors resulting from a measurement model fit to simulated impedance data generated from the system with R e = 100 ⍀ cm 2 are shown in Fig. 6a and b. Due to the large ohmic resistance, the error due to nonlinearity was small, i.e., R t,obs /R t,0 = 0.981. Nevertheless, the normalized residual errors fell outside the confidence interval for all frequencies.
The measurement model analysis of consistency with the Kramers-Kronig relations presented in Fig. 3-6 was complemented by an independent analysis using direct evaluation of the KramersKronig integral Eq. 7. As shown in Fig. 7 , the real part of the impedance predicted from Eq. 7 agreed perfectly with the simulation value for the system with no ohmic resistance R e = 0 ⍀ cm 2 . This result agrees with the result presented in Fig. 3 , showing that even a very nonlinear impedance response yielding R t,obs /R t,0 = 0.658 is consistent with the Kramers-Kronig relations for an ohmic resistance equal to zero. For the system with R e = 1 ⍀ cm 2 , the real Residual error resulting from a measurement model fit Z m to simulated impedance data Z s for the system with R e = 0 ⍀ cm 2 : ͑a͒ real and ͑b͒ imaginary parts. The lines correspond to the 95.4% ͑2͒ confidence interval for the regression. The system parameters presented in Table I give rise to R t,obs /R t,0 = 0.658 and R e /R t,obs = 0. Table I give rise to R t,obs /R t,0 = 0.658 and R e /R t,obs = 5.8 ϫ 10 −4 . Table I give rise to R t,obs /R t,0 = 0.684 and R e /R t,obs = 5.6 ϫ 10 −2 .
component of impedance predicted from Eq. 7 deviated from the real component of the simulated data, indicating noncompliance with the Kramers-Kronig transforms due to violation of linearity. This result agrees with the results presented in Fig. 5 . The direct integration of Eq. 7 was also able to reveal an inconsistency with the Kramers-Kronig relations for the system with R e = 100 ⍀ cm 2 , as shown in Fig. 8 . The percent error in the low frequency region, corrected for ohmic resistance, is 4 times greater for the R e = 100 ⍀ cm 2 system as compared to the R e = 1 ⍀ cm 2 system shown in Fig. 7 . For the system with R e = 0.01 ⍀ cm 2 , however, direct integration of Eq. 7 did not reveal the inconsistencies with the Kramers-Kronig relations shown by the measurement model analysis in Fig. 4 . This discrepancy may be regarded to be a testimony to the sensitivity of the measurement model analysis for failures of consistency with the Kramers-Kronig relations.
Discussion
The sensitivity of the Kramers-Kronig transforms to nonlinearity clearly depends on both the magnitude of the errors R t,obs /R t,0 and on the ohmic resistance. The objective of the following section is to identify the conditions under which the Kramers-Kronig relations may detect errors caused by a nonlinear impedance response.
Influence of transition frequency.-The maximum variation in interfacial potential ⌬V max corresponding to an input perturbation ⌬U = 0.1 V is given in Fig. 9a for the simulations presented in Table I . One influence of the ohmic resistance is seen at low frequencies, where
The presence of the ohmic resistance further decreases the perturbation amplitude at higher frequencies where the interfacial impedance becomes small and the role of the faradaic current is diminished. As previously reported, 4 the frequency dependence of the interfacial potential causes a corresponding change in the apparent charge-transfer resistance, as shown in Fig. 9b . The charge-transfer resistance was calculated using Eq. 5 for each time-dependent value of V generated during the development of synthetic data. At each frequency, the charge-transfer resistance was averaged over a complete sinusoidal cycle yielding the effective charge-transfer resistance, which at low frequency is approximately the observed chargetransfer resistance R t,obs . The frequency characteristic of the transformation shown in Fig. 9 from low frequency behavior to high frequency behavior was given by Hirschorn et al. to be
where R t,obs is the observed charge-transfer resistance at the given perturbation amplitude. The transition frequency depends on the dimensionless ratio R t,obs /R e and is given in units of hertz.
The influence of the transition frequency can be seen in Fig. 10 where the normalized real part of the impedance is presented as a function of normalized frequency for the system with R e = 1 ⍀ cm 2 . The frequency is scaled by the frequency characteristic of the R t,0 C time constant, and the real part of the impedance is A comparison of simulation results to the real component of impedance predicted using Eq. 7 for the systems with R e = 0 ⍀ cm 2 and R e = 1 ⍀ cm 2 . The system parameters presented in Table I give rise to R t,obs /R t,0 = 0.658 and R t,obs /R t,0 = 0.684, respectively. In the absence of ohmic resistance, the simulated data and the predicted values are equal. A comparison of simulation results to the real component of impedance predicted using Eq. 7 for the systems with R e = 1 ⍀ cm 2 and R e = 100 ⍀ cm 2 . The system parameters presented in Table I give rise to R t,obs /R t,0 = 0.684 and R t,obs /R t,0 = 0.981, respectively. Figure 6 . Normalized residual errors resulting from a measurement model fit Z m to simulated impedance data Z s for the system with R e = 100 ⍀ cm 2 : ͑a͒ real and ͑b͒ imaginary parts. The lines correspond to the 95.4% confidence interval for the regression. The system parameters presented in Table I give rise to R t,obs /R t,0 = 0.981 and R e /R t,obs = 3.9.
corrected for the ohmic resistance and scaled by the R t,obs seen at low frequency. At the transition frequency given by Eq. 10, the effective charge-transfer resistance changes from the low frequency value R t,obs , which is affected by the nonlinear response, to the linear value R t,0 .
The change in apparent charge-transfer resistance has an influence as well in the imaginary part of the impedance. The normalized impedance responses are presented as functions of normalized frequency for the systems with R e = 0.01, 1, and 100 ⍀ cm 2 in Fig.  11a and b for the real and imaginary parts, respectively. The solid curve is the ideal linear response and the dashed curves are the nonlinear impedance responses arising from a large input amplitude of ⌬U = 100 mV for system parameters presented in Table I . As shown in Fig. 11a , the real component of impedance is distorted from the ideal linear response for the R e = 1 ⍀ cm 2 and R e = 0.01 ⍀ cm 2 systems. Distortion is also present for the R e = 100 ⍀ cm 2 system; however, it is not visually evident in Fig. 11a due to the small deviation of the observed charge-transfer resistance from the linear value, i.e., R t,obs /R t,0 = 0.981. The distortion from the linear response occurs at the transition frequency described by Eq. 10. As shown in Fig. 11b , the imaginary component of impedance is distorted from the ideal linear response for the R e = 1 ⍀ cm 2 and R e = 100 ⍀ cm 2 systems. Distortion is not evident for the R e = 0.01 ⍀ cm 2 system. For the case with R e = 0.01 ⍀ cm 2 the transition frequency was f t = 8 ϫ 10 5 Hz which was in the calculated range of frequencies, but the transition to R t,0 takes place in a frequency range where the current is predominately charging and the value of the charge-transfer resistance is inconsequential.
In contrast, no distortion of the impedance response is seen for the case in which R e = 0. The normalized impedance response for the system with R e = 0 is presented as a function of normalized frequency in Fig. 12a and b for the real and imaginary parts, respectively. Both the ideal linear response and the nonlinear impedance response are superposed in spite of the large potential amplitude applied, yielding a value R t,obs /R t,0 = 0.658.
The work presented here demonstrates that the sensitivity of the Kramers-Kronig relations on the nonlinearity of an electrochemical system depends on both the magnitude of the potential perturbation and the value of the transition frequency given by Eq. 10. The critical parameters are ⌬U*, given by Eq. 8, R t,obs C dl , and R e /R t,obs . When R e = 0, the transition frequency given by Eq. 10 is equal to infinity, and the impedance response is given by
where R t,obs differs from R t,0 but is independent of frequency. In this case, the Kramers-Kronig relations are satisfied. When the ohmic resistance is small and the transition frequency is outside the experimentally assessable range, the effective charge-transfer resistance is approximately independent of frequency, as shown in Fig. 9b , and the Kramers-Kronig relations are satisfied. The Kramers-Kronig relations are also satisfied if the departure from linear behavior is sufficiently small that R t,obs /R t,0 Ϸ 1. The Kramers-Kronig relations are violated for conditions where R t,obs /R t,0 1 and the transition frequency given by Eq. 10 falls within the experimental frequency range. In such a case, the varying effective charge-transfer resistance is the mechanism that causes the Kramers-Kronig relations to fail, just as a time-dependent R t would cause the Kramers-Kronig relations to fail due to violation of the condition of causality.
There exists an interesting balance of effects for the systems with a large ohmic resistance. The presence of a large ohmic resistance reduces the portion of the applied potential perturbation that contributes to the interfacial potential and therefore reduces the departure of R t,obs /R t,0 from unity. At the same time, the transition frequency approaches 1/R t,obs C dl , thus making any departure from linear behavior detectable by use of the Kramers-Kronig relations. In these cases, the use of Lissajous figures at low frequencies may be less sensitive to nonlinear behavior as compared to the use of the Kramers-Kronig relations. For example, the Lissajous analysis of the R e = 100 ⍀ cm 2 system, shown in Fig. 7 of the work by Hirschorn et al., 4 did not detect the presence of nonlinearity, while the Kramers-Kronig analysis shown in Fig. 8 did detect nonlinear behavior. A further increase in the ohmic resistance eventually leads to an approximately linear response that is in compliance with the Kramers-Kronig relations.
For small values of ohmic resistance, the transition frequencies are significantly greater than 1/R t,obs C dl and the transition to R t,0 takes place in a frequency range where the value of the chargetransfer resistance has a negligible influence on the imaginary im- (b) (a) Figure 9 . Interfacial parameters as functions of frequency for the simulations presented in Table I : ͑a͒ maximum variation in the interfacial potential and ͑b͒ the effective charge-transfer resistance. Vertical lines correspond to the transition frequency given by Eq. 10.
pedance. Therefore, it is difficult to detect discrepancies at low frequencies between the data and the predicted values using the Kramers-Kronig transform expressed by Eq. 7 . This agrees with the results presented in Fig. 8 , where the R e = 100 ⍀ cm 2 system with f t = 4 ϫ 10 2 Hz is more sensitive to nonlinear behavior than is the R e = 1 ⍀ cm 2 system with f t = 8 ϫ 10 3 Hz.
Application to experimental systems.-The transition frequency given by Eq. 10 is presented in Fig. 13 as a function of RC time constant with R e /R t as a parameter. The time constant for fast reactions, such as the reduction in ferricyanide on a platinum electrode at an appreciable fraction of the mass-transfer-limited current density, can be on the order of 10 −5 s. For these systems, the transition frequency may fall outside the experimentally accessible frequency range. The RC time constant for reactions near the equilibrium potential may, however, be significantly larger. For these systems, the transition frequency may fall within the experimental range, even for small values of R e /R t .
Urquidi-Macdonald et al. reported, based on experimental observations, that the Kramers-Kronig relations are not sensitive to a nonlinear system response. 2 Their conclusions were based on experiments performed with different perturbation amplitudes on an iron electrode in a 1 M H 2 SO 4 electrolyte. They found that the Kramers-Kronig relations were satisfied even for potential perturbation amplitudes sufficiently large to cause measurable distortions in the impedance response. Their results can be placed into the context of Fig. 13 . System parameters R e = 2 ⍀ cm 2 , C dl = 10 F/cm 2 , and R t,obs = 14 ⍀ cm 2 were estimated from the small-amplitude impedance data from the published experimental results shown in Fig. 4 of their work. 2 The corresponding transition frequency was approximately 9000 Hz. Their experimental frequency range extended only to 5000 Hz, as shown in Fig. 5 of their work. Therefore, the transition frequency was not in the measured frequency range, and the measured charge-transfer resistance, although in error due to nonlinearity associated with large perturbation amplitudes, was approximately frequency independent. As a result, the data complied with Kramers-Kronig relations.
It is worth asking, for systems for which the measured frequency range includes the transition frequency, whether the distortions associated with nonlinear behavior are sufficiently large to be discernible in experimental measurements. Normally distributed additive stochastic errors with a mean value of zero and a standard deviation of 0.1% of the modulus of the calculated impedance response were applied to the system with R e = 1 ⍀ cm 2 . This level of noise has been reported to be typical of impedance measurements. 21, 22 The measurement model analysis for this system with an input potential (b) (a) Figure 11 . The normalized impedance response as functions of normalized frequency for the systems with R e = 0.01, 1, and 100 ⍀ cm 2 : ͑a͒ real and ͑b͒ imaginary parts. The solid curve is the ideal linear response and the dashed curves are the nonlinear impedance responses arising from a large input amplitude of ⌬U = 100 mV for system parameters presented in Table I . 
C350
Journal of The Electrochemical Society, 156 ͑10͒ C345-C351 ͑2009͒ C350 perturbation amplitude of ⌬U = 100 mV is presented in Fig. 5 in the absence of added noise. The measurement model analysis is presented in Fig. 14 for simulated data using an input potential perturbation amplitude of ⌬U = 1 mV. The normalized residual errors for both real and imaginary parts of the impedance, shown in Fig. 14a and b, respectively, are distributed around zero, indicating that the Kramers-Kronig relations are satisfied.
The corresponding measurement model analysis using an input potential perturbation amplitude of ⌬U = 100 mV is presented in Fig. 15 . The normalized residual errors for both real and imaginary parts of the impedance, shown in Fig. 15a and b, respectively, are not distributed around zero, indicating that the Kramers-Kronig relations are not satisfied. Thus, a Kramers-Kronig analysis based on the measurement model detects nonlinearity of systems for which the measured frequency range includes the transition frequency, even when reasonable experimental error is present.
Conclusions
While the results presented here are consistent with the observations reported by Urquidi-Macdonald et al. 2 that the KramersKronig relations were insensitive to failures of linearity, this work also shows that, under appropriate conditions, the Kramers-Kronig relations provide a useful tool for detection of nonlinear system responses. The sensitivity of the Kramers-Kronig relations on the nonlinearity of an electrochemical system depends on both the magnitude of the potential perturbation and on whether the transition frequency given by Eq. 10 falls within the experimental frequency range. The value of the transition frequency depends on R t,obs C dl and R e /R t,obs . The Kramers-Kronig relations will be violated for conditions where R t,obs /R t,0 1 and the transition frequency given by Eq. 10 falls within the experimental frequency range.
For small values of R e /R t,obs , the Kramers-Kronig relations may be of limited utility for detecting errors associated with a nonlinear response. In this case, it will be more appropriate to use experimental tests involving either repeated measurements with different perturbation amplitudes or observation of nonlinear responses in low frequency Lissajous plots. 3, 4 Inspection of Lissajous plots may be less useful for systems with large values of R e /R t,obs . In this case, the Kramers-Kronig relations may provide a more useful tool for detection of nonlinear responses to large potential perturbations. 
