Abstract The aim of this study was to determine the threshold of fracture probability at which interventions became cost-effective in men and women, based on data from Sweden. We modeled the effects of a treatment costing $500 per year given for 5 years that decreased the risk of all osteoporotic fractures by 35% followed by a waning of effect for a further 5 years. Sensitivity analyses included a range of effectiveness (10-50%) and a range of intervention costs ($200-500/year). Data on costs and risks were from Sweden. Costs included direct costs, but excluded indirect costs due to morbidity. A threshold for cost-effectiveness of approximately $45,000/QALY gained was used. Cost of added years was included in a sensitivity analysis. With the base case ($500 per year; 35% efficacy) treatment in women was cost-effective with a 10-year hip fracture probability that ranged from 1.2% at the age of 50 years to 7.4% at the age of 80 years. Similar results were observed in men except that the threshold for cost-effectiveness was higher at younger ages than in women (2.0 vs 1.2%, respectively, at the age of 50 years). Intervention thresholds were sensitive to the assumed effectiveness and intervention cost. The exclusion of osteoporotic fractures other than hip fracture significantly increased the cost-effectiveness ratio because of the substantial morbidity from such other fractures, particularly at younger ages. We conclude that the inclusion of all osteoporotic fractures has a marked effect on intervention thresholds, that these vary with age, and that available treatments can be targeted cost-effectively to individuals at moderately increased fracture risk.
Introduction
There is a growing opinion that intervention thresholds for osteoporosis should be based on absolute risk (probability) of fracture rather than solely on diagnostic thresholds provided by the T-score of bone mineral density (BMD) [1, 2] . A similar approach is used in cardiovascular disease where absolute risk has been used to determine intervention thresholds for primary prevention with lipid lowering agents [3, 4, 5, 6, 7] .
The setting of intervention thresholds in osteoporosis should take account of the multiple outcomes of osteoporosis-namely the different fracture outcomes and their associated morbidity. We have previously characterized the morbidity that arises from osteoporotic fractures so that the fracture risk can be weighted according to the morbidity occasioned by each osteoporotic fracture [8] . The technique reduces fracture risk to a common currency rather than considering the multiple outcomes that complicate risk assessment. In addition, the weightings are based on utilities lost (disutility), so that they can be used for health economic assessment. This and other approaches have been usedwomen that can be justified from a cost-effectiveness perspective [9, 10] .
Since then, recent studies in patients have suggested that the morbidity arising from vertebral fractures is very significant, and far greater than hitherto appreciated based on expert opinion [11, 12, 13, 14, 15, 16] . Indeed, the loss of quality of life in the 1st year after fracture may be of the same order of magnitude as that for hip fracture [13, 17] . In addition, there is now more epidemiological information available in men. Such data suggest that fracture risk for any given BMD (at the hip or spine) is similar in men and women [18, 19, 20, 21] , and that additional risk factors such as prior fracture, corticosteroid use, and low body mass index have a similar significance in men as they have in women [21, 22, 23] . The objectives of this paper were to update thresholds of risk at which intervention could be considered cost-effective in women and additionally to provide intervention thresholds for men, modeled on the population of Sweden. For this purpose we chose a health service perspective, based on direct costs, but a societal perspective was examined in a sensitivity analysis.
Methods
The model used was based on a Markov model using data on fracture risk derived from the population of Sweden [24, 25] . Direct costs were defined as intervention costs, including those from diagnosis, drugs, and monitoring of treatment minus the savings from a reduction in the future number of osteoporotic fractures needed to be treated. Indirect costs were not included in this analysis. Costs, using values for the years 2000-2001, were derived in SEK but were converted to US$ at a conversion rate for the year 2001 ($1=9.53 SEK). Fracture costs were estimated as the difference between the cost during the years after fracture and the costs in the year preceding the fracture. The costs of hip fracture in the 1st year rose from $8,636 for those patients between the ages of 50 and 64 years, to $23,200 at the age of 85 years or more [26] . Additional costs in the 2nd and subsequent years were assumed to be constant ($4,785). Since costings for all types of osteoporotic fractures and age weights were not available, the costs of other osteoporotic fractures were assumed to be proportional to the disutility incurred by these fractures compared with that of hip fracture [8] . A recent cost analysis in Rochester indicated that the total incremental costs of all fractures other than those at the hip were 47 and 46% higher than the costs of hip fractures in men and women, respectively. The morbidity of nonhip osteoporotic fractures was 39 and 47% higher than for hip fracture in men and women, respectively, suggesting the appropriateness of this assumption [27, 28] .
In a sensitivity analysis we examined the effects of intervention on clinical vertebral fracture without effects on hip fracture. The cost of a clinical vertebral fracture was taken as $3,200, based on empirical data from Malmo [13] and similar to incremental costs calculated for the United States [29] .
The avoidance of fracture was assumed to reduce associated deaths only in the 1st year after fracture. Thus, a minority of fracture-associated mortality was assumed to be prevented in accordance with empirical and epidemiological data [30, 31] . Costs from increased survival were excluded in the base-case analysis in order to facilitate comparisons with other published estimates of cost-effectiveness in osteoporosis. These costs were included in a sensitivity analysis. A threshold value of $45,000 per QALY gained compared to no treatment was taken as an indication of cost-effectiveness using direct costs in line with the recommendations of the National Institute for Clinical Excellence, United Kingdom (NICE) [32] . This is somewhat higher than that proposed by the NOF in 1998 [9] and previously used by ourselves [10, 25] . A threshold of $64,000/ QALY gained was used in sensitivity analyses where cost of added years was included [7] . The higher bench-mark value is commonly used when costs in added years of life are included [7, 33] .
An intervention of 5 years was assumed, targeted to the male or female population at a given 10-year hip fracture probability at any given age. The hip fracture probability varied from 0.5 to 8%. The 5-year treatment was chosen to approximate the time period for which there are direct or indirect clinical data on intervention effects. After stopping intervention, the risk reduction was assumed to reverse in a linear manner over a 5-year period [25, 34] . We used a relative risk reduction (RRR) of 35% for all osteoporotic fractures from the onset of treatment as the base case, which approximates the effect of hormone replacement treatment on all fractures [35] and vitamin D with calcium on hip fracture risk [36] . We additionally examined an effectiveness of 20% and 50%. The latter approximates the average risk reduction from clinical trials with the bisphosphonates [37, 38, 39, 40, 41] and from observational evidence with the recent use of estrogens [42, 43, 44] . The former accommodates an imperfect compliance, at least with regard to efficacy. Finally, we modeled an efficacy of 10%, since even treatments with low efficacy but low costs may still be targeted cost-effectively [45] .
Four different intervention cost levels of $200, $300, $400, and $500 per annum were investigated. The highest cost was used for the base case. The two higher costs approximate the cost in Sweden of transdermal hormone replacement treatment and bisphosphonate intervention, respectively, together with the costs of monitoring for a yearly hospital visit and a BMD test every 2 years. The lower costs encompass cheaper forms of hormone replacement therapy and calcium with and without vitamin D, and vitamin D alone. For the calculation of intervention thresholds, the base-case treatment (35% efficacy/$500 p.a.) was directed at the male and female population over a range of fracture probabilities and age, and the probability of hip fracture computed at which costs crossed the threshold for costeffectiveness. All simulations were undertaken using a discount rate of 3% for both costs and benefits (QALY).
For hip fracture rates we used national data from Stockholm 1990 [46] . For vertebral fractures (those coming to clinical attention), proximal humerus, and Colles fracture, we used data from Malmo [47] . For other osteoporotic fractures (distal femur, proximal tibia, ribs, sternum, scapula, pelvis, shaft of humerus, and clavicle), we used rates calculated for Sweden (1991) (1992) (1993) (1994) (1995) (1996) (1997) [47] . Tibial fractures in men were not considered to be due to osteoporosis [8] . Age-specific fracture rates and mortality were assumed not to change over the lifetime of individuals. The assumption on mortality underestimates lifetime risk [48] , but has little impact over the intervention period.
Utility loss following a fracture was assumed to be similar in men and women. For hip fracture a multiplier of 0.79 was applied to health state values for age to compute loss of QALYs in the 1st year and 0.9 in subsequent years [25] . The utility loss for all other fractures was derived from estimates of the National Osteoporosis Foundation [9] with minor modifications [17] . For the purposes of modeling, excess morbidity from all other fractures was computed as a ratio of that due to hip fracture at any given age [8] . Excess morbidity was 6.1 in women between the ages of 50 and 55 years-i.e., the morbidity (and costs) associated with other osteoporotic fractures was 6.1 times than that accounted for by hip fractures alone. For men this was 4.5 at the same ages. Excess morbidity decreased with age to approximately 1.5 from the ages of 80 years onwards [17] .
When a person had a fracture, subsequent costs for intervention as well as further fractures were assumed to be zero. We estimated, therefore, the cost-effectiveness of preventing only the first fracture since, if it were costeffective to prevent the first fracture, it would probably also be cost-effective to prevent the second, due to the higher risk in the population with a previous fracture [49] . When an individual had a fracture, all future costs related to that fracture were included in the cost per fracture for the 1st year [50] . Excess mortality after fracture was included for the 1st year after fracture [25] and assumed to be the same as the general population for the 2nd and subsequent years.
Results
The cost-effectiveness of the base-case treatment ($500) and of midrange efficacy (35% effectiveness) is shown in Fig. 1 at different ages and different hip fracture probabilities. As expected, cost-effectiveness improved at any age with increasing fracture probability, due to the higher risk of fracture and thus the greater number of fractures avoided. For any given hip fracture probability, cost-effectiveness improved with decreasing age since more nonhip fractures were avoided at the younger ages. Similar findings were noted in men with the exception that it was less cost-effective to treat men at the age of 50 years for any given fracture probability, mainly due to the exclusion of tibial fractures as being osteoporotic in men. At the age of 60 years and more there was little difference in cost-effectiveness ratio between men and women at any given 10-year probability.
The threshold probability of hip fracture (10-year risk) at which intervention (35% RRR) became costeffective is shown in Table 1 and Fig. 2 for the base case. In women, this ranged from 1.17 to 7.40% depending on age. The lower threshold probability at younger ages reflects the influence of fractures other than the hip and the longer survival of younger women. In men the threshold probabilities were higher than in women up to the age of 60 years due to the exclusion of tibial fractures (which were not considered to be due to osteoporosis). Above the age of 65 years the threshold probabilities below which it was cost-effective to inter- Fig. 1 Cost-effectiveness of an intervention costing $500 per annum with an efficacy of 35%, according to age and hip fracture probability. The threshold for cost-effectiveness is set at $45,000 per QALY gained (horizontal line). Note the logarithmic scale vene were somewhat lower in men than in women, due to the higher mortality in men.
In women it was cost-effective to treat at average risk for age from the age of 65 years whereas in men it was cost-effective to treat from the age of 85 years (see Table 1 ).
The impact of averting hip fracture alone, hip plus spine plus forearm fracture, or all osteoporotic fractures is shown in Table 2 for a male aged 65 years. When therapy was assumed to decrease hip fracture only, it was not cost-effective to intervene unless the 10-year hip fracture probability exceeded about 10%. Where treatment had effects on hip, spine, and forearm fractures, the threshold probability was approximately 7%. Where all osteoporotic fractures were assumed to decrease with intervention (i.e., the base case), it was cost-effective to intervene with a hip fracture probability of 3.4%.
Effects on hip fracture had a greater quantitative impact than effects on spine fracture. For example, in men aged 75 years with a twofold increase in risk of hip fracture, the cost-effectiveness ratio was $59,000 where no effects on vertebral fracture were assumed (Fig. 3) . In contrast, in men of the same age and a twofold increase in vertebral fracture risk, the cost-effectiveness ratio was $87,000 where no effect on hip fracture was assumed. Where effects on both fracture types were assumed, costeffectiveness improved ($47,500).
The impact of including costs of added years of life is shown in Table 3 . Their inclusion increased the costeffectiveness ratio, an effect that increased with advancing age. At the age of 50 years their inclusion decreased the threshold probability at which treatment became cost-effective. By contrast above the age of 75 years, the threshold probability was higher than when the costs of added years was excluded (Table 3) .
Further one-way sensitivity analyses were undertaken for women aged 60 years to compare with a base-case hip fracture probability at the threshold of cost-effectiveness. Using no discount rate for benefits, the hip fracture probability threshold improved by 15% (Table 4) since costs were largely confined to the treatment period, whereas benefits continued to accrue after the intervention stopped. For the same reason, the probability threshold improved by 29% when the offset time was assumed to be 10 rather than 5 years. Conversely, reducing the offset time, adversely affected the a Average probability in the general population for age and sex Fig. 2 Intervention thresholds in men and women expressed as 10-year hip fracture probability according to age (solid lines) and average 10-year hip fracture probability (bars). Note the logarithmic scale probability threshold. Alterations in the duration of treatment had modest effects on cost-effectiveness. Sensitive variables affecting threshold probabilities were the assumed efficacy and cost of intervention.
Discussion
In this paper we used a simulation model to investigate the cost-effectiveness of a 5-year treatment to prevent osteoporotic fractures in men and women. Major determinants of cost-effectiveness included the age of the individual, the cost of intervention, and the fracture probability. Our analysis shows that it is possible to offer cost-effective intervention even for men and women at moderate risk. For example, for agents of intermediate effectiveness (35%) it was cost-effective to treat men aged 85 years and women aged 65 years at average risk with the most expensive intervention, assuming that intervention could be shown to be effective in such a population. Previous estimates examining the costeffectiveness of interventions on the basis of hip fracture alone suggest that intervention in women of average risk at the age of 80 years is cost-effective [51] consistent with the present analysis. Intervention thresholds determined on hip fracture probability alone would neglect the many other fractures, particularly in younger age groups where the frequency of fractures at other sites is much higher than in the elderly [8, 52] . Even in the elderly, hip fractures represent fewer than 50% of fractures in men and women aged 80 years or more [8, 52, 53] . Thus, the inclusion of additional fractures due to osteoporosis decreases the threshold substantially as also shown in our sensitivity analysis (see Table 2 ).
In an earlier paper we published intervention thresholds for women [10] , but this has now been updated largely because of the awareness that the morbidity of vertebral fracture is substantially higher than previously assumed [17] . The impact of this revision is to decrease the threshold of risk at which intervention becomes cost-effective, particularly in younger individuals in whom vertebral fractures are more common than hip Fig. 3 Cost-effectiveness ($000/QALY gained) of treatment in men aged 75 years according to relative risk (RR). Treatment is variously assumed to have an effect only on hip fracture risk, vertebral fracture risk, or both Table 4 Sensitivity analysis of 10-year hip fracture probability around a base-case assumption of a 60-year-old women with a hip fracture probability at the threshold for cost-effectiveness 10-year probability (%) Table 1 ) are approximately 15% lower in women.
The impact of adopting these thresholds depends upon the accuracy with which individuals whose level of risk is at or higher than the threshold can be identified. For BMD measured at the hip, risk increases approximately 2.6-fold for each SD decrease in BMD [54] . Gradients of risk can be improved by the consideration of other independent risk factors [2] . The effect of these considerations on screening strategies is shown in Table 5 . At the age of 50 years, approximately 10% of Swedish women would be identified to be at high risk, a proportion that increases with age, but decreases with higher gradients of risk. In countries with a lower hip fracture probability, the proportion detected would be markedly lower.
To our knowledge the present study is the first to characterize intervention thresholds in men. As expected, these are broadly similar to those found in women, at least from the age of 60 years or more (see Table 1 ). For men aged 50 or 55 years, intervention thresholds are higher in men than in women. This is explained by the exclusion of tibial fractures since there is little evidence that these can be considered to be osteoporotic in men [8] .
The threshold of cost-effectiveness we used was $45,000 (£30,000) per QALY gained, consistent with the threshold that has been recommended by NICE in the United Kingdom [32] . The use of a lower threshold as undertaken previously by ourselves and others [9, 51, 55] would not markedly alter our overall conclusions (see Fig. 1) . In a sensitivity analysis we included cost of added years since their inclusion is recommended when taking a societal perspective [55, 56, 57] . The effect of adding these costs is to decrease the fracture probability at which treatment becomes cost-effective at the age of 50 years (see Table 3 ). In the elderly the reverse pertains-namely, that the threshold probability is lower when costs of added years are excluded. Thus, the effect of not adding future costs biases cost-effectiveness in favor of interventions directed at the elderly, and conversely discriminates against the young. For this reason their exclusion disenfranchises the younger population in whom many osteoporotic fractures occur.
The wide range of intervention costs and efficacy poses problems in setting intervention thresholds since changes in the assumptions for both have marked effects on cost-effectiveness. The most conservative scenario is the most expensive intervention and the lowest efficacy. Conversely, the most exuberant would be to choose the level of risk at which the cheapest intervention had the greatest effectiveness. From a societal perspective a basket of treatments are used with a range of efficacy and costs. For the base case, we assumed (as previously published [10] ) an average effectiveness of 35% on all osteoporotic fractures but the highest cost of intervention ($500).
An important finding from the present study is that the threshold of hip fracture probability at which treatment becomes cost-effective is lower with decreasing age (see Table 1 ). Indeed, for intervention at the age of 50 years a 10-year probability that exceeds 1.2% is costeffective in women. By contrast, for those aged 80 years, treatment became cost-effective with a hip fracture probability of 7.4%. This appears to be paradoxical, but arises because it is assumed that intervention decreases the risk of all osteoporotic fractures. In younger women, proportionately more fractures occur at sites other than the hip. Thus, for a given hip fracture probability, more fractures at sites other than the hip are averted. At the age of 50 years, women have a hip fracture probability of 1.2% which is twice the average hip fracture probability of the general population, but at the age of 80 years, a probability of 7.4% is lower than the average hip fracture probability for that age (see Table 1 ). In a practical sense one would offer cost-effective treatment to a 50-year-old woman only where her risk of hip fracture were double that of the general population, but offer the same intervention for the same cost-effectiveness to an 80-year-old woman at average risk. Thus, the effect of age to increase the hip fracture probability at which treatments become cost-effective should not be misconstrued to infer that the younger the age, the more cost-effective treatments become. Indeed, the converse is true.
For women aged 70 years or more, it is, using the base case, cost-effective to treat women at the average population risk (see Fig. 2 ). For example, it is costeffective to treat women at the age of 70 years with a 10-year hip fracture probability of 5.1%, whereas the population probability at this age is 7.7% (see Table 1 ). It is, however, not entirely certain whether the intervention threshold in the elderly should be below the average hip fracture probability for age and sex. The reason is that most trials of intervention have targeted men and women with low bone mineral density, with a T-score for BMD commonly <)2.0 or <)2.5 SD, so that there is less experience of treating individuals with higher values for BMD. Recent studies suggest that efficacy of interventions on vertebral fracture risk is not markedly affected by baseline BMD [58, 59, 60] . For nonvertebral fractures the information base is less but would suggest that antifracture efficacy with bisphosphonates is less marked in individuals with the higher values for BMD [61, 62] . On the other hand, hormone replacement treatment has also been shown to decrease fracture risk when targeted to the general population [35] . Until these uncertainties are resolved it would seem unwise to recommend intervention in individuals whose risk is not increased above that of the population of the same age and sex.
Our conclusions are based on a number of assumptions. A key assumption used in the model concerns the efficacy of treatment. We assumed that if hip fracture risk decreases by a given proportion as a result of treatment, then a comparable effect would be seen for other osteoporotic fractures. This assumption may not be warranted, and for this reason we chose intermediate levels of efficacy. A further important assumption concerning the effectiveness of an intervention is the duration that an effect persists after stopping treatment [25] . There is a great deal of uncertainty over the offset time of many treatments. Relatively rapid offset times of a few years have been observed with calcium, calcitonins, and vitamin D metabolites. Longer offset times are described with the bisphosphonates, estrogens, and tamoxifen, and more recently with parathyroid hormone [25, 63] . Our assumption of a 5-year offset time is therefore conservative, and longer offset times have been shown to improve markedly cost-effectiveness [25] as shown in the present study. A further consideration is that we modeled a fixed treatment time of 5 years, but altering the duration of intervention has modest effects on costs and effectiveness [34] (see Table 4 ).
A further uncertainty arises from our use of utilityweighted fracture risks. This approach weights the incidence of different osteoporotic fractures by their disutility. Thus, a single hip fracture in women aged 50 years is equivalent to approximately two vertebral or four humeral fractures in terms of the morbidity caused [17] . This approach avoids the numerous transition states required in a Markov model for the multiple outcomes. The approach also assumes, however, that direct costs of different fractures are proportional to their disutility. The assumption appears to be reasonable, at least as judged by hospital costs (see ''Methods''). A further assumption is that deaths arising from fractures are proportional to their disutility. The assumption has not been tested, though it is of relevance that high mortality risks are reported for clinically overt vertebral fractures [64, 65, 66, 67] and other long bone fractures [65] with the exception of those at the distal forearm [64, 65, 66] . The proportion of deaths that are causally related to hip fractures is unknown but is estimated to be approximately 25%-similar to estimates for vertebral fracture [68, 69] . Since not all deaths are likely to be causally related we modeled only those deaths occurring in the 1st year as being potentially reversible with treatment.
It is also important to recognize that our model was populated with information available from Sweden. There is a great deal of heterogeneity in fracture probability around the world [70, 71, 72, 73] as well as in the costs of fracture and costs of intervention. For countries with low hip fracture rates, as found in developing countries, the relative risk at which intervention is costeffective will be higher, though the absolute risk at which intervention is cost-effective would not change assuming comparable costs. Thus, in countries with fracture rates lower than Sweden, a lower proportion of the population would be identified for treatment. Intervention thresholds would, however, change with differences in costs, particularly fracture costs, which in most countries are poorly documented. Notwithstanding, the selection of an intervention threshold to cover the most expensive Swedish treatment with intermediate efficacy may provide some buffer for these variations in costs.
A further important variable in other health care settings is willingness to pay for treatment. The gross domestic product (GDP) varies markedly in different regions of the world. In Sweden the GDP/capita is estimated at $25,400 in 2002, but is only $7,000 in Turkey. Thus, for the same fracture risk and the same costs, treatment will be less affordable (at least to health services) in Turkey than in Sweden. On the other hand, individuals in Turkey, rather than society as a whole, may be willing to pay ''Swedish prices'' for health care. For all these reasons it will be important to define intervention thresholds on a country-by-country basis that takes into account the setting for service provision and willingness to pay, as well as considerations of absolute costs.
In this paper we have modeled only the effects of osteoporotic fractures. The impact of interventions that have generalized extraskeletal benefits and risks would markedly alter cost-effective intervention thresholds [46] . The obvious examples are hormone replacement treatment and the selective estrogen receptor modulators. Both appear to affect breast cancer, though in different directions [74, 75] , and both decrease markers of cardiovascular morbidity [74, 75, 76] , though no favorable effects of hormone replacement on cardiovascular events have been shown [35] .
Within these limitations a 10-year probability of hip fracture that varies according to age provides a useable intervention threshold that can be considered in the development of assessment and treatment guidelines in osteoporosis.
