Source localization using RSS (received signal strength) measurements has received considerable attention recently. However, there are few works focusing on the problem of positioning multiple directional sources. To provide a benchmark for evaluating localization algorithms, this paper derives the Cramer-Rao lower bounds (CRLB) for estimating locations, orientations, transmit powers, beam widths of multiple directional sources and the path loss exponent (PLE) of the environment. Meanwhile, in order to facilitate the computation and expression, we also present the relationship of the CRLB among different quantities of sources when estimating their locations and orientations. Given that the maximum likelihood (ML) estimator for the localization problem is highly non-convex and non-linear, this paper proposes an Expectation Maximization (EM) like algorithm to estimate the multiple parameters of each of the sources iteratively. Moreover, the complexity of the presented ML-EM algorithm is significantly reduced via linear representation among the parameters to be estimated. Numerical and simulation results demonstrate the performance of the proposed methods and the derived bounds in terms of estimation error, noise robustness and number of sources.
I. INTRODUCTION
Source localization is a fundamental problem which has found many applications in the global positioning system, cognitive radio networks and wireless sensor networks (WSNs) [1] . Many classic measurements, e.g., time-of-arrival (TOA), time-difference-of-arrival (TDOA), angle-of-arrival (AOA) and received signal strength (RSS) are utilized for positioning the targets [2] . Although less accurate than the localization adopting measurements of TOA, TDOA or AOA, the simple RSS based methods which have low requirements for devices are more suitable for WSNs, due to the fact that the inexpensive sensors in the WSNs could only collect the superimposed signal strength of the sources [3] .
Among the employed methods for RSS based localization, the maximum likelihood (ML) estimator [4] , [5] which The associate editor coordinating the review of this manuscript and approving it for publication was Xingwang Li.
incorporates the basic optimization goals is typically first concerned. As the objective function is highly non-convex and non-linear, the estimator is computationally intensive and thus cost prohibitive to the WSNs. To reduce the complexity, convex approximation techniques, e.g. linear least squares (LLS) [6] - [9] , semidefinite programming (SDP) [10] - [12] , second-order cone programming (SOCP) [3] , [13] and generalized trust region sub-problem (GTRS) [14] , [15] have been applied. Besides, a model-free method using graph processing technology was proposed in [16] to skillfully determine the position, antenna directivity of the source and path loss exponent (PLE) of the environment.
More recently, the combined measurements (e.g. RSS+AOA [17] - [19] , RSS+TOA [15] , [20] , [21] ) were adopted for estimating the unknown parameters of the sources. The results showed that significant performance gains can be achieved compared to the estimation with the RSS measurements only. The signal strength superposition VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of multiple sources increases the difficulty of locating them. In [22] , a Tabu search algorithm was proposed, it is believed to be able to obtain the global optimal estimates with a suitable initial solution. Two iterative methods based on parametric ML solution were presented in [23] to estimate the positions of multiple targets. Given that the locations of the sources have sparse characteristics in the region, the compressive sensing theory which considers the spatial positions with several sources as a sparse matrix has been respectively adopted in [24] and [25] to locate the sources by an on-grid orthogonal matching pursuit (OMP) algorithm and an off-grid sparse Bayesian learning (SBL) algorithm. Furthermore, the sparse signal recovery problem additionally considering some practical issues, namely, inaccurate sensor positions and nonuniform Gaussian noise was solved by the presented variational expectation maximization (EM) algorithm in [26] . Unfortunately, the aforementioned methods have not dealt with the localization of multiple directional sources, since most of them assume the transmission is omni-directional. In our earlier work [27] , three feasible methods were proposed for estimating the positions, orientations and transmit powers of multiple directional targets, with the derived Cramer-Rao lower bounds (CRLB) to characterize their estimation performance. In this paper, we again remove the assumption of omni-directional transmission which may lack practicality considering that the non-uniform antenna gain patterns have been widely adopted by devices nowadays. The key contributions of our work are threefold:
• This paper is the first to derive the CRLB for estimating parameters (i.e. locations, orientations, transmit powers, beam widths) of multiple directional sources in the region of interest (ROI) and the PLE of the environment;
• In the aim to facilitate the computation and expression of the performance bounds, this paper shows the relationship of the CRLB among different quantities of sources when estimating their locations and orientations;
• In addition to the ML estimator that is highly nonconvex and non-linear, this paper proposes an ML-EM algorithm to estimate the multiple parameters of each of the directional sources iteratively. The performance of the proposed methods and the derived bounds in terms of estimation error, noise robustness and number of sources are demonstrated by the simulation and numerical results. The paper is organized as follows. Section II presents the system model with multiple different directional sources. The derivation of CRLB and their relationship among different source quantities are respectively shown in Section III. Section IV covers the ML estimator and the proposed ML-EM algorithm. Section V presents the numerical and simulation results, and Section VI gives the conclusions.
Notation: Throughout the paper, scalars are denoted by non-boldface type, while vectors and matrices are denoted by boldface type. (·) T , · and E{·} signify matrix transpose, sample average and statistical expectation, respectively.ω denotes an estimate of ω.   ρ, ρ, · · · , ρ ω   means that the number of ρ in the vector/matrix is ω.
II. SYSTEM MODEL
Consider there are K directional sources with unknown locations (x k , y k ), k = 1, 2, . . . , K and M omnidirectional sensors with known locations (x m , y m ), m = 1, 2, . . . , M in the ROI. In this paper, it is assumed that the transmission directionality of the sources is generated by their directional antennas, and the antenna of a directional source is provided with the Gaussian-shaped radiation pattern [5] 
where τ 0 in mW , θ 0 ∈ [0, 2π ] and β 0 ∈ [0, 2π ] respectively denote the transmit power, the transmission orientation and the main beam width of a directional source. M (·) is defined to limit the range of angles to [−π, π] via
By ignoring the discontinuous point in the mod function, we can get ∂M (φ) ∂φ = 1. Fig. 1 illustrates a noise-free received energy topology of the ROI, where the transmit power of the four sources is 13mw (i.e. 20 dBm), the transmission orientations of them are separately π/4, 3π/4, 5π/4, 7π/4, and the main beam widths of them are π/6, π/3, π/9, π/12 respectively. FIGURE 1. The received energy topology of the 100m × 100m ROI in noise-free conditions. There are 4 directional sources and 100 omnidirectional sensors in the left ROI, the transmission orientations of the sources are marked by the red arrows in the right ROI. The transmit power of the four sources is 13mW (i.e. 20 dBm), the transmission orientations of them are separately π/4, 3π/4, 5π/4, 7π/4, and the main beam widths of them are π/6, π/3, π/9, π/12 respectively.
Assuming log-normal fading as in [8] - [15] , the superimposed received signal strength (in decibels) measured by the m-th sensor can be given as
where α denotes a common attenuation factor [28] of all sensors' measurements, we assume that it has been obtained with a fairly small estimation error before the localization process. 1 e m represents the zero-mean independently identically distributed (i.i.d.) white Gaussian noise process, i.e. e m ∼ N (0, σ 2 ). Note here that σ typically ranges from 4dB to 12dB, and we assume σ 2 can be acquired accurately from controlled measurements. While r m is the dB form of Q m which signifies the RSS associated with the signals transmitted by the K sources in the ROI
where τ k , θ k and β k separately denote the transmit power, orientation and main beam width of the k-th directional source. d 0 = 1 and n p respectively represent the reference distance and the PLE. Typically, 2 ≤ n p ≤ 5, corresponding to free space to dense urban environments. While d mk and θ mk respectively signify the distance and angle between the m-th sensor and the k-th source
By taking the shorthand M mk = M (θ mk −θ k ), then we have
III. DERIVATION OF CRLB
In this section, we first show the derivation of CRLB for estimating the locations, orientations, transmit powers, beam widths of multiple directional sources and the PLE of the environment, then we introduce the CRLB relationship among different quantities of directional sources by taking the estimation of their locations and orientations as an example.
A. CRLB OF ESTIMATING MULTIPLE PARAMETERS
Denote the parameters to be estimated as a vector λ = [α, n p ,
. Besides, we have the observation vector
where the four vectors are defined as
Next, denote the residual vector as
Then the conditional probability density function of the observation vector is
By ignoring the constant term that can be canceled due to derivation, we can now acquire the log-likelihood function as
The CRLB shows the performance limits of any unbiased estimation method [29] . A benchmark can thus be provided by the CRLB to assess the positioning accuracy of the proposed localization methods. In particular, the trace of the inverse of the Fisher Information Matrix (FIM) gives the minimum variance of estimation error of the unknown parameters. The element of FIM F can be expressed as
For the unknown parameters in λ, their partial derivatives that correspond to equation (16) are respectively in the shorthand form η (·) as follows
and
where k = 1, 2, . . . , K , and
with m = 1, 2, . . . , M . Further, denote
Then the FIM F ∈ R (5K +2)×(5K +2) can be expressed as
which has the following form
where B is corresponding to the upper right submatrix in equation (31), i.e.
Obviously, we are only interested in the lower right (5K + 1) × (5K + 1) submatrix (represented by A) in equation (31). Then the CRLB can be given by the trace of the following matrix
B. CRLB RELATIONSHIP AMONG DIFFERENT SOURCE QUANTITIES
In order to facilitate the computation of performance bounds, the CRLB relationship among different source quantities is derived in this subsection. For simplicity, it is assumed that the PLE of the environment n p , transmit powers τ 1 = τ 2 = . . . = τ K = τ and main beam widths β 1 = β 2 = . . . = β K = β of the directional sources are known a priori, this subsection focuses on estimating the basic parameters (i.e. locations and transmission orientations) associated with the localization of multiple directional sources. Note that the derived CRLB relationship also applies to estimate all the unknown 5K + 1 parameters when they are randomly generated within their ranges.
. . , K . Besides, define CRLB K as the CRLB matrix for estimating parameters of K directional sources, the trace of submatrix CRLB K (k) shows the CRLB for estimating the locations and orientations of the k-th directional source. When there is only one source (i.e. K = 1) in the ROI, the FIM is
(36)
For two directional sources (i.e. K = 2), the FIM F 2 is
It can be concluded from equations (19)∼ (21) and (24)∼ (28) that the partial derivatives of the parameters to be estimated are independent of each other for different sources. On the other hand, considering that the sources and sensors may be randomly located in the ROI and the CRLB results are averaged over multiple experiments, thus we have
By observing equations (40) and (41), we can obtain the following relationship
Equation (42) means that we can acquire the average CRLB for estimating the parameters of each of the k sources in the ROI by CRLB k−1 , k = 2, . . . , K . In other words, half of the computation could be reduced by referring to equation (42) when we calculate CRLB for multiple consecutive quantities of directional sources in the ROI.
IV. PROPOSED LOCALIZATION METHODS
In this section, we first show the ML method for estimating the multiple unknown parameters of the directional sources.
Considering the cumbersome calculation process of the ML estimator, we then propose an ML-EM algorithm to estimate the parameters of each of the sources iteratively. As aforementioned, the common attenuation factor α is assumed to be known in the proposed methods. 2
A. THE ML ESTIMATOR
Denote the superimposed RSS vector in noise-free conditions as
We have r = 10log 10 Q. Further, Q can be expressed as
with the element in the m-th row and k-th column as
According to equation (15), now the unknown parameters can be acquired by
Based on which we can further obtain
It should be highlighted that the unknown positions, transmission orientations, beam widths of the sources and the PLE of the environment are related to ξ . Due to the nonlinear dependence among them (see equations (25)∼(29)), an exhaustive search for them is unavoidable by the ML estimator to get the estimation results. 2 It should be noted that the CRLB with unknown α is not identical with the performance bounds of the localization methods assuming known α, as an increase in the number of parameters to be estimated will increase the estimation error. However, we argue that the assumed unknown attenuation factor α with small range of values (i.e. the factor has been obtained with a rather small estimation error) hardly affects the CRLB of estimating other parameters, the performed numerical simulations (we do not show the results due to space limitations) also demonstrate that there is no significant difference between the CRLB derived in the previous section and the CRLB of estimating the concerned unknown parameters only.
Denote ς n p , ς pos , ς θ and ς β respectively as the candidate sets of the PLE, the position, transmission orientation and the beam width. The ML estimation algorithm could be described as follows 1) Pick K points in the ς pos , ς θ , ς β 4D space and a point in set ς n p .
2) Evaluate the ML cost for the 4K +1 parameter estimates via equation (50).
3) Repeat steps 1)∼2) for all combinations of the K + 1 points, choose the combination that minimizes equation (50). 4) Calculate the transmit power vector τ according to equation (49) by the chosen combination.
B. PROPOSED ML-EM METHOD
Given that the ML algorithm should perform exhaustive search on almost all parameters of K directional sources, which is time-consuming, we now propose an iterative algorithm to localize each of the sources.
The iteration process aims to estimate the unknown parameters for each source individually. Therefore, the M sensors need to be assigned to the K directional sources. To this end, this paper defines φ mk to characterize the relevancy between the m-th (m = 1, 2, . . . , M ) sensor and the k-th (k = 1, 2, . . . , K ) source, which can be calculated by
whereτ k denotes the estimated transmit power of the k-th source, andξ mk is acquired by equation (47) with the estimated parametersn p ,x k ,ŷ k ,θ k andβ k . By selecting the source with the largest relevancy according to equation (51), each of the M sensors can be assigned. Mathematically, the set of sensors that are assigned to source k can be represented as
Therefore, we have
where |ε k | denotes the cardinal number of set ε k . Correspondingly, the sensors belonging to the set ε k have positions
The iteration process consists of two basic steps, i.e. the expectation step which updates the measurements of each of the sensor sets, 3 and the maximization step that estimates the unknown parameters of each of the directional sources using the updated measurements in the previous expectation step. Specifically, with the estimated parametersx k ,ŷ k ,τ k ,θ k ,β k of the k-th directional source and the PLEn p , we have
Therefore, in the expectation step, the measurements corresponding to the k-th source can be updated as
where [[·]] ε k signifies the elements in (·) that corresponds to the sensors in set ε k , whileξ andτ separately represent the estimates of ξ and τ . Based on the updated measurements and estimated parameters, we now derive the ML cost function for any single source to simplify the estimation process and show the details of the maximization step. Similar to equation (8), for the k-th source we have
with e ε k (i) ∼ N (0, σ 2 ), i = 1, 2, . . . , |ε k |. According to equation (47), ξ ε k (i)k , i = 1, 2, . . . , |ε k | can be denoted as
where d ε k (i)k and M ε k (i)k are respectively acquired by equation (5) and equations (6), (2) with the estimated parameters of the k-th directional source. By combining equations (57) and (60), we can get
where e is the mathematical constant,
Use the following definitions
Then we can acquire the residual vector for the k-th source as
where M ε k k 2 signifies the result of scalar product between two M ε k k vectors and
Therefore, the conditional probability density function of the observation vector is
where λ k = n p , q k , ϑ k ,x k ,ŷ k ,θ k . By again ignoring the constant term that can be canceled due to derivation, we can obtain the log-likelihood function for the k-th source as
Then the parameters of the k-th source can be estimated through the ML cost function
With partial derivatives ofn p , q k , ϑ k for the residual vector ∂ϕ ε k ∂n p = log 10 d ε k k (70)
the gradient equations are
We omit the equations forx k ,ŷ k ,θ k as they are nonlinear, and an exhaustive search should be inevitably performed for the estimation of the position and transmission orientation. Let equations (73)∼(75) be zero and divide them by |ε k |, we get equations (76)∼(78), as shown at the bottom of the next page, where we could observe thatn p , q k , ϑ k are linearly depended onx k ,ŷ k ,θ k . Therefore, by castingn p , q k , ϑ k into a vector and utilizing matrix inversion for their coefficients, they can be estimated via equation (79), as shown at the
Algorithm 1 The Proposed ML-EM Algorithm
Input: (x m , y m ), m = 1, 2, . . . , M , the observation vector p, attenuation factor α. Output: λ k , k = 1, 2, . . . , K . 1 Initialize number of iterations T ,n p ,τ k ,β k ,x k ,ŷ k ,θ k , k = 1, 2, . . . , K . 2 for t = 1 : 1 : T do 3 Calculate the relevancy between each sensor and each source by equation (51). By performing the maximization steps in parallel for all the K sources, we can get an estimate of the unknown parameters. The final estimates are the results of alternating execution of the expectation step and the maximization steps. Algorithm 1 summarizes the proposed ML-EM method. It should be noted that the PLE estimaten p (see Step 15) is averaged before the next iteration, as there are K outputs for it in the parallel K maximization steps.
C. COMPLEXITY ANALYSIS
We now analyze the complexity of the ML estimation algorithm and the proposed ML-EM algorithm (i.e. Algorithm 1). To get ξ in equation (50), the complexity is O(MK ). We assume M K , so the complexity of acquiring ξ † is O M 3 . The complexity of Step 2) in the ML estimation algorithm (see Section IV.A) can be denoted as O M 3 + MK , while Step 4) has complexity O(1). Since the algorithm needs to verify each combination of K points in the ς pos , ς θ , ς β 4D space and one point in the ς n p space, the total complexity of the ML estimation algorithm is O ς n p ς pos ς θ ς β K M 3 .
In Algorithm 1, we should calculate the relevancy between each sensor and each source, so the complexity of The simulation shows that the number of iterations T in Algorithm 1 is generally less than 7. Obviously, the complexity of the proposed ML-EM method is much lower than that of the ML estimation algorithm.
V. NUMERICAL AND SIMULATION RESULTS
In this section, we first show the performance of the proposed localization methods by contrasting with the derived CRLB, then we verify the CRLB relationship among different source quantities.
A. SIMULATION SETUP
We randomly deploy 100 sensors in a region of 100m×100m with three directional sources, the locations of which are randomly generated in (24m,34m)∼(25m,35m), (80m,20m)∼ (81m,21m) and (50m,75m)∼(51m,76m) three square areas.
Their transmission orientations and beam widths are respectively π/4 and π/6, 3π/4 and π/3, 5π/4 and π/9. While the transmit powers are randomly drawn from 100mW to 1100mW . The PLE n p of the environment is set as 3.
Considering it is cost prohibitive for the ML estimation algorithm to directly perform exhaustive search on the unknown parameters with fine resolutions, we adopt the Multiresolution (MR) Search approach (see Section III.A in [4] ) for the proposed ML algorithm. To show the performance of the proposed methods, we also adopt an approach utilizing the idea of alternating projection (AP). Given that the AP methods introduced in [23] and [27] are not applicable to the current localization scenario, we briefly describe a revised AP method as follows 1) Initialize the 4K +1 parameters, i.e. positions, transmission orientations, beam widths of the K sources and the PLE of the environment.
2) Pick a point in the ς pos , ς θ , ς β , ς n p 5D space.
3) Let the remaining 4(K − 1) parameters remain unchanged, and evaluate the ML cost via equation (50). 4) Repeat steps 2)∼3) to get the point (i.e. 5 parameters) that minimizes equation (50). 5) Repeat step 4) to get the estimates for all 4K + 1 parameters. 6) Calculate the transmit power vector τ according to equation (49) by the 4K + 1 parameter estimates.
The ranges of transmit power, location coordinate, orientation, PLE and beam width are separately 100mW ∼ 1100mW , 0 ∼ 100m, 0 ∼ 2π rad, 2 ∼ 5, and π/90 ∼ π rad. The (final) search resolutions of location, orientation, PLE and beam width are respectively set to 1m, π/180rad, 0.1 and π/90rad. The details of parameters are summarized in Table 1 . For the convenience of expression, we call the square roots of the CRLB numerical results as CRLB in this section. All experiments are carried out in Matlab R2016a on a PC with Windows 10 and an Intel i7-8700 CPU, and the results shown in subsections B∼C and D are respectively averaged over 100 and 1000 randomized trials. with L e , O e , n e , β e and τ e respectively denote the location, orientation, PLE, beam width and transmit power estimation errors shown in the first five subgraphs.
B. ESTIMATION PERFORMANCE OF PROPOSED METHODS
As can be seen in the figure, due to the reduction in the level of disturbance, the estimation errors of the methods and the bounds decrease as the increase of the SNR. For all unknown parameters, the performance of the proposed ML-EM algorithm is significantly better than that of the ML estimator. This can be explained by two reasons. On the one hand, the optimization goal of the ML estimator is highly non-convex and non-linear (see equation (50)), the ξ therein contains too many parameters to be estimated, which constrains the search process into the local minimum. On the other hand, even though the MR Search could greatly reduce the search space and thus the complexity of the ML estimator, it may be trapped into the local minimum in the early iterations and then obtains poor estimation results.
The estimation accuracy of the AP algorithm is generally between the ML-EM and the ML algorithms. We can thus conclude that the AP algorithm outperforms the ML estimator in terms of the estimation performance and the complexity, as the former updates the parameters of each of the sources alternately instead of estimating almost all parameters at once. Furthermore, it can be observed that the beam width estimation accuracy is clearly lower than the transmission orientation estimation accuracy, this is because the RSS measurements are more sensitive to the direction of source than its beam size. To gain some intuition, the relative estimation error of the CRLB, ML-EM algorithm, AP algorithm and ML algorithm are respectively 0.26%, 1.89%, 3.62% and 5.53% when the SNR is 30dB, which highlights that the estimation performance of the proposed ML-EM method is relatively acceptable, it also reveals that there is still a gap between the proposed localization methods and the performance target. Therefore, research regarding the localization of multiple directional sources on the basis of RSS measurements is still open.
C. CONVERGENCE AND COMPLEXITY COMPARISON
In order to demonstrate the convergence of the proposed methods, the value of the target in equation (50) is respectively calculated between Steps 15∼16 for Algorithm 1 and in Step 5) for the AP method. 4 Each of the algorithms is considered to be convergent if the difference between the target values of any two consecutive cycles is small enough. Fig. 3 shows the average number of iterations (NOI) of the two algorithms before they converge in the case of different SNRs. Obviously, the number of iterations required for both algorithms decreases as the SNR increases, and gradually shows a convergence trend. The NOI of the proposed ML-EM algorithm is generally less than 7 when the SNRs are higher 4 There is no convergence issues for the ML algorithm, as it requires an exhaustive search for all candidate parameter values. than 5dB. It can also be concluded that the AP algorithm is more sensitive to the SNR than the ML-EM algorithm, as the NOI of the former is significantly higher than that of the latter at low SNRs, and the opposite is true at high SNRs.
Furthermore, to visually demonstrate the complexity of the proposed methods, we acquire their average operating times when the SNR is set as 20dB, and the results are shown in Table 2 , where T AP denotes the NOI of the AP algorithm. As can be seen from the table, even if the MR Search approach is utilized to reduce the complexity, the ML algorithm is rather time-consuming. In comparison, the AP and the ML-EM algorithms are faster. Since the average NOI of both the AP and ML-EM algorithms is about 5 (see Fig. 3 ), the average operating time per iteration of the AP algorithm is higher than that of the ML-EM algorithm. Therefore, it can be concluded from subsection B∼C that the proposed ML-EM algorithm sequentially outperforms AP and ML algorithms in terms of the estimation accuracy and complexity.
D. CRLB RELATIONSHIP VERIFICATION
Next, we perform simulations to verify the CRLB relationship among different source quantities derived in Section III.B. In the simulation, we randomly generate locations of the sources and set the distance between any two sources to be no less than 10 meters in the ROI. Besides, the beam width and transmit power of them are separately set as π/6 and 1000mW , and the transmission orientations of them are randomly generated in the range 0 ∼ 2π rad. The remaining parameter settings are consistent with Table 1 . Fig. 4 illustrates the numerical results of CRLB for estimating locations and transmission orientations of different source quantities, where the theoretical derived CRLB results 5 (the dashed lines therein) for 3 and 5 sources are respectively 5 It should be noted that there are two kinds of CRLB results in this subsection. One kind is obtained through numerical calculation by according to Section III.A, while the other kind is calculated on the basis of the numerical calculation results by utilizing the deduced CRLB relationship among different source quantities in Section III.B. We call these two kinds of CRLB results respectively as numerical calculated CRLB and theoretical derived CRLB to distinguish them. calculated based on the numerical calculated results for 2 and 4 sources. Obviously, the estimation error bounds decrease as the increase of the SNR, which is consistent with the results in Fig. 2 . Meanwhile, as the number of sources increases, the errors of unbiased estimation increase. Moreover, we can also observe that the location and transmission orientation estimation errors of five sources in Fig. 4 are separately lower than the corresponding performance bounds in Fig. 2 . This is due to the fact that the number of parameters to be estimated by the former is less than that of the latter.
It should also be highlighted in Fig. 4 that there is no significant difference between the results of theoretical derived CRLB and the numerical calculated CRLB for both three and five directional sources. The slight difference between the two does not affect the definition of the performance of the localization methods. Therefore, the derived CRLB relationship among different source quantities can be adopted for reducing the amount of CRLB calculations.
VI. CONCLUSION
As opposed to previous related work, this paper considered estimating unknown parameters of multiple directional sources based on RSS measurements. We have derived the Cramer-Rao lower bound (CRLB) for locating the sources and presented the CRLB relationship among different source quantities with unknown locations and transmission orientations. The ML estimator was introduced. Given the highly non-convex and non-linear characteristic of its optimization target, we have also proposed an ML-EM algorithm which estimates the unknown parameters of each of the sources iteratively. The complexity of the ML-EM was reduced by exploiting the linear relationship between the unknown parameters. Simulation and numerical results have verified the performance of the proposed algorithms and demonstrated that a) the derived performance bounds could be adopted to provide benchmark for localization methods and b) the derived relationship can be utilized to reduce the amount of CRLB calculations for localization of different quantities of sources. WENBO WANG received the B.S. degree in communication engineering and the M.S. and Ph.D. degrees in signal and information processing from the Beijing University of Posts and Telecommunications (BUPT), Beijing, China, in 1986, 1989, and 1992, respectively.
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