Due to the complexity and diversity of our behavior, in the literature, the human individual activity pattern is usually simplified as a completely random point-process, which can be well described by the Poisson process, leading to an exponential interevent time distribution. That is to say, the time difference between two consecutive events should be almost uniform, and long gaps are hardly observed. However, recent empirical studies have shown us a completely different picture: in both group level [1−8] and individual level, [9−18] the interevent time distributions display a heavy-tailed nature, and usually can be approximately fitted by power laws. These empirical findings lead to a new research direction, namely, human dynamics, [19, 20] which have attracted increasing attention recently.
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Based on the queuing theory, Barabasi et al. [10, 12, 21] proposed a simple model where the individual executes the highest-priority task first, and they suggested that the highest-priority-first (HPF) protocol is a potential origin of those heavy tails. The queuing model has great success in explaining the heavy tails in many human-oriented dynamics. However, some other human activity patterns, also displaying the similar heavy-tailed phenomenon, could not be explained by a task-based mechanism. For example, the web browsing, [13, 16] activities in online societies, [14, 18] and playing on-line games [4] are mainly driven by personal interests, which could not be treated as tasks needing to be executed. The in-depth understanding of the non-Poisson statistics in those interest-driven systems requires a new model out of the perspective of the queuing theory. Han et al. [22] proposed a model based on adaptive human interest, which can reproduce the power-law interevent time distribution with exponent −1. However, real human-initiated systems are of various exponents. [20] In this Letter, we propose a new interest-based model for human dynamics, which can reproduce the power-law distribution of interevent time with the tunable exponent. The exponent can be analytically obtained and is in good accordance with the simulations. This model well explains the observed relationship between activities and power-law exponents, as reported recently for online activities [13, 14, 16, 18] and the instant message communications. [17] Considering the daily experience: when we come across a new thing, we may be zesty to do it again but after a period not doing so, the interest may be weakened. Then, for a long rest, an occasional action may remind us the good feeling, and the new cycle starts. Accordingly, we propose a simple model as follows: (i) the interest at time step t is quantified by the probability that an action will occur in this time step and denoted by x(t); (ii) at each time step t, if an action occurs (with probability x(t)), then we reset the interest as x(t) = 1; (iii) at each time step t, if t is the last time step an action occurs, the interest is set as
where α > 0 is a free parameter. 
occurs at time step t, the probability another action happens again at time step t + 1 is x(t + 1) = 1 1+α . Initially, we set x(0) = 1. , while the fitting exponents, obtained by using the maximum likelihood estimation, [23, 24] are 2.02 for α = 1 and 2.91 for α = 0.5, respectively. The numerical results are in good accordance with the analytical ones.
If at a certain time step t, an action occurs, the probability the next action occurs at time step t + Δt (Δt = 1, 2, 3, · · ·) is
It straightforwardly arrives at
Dividing by α Δt simultaneously for the numerator and denominator, one obtains
Using the approximation
where
and if z is a positive integer, Γ(z) = (z − 1)!. According to Eqs. (5) and (6), Eq. (4) can be rewritten as
Accordingly, the interevent time distribution approximately follows a power law with exponent depending on the parameter α. The analytical results are in good accordance with the simulations. Two examples are reported in Fig. 1 , where the parameter is respectively set as α = 1 and α = 0.5. The exponents obtain by simulations and the analytical result agree well with each other.
In summary, we have proposed an interest-driven model that can produce the power-law interevent time distribution. A considerable advantage compared with the model introduced by Han et al. [22] is that the power-law exponent in the present model is tunable. Although the mechanism underlying this model is very simple, it has rich implication for many real observations. As reported very recently by Zhou et al., [14, 17] the activity of a user plays a major role in determining his interevent time distribution: in the statistical level, the higher activity corresponds to larger power-law exponent. This phenomenon challenges both the queuing model [10, 12, 21] that leads to two universal classes with exponent equal to 1 and 1.5 respectively and the adaptive model based on human interest [22] which gives a fixed exponent 1. Note that the average interevent time can be estimated as
According to Eq. (7), this integration convergent only if α < 1, and then we have
Since the average activity is inverse to the average interevent time, it is easily observed that the present model can reproduce the phenomenon that statistically a more active individual will have larger exponent. The present model suggests the memory effect to be the origin of the heavy-tailed temporal statistics. Clearly, if an event occurs recently, an event will very possibly occur at this moment; while if during a long time no event occurs, it will less possibly occur at time moment. This is a strong short-range memory effect that has already been demonstrated by a number of real systems. [25, 26] In addition, the present model is http://doc.rero.ch indeed a cyclic dynamics and does not have any longrange memory effect since when an event occurs, everything goes back to the initial state. Therefore, the present indicates that in the individual level, the significant long-range temporal correlation may not exist, whose validity needs further empirical exploration. The cyclic dynamics as well as the specific decaying function of interest with time are ideal and rough approximation of the real human behavior, which may actually be far different from individual to individual. In contrast to the oversimplified mechanism underlying the present model, we hope that some insights of human dynamics can be obtained therein. We acknowledge Xiaopu Han and Wei Hong for their useful discussions.
