Molecular Dynamics (FPMD) methods, although powerful, are notoriously expensive computationally due to the quantum modeling of electrons. Traditional FPMD approaches have typically been limited to a few thousand atoms at most, due to O(N 3 ) or worse solver complexity and the large amount of communication required for highly parallel implementations. Attempts to lower the complexity have often introduced uncontrolled approximations or systematic errors. Using a robust new algorithm, we have developed an O(N ) complexity solver for electronic structure problems with fully controllable numerical error. Its minimal use of global communications yields excellent scalability, allowing for very accurate FPMD simulations of more than a million atoms on over a million cores. At these scales, this approach provides multiple orders of magnitude speedup compared to the standard plane-wave approach typically used in condensed matter applications, without sacrificing accuracy. This will open up entire new classes of FPMD simulations, e.g. dilute aqueous solutions.
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I. JUSTIFICATION FOR ACM GORDON BELL PRIZE
We present an O(N ) First-Principles Molecular Dynamics code with fully controllable numerical error. We demonstrate excellent parallel scalability with over a million atoms on the full Sequoia machine with PlaneWaves accuracy, an increase in capability and time-tosolution orders of magnitude beyond the previous state of the art. 
III. FIRST-PRINCIPLES MOLECULAR DYNAMICS
Molecular dynamics is a central component of modern computer simulation at the atomistic level with application in chemistry, physics, materials science, and biology (see for example [1] ). The fundamental notion is that each constituent atom is represented in the physical model, and time evolution of these atoms is computed until the physical quantities of interest are appropriately converged. This powerful, general-purpose technique allows treatment of a wide variety of problems by computing probabilities of events or averages of physical quantities at finite temperature. Sometimes it also allows tracking of dynamical processes, such as transitions from one molecular conformation to another.
A wide variety of models exists to describe how atoms interact with each other at the microscopic level, ranging from classical molecular dynamics; where atoms are modeled as classical particles interacting through simple potentials depending only on distances between atoms (such as the simple Lennard-Jones model potential), to fully quantum models (Schrödinger equation); where all particles involved (electrons and nuclei) are modeled at the quantum level. Models which include quantum effects are computationally more demanding, and an appropriate choice needs to be made between accuracy and problem size (number of atoms in model).
In this paper, we focus on First-Principles Molecular Dynamics (FPMD) carried out within the BornOppenheimer approximation (atomic cores treated as classical particles) and model the electronic structure by Density Functional Theory (DFT) (see, e.g. [2] ). This is a popular approach that enables routine simulations of tens to a few hundred atoms with modest computer resources, with a level of accuracy sufficient for many applications in materials science and chemistry. Our goal is to demonstrate how such models can be solved for millions of atoms applying innovative algorithms with reduced complexity and better scalability using millions of computer cores.
In FPMD, the most demanding part of the computation is solving for the electronic structure required to compute the forces acting on each atom and then propagate these "classical" particles in time. This involves solving the Kohn-Sham equations [3] , an eigenvalue problem with a nonlinear operator
The functions {ψ j } N j=1 are the electronic wave functions, { j } N j=1 the lowest eigenvalues, and ρ is the electronic density. V ef f is a nonlinear effective potential modeling the interactions between electrons, and V ext is a linear potential operator modeling the nuclei as seen by the electrons.
Unlike classical physics models where the number of variables (such as temperature, pressure, etc.) does not depend on the size of the problem, the number of fields -electronic wave functions -in quantum mechanics models like DFT is proportional to the problem size. There is one field for each electron. This corresponds to O(N 2 ) degrees of freedom needed to represent O(N ) electronic wave functions for a problem composed of N atoms, and to O(N 3 ) operations for standard solvers. This leads to high computational costs for large-scale FPMD simulations using O(N 3 ) algorithms and currently limits practical simulations of interest to application scientists to O(500) atoms. This has long been a significant limitation of FPMD, as systems involving heterogeneous materials, interfaces, or all but the smallest biological molecules cannot be tractably studied. Systems need to be simplified, and the side effects of simplifications can be important. Advances in supercomputing alone will only have a modest impact on addressing this issue. If we consider a thousand-fold increase in computer power and the same wall clock time to solution requirements, an O(N 3 ) algorithm would allow for only a ten-fold increase in the number of atoms, i.e. a simulation box that is only about 2.2 times larger in each dimension. In addition, because O(N 3 ) algorithms can scale poorly and be communication intensive, requiring high data throughput and global communications on parallel computers, these methods are unlikely to efficiently take advantage of the growing computational power provided by exascale architectures. Time-to-solution imposes additional limitations. Even if a single Kohn-Sham solution can be carried out in a reasonable time frame, molecular dynamics (MD) applications typically require tens of thousands of steps to gather enough statistical data along the atomic trajectories. At each step, the KS equations need to be solved. To enable full MD simulations to be completed on a scale of weeks of wall clock time, the time-tosolution for the electronic structure solution must be of the order of a minute or less.
Dilute solutions is an area where a large number of atoms is needed to model realistic physical problems. Sea water, for instance, contains 1 salt molecule (1 sodium atom and 1 chlorine atom) per 100 water molecules, so that 300 atoms (3 atoms per water molecule) are needed for every salt molecule in the system. Saline solutions used in medicine (e.g. intravenous infusions) are even more dilute, with 360 water molecules for every salt molecule. Thus, at least tens of thousands of atoms are needed to draw any statistically meaningful conclusions for such a simple solution. In even more dilute solutions, it was just reported [4] that electrolytes at concentrations as low as 10 μM -each ion is surrounded by 2.75×10 6 water molecules -can induce orientational order and cause nonspecific changes in the surface tension. Water and water solutions are relevant for many fields of science, and accurate large scale MD simulations may shed light on problems not currently fully understood. In molecular biology for example, several ions with orders of magnitude differences in their concentrations are regulated with remarkable accuracy via extremely complex inter-related processes (e.g. K+/Na+ ion pump). Even simulating part of such an arrangement will require a system size of millions of atoms. In addition, atomistic models of electrochemical interfaces, seen in a broad range of systems such as energy storage or conversion devices, have not developed to the same level of clarity as, say, semiconductor physics. In electrochemical energy storage or conversion devices, ion concentration can vary significantly near the electrode-electrolyte interfaces, and MD simulations of millions of atoms will be required for faithful description of the functionality of these devices.
IV. STATE OF THE ART
Roughly two decades ago, physicists started using real-space (finite difference) discretizations to solve the equations of DFT [5] . This was proposed as an alternative to the standard Plane-Waves (PW) approach (pseudospectral) used in the condensed matter community to solve DFT equations and run FPMD simulations, using codes such as ABINIT, Quantum Espresso, Qbox and VASP. A later work by Briggs et al. [6] demonstrated the potential for parallel scaling of a real-space discretization. However, advanced algorithms developed to distribute computational work efficiently for PW calculations on large parallel computers proved the approach also scaled very well [7] . The key is to use a hybrid distribution of the electronic wavefunctions -each processor is responsible for a fraction of the coefficients describing a fraction of the electronic wavefunctions -so that each FFT is not required to scale up to the total number of available MPI tasks. For a real-space discretization, a hybrid distribution of the electronic wavefunctions is also necessary to scale on the largest parallel machines available. Pushing such a strategy, Hasegawa et al. [8] won the 2011 Gordon Bell prize for a hero calculation on a system of 100,000 atoms. Unfortunately, such an approach leads to a time-to-solution far too long for practical molecular dynamics: several hours/MD step. These efforts demonstrate that parallel scalability and optimization alone are not sufficient to overcome the inherent O(N 3 ) complexity of the underlying algorithms.
Much research has been carried out in the last 25 years in the physics and chemistry communities in an effort to develop O(N ) complexity algorithms for electronic structure calculations (see [9] for a recent review). Initial efforts were targeted towards the socalled "Tight-Binding" models, which are simpler and computationally more tractable than DFT. This enables the solution of large systems for which a gain from O(N ) methods could be observed [10] , [11] . Efforts have continued in this area and in 2010 Bowler and Miyazaki [12] simulated 2 million atoms for a nonself-consistent ab initio tight-binding model. Another approximate approach that has successfully demonstrated scalability to large system sizes is "Orbital-free DFT." In this approach, attempts are made to simplify the model and reduce the energy functional to a function of the electronic density only, without electronic wavefunctions. Using this simplified model, it was shown that one million atoms can be treated with a modest number of processors [13] . However the accuracy of such models is not sufficient for general problems in material sciences and chemistry.
Other strategies have been adopted to solve large problems, often at the expense of accuracy. In the "Divide and Conquer" approach pioneered by W. Yang [14] , the idea is to split up the problem into a set of small overlapping "fragments" or cluster of atoms. One then has to solve the KS equations for each cluster independently, before "patching" the results together appropriately to form the solution of the whole problem. By iterating this process to convergence, one obtains a solution for the global nonlinear KS problem. Such an approach scales well since the computation of the "fragments" are all independent of each other [15] , but has been found to be less accurate than the PW method [16] .
A more rigorous approach to achieving O(N ) scaling is the implementation of DFT within a localized basis, where an O(N ) solution to the KS equations may be computed directly as a single particle density matrix. Gaussian basis sets have been widely used by the chemistry community, and have enabled large simulation sizes [12] [17] [18] . While this approach works well for systems which map naturally onto the chosen basis, it introduces an uncontrolled basis error that can limit the predictive capabilities of the method. In addition, when such basis sets are enlarged with more "diffuse" Gaussian functions, the computational advantages of the technique may be lost once the matrices involved become much larger than those used with an adaptive basis set.
It should be noted that this work is not the first attempt to achieve O(N ) complexity with Plane-Waves accuracy, i.e. computation as accurate as the current benchmark in the field, the PW approach. To ensure controllable numerical error, one must use a numerical basis that can be systematically improved, similar to Plane-Waves. Besides the Finite Differences approach [19] adopted in this paper, attempts have been made to use Finite Elements [20] , B-spline "blip" functions [21] , psinc functions [22] , and Wavelets [23] . In all of these methods, a set of "localized" orbitals expressed in the chosen basis set are computed, and then a sparse single particle density matrix is computed with the auxiliary basis set given by these localized functions. By construction, the parameters used in these methods may then be tuned to achieve as much numerical accuracy as desired, first by refining the underlying numerical basis set, then by expanding the truncation radii used for localizing the orbitals and the density matrix. In fact, it has been shown that the forces converge exponentially toward the O(N 3 ) result as the localization/truncation radius is increased [24] [25] , making this class of O(N ) methods the first to achieve the fully controllable accuracy of Plane-Waves. The final component, a parallel implementation capable of excellent scalability and time to solution, is presented here. Our time-to-solution is at least an order of magnitude faster than other comparable efforts in the field, such as the ONETEP code [26] . or the BigDFT project [27] . The parallel scalability of these projects have also been demonstrated only up to tens of thousands of atoms on tens of thousands of cores. Thus our work represents a fundamental leap forward in Plane-Waves accurate first-principles simulation capability orders of magnitude beyond the previous state of the art.
V. INNOVATIVE CONTRIBUTIONS
We have recently developed an algorithm with the desirable features to take advantage of the growing power of the latest supercomputers: scalability, O(N ) complexity, and controllable accuracy [25] [28] . We summarize below the main aspects of this algorithm, as well as recent developments which have enabled parallel scaling beyond 1 million MPI tasks and improved timeto-solution.
A. DFT formulation
We restrict the discussion to physical systems with a band gap (insulators, semi-conductors, biological systems) -that is KS problems where the largest eigenvalue computed, N is separated from the next eigenvalue N +1 by a finite value. In that case, the subspace we are computing, spanned by the N eigenfunctions associated with the lowest N eigenvalues of the KS equations is well defined and some simplifications can be made. We also consider only models for which V ef f (in Eq. 1) depends on the local values of ρ and its gradient.
To solve the electronic structure problem in DFT, we adopt a direct minimization approach [29] . For N electrons, instead of solving the KS equations (1), we search for a set of linearly-independent functions (electronic orbitals)
, that minimizes the DFT energy functional
where the electronic charge density is now given by
and the Gram matrix S is defined by its elements
This formulation is mathematically equivalent to solving the KS equations (1) . Note that we have written it without the usual orthonormality constraints between the orbitals. Instead, the non-orthonormality is dealt with by the coefficients S −1 ij in (4) and (5) [30] . This formulation is key to achieving an O(N ) complexity algorithm. As is usually done in this context, instead of carrying out the double integral for the second term (Coulomb) within the right-hand-side of Eq.(4), we solve a Poisson problem of the form
where ρ s is a neutralizing charge which makes the integral of right-hand-side equal to zero [28] .
Note also that we use norm-conserving pseudopotentials to model the core of the atoms, that is the nuclei and the core electrons which do not take part in bonding interactions with other atoms. This reduces the number of orbitals to be solved to just the valence electrons. This also leads to a potential term V ext which is a nonlocal operator that can be described by a diagonal term and a set of short-range projectors.
B. Discretization and O(N ) solver
Given the relative smoothness of norm-conserving pseudopotentials -at least compared to singular atomic potentials -we can discretize the equations given in the previous section by Finite Difference on a uniform mesh. We represent all the functions by their values at the mesh points and use a fourth-order Finite Difference approximation for the Laplacian.
To reduce the complexity of the solver, it is necessary to introduce some truncations that preserve all the digits of accuracy needed for the physical quantities of interest. The first truncation that enters our scheme is an imposed set of localization constraints for the functions
. Each function φ i is allowed to be nonzero only inside a sphere of radius R c around a specific center of localization x i . This would clearly be difficult to impose without significantly affecting the accuracy if these constraints were imposed on the eigenfunctions in the original formulation of the KS equations. But using the nonorthogonal formulation described in the previous section, it has been shown that a minimization process with localization constraints leads to very accurate results for an R c parameter of the order of 8-10 Bohr when appropriate centers x i are used [24] [31] . Therefore a reduction in the number of degrees of freedom needed to describe the electronic structure is observed for problems with just a few hundred atoms. For a fixed R c that does not depend on the problem size, the number of degrees of freedom becomes a constant for each electronic wave function as the problem scale increases, and the total number of degrees of freedom becomes O(N ). To minimize the energy functional (4) with constraints, we use a preconditioned steepest descent algorithm accelerated by an Anderson scheme [32] [33] .
By limiting the extent of the electronic orbitals, we have reduced the complexity of many operations to O(N ). What remains O(N 3 ) is the computation of the matrix elements (S −1 ) ij . While the computational cost of this operation is minimal compared to the remainder of calculations for small scale problems, it can become a bottleneck at large scale if the full S −1 matrix is computed exactly. The full matrix couples all the localized orbitals together and leads to a substantial amount of communication. To evaluate the matrix elements needed -that is, the ones which contribute to (4) when the functions {φ i } N i=1 are localized -we use the approach described in [28] . Realizing that the off-diagonal elements of (S −1 ) ij decay exponentially fast, away from the diagonal [34] , a Sparse Approximate Inverse approach can be used. In this context, it requires computing each column j of S −1 by solving a linear system with a matrix given by a principal submatrix of S made of the closest elements S ij -measured by the distances between localization centers for each pair of functions (i, j) -and a column of the identity matrix as a right-hand-side. For principal submatrices large enough (of the order of a few thousands), the results converge quickly towards a very accurate solution. The actual linear systems are solved by an ILU(0)-preconditioned GMRES solver. The preconditioners are built only once at every MD step and reused several times during the iterative energy functional minimization.
Finally, the Poisson equation, Eq. (7) is solved by a very scalable multigrid-preconditioned Conjugate Gradient method [35] . 
C. Parallelization strategy
We use a domain decomposition approach and distribute the uniform mesh among the tasks available onto a 3D MPI process grid p x × p y × p z . Each MPI task is then responsible for all computation occurring on the piece of mesh it owns, which includes computing the Laplacian of discretized functions. The work to compute matrix elements involving dot products between two functions is also distributed. Each processor computes partial dot products between all pairs of functions that are both nonzero on the local subdomain. These partial dot products must then be consolidated to include all contributions from other tasks. Fig. 1 shows a cartoon illustration of how the confinement regions containing the localized orbitals overlap with each other and with several subdomains. In practice, we typically have about 200 functions overlapping with each sub-domain. A structured nearest-neighbor communication algorithm is used to fill ghost values from neighboring tasks and to accumulate the partial dot products into values corresponding to the complete dot product. The data exchange to fill ghost values is done for several functions simultaneously to amortize latency.
The computation of the matrix elements of S −1 parallelizes naturally over its columns. Each task is responsible for computing a set of columns of S −1 . To build the principal submatrix needed for the linear systems to solve for column j, all the matrix elements S ij with indexes i associated with φ i located within a radius R S from the center of φ j need to be assembled. To do that, we adopt the approach described in [28] . Partial elements computed from local dot products are sent to the tasks associated with their two nearest neighbor subdomains in one dimension. Receiving MPI tasks add the elements received to their sparse representation of S and send the data just received to their neighbor. The process is repeated several times until the data has been propagated within a radius R S . The process is then repeated in the other two spatial dimensions. By the end, each task has accumulated data from all tasks within a radius R S and built its local principal submatrix. The cost of communication can be mostly hidden by overlapping the construction of the local principal submatrix -assigning each received element in the sparse data structure -with the operation of sending data to the next task. This algorithm asymptotically requires O(N ) operations and communications for large systems since R S is independent of the problem size [28] . We use the same communication protocol to distribute the resultselements of S −1 -to all the tasks that need them, as well as for communicating other matrix elements needed in various operations.
D. Distribution of atomistic information
In DFT codes, computing the electronic structure and deriving atomic forces is much more computationally intensive than the molecular dynamics part (moving the atoms), so much so that all the atomic information (positions and velocities) is replicated by all MPI tasks. To the best of our knowledge, this is also done in most O(N ) codes. However, we found that replicating the work related to moving the particles and updating their velocities was becoming non-negligible when dealing with more than 100,000 atoms. A careful look at our early results published in [25] actually show a small increase in timeto-solution at that scale due precisely to this duplication of work. To reach the million atoms benchmark shown in Section VII, we had to fully distribute and parallelize the data related to atomistic dynamics.
E. Load balancing
Using a parallel data distribution based on a spatial domain decomposition, computation of relatively uniform systems like liquid water leads to fairly wellbalanced loads for all the processors. One exception is the computation of the columns of S −1 . If each task p is responsible for solving for the columns {j k } np k=1 associated with the functions {φ jk } np k=1 centered in the local subdomain, the workload can be quite unbalanced. To improve the situation, we use an algorithm inspired by Koradi et al. [36] . We assign a column j to a task k based on the distance between the localization region center x j and the subdomain center s k , using the biased metric |x j − s k | − b k , where b k is a bias associated with subdomain k. The bias is updated until an acceptable load balance is found. The process converges quickly in less than 10 iterations and gives a close to optimal solution (see illustration in Fig. 2 ) for the applications described in Section VII.
F. Mixed-precision
Not all the quantities need to be represented in double-precision when solving the DFT problem. It turns out that using single precision for the electronic wave functions {φ i } N i=1 is sufficient as long as the results are accumulated in double-precision when carrying out dot products between two single precision represented functions. This leads to numerical differences on computed atomic forces several orders of magnitudes smaller than the accuracy we require. Besides speeding up the code a few percent, the main benefits of using mixed-precision is to significantly reduce the memory footprint, particularly for checkpointing.
G. Data access in sparse matrices
Our approximate solution for selected elements of the inverse of S involves various sparse linear algebra operations by each MPI task (serial operations). We use a custom internal data structure designed to minimize access time. Matrix elements are stored in hash tables, with table sizes which are powers of two to increase access speed. To avoid too many hash collisions however, we have found that the arbitrary matrix indexes associated with each localized orbital need to be initially randomized. This allows each MPI task to deal locally with a set of indexes which are uniformly distributed within the hash table slots.
H. Threading
We typically use one MPI task/core, that is, 16 MPI tasks/node on the IBM/BGQ architecture. OpenMP directives are used throughout the code to make use of the four hardware threads available on each core. There is no single computational kernel that dominates the total computational cost. Therefore threading requires adding OpenMP directives at various locations in the code. Our numerical algorithm provides various high level loops where OpenMP pragmas can be efficiently placed.
VI. SYSTEM AND ENVIRONMENT
All simulations described in this paper were obtained on the Sequoia supercomputer at Lawrence Livermore National Laboratory. Sequoia is a 20 PFLOP/s 98,304 node IBM Blue Gene/Q machine. Each compute node has sixteen 1.6 GHz PowerPC A2 compute cores available to the application, with an additional core reserved for system management, for a total of 1,572,864 cores available at full scale. Up to four hardware threads per core can be used via simultaneous multithreading (SMT), with at least two hardware threads required for full peak performance, requiring sufficient concurrency for up to 6,291,456 hardware threads. In addition, each core has a Quad-FPU unit that can process 4-wide SIMD instructions. The memory system consists of integrated 16kB L1 data and 16kB instruction caches, along with an on-chip 32MB L2 cache. The L2 cache has a line size of 128 bytes and is divided into 16 2MB slices which are connected to one of two on-chip memory controllers. The total memory per node is 16 GB, corresponding to 1.5 PB of memory on the full machine.
Communication takes places on five-dimensional torus network. Starting from compute cards, which are 32 nodes connected in a 2x2x2x2 hypercube, the torus is built up into midplanes consisting of 2x2x2x2x2 compute cards (4x4x4x4x2 nodes). 192 midplanes (4x3x4x4) form the complete 5D torus (16x12x16x16x2 nodes). Bidirectional links between nodes provide a peak bandwidth of 2 GB/s in each direction. A Direct Memory Access (DMA) engine is used to offload communication work from the compute core. Compute cards are also connected to I/O nodes which perform I/O requests on behalf of the compute node. Sequoia is configured with one I/O node for every 128 compute nodes, where each I/O node is connected to two different compute nodes, with I/O nodes providing access to the file system vian Infiniband switch.
For time to solution, the relevant metric is the average time per molecular dynamics iteration. We compute this by using system calls to measure the total wall time for the main iteration loop, including I/O, for multiple complete MD iterations (typically 5-10) and then dividing by the iteration count. For each MD iteration, the electronic structure minimization process was run until the largest matrix element of the residual was converged within a tolerance 10 −4 a.u. For weak scaling results, to provide the most accurate comparison of the relative computational cost, we instead chose a fixed number of inner iterations per MD step to avoid biasing the results with small variational differences in the convergence time between different system sizes. We used 12 inner iterations, a number corresponding to the average number of iterations taken with our tolerance based criterion.
VII. VALIDATION AND PERFORMANCE RESULTS
In all our FPMD calculations, we use the PBE functional [37] , one of the most popular and accurate DFT functionals. We use the Optimized Norm Conserving Vanderbilt (ONCV) pseudopotentials [38] as parameterized by Schlipf and Gygi [39] . Our approach was implemented in the MGmol code developed at LLNL.
A. Validation
To demonstrate the potential of our approach to be an alternative to PW computations for accurate FPMD at large scale, it is important to first validate our results against PW codes for small scale problems, in the O(N 3 ) regime. Our code implements an O(h 4 ) Finite Difference scheme. As expected, we observe that the computed values of the atomic forces, the physical quantities of interest in MD, indeed converge as O(h 4 ). In addition, for a sufficiently small mesh spacing h and for a sufficiently large PW cutoff, MGmol results match very well PW results for various test problems. We have used the ABINIT [40] and Qbox [41] PW codes for our validation. They both support the ONCV pseudopotentials we are using. ABINIT with ONCV pseudopotentials was part of a test suite recently used in a reproducibility study of DFT software [42] and its accuracy was demonstrated with respect to other PW codes using other pseudopotentials, as well as with all-electrons computations. A mesh spacing of h=0. 18 Bohr was determined to give the accuracy required for FPMD and used for all the numerical experiments described in this paper.
To validate our O(N ) algorithm, we evaluate the error introduced by the localization constraints imposed on the orbitals and by the limited range of the principal submatrices used in the computation of the elements of S −1 . First, computing S −1 exactly, we can evaluate the effect of R c , comparing localized orbital results with O(N 3 ) ones (i.e. R c = ∞, considered "exact"). Using a test system of 64 water molecules, small enough to enable a reference O(N 3 ) computation, we observe an error decaying exponentially fast with increasing R c (see Fig. 3, left) . R c =9 Bohr gives an acceptable accuracy for FPMD and is used in the rest of this paper. Next, given R c =9 Bohr, we evaluate the additional effect of the parameter R S , the radius that defines how far to communicate and assemble elements of the matrix S needed for the approximate computation of the elements of (S −1 ) ij . Results are displayed in Fig. 3 , right panel. We again observe an exponential decay of this error with respect to R S . These results are consistent with our previously published results obtained with other atomic species or potentials [24] . R S =18 Bohr will be used for the remainder of the paper. run at the same conditions. Fig. 4 demonstrates the excellent agreement between the two methods.
B. Performance/Scaling
One goal for our method development was to take advantage of the large number of computer cores available on the world's most powerful computers to simulate larger atomistic systems. We demonstrate our success by a weak scaling study in which we grow the physical problem size (number of atoms) in proportion to the number of computer cores. To generate test problems of varying sizes, we took the 64 water molecule problem, used in the previous section, to validate our reduced scaling approach, and replicated it in all three directions as many times as needed. We used 1 MPI task/core and 4 OpenMP threads for each MPI task. Fig. 5 illustrates our results for runs up to 1,179,648 atoms and 1,572,864 MPI tasks. As expected -given that our algorithm involves essentially only local communication -an excellent weak scaling is observed all the way up to the full Sequoia computer, with a time-to-solution of about 90 seconds/MD step. Some fluctuations in wall-clock time are noticeable and seem correlated with time spent in communication. While not fully understood, they are not large enough to be a major concern.
To carry out a strong scaling study with more than two or three data points, we had to overcome some memory footprint limitations. Indeed, if we reduce by a factor four the number of nodes used for numerical experiments in the weak scaling study, we end up with an insufficient amount of memory. To assess the scalability over a greater range of task counts, we reduced the number of MPI tasks per node below 16. This necessitated restricting the number of threads to one thread/MPI task, to ensure that each MPI task could use more memory but not more than one core for its computation. The resulting strong scaling curve is plotted in Fig. 7 . The reduced efficiency at high number of MPI tasks is mostly due to the fact that building the linear system with the principal submatrix becomes more expensive (more tasks to communicate with) and is used less efficiently. Indeed, there is an average of 8, 4, 2, 1 and 0.5 columns to solve for, respectively, for the number of tasks utilized here. Even though the electronic structure is computed at every MD step, the most important information we obtain out of a molecular dynamics simulation are the atomic trajectories, i.e. just a few floating point numbers for each atom. This data is relatively small compared to the entire electronic structure and does not need to be stored at every step, due to the high correlation between steps. Thus, although I/O was included in all runs, the impact on performance was negligible. Finally, while we only had access to the full Sequoia computer for a few hours, we were able to demonstrate the sustainability of the method by running 98 MD steps in just under 3 hours wall-clock time.
VIII. IMPLICATIONS FOR FIRST-PRINCIPLES MOLECULAR DYNAMICS
The case for O(N ) complexity has been made for a long time, but proposed solutions have often not been able to match the accuracy of the Plane-Waves approach and thus have had only limited adoption. It is therefore difficult to overstate the anticipated impact of removing the O(N 3 ) barrier while still maintaining the generality and controlled numerical error of PlaneWaves methods. A rough estimate of time-to-solution for a PW code based on the O(N 3 ) asymptotic scaling shows that computing a million atoms using a million cores would take about two years, instead of the 90 seconds it takes with our O(N ) approach. In addition, the memory available would not be sufficient to hold just the solution of the DFT equations. Thus our new approach opens the door to simulating a wide variety atomistic systems (insulators, semi-conductors, biological systems) of sizes and complexities that were previously impossible. On the next generation of pre-exascale and exascale supercomputers, this proven scalability will enable us to simulate molecular systems of tens of millions of atoms, greatly enhancing the predictive capabilities of FPMD. Our demonstration of extreme scalability, high accuracy and fast time-to-solution opens the possibility of applying FPMD simulations to problems that have thus far been limited to classical potentials.
For example, recent research on electrolytes by Chen et al. [4] made use of classical molecular dynamics simulations with 264,000 water molecules, claiming that such a large size is necessary to approach the low concentration limit and reduce finite size effects. This study included experimental results showing that a single ion can influence hydrogen bond networks involving several million water molecules. Until now, such simulations would have only been possible with the use of empirical potentials. While often used successfully, such potentials are reliable only for the environment for which they are parameterized, in this case, bulk electrolyte. When it comes to interaction with the other molecules or nanostructures (in electrochemical devices for instance), these potentials tend to reproduce the structure of water very poorly. For instance, there is evidence that the solvation properties of ions can be strongly controlled by cation-π orbital interactions [43] . Polarizability alone, as included in classical force-fields, is not sufficient for a proper description.
Several challenges still remain, however. In terms of applicability of the techniques presented in this paper, further reducing time-to-solution would be very beneficial to many applications which require long MD simulations for an accurate sampling of their statistical properties. We expect improvement in both hardware and algorithms to help in that direction. Algorithmically, the next major step is to relax the assumption of a band gap so that metallic systems can be studied. There are many applications where large atomistic simulations of metals may shed light on fundamental mechanisms in material sciences. Currently, application scientists have to rely on parameterized classical potentials. For instance, Proville et al. model dislocation in iron using 123,000 atoms [44] . To study dislocations in aluminium, Yamakov et al. simulated systems containing between 100,000 and 1 million atoms [45] . Using smaller molecular systems with existing First-Principles methods is not possible, due to strong finite-size effects. Extending our method to metals would allow for even greater impact, and research in this direction is currently underway.
