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1. Introduccio´n
1.1. Presentacio´n
Este trabajo tiene como objetivo aprender a crear un paquete para R. R es un software
libre, ampliamente extendido tanto en la comunidad acade´mica, como en la profesional
y, la creacio´n de un paquete, aparte de ser algo muy beneficioso a nivel personal, es la
mejor manera de compartir co´digo con el resto de compan˜eros de estudios y de profesio´n.
1.2. Motivacio´n
Uno de los conocimientos esenciales que me ha aportado el Grado de Estad´ıstica
Aplicada es la programacio´n en mu´ltiples lenguajes y para mu´ltiples aplicaciones. Desde
que descubr´ı la programacio´n en C, me di cuenta de que plantear un problema y crear un
programa que lo solucionara de forma automa´tica, era algo con lo que disfrutaba tanto
como con la estad´ıstica en s´ı.
Desde el primer momento en que nos presentaron el software estad´ıstico R, tuve cu-
riosidad por saber co´mo se programaba un paquete y este trabajo me da la oportunidad
de aprender a hacerlo y de valorar toda la complejidad y esfuerzo que conlleva.
Este conocimiento, adema´s puede ser u´til en mi empleo actual relacionado con el
control estad´ıstico de los procesos de produccio´n en la industria farmace´utica. Aunque
existen unos pocos paquetes en http://cran.r-project.org dedicados al tema, mu-
chas veces no se adaptan por completo a las necesidades y debo programar mis propias
funciones y gra´ficos mucho ma´s espec´ıficos. La creacio´n de un paquete y la introduccio´n
a la documentacio´n para la investigacio´n reproducible (R + LATEX con Sweave y Bea-
mer) podr´ıa ser un proyecto que ayudar´ıa en mi empresa a automatizar en gran parte la
redaccio´n de los informes de validacio´n de procesos.
A lo largo del Grado de Estad´ıstica Aplicada hemos ido adquiriendo conocimientos
ba´sicos sobre el manejo de R, pero una de las utilidades ma´s interesantes que comprenden
este software, es la creacio´n de paquetes propios y esto no me ha sido posible aprenderlo
durante la carrera. Por ello, y ya que este conocimiento es uno de los requisitos ba´sicos en
innumerables ofertas de trabajo dirigidas a los profesionales de la Estad´ıstica, mi tutor y
yo decidimos que aprender a programar un paquete para R era un tema adecuado como
Trabajo Final de Grado.
Adema´s, la utilidad del paquete en s´ı permite conocer algunos modelos estad´ısticos
que no se estudian durante el Grado (o dependen de la eleccio´n de asignaturas) como
son el modelo de regresio´n de Poisson y los polito´micos con respuesta ordinal y nominal.
Por u´ltimo, el hecho de escribir la vin˜eta del paquete, la memoria y la presentacio´n con R
Sweave y Beamer me permiten profundizar un poco ma´s en mis conocimientos de LATEX
adquiridos durante el u´ltimo semestre de la carrera.
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2. El paquete exploreGLM
2.1. Pasos ba´sicos para la creacio´n de un paquete en R
Las pautas ba´sicas para la creacio´n del paquete son las siguientes:
1. Pensamos que´ queremos que haga nuestro paquete a nivel de computacio´n.
2. Creamos nuestro co´digo de R con las funciones necesarias para ello.
3. Creamos los me´todos print, plot, summary, etc. necesarios para que el resultado
que se imprime por pantalla tenga el formato deseado.
4. Creamos el esqueleto del paquete usando las herramientas que R proporciona.
5. Rellenamos la documentacio´n del esqueleto.
6. Chequeamos, empaquetamos e instalamos el paquete. E´ste es tal vez, el paso ma´s
delicado y en el que solemos encontrar ma´s problemas ya que R es exigente y
cualquier pequen˜o error, en el co´digo o en la documentacio´n, puede ocasionar
incoherencias que el programa no permite.
7. Hacemos pruebas para evaluar su funcionamiento.
8. Podemos an˜adir nuevas funciones, datos, etc. al paquete repitiendo los pasos ante-
riores.
9. Creamos la vin˜eta que nos permite, por un lado, explicar detalladamente el fun-
cionamiento del paquete y, por otro lado, realizar comprobaciones del correcto
funcionamiento del paquete.
En la creacio´n de un paquete tambie´n podemos hacer interaccionar R con C (para
ganar tiempo en grandes computaciones).
2.2. Presentacio´n del paquete exploreGLM
El paquete exploreGLM esta´ pensado para la exploracio´n de bases de datos por parte
de usuarios con conocimientos ba´sicos de estad´ıstica (estudiantes del Grado de Estad´ıs-
tica Aplicada, por ejemplo, ya que como he comentado, explora los datos a trave´s de
modelos que no siempre utilizamos en la carrera). Por lo tanto, el paquete tiene como
objetivo ayudar a que una persona sin muchos conocimientos de modelizacio´n, pueda
ajustar de manera automa´tica el modelo adecuado y le sirva de ayuda tambie´n, para ini-
ciarse en e´l. Los casos considerados en la versio´n actual de exploreGLM son los modelos
de regresio´n lineal, log´ıstico, Poisson, polito´mico ordinal y polito´mico nominal.
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Queda fuera del alcance de este trabajo explicar estos modelos de regresio´n en profun-
didad, aunque s´ı se incluye una breve exposicio´n dentro del Ape´ndice A de esta memoria.
Por ser e´sta una versio´n preliminar del paquete exploreGLM, es posible continuar
la ampliacio´n del mismo mejorando y agregando nuevas funcionalidades que se deseen
aportar en el futuro. Algunos ejemplos de e´stas se dejan expuestos en la seccio´n 5 (Con-
clusiones y valoracio´n) de esta memoria.
El paquete exploreGLM para R puede descargarse en http://www.mat.uab.cat/
~jbarrera/Software.html. El manual y la vin˜eta que ilustran co´mo debe utilizarse
tambie´n esta´n disponibles en la misma web y dentro del paquete exploreGLM una vez
instalado y accediendo a la ayuda del mismo.
2.3. Objetivo del paquete exploreGLM
El objetivo principal de este paquete es realizar una exploracio´n de la base de datos.
Para ello, reconoce los distintos tipos de variables dentro de la misma, con el fin de
(1) reportar los estad´ısticos descriptivos adecuados para cada una de estas variables en
funcio´n de su naturaleza (R por defecto considera como variable nume´rica, cualquier
variable codificada nume´ricamente) y tambie´n de (2) ajustar el modelo de regresio´n
oportuno, segu´n el tipo de variable respuesta, indicada por el usuario, de forma semi-
automa´tica. Los modelos considerados en esta versio´n son: Modelo de regresio´n lineal,
log´ıstico, Poisson, polito´mico ordinal y polito´mico nominal.
2.4. Introduccio´n al paquete exploreGLM
A fin de que el paquete pueda desarrollar las tareas para las que ha sido generado,
necesita en primer lugar una funcio´n que sea capaz de reconocer y guardar informacio´n
sobre cada una de las variables y, en segundo lugar, una funcio´n que sea capaz de recopilar
dicha informacio´n con el objetivo de ajustar un modelo de regresio´n adecuado a la
respuesta. Las funciones encargadas de realizar esto, son las principales del paquete
exploreGLM: (1) prepareData y (2) exploreglm. En la siguiente seccio´n las describimos.
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3. Funcionamiento del paquete exploreGLM
3.1. Funcio´n prepareData
Esta funcio´n identifica y almacena informacio´n sobre la naturaleza de cada variable
de la base de datos. De esta manera puede crear el resumen descriptivo adecuado para
cada una y adema´s, preparar la base de datos con el objetivo de facilitar posteriormente
la deteccio´n del modelo de regresio´n a ejecutar, en base al tipo de variable respuesta
proporcionada.
Los argumentos de entrada que necesita son:
data: Base de datos que contiene las variables que deben ser descritas por summary
y/o ajustadas por exploreglm.
k: Una variable codificada como nume´rica se considerara´ catego´rica si tiene un
nu´mero de valores distintos <= k. Por defecto k = 5.
idpos: Posicio´n (nu´mero de columna) en la que se encuentra la variable identifi-
cadora, si la hay.
idname: Nombre de la variable identificadora, si la hay.
So´lo debe proporcionarse uno de los dos argumentos idpos o idname, o ninguno en
caso de no existir una variable de este tipo. En caso de proporcionar los dos, prevalecera´
idname. La variable asociada a idpos o idname sera´ omitida en los ana´lisis.
3.2. Funcio´n exploreglm
Esta funcio´n es la encargada de ajustar el modelo adecuado. Para ello, identificara´
en que´ posicio´n dentro de la base de datos se encuentra la variable respuesta indicada
por el usuario. El objeto de clase prepareData, requerido como argumento de entrada, se
encarga de informar sobre el tipo de variable respuesta y el nu´mero de valores diferentes
que componen la misma. Una vez identificada y teniendo en cuenta, en caso de ser nume´-
rica, si se indica como count = TRUE/FALSE o, en caso de ser catego´rica, como ordinal
= TRUE/FALSE aplicara´ el modelo de regresio´n apropiado entre los cinco siguientes:
Tipo Respuesta Y Modelo Regresio´n Funcio´n y Librer´ıa R
Continua Lineal glm stats family = gaussian
Dicoto´mica Log´ıstica glm stats family = binomial
Recuento Poisson glm stats family = poisson
Catego´rica Ordinal Polito´mica Ordinal polr MASS
Catego´rica Nominal Polito´mica Nominal multinom nnet
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Todas las variables de la base de datos, excepto la respuesta y la identificadora, sera´n
utilizadas como variables explicativas.
Los argumentos de entrada que necesita son:
object: Objeto creado por la funcio´n prepareData.
y: Nombre de la variable respuesta.
ordinal: Indicado como TRUE si la variable respuesta es de tipo ordinal. Por
defecto sera´ FALSE.
count: Indicado como TRUE si la variable respuesta es un recuento. Por defecto
sera´ FALSE.
Los dos u´ltimos argumentos (count y ordinal) requieren la aportacio´n del usuario,
ya que es imposible que la ma´quina pueda distinguir sola entre una variable nume´rica
sin decimales y un recuento, o entre una variable nominal y una ordinal.
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4. Ejemplos ilustrativos de la aplicacio´n de exploreGLM
El primer paso, una vez instalada la librer´ıa [1], sera´ cargarla de la forma siguiente:
> library("exploreGLM")
4.1. Datos flowers
Para ilustrar el funcionamiento utilizaremos la base de datos flowers incluida en el
paquete exploreGLM.
> data(flowers)
Esta es una base de datos creada a partir de un experimento propio, realizado con
el objetivo de explorar cua´l era el efecto que produc´ıa una substancia medicamento-
sa, diluida en el agua que conserva un ramo de flores, dentro de un recipiente durante
10 d´ıas. El experimento fue aplicado con todo el rigor que caracteriza a un ensayo cl´ınico.
Los datos hacen referencia a 120 flores de 3 clases diferentes: Dendranthema o Chry-
santhemum grandiflorum blancos, Chrysanthemum cinerariaefolium rojos y Dianthus
caryophyllus amarillos (nombre comu´n: Crisantemo, Pelitre de Dalmacia y Clavel, eti-
quetados con sus nombres en ingle´s: Mum, Dalmatian y Carnation respectivamente).
Se consideraron 8 combinaciones distintas de tratamiento segu´n el tipo de medi-
camento (A´cido acetilsalic´ılico -ASA-, Ibuprofeno, Paracetamol o Control -sin ningu´n
medicamento-) y el tipo de agua contenida en el recipiente (Corriente o Mineral).
Podemos obtener la documentacio´n correspondiente a los datos data(flowers) me-
diante la instruccio´n:
> ?flowers
De esta manera visualizaremos la siguiente informacio´n sobre las variables contenidas:
idflo: Identificador de cada flor.
treat: Tratamiento suministrado a la flor: ASA, Control, Ibuprofen o Paraceta-
mol.
water: Tipo de agua del recipiente: Normal o Mineral.
flower: Especie de flor: Carnation, Dalmatian o Mum.
EVA: Variable nume´rica sobre el estado de la flor al final del seguimiento. Escala de
0 a 100 de menos a ma´s marchita.
color: Color del agua al final del seguimiento: Yellow o White.
defects: Nu´mero de defectos en la flor al final del seguimiento.
petal: Factor ordinal sobre el taman˜o de los pe´talos: Big >Medium >Small.
10
4.2. Preparacio´n y resumen descriptivo de la base de datos flowers
Prepararemos la base de datos aplicando en primer lugar la funcio´n prepareData:
> pDflo <- prepareData(data = flowers, idname = "idflo")
Para ma´s informacio´n sobre la funcio´n prepareData:
> ?prepareData
En este punto, la funcio´n ha preparado los datos, que han sido formateados como un
objeto que ya no es el esta´ndar de R para bases de datos. As´ı, al utilizar el me´todo print
obtendremos la visualizacio´n que ha sido creada para los objetos con clase prepareData:
> pDflo
El mismo me´todo se puede ejecutar, indicando cua´ntos registros desean visualizarse:
> print(pDflo, lines = 15)
Variables (those with are least 6 different numerical values are assumed
to be numerical):
Name Type Different values
1 treat categorical 4
2 water categorical 2
3 flower categorical 3
4 EVA numerical 91
5 color categorical 2
6 defects numerical 24
7 petal categorical 3
Printing the 15 first records:
treat water flower EVA color defects petal
1 ASA Normal Dalmatian 71.5 Yellow 13 Big
2 ASA Normal Dalmatian 86.5 Yellow 24 Big
3 ASA Normal Dalmatian 87.0 Yellow 1 Small
4 ASA Normal Dalmatian 94.5 Yellow 14 Small
5 ASA Normal Dalmatian 92.5 Yellow 12 Big
6 ASA Normal Mum 89.5 Yellow 9 Medium
7 ASA Normal Mum 83.5 Yellow 3 Big
8 ASA Normal Mum 92.5 Yellow 8 Small
9 ASA Normal Mum 93.0 Yellow 17 Big
10 ASA Normal Mum 92.0 Yellow 8 Big
11 ASA Normal Carnation 50.5 Yellow 5 Small
12 ASA Normal Carnation 48.0 Yellow 1 Medium
13 ASA Normal Carnation 57.0 Yellow 5 Big
14 ASA Normal Carnation 70.0 Yellow 16 Big
15 ASA Normal Carnation 74.0 Yellow 2 Small
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Hemos adaptado tambie´n, un me´todo summary para un objeto de clase prepareData:
> summary(pDflo, digits = 1)
=========================================================================
Number of Variables: 7 Observations: 120
Maximum number of categories in a numerical variable to be treated as
categorical: 5
=========================================================================
Qualitative Variables:
=======================
Variable: treat , Missing values: 0 ( 0 %)
ASA Control Ibuprofen Paracetamol Total
Frequencies 30 30 30 30 120
Percentages 25 25 25 25 100
-------------------------------------------------------------------------
Variable: water , Missing values: 0 ( 0 %)
Mineral Normal Total
Frequencies 60 60 120
Percentages 50 50 100
-------------------------------------------------------------------------
Variable: flower , Missing values: 0 ( 0 %)
Carnation Dalmatian Mum Total
Frequencies 40.0 40.0 40.0 120
Percentages 33.3 33.3 33.3 100
-------------------------------------------------------------------------
Variable: color , Missing values: 0 ( 0 %)
White Yellow Total
Frequencies 60 60 120
Percentages 50 50 100
-------------------------------------------------------------------------
Variable: petal , Missing values: 0 ( 0 %)
Big Medium Small Total
Frequencies 40.0 40.0 40.0 120
Percentages 33.3 33.3 33.3 100
-------------------------------------------------------------------------
Quantitative Variables:
=======================
nMiss %Miss Mean SD Min 2.5% 5% Q1 Median Q3 95% 97.5% Max
EVA 0 0 56.1 26.4 2.5 6 10.8 35.9 61.8 76.6 92.5 94.6 99.5
defects 0 0 12.5 7.0 1.0 1 2.0 6.8 12.5 18.2 23.0 24.0 24.0
En este resumen descriptivo aparecen en primer lugar las variables cualitativas y en
segundo lugar las cuantitativas. No´tese tambie´n que la variable idflo, reconocida como
identificadora, no aparece en el resumen y tampoco se usara´ en el ajuste de modelos.
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4.3. Ajuste de modelos mediante exploreglm
A modo ilustrativo presentamos dos ejemplos: (1) un modelo de regresio´n lineal y
(2) un modelo de regresio´n polito´mica para respuestas ordinales.
4.3.1. Ejemplo 1: Modelo de regresio´n lineal
Consideremos el caso en el que deseamos modelar la variable EVA en funcio´n del
resto de variables de la base de datos. Dado que la funcio´n exploreglm determina el
modelo ma´s adecuado, segu´n el tipo de variable respuesta y e´sta es continua, el modelo
de regresio´n lineal sera´ el que ejecute en este caso.
No hara´ falta indicar los argumentos ordinal y count ya que por defecto son FALSE.
Recordemos que el argumento object debe ser el objeto de clase perpareData, que
hemos obtenido pre´viamente en la seccio´n anterior.
> modEVA <- exploreglm(object = pDflo, y = "EVA")
En este momento el objeto modEVA contiene el modelo ajustado para las variables
contenidas en la base de datos pDflo.
Para ma´s informacio´n sobre esta funcio´n consultar:
> ?exploreglm
A trave´s del me´todo print creado para los objetos con clase exploreglm, obtendremos
informacio´n ba´sica sobre nuestra variable respuesta, el tipo de modelo ajustado y la
fo´rmula asociada al mismo, como se muestra a continuacio´n:
> modEVA
=========================================================================
Dependent variable: EVA (Continuous variable)
Model type: Linear regression model
Model: EVA ~ treat + water + flower + color + defects + petal
=========================================================================
Further information about this model with summary()
Para obtener ma´s informacio´n sobre este modelo, tal y como indica la salida del me´-
todo print, podemos utilizar la adaptacio´n del me´todo summary, que an˜ade la cabecera
anterior al summary gene´rico de glm.
> summary(modEVA)
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=========================================================================
Dependent variable: EVA (Continuous variable)
Model type: Linear regression model
Model: EVA ~ treat + water + flower + color + defects + petal
=========================================================================
Call:
glm(formula = modform, family = gaussian, data = data)
Deviance Residuals:
Min 1Q Median 3Q Max
-49.18 -11.71 1.30 13.35 38.83
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 106.0062 7.7265 13.720 < 2e-16 ***
treatControl -46.0740 6.2711 -7.347 3.92e-11 ***
treatIbuprofen -47.1996 6.2790 -7.517 1.67e-11 ***
treatParacetamol -23.7886 5.0973 -4.667 8.75e-06 ***
waterNormal -8.4458 3.7555 -2.249 0.0265 *
flowerDalmatian -11.4732 4.8108 -2.385 0.0188 *
flowerMum -8.2738 4.3187 -1.916 0.0580 .
colorYellow -6.8823 5.5592 -1.238 0.2184
defects -0.4073 0.2695 -1.511 0.1336
petalMedium 3.2545 4.5247 0.719 0.4735
petalSmall -7.1146 4.4800 -1.588 0.1152
---
Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
(Dispersion parameter for gaussian family taken to be 368.7504)
Null deviance: 83179 on 119 degrees of freedom
Residual deviance: 40194 on 109 degrees of freedom
AIC: 1062.2
Number of Fisher Scoring iterations: 2
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Los gra´ficos gene´ricos del diagno´stico del modelo (Figura 1) se pueden obtener me-
diante la instruccio´n:
> plot(modEVA)
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Figura 1: Gra´ficos de diagno´stico del modelo lineal para la respuesta EVA.
4.3.2. Ejemplo 2. Modelo de regresio´n polito´mica con respuesta ordinal
En el siguiente ejemplo, la variable respuesta que queremos evaluar es petal. E´sta es
de tipo catego´rica y ordinal, por lo que la funcio´n exploreglm debera´ aplicar un modelo
de regresio´n ordinal para obtener la exploracio´n del ajuste con el resto de variables. En
este caso indicaremos en los argumentos de entrada ordinal = TRUE.
> modpetal <- exploreglm(object = pDflo, y = "petal", ordinal = TRUE)
Para acceder a los coeficientes y la informacio´n sobre el ajuste del modelo se utilizara´
el me´todo summary, que an˜ade una cabecera al me´todo gene´rico para los objetos creados
por polr con la informacio´n ba´sica sobre nuestra variable respuesta, el tipo de modelo
ajustado y la fo´rmula asociada al mismo.
> summary(modpetal)
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=========================================================================
Dependent variable: petal (Ordinal variable)
Model type: Logistic regression model for polytomous ordinal data
Model: petal ~ treat + water + flower + EVA + color + defects
=========================================================================
Call:
polr(formula = modform, data = data)
Coefficients:
treatControl treatIbuprofen treatParacetamol waterNormal
-1.38975421 -1.72749246 -0.45430093 -0.83478720
flowerDalmatian flowerMum EVA colorYellow
-0.24880483 -0.23143703 -0.01354445 -0.50690401
defects
-0.03193060
Intercepts:
Big|Medium Medium|Small
-3.652892 -2.145928
Residual Deviance: 251.0291
AIC: 273.0291
Dado que en este tipo de modelos no resultan u´tiles los diagno´sticos gra´ficos, no se
han incluido en el paquete, por lo que el me´todo plot devolvera´ el siguiente mensaje:
> plot(modpetal)
> 'Error in plot.exploreglm(modpetal) :
+ ordinal and nominal models doesn´t have a defined plot in
+ exploreGLM package'
Se pueden obtener ma´s ejemplos en la vin˜eta, que puede ser rescatada mediante la
instruccio´n:
> vignette("exploreGLM")
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5. Conclusiones y valoracio´n
En este trabajo el objetivo principal era aprender co´mo crear mi primer paquete para
R y por ello pensamos en que un tema interesante a desarrollar, pod´ıa ser un paquete que
automatizara la exploracio´n de una base de datos. Hay detalles que no quedan reflejados,
como por ejemplo la dificultad que supone la primera vez la implementacio´n de todo lo
requerido por el paquete, pero creo que los objetivos que nos planteamos al principio los
hemos logrado alcanzar.
Una vez creadas las funciones que contiene el paquete, fue necesario probar y pensar
en todas las posibilidades que pod´ıan dar lugar a errores en el funcionamiento del mismo
y depurarlas y corregirlas mediante la sintaxis de validacio´n oportuna dentro de cada
una. Esta validacio´n se encarga de informar al usuario sobre los errores cometidos en la
introduccio´n de los argumentos de entrada, o los corrige, informando de igual manera,
sobre la decisio´n tomada en el momento de subsanar el error.
Aunque mi nivel de programacio´n no es el suficiente como para crear un co´digo ma´s
eficiente, durante este trabajo s´ı he mejorado los conocimientos que ten´ıa respecto al
programa y me he dado cuenta de que, en la creacio´n de un paquete de R, a parte de
las funciones en s´ı, la implementacio´n de los archivos de documentacio´n es algo muy
importante (para poder compartirlo con otros usuarios) y requiere de muchas horas de
dedicacio´n.
El momento de empaquetar tambie´n es delicado y cada cambio en las funciones o
en su documentacio´n puede provocar fallos. Por ello, he aprendido que se debe prestar
mucha atencio´n y ser ordenado con tal de evitar descuidos que afecten a la creacio´n del
paquete.
El paquete exploreGLM deja abiertas las puertas a futuras mejoras y puede ampliar-
se si se desea aporta´ndole ma´s funcionalidad, eficiencia y/o mejoras. Por ejemplo, se
podr´ıan considerar los siguientes aspectos: permitir que el usuario seleccione un subcon-
junto de variables explicativas, crear gra´ficos que complementen el resumen descriptivo,
implementar exploracio´n bivariante, considerar el modelo binomial negativo, an˜adir mo-
delos que consideren otro tipo de variable respuesta, an˜adir la posibilidad de elegir a
trave´s de que´ funciones de enlace queremos transformar las respuestas, modificar el me´-
todo summary para que muestre por pantalla una ayuda sobre co´mo se interpretan los
coeficientes del modelo o implementar me´todos anova y predict.
Siempre he compatibilizado mis estudios con la vida laboral y, este an˜o en especial,
he comenzado una experiencia muy interesante como estad´ıstica, en un campo en el que
creo que podre´ aplicar todo lo aprendido aqu´ı.
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Tiene una especial importancia para mı´, a parte de la creacio´n del paquete en s´ı, el
haberme introducido en la documentacio´n para la investigacio´n reproducible (R + LATEX
con Sweave y Beamer) ya que he mejorado notablemente los conocimientos ba´sicos que
obtuve al final de la carrera y creo que las consecuencias que de ello se derivan, tanto en
mi vida acade´mica, como en mi vida profesional, son muy positivas.
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Ape´ndices
A. Presentacio´n de los modelos considerados en exploreGLM
De manera sencilla, podemos entender los modelos lineales generalizados (en ingle´s
Generalized Linear Models, GLM) como una extensio´n de los modelos lineales que per-
miten modelizar diferentes tipos de variable respuesta, sin la necesidad de que e´sta sea
continua (por ejemplo, variables dicoto´micas, de recuento, catego´ricas...). Aplicando di-
ferentes transformaciones sobre la respuesta, se originan los diferentes tipos de GLM.
Si X = (X1, X2, ..., Xk) es un vector de covariables, podemos ajustar los siguientes
modelos en funcio´n del tipo de variable respuesta Y.
A.1. Modelo de regresio´n lineal
En este caso, Y es una variable respuesta continua y el modelo tiene la forma:
Y = β0 + β1X1 + β2X2 + ...+ βkXk
Si una variable Xi es nume´rica, el coeficiente βi representa el incremento o decre-
mento (si fuese negativo) que experimenta la variable respuesta Y al aumentar Xi en
una unidad, mientras el resto de variables del modelo se mantienen fijas.
Si Xi es una variable catego´rica, el coeficiente βi representara´ el incremento o de-
cremento en la variable respuesta Y al cambiar Xi de categor´ıa, mientras el resto de
variables del modelo se mantienen fijas.
A.2. Modelo de regresio´n log´ıstica
En este caso, tenemos una variable respuesta que puede tomar dos valores posibles
(dicoto´mica), como por ejemplo Y ∈ {0,1}. Por ello, la variable necesitara´ una transfor-
macio´n a trave´s de una funcio´n de enlace distinta de la identidad (como en el modelo de
regresio´n lineal).
La transformacio´n utilizada en el caso de exploreGLM es el Logit y el modelo se
expresa como:
Logit(Y ) = log
(
P (Y )
1− P (Y )
)
= β0 + β1X1 + β2X2 + ...+ βkXk
La interpretacio´n de los coeficientes del modelo se realiza en te´rminos de Odds Ratio
(OR) (ve´ase [5], [7], [8]).
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Si Xj es una variable dicoto´mica,
ÔRXj (Y ) = e
βˆj .
Manteniendo el resto de variables fijas:
Si eβˆj >1, diremos que la Odds es eβˆj veces superior en la categor´ıa Xj = 1
(respecto a Xj = 0).
Si eβˆj = 1, no hay diferencias entre las Odds de las categor´ıas de Xj .
Si eβˆj <1, diremos que la Odds es inferior en el grupo Xj = 1 en un (1−eβˆj ) ·100 %
respecto al grupo Xj = 0.
Si Xj es una variable nume´rica, un incremento de r unidades en Xj , manteniendo el
resto de variables fijas en el modelo, provoca una estimacio´n del OR:
ÔR∆Xj (Y ) = e
rβˆj .
A.3. Modelo de regresio´n de Poisson
En este caso, la variable respuesta expresa un recuento. De nuevo, dicha variable ne-
cesitara´ una transformacio´n. En este tipo de modelos se utiliza como funcio´n de enlace
el logaritmo.
El modelo tiene la forma:
log (E(Y )) = log(µ) = β0 + β1X1 + β2X2 + ...+ βkXk
donde E(Y ) = µ es la esperanza de la variable Y .
Si Xj es una variable dicoto´mica, la esperanza de la variable respuesta Y queda mul-
tiplicada por eβˆj cuando pasamos de Xj = 0 a Xj = 1, mientras el resto de variables del
modelo se mantienen fijas.
Si Xj es una variable nume´rica, un incremento de r unidades en Xj , manteniendo
el resto de variables fijas en el modelo, provoca un efecto multiplicativo de erβˆj en la
esperanza de la variable respuesta Y .
A.4. Modelo de regresio´n polito´mica con respuesta ordinal
En este caso, la variable respuesta es catego´rica y ordinal, Y ∈ {y1 ≤ y2 ≤ ... ≤ yp}.
El modelo se expresa de la forma siguiente:
L(X) = log
(
P (Y ≤ yj | X)
1− P (Y ≤ yj | X)
)
= αj − (β1X1 + β2X2 + ...+ βkXk)
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donde j = {1, 2, ..., p− 1}.
Este modelo tambie´n se conoce por el nombre de modelo de Odds proporcionales [8].
La interpretacio´n de los coeficientes se realiza, como en el modelo log´ıstico, en te´rminos
de OR (ve´ase [7], [8]).
A.5. Modelo de regresio´n polito´mica con respuesta nominal
En este modelo la variable respuesta es catego´rica, Y ∈ {y1, y2, ..., yp} pero sus cate-
gor´ıas no siguen un orden natural. El modelo se expresa de la forma siguiente:
L(X) = log
(
P (Y = yj | Xi)
P (Y = yj | X0)
)
= αj + βj1(Xi1 −X01) + ...+ βjk(Xik −X0k)
donde j = {1, 2, ..., p} y i = {1, 2, ..., n}.
La interpretacio´n de los coeficientes se realiza, como en el modelo log´ıstico, en te´r-
minos de OR (ve´ase [7], [8]).
Para profundizar ma´s en el conocimiento de todos estos modelos ve´ase [7], [8].
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