Abstract. The KP-II equation was derived by Kadmotsev and Petviashvili [15] to explain stability of line solitary waves of shallow water. Stability of line solitons has been proved by [23, 24] and it turns out the local phase shift of modulating line solitons are not uniform in the transverse direction. In this paper, we obtain the L 8 -bound for the local phase shift of modulating line solitons for polynomially localized perturbations.
Introduction
The KP-II equation
x u`3B x pu 2 qq`3σB 2 y u " 0 for t ą 0 and px, yq P R 2 ,
where σ " 1, is a generalization to two spatial dimensions of the KdV equation
x u`3B x pu 2 q " 0 , and has been derived as a model to explain the transverse stability of solitary wave solutions to the KdV equation with respect to two dimensional perturbation when the surface tension is weak or absent. See [15] for the derivation of (1.1).
The global well-posedness of (1.1) in H s pR 2 q (s ě 0) on the background of line solitons has been studied by Molinet, Saut and Tzvetkov [29] whose proof is based on the work of Bourgain [3] . For the other contributions on the Cauchy problem of the KP-II equation, see e.g. [8, 9, 10, 13, 36, 37, 38, 39] and the references therein.
Let ϕ c pxq " c sech 2´c c 2 x¯, c ą 0.
Then ϕ c px´2ctq is a solitary wave solution of the KdV equation (1.2) and a line soliton solution of (1.1) as well. Transverse linear stability of line solitons for the KP-II equation was studied by Burtsev ([4] ). See also [1] for the spectral stability of KP line solitons. Recently, transverse spectral and linear stability of periodic waves for the KP-II equation has been studied in [11, 12, 14] . If σ "´1, then (1.1) is called KP-I which is a model for long waves in a media with positive dispersion, e.g. water waves with large surface tension. The KP-I equation has a stable ground state ( [7] ) and line solitons are unstable for the KP-I equation except for thin domains in R 2 where the two dimensional nature of the equation is negligible (see [32, 33, 34, 41] ).
Nonlinear stability of line solitons for the KP-II equation has been proved for localized perturbations as well as for perturbations which have 0-mean along all the lines parallel to the x-axis ( [23, 24] ).
Theorem 1.1. ([24, Theorem 1.1])
Let c 0 ą 0 and upt, x, yq be a solution of (1.1) satisfying up0, x, yq " ϕ c 0 pxq`v 0 px, yq. There exist positive constants ε 0 and C satisfying the following: if v 0 P B x L 2 pR 2 q and }v 0 } L 2 pR 2 q`} |D x | 1{2 v 0 } L 2 pR 2 q`} |D x |´1 {2 |D y | 1{2 v 0 } L 2 pR 2 q ă ε 0 then there exist C 1 -functions cpt, yq and xpt, yq such that for every t ě 0 and k ě 0, }upt, x, yq´ϕ cpt,yq px´xpt, yqq} L 2 pR 2 q ď C}v 0 } L 2 , (1.3) }cpt,¨q´c 0 } H k pRq`} B y xpt,¨q} H k pRq`} x t pt,¨q´2cpt,¨q} H k pRq ď C}v 0 } L 2 , (1. Suppose that u is a solutions of (1.1) satisfying up0, x, yq " ϕ c 0 pxq`v 0 px, yq. Then there exist positive constants ε 0 and C such that if }xxy s v 0 } H 1 pR 2 q ă ε 0 , there exist cpt, yq and xpt, yq satisfying (1.5), (1.6) and }upt, x, yq´ϕ cpt,yq px´xpt, yqq} L 2 pR 2 q ď C}xxy s v 0 } H 1 pR 2 q , (1.7) }cpt,¨q´c 0 } H k pRq`} B y xpt,¨q} H k pRq`} x t pt,¨q´2cpt,¨q} H k pRq ď C}xxy s v 0 } H 1 pR 2 q (1.8) for every t ě 0 and k ě 0.
Remark 1.1. The parameters cpt 0 , y 0 q and xpt 0 , y 0 q represent the local amplitude and the local phase shift of the modulating line soliton ϕ cpt,yq px´xpt, yqq at time t 0 along the line y " y 0 and that x y pt, yq represents the local orientation of the crest of the line soliton. p|cpt, yq´c 0 |`|x y pt, yq|q " 0 , and as t Ñ 8, the modulating line soliton ϕ cpt,yq px´xpt, yqq converges to a y-independent modulating line soliton ϕ c 0 px´xpt, 0qq in L 2 pR xˆp |y| ď Rqq for any R ą 0.
For the KdV equation as well as for the KP-II equation posed on L 2 pR xˆTy q, the dynamics of a modulating soliton ϕ cptq px´xptqq is described by a system of ODEs 9 c » 0 , 9
x » 2c .
See [31] for the KdV equation and [27] for the KP-II equation with the y-periodic boundary condition. However, to analyze transverse stability of line solitons for localized perturbation in R 2 , we need to study a system of PDEs for cpt, yq and xpt, yq in [23, 24] as is the case with the planar traveling waves for the heat equations (e.g. [16, 20, 40] ) and planar kinks for the φ 4 -model ( [5] ). By analyzing modulation PDEs, it turns out the set of exact 1-line solitons K " tϕ c px`ky´p2c`3k 2 qt`γq | c ą 0 , k , γ P Ru is not stable in L 2 pR 2 q.
Theorem 1.3. ([23, Theorem 1.4])
Let c 0 ą 0. Then for any ε ą 0, there exists a solution of (1.1) such that }up0, x, yq´ϕ c 0 pxq} L 2 pR 2 q ă ε and lim inf tÑ8 t´1 {4 inf vPA }upt,¨q´v} L 2 pR 2 q ą 0.
Remark 1.3. Theorem 1.3 is a consequence of finite speed propagation of local phase shifts and the fact that the line solitons have infinite length in the R 2 case. Indeed, the phase xpt, yq has jumps around the points y "˘?8c 0 t. Such phenomena are observed for Boussinesq equations in the physics literature. See e.g. [30] and the reference therein.
The following result is an improvement of [23, Theorem 1.5]. Theorem 1.4. Let c 0 " 2 and uptq be as in Theorem 1.2. There exist positive constants ε 0 and C such that if ε :" }xxypxxy`xyyqv 0 } H 1 pR 2 q ă ε 0 , then there exist C 1 -functions cpt, yq and xpt, yq satisfying (1.3)-(1.6) and (1.9) › › › ›ˆc pt,¨q´2 x y pt,¨q˙´ˆ2
pt, y`4tq uBpt, y´4tq˙›
as t Ñ 8, where uB are self similar solutions of the Burgers equation Remark 1.4. Since (1.1) is invariant under the scaling u Þ Ñ λ 2 upλ 3 t, λx, λ 2 yq, we may assume that c 0 " 2 without loss of generality.
Remark 1.5. The linearized operator around the line soliton solution has resonant continuous eigenvalues near λ " 0 whose corresponding eigenmodes grow exponentially as x Ñ´8. See (2.1)-(2.3). The diffraction of the line soliton around y "˘4t can be thought as a mechanism to emit energy from those resonant continuous eigenmodes.
If we disregard diffractions of waves propagating along the crest of line solitons, then time evolution of the phase shift is approximately described by the 1-dimensional wave equation
x tt " 8c 0 x yy .
It is natural to expect that sup t,yPR |xpt, yq´2c 0 t| remains small for localized perturbations although the L 2 pR y q norm of xpt, yq´2c 0 t grows as t Ñ 8.
Our main result in the present paper is the following.
Theorem 1.5. Let upt, x, yq and xpt, yq be as in Theorem 1.2. There exist positive constants ε 0 and C such that if ε :" }xxypxxy`xyyqv 0 } H 1 pR 2 q ă ε 0 , then sup tě0 , yPR |xpt, yq´2c 0 t| ď Cε.
Moreover, there exists an h P R such that for any δ ą 0, (1.10)
8c 0´δ qt " 0 , lim tÑ8 }xpt,¨q´2c 0 t} L 8 p|y|ěp ? 8c 0`δ qtq " 0 . In the case where h ‰ 0 in (1.10), the L 2 pR 2 q-distance between the solution u and the set of exact 1-line solitons grows like t 1{2 or faster. Corollary 1.6. Let c 0 ą 0. Then for any ε ą 0, there exists a solution of (1.1) such that }xxypxxy`xyyq tup0, x, yq´ϕ c 0 pxqu} H 1 pR 2 q ă ε and lim inf tÑ8 t´1 {2 inf vPA }upt,¨q´v} L 2 pR 2 q ą 0.
To investigate the large time behavior of xpt, yq, we derive estimates of fundamental solutions to the linearized equation of modulation equations for parameters cpt, yq and xpt, yq which is a 1-dimensional damped wave equation (see Section 2.2). As is the same with the 1-dimensional wave equation, we need integrability of the initial data of the modulation equation to prove the boundedness of the phase shift.
In our construction of modulation parameters, we impose a secular term condition on cpt, yq and xpt, yq only for y-frequencies in a small interval r´η 0 , η 0 s. This facilitates the estimates of modulation parameters because the truncation of Fourier modes turns the modulation equations into semilinear equations. On the other hand, it was not clear in [23] whether the initial data of modulation equations are integrable even if perturbations to line solitons are exponentially localized. We find that cp0, yq can be decomposed into a sum of an integrable function and a derivative of a function that belongs to F´1L 8 pRq for polynomially localized perturbations in R 2 .
The decomposition of initial data also enables us to prove Theorem 1.4 which shows the large time asymptotic of the local amplitude and the local orientation of line solitons in L 2 pRq whereas the result in [23] shows large time asymptotics in a region y "˘?8c 0 t`Op ? tq. In [26] , we study the 2-dimensional linearized Benney-Luke equation around line solitary waves in the weak surface tension case and find that the time evolution of resonant continuous eigenmondes is similar to (1.10). We except our argument presented in this paper is useful to investigate phase shifts of modulating line solitary waves for the 2-dimensional Benney-Luke equation and the other long wave models for 3D water.
Finally, let us introduce several notations. Let 1 A be the characteristic function of the set A. For Banach spaces V and W , let BpV, W q be the space of all the linear continuous operators from V to W and }T } BpV,W q " sup }x} V "1 }T u} W for T P BpV, W q. We abbreviate BpV, V q as BpV q. For f P SpR n q and m P S 1 pR n q, let pFf qpξq "f pξq " p2πq´n
pF´1f qpxq "f pxq "f p´xq , and pmpDqf qpxq " p2πq´n {2 pm˚f qpxq.
The symbol xxy denotes ? 1`x 2 for x P R. We use a À b and a " Opbq to mean that there exists a positive constant such that a ď Cb. Various constants will be simply denoted by C and C i (i P N) in the course of the calculations.
Preliminaries

2.1.
Semigroup estimates for the linearized KP-II equation. First, we recall decay estimates of the semigroup generated by the linearized operator around a 1-line soliton in exponentially weighted spaces.
y´6 B x pϕ¨q . We remark that L generates a C 0 -semigroup on X :" L 2 pR 2 ; e 2αx dxdyq for any α ą 0.
Let Lpηq "´B 3 x`4 B x`3 η 2 B´1 x´6 B x pϕ¨q be an operator on L 2 pR; e 2αx dxq with its domain DpLpηqq " e´α x H 3 pRq. Obviously, we have Lpupxqe iyη q " e iyη Lpηqupxq for any η P R. If η » 0, then Lpηq has two isolated eigenvalues near 0 and the rest of the spectrum is bounded away from the imaginary axis and lies in the stable half plane (see [23, Chapter 2] ). We remark that that Lp0q is the linearized KdV operator around ϕ which has an isolated 0 eigenvalue of multiplicity 2 in L 2 pR; e 2αx dxq with α P p0, 2q (see [31] ).
Let
Lpηqgpx,˘ηq " λp˘ηqgpx,˘ηq , Lpηq˚g˚px,˘ηq " λp¯ηqg˚px,˘ηq .
The continuous eigenvalues λpηq belongs to the stable half plane tλ P C | ℜλ ă 0u for η P Rzt0u and λpηq Ñ λp0q " 0 as η Ñ 0. Let νpηq :" ℜβpηq´1 and η 0 be a small positive number. Since gpx, ηq " Ope νpηq|x| q as x Ñ´8 and νpηq " Opη 2 q for small η, we choose α and so that α ě νpηq and gpx, ηq P L 2 pR; e 2αx dxq for η P r´η 0 , η 0 s. The continuous eigenmodes gpx, ηqe iyη grow exponentially as x Ñ´8. Nevertheless, they have to do with modulation of line solitons. See [4] and the references therein.
The spectral projection to the continuous eigenmodes tg˘px, ηqu´η 0 ďηďη 0 is given by
where g 1 px, ηq " 2ℜgpx, ηq , g 2 px, ηq "´2ηℑgpx, ηq , g1 px, ηq " ℜg˚px, ηq , g2 px, ηq "´η´1ℑg˚px, ηq .
We remark that for an α P p0, 2q,
where B c ϕ " B c ϕ c | c"2 . See [23, Chapter 3] . For η 0 and M satisfying 0 ă η 0 ď M ď 8, let
The semigroup e tL is exponentially stable on pI´P 0 pη 0 qqX. Let α P p0, 2q and η 1 be a positive number satisfying νpη 1 q ă α. Then there exist positive constants K and b such that for any η 0 P p0, η 1 s, M ě η 0 , f P X and t ě 0,
Moreover, there exist positive constants K 1 and b 1 such that for t ą 0,
2.2.
Decay estimates for linearized modulation equations. Time evolution of parameters cpt, yq and xpt, yq of a modulating line soliton ϕ cpt,yq px´xpt, yqq is described by a system of Burgers type equations. In this subsection, we introduce linear estimates which will be used to prove boundedness of the phase shift xpt, yq´2c 0 t. The estimates are a substitute of d'Alembert's formula for the 1-dimensional wave equation.
24 ą 1{8, λ˘pηq "´2η 2˘i ηωpηq and Let η 0 be a positive number and let χ 1 pηq be a nonnegative smooth function such that 0 ď χ 1 pηq ď 1 for η P R, χ 1 pηq " 1 if |η| ď 
Proof. Letωpηq " ωpηq´4 and (2.12)
Since K 1 pt, yq " ř˘K 1,˘p t, y¯4tq, it suffices to show that sup tą0 }K 1,˘p t,¨q} L 1 pRq ă 8 and }K 1,˘p t,¨q} L 2 pRq À xty´1 {4 to prove (2.7). Using the Plancherel identity, we have
Note that
Combining the above, we have 
SinceˇˇB j`η´1 sin tηωpηq˘ˇˇÀ tη 2´j for j " 0 and 1, it follows that
Combining (2.14)-(2.16), we have (2.11) . This completes the proof of Lemma 2.2.
Let Y and Z be closed subspaces of L 2 pRq defined by
and E 2 " diagp0, 1q and let χpηq be a smooth such that χpηq " 1 if η P r´η 
where c 1 is a positive constant. Moreover, 
Since K 1 pt,¨q "
We can prove K t py, y 1 q " H .
Decomposition of solutions around 1-line solitons
Following [23, 24] , we decompose a solution around a line soliton ϕpx´4tq into a sum of a modulating line soliton and a dispersive part plus a small wave which is caused by amplitude changes of the line soliton:
where ψ c,L pxq " 2p ? 2c´2qψpx`Lq, ψpxq is a nonnegative function such that ψpxq " 0 if |x| ě 1 and that ş R ψpxq dx " 1 and L ą 0 is a large constant to be fixed later. The modulation parameters cpt 0 , y 0 q and xpt 0 , y 0 q denote the maximum height and the phase shift of the modulating line soliton ϕ cpt,yq px´xpt, yqq along the line y " y 0 at the time t " t 0 , and ψ c,L is an auxiliary smooth function such that
Now we further decompose v into a small solution of (1.1) and an exponentially localized part as in [22, 28, 24] . If v 0 px, yq is polynomially localized, then as in [24] , we can decompose the initial data as a sum of an amplified line soliton and a remainder part v˚px, yq that satisfies ş R v˚px, yq dx " 0 for every y P R. Let
Then we have the following. Lemma 3.1. Let c 0 ą 0 and s ą 1. There exists a positive constant ε 0 such that if ε :"
Moreover, the mapping
is continuous.
Proof. By [24, (10.4) ],
Hence it follows from (3.3) and (3.4) that for sufficiently small ε,
Using [24, (10. 2)], we can prove }xxy s v˚} L 2 pR 2 q À }xxy s v 0 } L 2 pR 2 q in the same way. We have (3.7) from [24, Lemma 10.1] and its proof. Since the continuity of the mapping v 0 Þ Ñ pv˚, c 1´c0 q can be proved in the similar way, we omit the proof. Thus we complete the proof.
Letṽ 1 be a solution of
Since v˚P H 1 pR 2 q and B´1 x B y v˚P L 2 pR 2 q, we haveṽ 1 ptq P CpR; H 1 pR 2from [29] . Applying the Strichartz estimate in [35, Proposition 2.3] to
we have B´1 x B yṽ P CpR; L 2 pRqq. Suppose that v 0 satisfies the assumption of Lemma 3.1 and that uptq is a solution to (1.1) with up0, x, yq " ϕpxq`v 0 px, yq, where ϕ " ϕ 2 . Then as [24, Lemmas 3.1 and 3.3], we can prove that wpt, x, yq :" upt, x`4t, yq´ϕpxq´ṽ 1 pt, x`4t, yq belongs to an exponentially weighted space X " L 2 pR 2 ; e 2ax dxdyq for an α P p0, 1q, that
and that the mapping
is continuous for any T ą 0 by using by Lemma 3.1. Now let
To fix the decomposition (3.1), we impose the constraint that for k " 1, 2,
where g1 pz, η, cq " cg1 p a c{2z, ηq and g2 pz, η, cq "
for k " 1, 2, where cpyq " 2`cpyq. Since wp0q " ϕ c 1´ϕ and
by Lemma 3.1, it follows from [23, Lemmas 5.2 and 5.4] that there exists pc˚, x˚q P Y 1ˆY1 satisfying F 1 rwp0q,c˚, x˚, Ls " F 2 rwp0q,c˚, x˚, Ls " 0 ,
provided }xxyxyyv 0 } L 2 pR 2 q is sufficiently small. By the definitions, (3.12)
where c˚" 2`c˚and it follows from Lemma 3.1 and (3.11) that
Lemma 5.2 in [23] implies that there exist a T ą 0,cpt,¨q :" cpt,¨q´2 P Cpr0, T ; Y q and xpt,¨q :" xpt,¨q´4t P Cpr0, T s; Y q satisfying F 1 rwptq,cptq,xptq, Ls " F 2 rwptq,cptq,xptq, Ls " 0 for t P r0, T s because w P Cpr0, 8q; Xq. If pv 2 ptq,cptqq remains small in XˆY for t P r0, T s, then the decomposition (3.1) and (3.9) satisfying (3.10) exists beyond t " T thanks to the continuation argument.
Proposition 3.2. ([24, Proposition 3.9])
There exists a δ 1 ą 0 such that if (3.1), (3.9) and (3.10) hold for t P r0, T q and
then either T " 8 or T is not the maximal time of the decomposition (3.1) and (3.9) satisfying (3.10).
Modulation equations
By [24, Lemma 3.6 and Remark 3.7],
where T is the maximal time of the decomposition (3.1) and (3.9) satisfying (3.10). Substituting (3.9) with z " x´xpt, yq into (3.8) and (3.1) and (3.9) into (1.1), we have
where
Differentiating (3.10) with respect to t and substituting (4.2) into the resulting equation, we have in
v 2 pt, z, yq pc t´6 c y x y q pt, yqB c gk pz, η, cpt, yqqe´i yη dzy ,
Using the fact that g1 pz, η, cq » ϕ c pzq and g2 pz, η, cq » pc{2q 3{2 ş ź 8 B c ϕ c for η » 0, we derive the modulation equations for cpt, yq and xpt, yq (see [24, Section 4] ).
To write down the modulation equation, let us introduce several notations. Let R j , r R j , r S j ,S j , r A 1 ptq, B j and r C j be the same as those in [24, pp. 165-168] except for the definitions of R 4 and R 5 . We move a part of R 4 into R 5 . See (B.1) and (B.2) in Appendix B.
where r P 1 f " F´1 η 1 r´η 0 ,η 0 s F y f and 1 r´η 0 ,η 0 s is a characteristic function of r´η 0 , η 0 s. We make use of (4.4) to translate the nonlinear term c y x y into a divergence form. Now let us introduce localized norms of vptq. Let p α pzq " 1`tanh αz and }v} W ptq " }p α pz`3t`Lq 1{2 v} L 2 pR 2 q . Assuming the smallness of the following quantities, we can derive modulation equations of bpt, yq and xpt, yq for t P r0, T s. Let 0 ď T ď 8 and
where Epvq " pB x vq 2`p B´1 x B y vq 2`v2 . We remark that by an anisotropic Sobolev inequality (see e.g. [2] ),
We can prove the following result exactly in the same way as [24, Proposition 3.9] ).
where b˚" 4{3 r
We remark that N 6 equals to N 5 in [24] and that Aptq`N 5 equals to Aptq in [24] . The other terms are exactly the same.
To apply (2.17) and (2.20) to (4.6) in Section 9, we need to decompose b˚into a sum of an integrable function and a function that belongs to
Proof. Since b˚´c˚"
tupx, yq`Φrc, γspx, yqu ϕ cpyq px´γpyqqe´i yη dxdy ,
tupx, yq`Φrc, γspx, yqu gk 1 px´γpyq, η, cpyqqe´i yη dxdy where cpyq " 2`cpyq and Φrc, γspx, yq " ϕpxq´ϕ cpyq px´γpyqq`ψ cpyq,L px´γpyqq. Then
and we can prove
in exactly the same way as the proof of [23, Lemma 5.1].
Let w 0 px, yq " ϕ c 1 pyq pxq´ϕpxq. Since F 1 rw 0 ,c˚, x˚, Ls " 0 and pw 0 ,c˚, x˚q P X 1ˆY1ˆY1 , F 10 rw 0 ,c˚, x˚, Lspηq "´η 2 F 11 rw 0 ,c˚, x˚, Lspηq , (4.8)
, where
and
Combining the above with Lemma 3.1 and (3.11), we obtain Lemma 4.2.
5.À priori estimates for modulation parameters.
In this section, we will estimate M c,x pT q assuming smallness of M 1 pT q, M 2 pT q, M v pT q, η 0 and e´α L .
Lemma 5.1. There exist positive constants δ 3 and
To prove Lemma 5.1, we need the following.
Proof. In view of (4.6), 
See the proof of Lemma 5.2 in [24] . Following the line of [23, Chapter 7] and using (5.18), we can prove that for t P r0, T s,
Combining the above with (5.21), we have Claim 5.1.
To deal with E 1 N 6 , we decompose χpD y qB´1 3 and χpD y qB´1 4 into a sum of operators that belong to BpL 1 pRqq and operators that belong to B 2 y BpY 1 q. Since
we have
where r S j andS j are the same as those in [24, p. 167] and r S j1 , r S j2 ,S j1 andS j2 are defined by (A.1)-(A.8) and (A.16)-(A.18) in Appendix A. We remark that r S j " r S j1´B 2 y r S j2 , that S j "S j1´B 2 ySj2 and that r S j1 is a time-dependent constant multiple of r P 1 .
Claim 5.2. Let 0 ď T ď 8. There exist positive constants η 0 , L 0 and C such that if |η| ď η 0 and L ě L 0 , then for every t P r0, T s,
Moreover, if M c,x pT q`M 2 pT q ď δ is sufficiently small, then there exists a positive constant 
Combining the above with (A.20) and (A.22), we have (5.6).
Next, we will prove (5.7). Since χpηqχ 1 pηq " χpηq and rχ 1 pD y q, r S 31 s " 0,
Hence it follows from (A.20) that
We can prove (5. 
It follows from Claims 6.1, B.1-B.3 in [23] that
for t P r0, T s.
Combining the above with (5.6) and Claim A.4, we have (5.9). Since
we have (5.10) from Claim A.4. Using the fact that }rB y , r Proof of Lemma 5.1. Let Aptq " diagp1, B y qAptq diagp1, B´1 y q and U pt, sq be the semigroup generated by Aptq. Lemma 4.2 in [23] implies that there exists a C " Cpη 0 , kq ą 0 such that
provided η 0 is sufficiently small.
Multiplying (4.6) by diagp1, B y q from the left, we have
,¨q " b˚, B y xp0,¨q " B y x˚.
Since }N 6 } Y 1 does not necessarily decay as t Ñ 8, we make use of the change of variable
pt, yq " bpt, yq`kpt, yq ,kpt, yq " p2´S
,¨q " b˚`kp0,¨q , B y xp0,¨q " B y x˚.
By (3.11) and (5.14),
Except for N 6 , the term which includes v 1 in (5.15) and needs to be treated differently from [23, (6.16) 18) and }R 4 } Y 1 decays at the rate as in [23, Claim D.5] . Using (5.13), (5.14) and (5.18), we can prove that for t P r0, T s and k " 0, 1, 2,
in the same way as [23, Chapter 7] . Since diagp1, B y qN 6 " E 1 N 6`B y E 2 N 6 , it follows from (5.13)
Using the fact that sup ηPr´η 0 ,η 0 s´| ϕ cpt,yq pzqB z gk pz, η, cpt, yqq´ϕpzqB z gk pz, ηq|`|ψ cpt,yq pzqB z gk pz, η, cpt, yqq|À
we see that 20) and that
follows from the boundedness of B´1 3 (see [24, Claim 4.5] 
In view of (5.13), (5.14) and (5.22)-(5.24), we see that for k " 0, 1, 2 and t P r0, T s, 
We give the precise definitions of 
Combining the above with (5.13) and (5.14), we have
Finally, we will estimate Aptqke 1 . Since A 1 ptqE 2 " O and rA i ptq, B y s " O for i " 1, 2,
Combining the above with (5.13), (5.14) and Claims C.1 and C.2, we have for
This completes the proof of Lemma 5.1.
6. The L 2 pR 2 q estimate
In this section, we will estimate M v pT q assuming smallness of M c,x pT q, M 1 pT q and M 2 pT q.
Lemma 6.1. Let δ 3 be the same as in Lemma 5.1. Suppose that M c,x pT q`M 1 pT q`M 2 pT qὴ 0`e´α L ď δ 3 . Then there exists a positive constant C such that
To prove Lemma 6.1, we use a variant of the L 2 conservation law on v as in [23, 24] . 
Combining the above with the fact that Qpt, vq " }vptq} 2 L 2`O p}cptq} Y }vptq} L 2 q, we have Lemma 6.1. Thus we complete the proof.
Estimates for small solutions for the KP-II equation
In this section, we will give upper bounds of M 1 pT q and M 1 1 p8q. First, we will prove decay estimates for v 1 assuming that v 0 px, yq is polynomially localized as x Ñ 8.
Lemma 7.1. Letṽ 1 be a solution of (3.8). There exist positive constants C and δ 4 such that if
To prove Lemma 7.1, we make use of the virial identity for the KP-II equation that was shown in [6] . Let u be a solution of (1.1) with up0q P L 2 pR 2 q and
Suppose that inf tě0 x 1 ptq ą 0. There exist positive constants α 0 and δ such that if α P p0, α 0 q and }v 0 } L 2 ă δ, then
See e.g. [27, Lemma 5.3] for the proof. If up0q is small in L 2 pR 2 q and polynomially localized, we can prove time decay estimates by using (7.1).
Lemma 7.2. Let uptq be a solution of (1.1). Let 0 ď T ď 8 and let xptq be a C 1 function satisfying xp0q " 0 and inf tPr0,T s 9 xptq ą c 1 for a c 1 ą 0. Suppose that p1`x`q ρ up0q P L 2 pR 2 q for a ρ ě 0. Then there exist positive constants α 0 and δ such that if α P p0, α 0 q and }up0q} L 2 pR 2 q ă δ, then ż
where ρ 1 and ρ 2 are positive constants satisfying ρ 2 ą ρ 1 ą 0.
Proof. We can prove (7.2) in the same way as in [25, Section 14.1]. Since minp1, e 2αx q ď p α pxq ď 2 minp1, e 2αx q and p 1 α pxq " α sech 2 αx " Ope´2 α|x| q, it follows that for x ď 0,
Similarly, we have p α pxq À ř jě0 p 1 α px´jq. Hence it follows from (7.1) that for t P r0, T s,
p1`x`qp α pxqup0, x, yq 2 dxdy .
Finally, we will prove (7.4). Let c 1 and c 2 be constants satisfying 0 ă c 1 ă c 2 ď inf 0ďtďT 9 xptq and let q ℓ pxq " p1`x`q ρ ℓ p α pxq for ℓ " 1, 2. Since
it follows from (7.1) that for t P r0, T s,
provided }up0q} L 2 is sufficiently small. Combining (7.5) with the fact that q 1 px´xptqq ď q 1 px´c 2 tq À xty ρ 1´ρ2 q 2 px´c 1 tq ,
we have (7.4). Thus we complete the proof. Now we are in position to prove Lemma 7.1.
Proof of Lemma 7.1. By Claim 5.1, there exists a c 1 ą 0 such that x t pt, yq ě c 1 for every t P r0, T s and y P R. Hence it follows from Lemmas 3.1 and 7.2 that M 1 pT q À }p1x`q 2 v˚} L 2 pR 2 q À }xxy 2 v 0 } L 2 pR 2 q . Thus we complete the proof.
The scattering result by Hadac, Herr and Koch ( [10] ) which uses U p and V p spaces introduced by [18, 19] implies that higher order Sobolev norms of solutions to (3.8) remain small for all the time.
Lemma 7.3. Letṽ 1 ptq be a solution of (3.8). There exists positive constants δ 5 and C such that if
for every t P R.
Proof. It follows from [10, Proposition 3.1 and Theorem 3.2] that
See e.g. [24, Section 7.2] for an explanation. Combining the above with the L 2 -conservation law }ṽ 1 ptq} L 2 pR 2 q " }v˚} L 2 pR 2 q and the Sobolev inequality (4.5), we have
Since Hpuq is the Hamiltonian of the KP-II equation andṽ 1 is a solution of (3.8) satisfying v 1 P CpR; H 1 pR 2and B´1 x B yṽ1 P CpR; L 2 pR 2 qq,
Combining the above with Lemma 3.1, we have Lemma 7.3.
Decay estimates for the exponentially localized part of perturbations
In this section, we will estimate v 2 ptq following the line of [23] .
Lemma 8.1. Let η 0 be a small positive number and α P pνpη 0 q, 2q. Suppose that M 1 1 p8q is sufficiently small. Then there exist positive constants δ 6 and C such that if M 2 pT q`M v pT q ď δ 6 ,
First, we estimate the low frequency part of v 2 ptq assuming the smallness of M c,x pT q, M 2 ptq and M v pT q. Lemma 8.2. Let η 0 , α and M be positive constants satisfying νpη 0 q ă α ă 2 and νpM q ą α. Suppose that v 2 ptq is a solution of (4.2). Then there exist positive constants b 1 , δ 6 and C such that if M c,x pT q`M v pT q`M 1 pT q`M 2 pT q ă δ 6 , then for t P r0, T s,
Proof. Letṽ 2 ptq " P 2 pη 0 , M qv 2 ptq and N 1 2,2 " t2cpt, yq`6pϕpzq´ϕ cpt,yq pzqquv 2 pt, z, yq. Applying Proposition 2.1 to (4.2), we have
where we abbreviate P 2 pη 0 , M q as P 2 . It follows from [23, Claim 9.1] that for t P r0, T s,
By the definitions and Claim 5.1,
in the same way as (8.6) and (8.7) in [24] . Since
{2 for t P r0, T s,
Here we use the fact that }B y P 2 } BpXq À M . Since |e αz tϕ c pzq´ψ c pzqu| À p α pz`3t`Lq, we have
Combining (8.3)-(8.8), we have for t P r0, T s,
As long as v 2 ptq satisfies the orthogonality condition (3.10) andcpt, yq remains small, we have }ṽ 2 ptq} X À }P 1 p0, M qv 2 ptq} X À }ṽ 2 ptq} X in exactly the same way as the proof of lemma 9.2 in [23] . Thus we have (8.2) . This completes the proof of lemma 8.2.
Using a virial identity, we can estimate the exponentially weighted norm of v 2 ptq for high frequencies in y in the same way as [24, Lemma 8.3] . Lemma 8.3. Let α P p0, 2q and v 2 ptq be a solution of (4.2). Suppose M 1 1 p8q is sufficiently small. Then there exist positive constants δ 6 and M 1 such that if M c,x pT q`M 1 pT q`M 2 pT qM v pT q ă δ 6 and M ě M 1 , then for t P r0, T s,
Now we are in position to prove Lemma 8.1.
Proof of Lemma 8. 
Thus we obtain (8.1) provided M 2 pT q and M v pT q are sufficiently small. This completes the proof of Lemma 8.1.
Large time behavior of the phase shift of line solitons
In this section, we will prove Theorem 1.5. To begin with, we remark that M c,x pT q, M 1 pT q, M 2 pT q and M v pT q remain small for every T P r0, 8s provided the initial perturbation v 0 is sufficiently small. Combining Proposition 3.2, Lemmas 5.1, 6.1, 7.1, 7.3 and 8.1, we have the following. Proposition 9.1. There exist positive constants ε 0 and C such that if ε :" }xxypxxyx By Claim C.1 and (5.27),
3) into (4.6) and using (5.22), (5.25) and (5.26), we have 
Now we will estimate the L 8 -norm of the right hand side of (9.8). By (4.7) and (9.3),
and it follows from Lemmas 2.3 and 4.2 that
Next, we will estimate N 1 . Let ‚ N 1 " r P 1 t2pc´bq`3px y q 2 ue 2 andN 1 " 6 r P 1 pbx y qe 1 . Then
‚ N 1`N 1 q, and
By (1.9) and the fact that
where δptq is a functions that tends to 0 as t Ñ 8. Note that }uBpt,¨`4tquBpt,¨´4tq} Combining the above with the fact that |uBps, yq| À H 2s pyq, we obtain
The other terms can be decomposed as (9.11)
Hence it follows from Proposition 9.1 and Lemma 2.3 that 
Now, we will prove (9.11)-(9.14). First, we will estimate
Then 1)-(A.4) and (A.17) for the definitions of r S 4ℓ (ℓ " 1, 2). By Claims A.1, A.2, B.2-B.4 and B.6, 
By (5.8), (9.21) and the fact that B´1 1 e 2 " 1 2 e 2 ,
Next we will estimate N 3 . Let
. By Claims B.1 and B.3,
By Claims B.4 and B.5,
Combining (9.24) and (9.25) with Claim 5.2, we have
Next, we will estimate N 4 . Let n 41 " pB 2´B 
.
By Claim A.4 and (5.4),
By (5.8) and the above,
(9.26) Using Claim 5.2 and (5.12), we can prove
in the same way. By (9.26) and (9.27),
Secondly, we will estimate N 5 . By (5.2),
Since } r A 1 ptq t pb,xq} Y À M c,x p8qe´α p3t`Lq , it follows from Claim 5.2 that
Next, we will estimate ‚ N 6 andN 6 . By Claim C.2, (5.27) and (9.1),
We see that
follows from Claim C.1 and (5.20). By (5.24), (5.28) and (5.30),
By Claims 5.2, (5.23) and (5.29),
Finally, we will estimate
By the definition and (9.1), we have
In view of Claim 5.1,
Combining the above with Claim C.1, (9.1) and (9.2),
This completes the proof of Theorem 1.5.
Next, we will prove Corollary 1.6.
Proof of Corollary 1.6. Let ζ P C 8 0 p´η 0 , η 0 q such that ζp0q " 1 and let up0, x, yq " ϕ 2`c˚pyq pxq´ψ 2`c˚pyq,L pxq ,c˚pyq " εpF´1 η ζqpyq .
Then it follows from [23, Lemma 5.2] that cp0, yq "c˚pyq ,xp0, yq " 0 , b 1 p0, yq " b˚pyq , v˚" v 2,˚" 0 .
If ε and e´α L are sufficiently small, then it follows from (9.9), (9.15)-(9.19) and the above that
where h is a constant in (1.10). Corollary 1.6 follows immediately from (9.30) and Theorem 1.5. Thus we complete the proof.
Behavior of the local amplitude and the local inclination of line solitons
In this section, we will prove Theorem 1.4 following a compactness argument in [17] . Let bpt,¨q " γptqP˚pD y qe 4tσ 3 By dpt,¨q and Π˚pηq " 1 4iˆ8
Then (9.7) is translated to
where σ 3 " diagp1,´1q, r N a " e´4 tσ 3 By Π˚pD y q´1E 1 χpD y q ‚ N a and r N " e´4 tσ 3 By Π˚pD y q´1ˆ6 bx y 2pc´bq`3px y q 2˙,
Note that χpηq " 1 for η P r´η 0 {4, η 0 {4s and that diagp1, B y q
If η 0 is sufficiently small, then Π˚pD y q, Π´1 pD y q P BpY q and it follows from Claim C.1 and the definitions of b and d that › › › ›ˆb pt,¨q x y pt,¨q˙´ˆ2 2 1´1˙e 4tσ 3 By dpt,¨q
To investigate the asymptotic behavior of solutions, we consider the rescaled solution d λ pt, yq " λdpλ 2 t, λyq. We will show that for any t 1 and t 2 satisfying 0 ă t 1 ă t 2 ă 8, First, we will show uniform boundedness of d λ with respect to λ ě 1.
Lemma 10.1. Let ε be as in Theorem 1.4. Then there exists a positive constants C such that for any λ ě 1 and t P p0, 8q, ÿ
{4`t´3{2 qε . Next, we will prove (10.8). By (10.1),
where r N a,λ pt, yq " λ 3 r N a pλ 2 t, λyq and
In view of (2.13) and (10.7),
Using (9.12)-(9.14), (10.2) and the fact that Y 1 Ă Y , we have
Combining the above, we have (10.8 Next, we will show that d 8 pt, yq tends to a constant multiple of the delta function as t Ó 0. To find initial data of dp0,¨q, we transform (10.1) into a conservative system. Let dpt, yq "ˆd`p t, yq d´pt, yq˙:
" dpt, yq´dpt, yq ,dpt, yq "´ż Proof. Letd λ pt, yq " λdpλ 2 t, λyq andd λ pt, yq " λdpλ 2 t, λyq. By (10.10), (10.11) and the fact that }dpt, 
Combining the above with (10.12)-(10.14), we have sup λě1 }B tdλ pt,¨q} H´2 À εpt´1 {4`t´7{8 q .
Thus for t ą s ą 0 and h P H 2 pRq,ˇˇˇż
where C is a constant independent of λ. Passing to the limit as s Ó 0 in the above, we obtain for t ą 0, Lemma 10.4. Suppose that ε is sufficiently small. Then for every t 1 and t 2 satisfying 0 ă t 1 ď t 2 ă 8, there exist a positive constant C and a functionδpRq satisfying lim RÑ8δ pRq " 0 such that sup
Proof. Let ζ be a smooth function such that ζpyq " 0 if |y| ď 1{2 and ζpyq " 1 if |y| ě 1 and ζ R pyq " ζpy{Rq. Multiplying (10.17) by ζ R , we have
Using the variation of constants formula, we have By Lemma 4.2, (3.11), (4.7) and (10.19), we can decomposedp0q as (10.24)dp0q " Lemma 10.1 and (10.20) ,
By (10.13),
Since F y r N 2 λ pt, ηq " 0 for η R r´λη 0 , λη 0 s , it follows from (10.14) that
Using Lemma 10.1, (2.13) and (10.20), we have
By (10.12) and (10.13),
By (10.7), (10.14), (10.20) and (10.21),
Combining the above, we have for t P p0, t 2 q,
and if ε is sufficiently small,
where Cpt 2 q is a constant depending only on t 2 . Thus we complete the proof. Now we are in position to prove Theorem 1. andS j " r S j pI`r C 2 q´1 for 1 ď j ď 5, where
Now we decompose the operator S j k p1 ď j ď 6 , k " 1 , 2q into a sum of a time-dependent constant multiple of r P 1 and an operator which belongs to B 2 y BpY q. Let 
ppz`3t`Lqgk pz, 0q dz˙r P 1 f ,
where gk 4 pz, η, cq " η´2tgk 3 pz, η, cq´gk 3 pz, 0, cqu and Claim A.1. Let α P p0, 2q. There exist positive constants C and η 1 such that for η P p0, η 1 s, k " 1, 2 and t ě 0,
Claim A.2. There exist positive constants η 1 , δ and C such that if η 0 P p0, η 1 s and M c,x pT q ď δ, then for k " 1, 2, t P r0, T s and f P L 2 ,
Claim A.3. There exist positive constants η 1 , δ and C such that if η 0 P p0, η 1 s and M c,x pT q ď δ, then for k " 1, 2, t P r0, T s and f P L 2 ,
Proof of Claims A.1-A.3. Since χpD y q r P 1 " χpD y q,
Using Young's inequality, we have
Similarly, we have (A.12) and }χpD y qS 6 k1 pf qpt,¨q} L 1 pRq À }f } L 2 pRq }v 2 ptq} X . We can prove (A.10), (A.11), (A.13) and (A.15) in exactly the same way as the proof of Claims B.3-B.5 in [23] . Thus we complete the proof. 
2 y r S j2 andS j "S j1´B 2 yS j2 for j " 3, 4, 5.
Claim A.4. There exist positive constants η 1 , δ and C such that if η 0 P p0, η 1 s and M c,x pT q ď δ, then for k " 1, 2 and t P r0, T s, Proof. By the definition, we have for f P L 2 pRq,
We can prove }χpD y qC 2 f } L 1 À xty´1 {4 M c,x pT q}f } L 2 in the same way. Equation (A.20) follows from Claim A.1. Let f P L 2 pRq and f 1 " r C 2 f . Since χpηq " χpηqχ 1 Combining the above and (A.19) with χ replaced by χ 1 , we have for k " 1, 2 and t P r0, T s,
Since r S 31´S31 " r S 31 r C 2 pI`r C 2 q´1 and I`r C 2 has a bounded inverse on L 2 pRq, (A.21) follows immediately from Claim A.1 and (A.27). We can prove (A.23) and (A.25) We can prove Claim B.2 in exactly the same way as Claim D.2 in [23] . Note that χpD y q r P 1 " χpD y q and χpD y q P BpL 1 pRqq.
In this paper, we slightly modify the definitions of R 4 k and R 5 k from [23, 24] . We can prove the rest in the similar manner by using Claim A.5. Thus we complete the proof.
