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THE MC ALGORITHM AND ITS APPLICATIONS
XIAODONG CAO AND SHUANG CHEN
Abstract. By applying the MC algorithm and the Bauer-Muir transforma-
tion for continued fractions, in this paper we shall give six examples to show
how to establish an infinite set of continued fraction formulas for certain
Ramanujan-type series, such as Catalan’s constant, the exponential function,
etc.
1. Introduction
In a celebrated paper of Bailey-Borwein-Plouffe [3], they proposed the following
fast series
(1.1) pi =
∞∑
m=0
1
16m
(
4
8m+ 1
− 2
8m+ 4
− 1
8m+ 5
− 1
8m+ 6
)
.
Since this discovery in 1997, many BBP formulas for various mathematical con-
stants have been discovered (e.g. [4, 5, 20, 28, 29, 30] and references quoted therein)
with the general form
(1.2) α =
∞∑
m=0
1
bm
p(m)
q(m)
,
where α is a constant, p and q are polynomials with integer coefficients, and b ≥ 2
is an integer numerical base. In the sequel, we shall call the series of right-hand
side of (1.2) a “BBP-type series”, or “BBP series” for short.
Assume that a specific Ramanujan-type series (defined in Sec. 2 below) converges
to α, it is natural to ask how we construct a new sequence such that it converges
to α with increasingly higher speed. Through analysis of the related results, many
researchers have observed that this question has an intriguing connection with the
first order linear difference equation with the form of Xm − a(m)Xm+1 = b(m),
where both a(m) and b(m) are rational functions in m. For the related theory of
the first order linear difference equation, the reader is referred to [32]. About the
1950s, Oscar Perron even showed some examples to explain how to use the Bauer-
Muir transformation to prove that a special continued fraction satisfies a difference
equation with constant coefficient a(m) ≡ 1 (see [23, p. 25-37]). Mortici [21, 22]
introduced some elegant ideas of finding the finite continued fraction approximation
solution, yielding a lot of interesting consequences. Moreover, Cao and Mortici [13]
also provided several examples with a(m) ≡ 1 by a continued fraction formula of
Ramanujan involving products and quotients of gamma functions (see [7, p. 156,
Entry 35]). Based on Mortici [22] and Gosper’s algorithm (see [24]), in [10] we
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propose the so-called the MC algorithm (see Sec. 3 below), which is a constructive
iteration algorithm. Occasionally, the MC algorithm may be used to find a simple
closed form or guess at continued fraction special solution (see [10, p. 204, Example
1-3]). However, authors have not proved any new continued fraction formula for the
case a(m) 6= 1. Following Perron’s approach in [23], in the present paper we shall
give six examples to show how to prove that a special continued fraction satisfies
a difference equation with a(m) 6= 1. Our main ingredient is the employment of
a nonlinear modifying factors in its Bauer-Muir transformation for the continued
fraction of Catalan’s constant or the companion of Catalan’s constant. Additionally,
for the exponential function, we shall use the simplest constant modifying factors
in its Bauer-Muir transformation.
The paper is organized as follows. In Sec. 2, we collect several notations and
definitions for later use. In Sec. 3, based on the work in [10], we shall further
develop the multiple-correction method, or “MC algorithm” for short. In Sec. 4 we
shall prepare some preliminary lemmas for the theory of continued fractions. From
Sec. 5 to 10, we shall sequentially investigate the continued fraction representation
for Catalan’s constant, a companion of Catalan’s constant, the arcsine function, a
special Lerch transcendent, a companion of Landau’s constants and the exponential
function. In the last section, we shall analyze the related perspective of research in
this direction.
2. Notation and definitions
To state our results clearly, let us introduce some notations and definitions. We
use N0 to denote a set of non-negative integers. The notation Pl(n) or Ql(n) means
a polynomial of degree l in n, while Φ(l;n) denotes a monic polynomial of degree
l in n. For convenience, the empty product
∏n
j=0 dj and sum
∑n
j=0 dj for n < 0
are stipulated to be one and zero, respectively. Let {an}∞n=1 and {bn}∞n=0 be two
sequences of complex numbers. The generalized continued fraction
τ = b0 +
a1
b1 +
a2
b2+
. . .
= b0 +
a1 a2
b1 + b2 + · · · = b0 +
∞
K
n=1
(
an
bn
)
is defined as the limit of the nth approximant
(2.1)
An
Bn
= b0 +
n
K
k=1
(
ak
bk
)
as n tends to infinity. The numeratorsAn and denominatorsBn of the approximants
satisfy the three-term recurrence relations
(2.2) An = bnAn−1 + anAn−2, Bn = bnBn−1 + anBn−2
with initial values A−1 = 1, A0 = b0, B−1 = 0 and B0 = 1, see Berndt [7, p. 105].
We also employ the space-saving notation
a0
b0+
∞
K
m=1
(
am
bm
)
:=
a0
b0 +K
∞
m=1
(
am
bm
) .
For the theory of continued fractions, we refer to the books Cuyt et al. [14],
Jones and Thron [17], Khovanskii [18], Lorentzen and Waadeland [19], Perron [23],
Wall [27], etc. Let us now collect three definitions in the theory of continued
fractions.
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Definition 2.1. We say that two continued fractions are equivalent if they have the
same sequence of classical approximants (see [19, p. 72]). We write b0+K (an/bn) ≈
d0 +K (cn/dn) to express that b0 +K (an/bn) and d0 +K (cn/dn) are equivalent.
Definition 2.2. The Bauer-Muir transform of a continued fraction b0+K(an/bn)
with respect to a sequence {rn} from C is the continued fraction d0 +K(cn/dn)
whose canonical numerators Cn and denominators Dn are given by
C−1 = 1, D−1 = 0,
Cn = An +An−1rn, Dn = Bn +Bn−1rn
for n ∈ N0, where {An} and {Bn} are the canonical numerators and denominators
of b0 +K(an/bn). See [19, p. 76].
Definition 2.3. We shall call d0+K (cn/dn) a contraction of b0+K (an/bn) if its
classical approximants {gn} form a subsequence of the classical approximants {fn}
of b0 +K (an/bn). In particular, we call d0 +K (cn/dn) a canonical contraction of
b0 +K (an/bn) if
Ck = Ank , Dk = Bnk for k ∈ N0,(2.3)
where Cn, Dn, An and Bn are canonical numerators and denominators of d0 +
K (cn/dn) and b0 +K (an/bn), respectively. See [19, p. 83].
In this paper, we shall investigate a more general class of series than BBP-type
series.
Definition 2.4. Let a series
∑∞
m=0 tm be convergent. A function tm is said to be
a Ramanujan-type term, or a “Ramanujan term” for short if it can be written in
the form
tm = R(m)
∏uu
i=1(aim+ ci)!∏vv
j=1(bjm+ di)!
1
qm
,(2.4)
in which q 6= 0 is a specific constant, and
(1) R(m) is a rational function in m
(2) the ai, ci, bj and dj are specific integers with ai > 0, bj > 0, and
(3) the quantities uu and vv are finite, nonnegative, specific integers.
Remark 2.5. Clearly, a BBP series is a Ramanujan-type series from their definitions.
Here we also note that in the definition of a Ramanujan-type series, the previous
condition q ∈ (0,+∞) for a quasi-BBP series (introduced in [10]) is relaxed to
q 6= 0.
Lastly, we give a definition introduced in the previous paper [10].
Definition 2.6. We shall call the integer l −m the degree of a rational function
R(k) = Pl(k)Qm(k) in k, and write degR(k) = l−m.
3. The MC algorithm
Let a Ramanujan series
∑∞
m=0 tm converge to constant α. If we use the finite
sum
∑n−1
m=0 tm to approximate or compute α for some comparatively large positive
integer n, the error term E(n) equals to
∑∞
m=n tm. To evaluate it more accurately,
in general, we need to “separate” second main term MT(n) from E(n) such that
the new error term E(n) − MT(n) has a faster rate of convergence than E(n)
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when n tends to infinity. The idea of the MC algorithm is that we can manipulate
it in some cases by looking for the proper structure of MT(n), where MT(n) =∏uu
i=1
(ain+ci)!∏
vv
j=1
(bjn+di)!
1
qnMCk(n), and MCk(n) usually is likely to be a sum of a polynomial
and a finite continued fraction with the form λ0Φ(κ0;n)+K
k
j=1
(
λj
Φj(κj ;n)
)
, here λj ∈ R.
In fact, the MC algorithm is a recursive algorithm, and one of its advantages is
that by repeating the correction process we can always accelerate the convergence.
More precisely, every non-zero coefficient plays a key role in accelerating the rate
of approximation. The MC algorithm consists of the following several steps.
Step 1: Simplify the ratio tm+1/Rm+1tm/Rm to bring the form
Pr(m)
Qs(m)
, where Pr, Qs
are polynomials.
Step 2: We begin from k = 0, and in turn find the finite continued fraction
approximation solution MCk(m) of the following difference equation
Xm − Pr(m)
Qs(m)
Xm+1 = R(m),(3.1)
until some suitable k = k∗ you want.
Step 3: Substitute the above k-th correction function MCk(m) into the left-
hand side of (3.1) to find the constant Ck and positive integer K0 such
that
(3.2) MCk(m)− Pr(m)
Qs(m)
MCk(m+1)−R(m)+ Ck
mK0
=O
(
1
mK0+1
)
.
In what follows, we call Tk(m) := MCk(m) − Pr(m)Qs(m)MCk(m + 1) − R(m)
the test error function of the k-th correction.
Step 4: Try to discovery the general term in the kth-correction. Fortunately,
if answer is yes, then we construct the formal continued fraction solution
of the difference equation (3.1), then propose a reasonable conjecture. Fur-
ther, if Ek∗(x) ≡ 0 for some k∗, then we obtain a simple closed form of the
difference equation (3.1).
Step 5: Consider the new quasi-BBP term appearing in (Step 3)
ttm =
1
mK0
∏uu
i=1(aim+ ci)!∏vv
j=1(bjm+ di)!
1
qm
,(3.3)
then repeat (Step 1) to (Step 3).
Step 6: Define the k-th correction error term Ek(n) as
Ek(n) := α−
n−1∑
m=0
tm −
∏uu
i=1(ain+ ci)!∏vv
j=1(bjn+ di)!
1
qn
MCk(n).(3.4)
Try to find the rate of convergence of the k-th correction error term
Ek(n) when n tends to infinity.
Step 7: Based on (Step 6), we further prove sharp double inequalities of
Ek(n) for as possible as smaller n.
We would like to make several remarks regarding the MC algorithm. Firstly, it
should be worth noting that (Step 2) plays an important role in the MC algorithm.
The idea of the above algorithm is originated from Mortici [22] and Gosper’s al-
gorithm (see Chapter 5 of Petkovsek, Wilf and Zeilberger [24]). Secondly, if one
cannot find the general term formula for MCk(m), then only the finite continued
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fraction approximation solution can be provided. In this case, it predicts that find-
ing a continued fraction representation started from this series is “hopeless”, one
should try other series expressions.
Thirdly, we explain how to look for all the related coefficients in MCk(m). To do
that, the initial-correction function MC0(m) is vital. Let degMC0(m) = −κ0 ∈ Z,
and denote its first coefficient by λ0 6= 0. It is not difficult to obtain κ0 and λ0,
which satisfy the following condition:
min
κ,λ
deg
(
λ
mκ
− Pr(m)
Qs(m)
λ
(m+ 1)κ
−R(m)
)
.(3.5)
If κ0 > 0, then MC0(m) has the form
λ0
Φ(κ0;m)
with Φ(κ0;m) monic polynomial
of degree κ0. Otherwise, it contains two terms. The first term is the form of a
polynomial of degree −κ0 with the leading coefficient λ0, while the second term has
the form
λ′0
Φ(κ′
0
;m) just like the previous case. Next, we in turn find other coefficients
in MC0(m) by solving a series of linear equations.
Once one determines the initial-correction function MC0(m), other correction
functions MCk(m) for k ≥ 1 will become easy. Actually, one may employ two
approaches to treat them. One of them is a power series expansion, another is
putting the whole thing over a common denominator such that
deg
(
MCk(m)− Pr(m)
Qs(m)
MCk(m+ 1)−R(m)
)
(3.6)
is a strictly decreasing function of k.
Now, we explain how to do (Step 6). First by multiplying the formula (3.2)
by
∏
uu
i=1
(aim+ci)!∏
vv
j=1
(bjm+di)!
1
qm , then by adding these formulas from m = n to ∞, finally by
checking
lim
n→∞
∏uu
i=1(ain+ ci)!∏vv
j=1(bjn+ di)!
1
qn
MCk(n) = 0,
in this way it is not difficult to get the desired results for the rate of convergence
of the k-th correction error term Ek(n).
Lastly, for the MC algorithm it should be stressed, however, that we only need a
special solution of the difference equation Xm−a(m)Xm+1 = b(m). In other words,
it is not necessary to find the general solution of the corresponding homogeneous
difference equation Xm − a(m)Xm+1 = 0.
Example 3.1. For the exponential function exp(z) =
∑∞
m=0
zm
m! , we take R(m) =
1, q = 1/z, uu = 0 and vv = 1. So one needs to solve the following equation
(3.7) Xm − z
m+ 1
Xm+1 = 1.
As R(m) ≡ 1, it is not hard to imagine that we should choose the initial-correction
MC0(m) in the form d+
u0
m+v0
. With the help of Mathematica software, we have
MC0(m)− z
m+ 1
MC0(m+ 1)− 1
=
(d− 1)m3 + (−2 + 2d+ u0 − 2v0 + 2dv0 − bz)m2 + d1m+ c1
(1 +m)(m+ v0)(1 +m+ v0)
,
where c1 is a constant and d1 = (−1 + d + 2u0 − 3v0 + 3dv0 + u0v0 − v20 + dv20 −
bz − u0z − 2bv0z). Now we enforce the first three coefficients in the numerator to
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be zero, and find that MC0(m) = 1+
z
m+1−z and degT0(m) = 3. Similarly, in this
way we may solve MC1(m),MC2(m), and MC3(m) in turn as follows
MC1(m) =1 +
z
m+ 1− z+
z
m+ 2− z ,
MC2(m) =1 +
z
m+ 1− z+
z
m+ 2− z+
2z
m+ 3− z ,
MC3(m) =1 +
z
m+ 1− z+
z
m+ 2− z+
2z
m+ 3− z+
3z
m+ 4− z .
Further, we may check that degT1(m) = 5, deg T2(m) = 7 and degT3(m) = 9. So
one may guess that MCk(m) = 1 +
z
m+1−z+K
k
j=1
(
jz
m+j+1−z
)
and deg Tk(m) =
2k + 3. Then, by using Mathematica software again, we can verify that these re-
lations hold for 1 ≤ k ≤ 20. Hence these tests predict that our conjecture should be
true. By a limiting process, finally we guess that CF (m) = 1+ zm+1−z+K
∞
k=1
(
kz
m+k+1−z
)
is a solution of (3.7), which will be proved in Sec. 10 by the Bauer-Muir transfor-
mation.
Example 3.2. Suppose that r ≥ 0 and ℜx > 12 . The infinite series S(r) :=∑∞
m=1
2m
(m2+r2)2 is called a Mathieu series. Let the continued fraction CF (r;x)
with a parameter r be defined by
CF (r;x) =
1(
x− 12
)2
+ 14 (1 + 4r
2)+
∞
K
k=1
(
κk(
x− 12
)2
+ λk
)
,(3.8)
where for k ∈ N
κk = −
k4
(
k2 + 4r2
)
4(2k − 1)(2k + 1) , λk =
1
4
(2k2 + 2k + 1 + 4r2).(3.9)
With the MC algorithm, we may guess that CF (r;m) is a solution of the equation
Xm −Xm+1 = 2m(m2+r2)2 . For the details of its proof, the reader is referred to [11].
Remark 3.3. The MC algorithm does not require factorization of polynomials, so
it is easy to operate with computer program. It’s also worth mentioning that the
idea of the MC algorithm allows us to seek the continued fraction approximation
solution for a more general class of the first order linear difference equation. The
difference equation Xm − Xm+1 = 1m+1 is an example of such class equation, its
initial-correction can be solved as MC0(m) = − ln (m+ 1/2)− 1/24(m+1/2)2+7/40 , which
indeed may be used to approximate the harmonic sequence.
On the one hand, in order to determine all related coefficients, we often use
an appropriate symbolic computation software, which requires a huge amount of
computations. On the other hand, the exact expression at each occurrence also
takes a lot of space. Moreover, in order to guess the continued fraction formula,
we have to do a lot of additional work. All theorems in Sec. 5 to 10 build on
experimental results in this section. Hence, we focus on the rigorous proof of
main conjectures, and omit some of the related details for guessing these formulas.
Interested readers may refer to Sec. 6 and 8 in preprint [12].
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4. Some preliminary lemmas for the theory of continued fractions
Lemma 4.1. The canonical contraction of b0 +K (an/bn) with
Ck = A2k, Dk = B2k for k ∈ N0
exists if and only if b2k 6= 0 for k ∈ N, and is given by
b0 +
a1b2 a2a3b4 a4a5b2b6
a2 + b1b2 − a3b4 + b2(a4 + b3b4) − a5b6 + b4(a6 + b5b6) − · · ·
a2na2n+1b2n−2b2n+2
− a2n+1b2n+2 + b2n(a2n+2 + b2n+1b2n+2) − · · · .
Proof. It follows from Theorem 12 and Eq. (2.4.3) of L. Lorentzen, H. Waade-
land [19, pp. 83–84]. For applications, interested readers may refer to Berndt [7,
p. 121, (14.2)] or [7, p. 157]. 
Lemma 4.2. b0+K (an/bn) ≈ d0+K (cn/dn) if and only if there exists a sequence
{rn} of complex numbers with r0 = 1, rn 6= 0 for all n ∈ N, such that
d0 = b0, cn = rn−1rnan, dn = rnbn for all n ∈ N.(4.1)
Proof. As to the proof, consult [19, p. 73, Theorem 9]. 
One of the outstanding theorems in the theory of continued fractions is the result
described by O. Perron [23] as the Bauer-Muir transformation; this theorem and
limiting cases of it give rise to numerous and extremely interesting consequences.
For instance, see Andrews et al. [1], Berndt et al. [6], Jacobsen [16], Lorentzen and
Waadeland [19, p. 77–82, Example 11 to 13], and Perron [23, p. 25-37], etc. We
shall use the Jacobsen’s formulation in [16] (also see [19, p. 76, Theorem 11]).
Lemma 4.3. (The Bauer-Muir transformation) The Bauer-Muir transform of b0+
K
(
am/bm
)
with respect to {rm}∞m=0 from C exists if and only if
φm = am − rm−1 (bm + rm) 6= 0, m ≥ 1.(4.2)
If it exists, then it is given by
b0 +
a1 a2 a3
b1 + b2 + b3 + · · ·
=b0 + r0 +
ϕ1 a1φ2/φ1 a2φ3/φ2
b1 + r1 + b2 + r2 − r0φ2/φ1 + b3 + r3 − r1φ3/φ2 + · · · .
For the continued fraction with all the elements positive, we may employ the
following lemma to estimate the error term.
Lemma 4.4. Let {ak}∞k=1 , {bk}∞k=1 be two sequences of positive numbers. Let the
error term Em be defined by Em :=K
∞
k=1 (ak/bk)−Kmk=1 (ak/bk). For all positive
integer m, then
|Em| ≤
∏m+1
k=1 aj
Bm+1Bm
,(4.3)
where An and Bn denote the numerators and denominators of the nth approximant
of K
∞
k=1 (ak/bk).
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Proof. As all the elements of the continued fraction K
∞
k=1 (ak/bk) are positive, we
find easily that the sequence {A2l−1/B2l−1}∞l=1 is strictly decreasing, and {A2l/B2l}∞l=1
is strictly increasing. Therefore,
(4.4)
2l
K
k=1
(
ak
bk
)
<
∞
K
k=1
(
ak
bk
)
<
2l−1
K
k=1
(
ak
bk
)
.
By means of the determinant formula of continued fractions (for instance, see [19,
p. 9, (1.2.10)]), we derive that
Am+1
Bm+1
− Am
Bm
=
(−1)m∏m+1k=1 ak
Bm+1Bm
.(4.5)
Hence
|Em(x)| <
∣∣∣∣m+1Kk=1
(
ak
bk
)
−
m
K
k=1
(
ak
bk
)∣∣∣∣ =
∣∣∣∣Am+1Bm+1 −
Am
Bm
∣∣∣∣ =
∏m+1
j=1 aj
Bm+1Bm
.(4.6)
This finishes the proof of Lemma 4.4. 
Remark 4.5. In the interest of saving space, we shall not give applications of Lemma
4.4, since the details is very similar to that in [11, p. 1044-1045].
5. Catalan’s constant
Catalan’s constant can be defined as
(5.1) K =
∞∑
m=0
(−1)m
(2m+ 1)2
= 0.9159655942 . . . ,
which is one of those classical constants whose irrationality and transcendence re-
main unproven. Catalan’s constant is also expressible as (see [20, 30])
(5.2) K =
1
2
∞∑
m=0
4m(m!)2
(2m)!(2m+ 1)2
.
For further details of the history of Catalan’s constants up to about 2013, the reader
is referred to Bailey et al. [5].
Theorem 5.1. Let ℜx ≥ 0, and we write
(5.3) CF (x) :=
1/2
x+ q0+
∞
K
k=1
(
pk
x+ qk
)
,
where
pk =
(2k)3(2k − 1)3
4(4k − 3)(4k − 1)2(4k + 1) , qk =
4k2 + 2k − 1
2(4k − 1)(4k + 3) .(5.4)
Then for all non-negative integer n, we have
(5.5) K =
1
2
n−1∑
m=0
4m(m!)2
(2m)!(2m+ 1)2
+
1
2
4n(n!)2
(2n)!
· CF (n).
In particular, K = 12CF (0) =
1
2 + CF (1).
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Lemma 5.2. For k ≥ 1, let κ2k = −(2k)
3
2(4k−1)(4k+1) , κ2k−1 =
(2k−1)3
2(4k−3)(4k−1) , λ2k = m,
and λ2k−1 = 1. Then the sequence {Xm}∞m=0 =
{
1/2
m+K
∞
k=1
(
κk
λk
)}∞
m=0
satisfies the
following difference equation
(5.6) Xm − 2(m+ 1)
2m+ 1
Xm+1 =
1
(2m+ 1)2
.
Remark 5.3. Lemma 5.2 confirms a question proposed in [10, p. 204].
Proof. First we let
(5.7) F (x) = b0 +
∞
K
k=1
(
ak
bk
)
,
where
a2k = − (2k)
3
2
, a2k−1 =
(2k − 1)3
2
,
b2k = (4k + 1)x, b2k−1 = 4k − 1.
Following Perron’s approach in [23, p. 29-32](also see Berndt [7, p. 159-161]), we
now choose
(5.8) r2k = 2k
2 − (2x− 1)k + 2x2 + x+ 1
2
, r2k−1 = −2k + 2x+ 1,
and write
φ2k = a2k − r2k−1 (b2k + r2k) , φ2k−1 = a2k−1 − r2k−2 (b2k−1 + r2k−1) .
We easily show that φ2k = φ2k−1 = − 12 (2x + 1)3. Moreover, it is not difficult to
check that b0+r0 =
1
2 (2x+1)
2, b1+r1 = 2(x+1), b2k+r2k−r2k−2 = (4k−1)(x+1)
and b2k+1 + r2k+1 − r2k−1 = 4k + 1. Then applying Lemma 4.3, we find that
F (x) = b0+r0+
φ1 a1 a2 a3
b1 + r1 + b2 + r2 − r0 + b3 + r3 − r1 + b4 + r4 − r2 +· · ·.
By means of Lemma 4.2, we get
F (x) − 1
2
(2x+ 1)2
=
− 12 (2x+ 1)3 a1 a2 a2k−1 a2k
2(x+ 1) + 3(x+ 1) + 5 +· · ·+ (4k − 1)(x+ 1) + 4k + 1 +· · ·
=
− 12 (x+ 1)(2x+ 1)3 a1 a2 a2k−1 a2k
2(x+ 1)2 + 3 + 5(x+ 1) +· · ·+ 4k − 1 + (4k + 1)(x+ 1) +· · ·
=
− 12 (x+ 1)(2x+ 1)3
(x+ 1)(2x+ 1) + F (x+ 1)
.
From the above identity, one derives easily that
F (x) (F (x + 1) + (x+ 1)(2x+ 1)) = F (x+ 1)
1
2
(2x+ 1)2.
Dividing by F (x)F (x + 1) on both sides of the equation, we get
1+
(x + 1)(2x+ 1)
F (x+ 1)
=
1
F (x)
1
2
(2x+1)2, i.e.
1/2
F (x)
− 2(x+ 1)
2x+ 1
1/2
F (x+ 1)
=
1
(2x+ 1)2
.
Finally, taking Xm =
1/2
F (m) and using Lemma 4.2 again, this will complete the proof
of Lemma 5.2 at once. 
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Proof of Theorem 5.1. Firstly, multiplying equation (5.6) by 4
m(m!)2
(2m)! , we find that
(5.9)
4m(m!)2
(2m)!
Xm − 4
m+1 ((m+ 1)!)2
(2(m+ 1))!
Xm+1 =
4m(m!)2
(2m)!(2m+ 1)2
.
Then, by adding these formulas fromm = n tom =∞, and noting limm→∞ 4
m(m!)2
(2m)! Xm =
0, one deduces that
(5.10)
4n(n!)2
(2n)!
·Xn =
∞∑
m=n
4m(m!)2
(2m)!(2m+ 1)2
.
Finally, by Lemma 4.1, we see that CF (m) is the even part of Xm, and this com-
pletes the proof of Theorem 5.1. 
6. A companion of Catalan’s constant
The companion of Catalan’s constant is defined as
(6.1) G =
∞∑
m=0
4m(m!)2
(2m)!(4m+ 1)2
.
Theorem 6.1. For ℜx ≥ 0 we define
(6.2) CF (x) :=
1/8
x+
∞
K
k=1
(
pk
x+ qk
)
,
where
pk =
{
(2k−1)4
16(4k−3)(4k+1) if k is odd,
(2k)4
16(4k−3)(4k+1) if k is even,
qk =
{
− 12 if k is odd,
0 if k is even.
For all n ∈ N0, then
(6.3) G =
n−1∑
m=0
4m(m!)2
(2m)!(4m+ 1)2
+
4n(n!)2
(2n)!
· CF (n).
Lemma 6.2. We let κ2k =
(4k)4
16(8k−3)(8k+1) , κ2k−1 =
(4k−3)4
16(8k−7)(8k−3) , λ2k = m and
λ2k−1 = m − 12 . Then sequence {Xm}∞m=0 =
{
1/8
m+K
∞
k=1
(
κk
λk
)}∞
m=0
is a special
solution of the following equation
(6.4) Xm − 2(m+ 1)
2m+ 1
Xm+1 =
1
(4m+ 1)2
.
Proof. First we write
(6.5) F (x) = b0 +
∞
K
k=1
(
ak
bk
)
,
where
a2k =
(4k)4
16
, a2k−1 =
(4k − 3)4
16
,
b2k = (8k + 1)x, b2k−1 = (8k − 3)(x− 1/2).
We now take
(6.6) r2k = 4k
2 − (4x− 1)k + 2x2 + 1
8
, r2k−1 = 4k
2 − (4x+ 1)k + 2x2 + x+ 1
8
,
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which are polynomials of degree two in k. Then define
φ2k = a2k − r2k−1 (b2k + r2k) , φ2k−1 = a2k−1 − r2k−2 (b2k−1 + r2k−1) ,(6.7)
hence φ2k = φ2k−1 = − (4x+1)
4
64 . Moreover, it is not difficult to verify that
b0 + r0 =
1
8
(4x+ 1)2, b1 + r1 =
1
8
(16x2 + 16x+ 5),
b2k + r2k − r2k−2 = (8k − 3)(x+ 1), b2k+1 + r2k+1 − r2k−1 = (8k + 1)(x+ 1/2).
By means of Lemma 4.3, we find that
F (x) =b0 + r0 +
φ1 a1 a2 a3
b1 + r1 + b2 + r2 − r0 + b3 + r3 − r1 + b4 + r4 − r2 + · · · .
Applying Lemma 4.2 twice, it follows from the foregoing equality that
F (x) − 1
8
(4x+ 1)2
= −
(4x+1)4
64 a1 a2 a2k−1 a2k
1
8(16x
2+16x+5) + 5(x+1) + 9(x+ 12) +· · ·+ (8k−3)(x+1) + (8k+1)(x+ 12) +· · ·
= −
(x+1)(4x+1)4
64 a1 a2 a2k−1 a2k
1
8(16x
2+16x+5)(x+1) + 5 + 9(x+ 12) +· · ·+ 8k−3 + (8k+1)(x+ 12) +· · ·
=
− (4x+1)4
64(x+ 1
2
)
a1 a2 a2k−1 a2k
1
8(16x
2+16x+5)x+1
x+1
2
+ 5(x+ 12) + 9(x+1) +· · ·+ (8k−3)(x+ 12) + (8k+1)(x+1) +· · ·
=
− (x+1)(4x+1)432(2x+1)
(x+1)(4x+1)2
4(2x+1) + F (x+ 1)
.
Therefore,
F (x)
(
F (x+ 1) +
(x+ 1)(4x+ 1)2
4(2x+ 1)
)
= F (x+ 1)
1
8
(4x+ 1)2.
Dividing by F (x)F (x + 1) on both sides of the equation, we obtain that
(6.8)
1/8
F (x)
− 2(x+ 1)
(2x+ 1)
1/8
F (x+ 1)
=
1
(4x+ 1)2
.
Finally taking Xm =
1/8
F (m) and employing Lemma 4.2 once more, we get the desired
result. 
Proof of Theorem 6.1. By multiplying both sides of (6.4) by 4
m(m!)2
(2m)! , we find that
(6.9)
4m(m!)2
(2m)!
Xm − 4
m+1 ((m+ 1)!)2
(2(m+ 1))!
Xm+1 =
4m(m!)2
(2m)!(4m+ 1)2
.
Then let us sum this equality from m = n to ∞, which will readily complete the
proof of Theorem 6.1. 
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7. Antitrigonometric function arcsine
For 0 < w < 4, we define (see Lorentzen andWaadeland [19, P. 297] andWall [27,
p. 345])
(7.1) g(w) :=
∞∑
m=0
wm(m!)2
(2m)!(2m+ 1)
=
4 arcsin
√
w
2√
w(4− w) .
Note that (g(1), g(2), g(3)) =
(
2pi
3
√
3
, pi2 ,
4pi
3
√
3
)
.
Theorem 7.1. Let 0 < w < 4, ℜx ≥ 0 and
(7.2) CF (w;x) :=
2/(4− w)
x+ q0+
∞
K
k=1
(
pk
x+ qk
)
,
where
pk = −2wk(2k − 1)
(4− w)2 , qk =
2 + (4 + w)k
4− w .(7.3)
For n ∈ N0, one has
(7.4) g(w) =
n−1∑
m=0
wm(m!)2
(2m)!
+
wn(n!)2
(2n)!
· CF (w;n).
Lemma 7.2. Let sequences {pk}∞k=1 and {qk}∞k=0 is given as Theorem 7.1. If
0 < w < 4, then {Xm}∞m=0 =
{
2/(4−w)
m+q0+
K
∞
k=1
(
pk
m+qk
)}∞
m=0
satisfies the following
relation
(7.5) Xm − w(m+ 1)
2(2m+ 1)
Xm+1 =
1
2m+ 1
.
Proof. We let
(7.6) F (x) = x+ q0 +
∞
K
k=1
(
pk
x+ qk
)
.
We choose u = − w4−w , v = wx4−w . Let rk = uk + v and
(7.7) φk = pk − rk−1 (qk + rk) , k ≥ 1.
It is easy to verify that φk is a constant, i.e. φk = − 2w(x+1)(2x+1)(4−w)2 . By means of
the Bauer-Muir transformation, we get
F (x) =x+ q0 + r0 +
φ1 p1 p2
x+ q1 + r1 + x+ q2 + r2 − r0 + x+ q3 + r3 − r1 +· · ·
=
2(2x+ 1)
4− w +
− 2w(x+1)(2x+1)(4−w)2 p1 pk
2(3+2x)
4−w + x+ 1 + q1 +· · ·+ x+ 1 + qk + · · ·
=
2(2x+ 1)
4− w +
− 2w(x+1)(2x+1)(4−w)2
w(x+1)
4−w + F (x+ 1)
.
It is not difficult to check that
(7.8)
(
F (x)− 2(2x+ 1)
4− w
)
F (x+ 1) + F (x)
w(x + 1)
4− w = 0,
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This in turn implies that
(7.9) F (x)
(
F (x+ 1) +
w(x + 1)
4− w
)
=
2(2x+ 1)
4− w F (x+ 1).
By taking reciprocals, one has
(7.10)
2
4− w
1
F (x)
− w(x + 1)
2(2x+ 1)
2
4− w
1
F (x+ 1)
=
1
2x+ 1
.
Set Xm =
2
4−w
1
F (m) , Lemma 7.2 follows from the previous equality readily. 
Remark 7.3. We may use another solution (u, v) =
(
4
w−4 ,
2+4x
w−4
)
to prove the
foregoing lemma. In this case, we have φk = − 2wx(2x−1)(4−w)2 .
Proof of Theorem 7.1. Firstly, multiplying (7.5) by w
m(m!)2
(2m)! , and by next applying
telescoping method to this equality, we complete the proof of Theorem 7.1. 
Remark 7.4. Let κ1 =
2
4−w , λ1 = x. For k ≥ 1, we define κ2k+1 = wk4−w , κ2k =
2(2k−1)
4−w , λ2k+1 = x+ 1, λ2k = 1. If 0 < w < 4,
2/(4−w)
x+q0+
K
∞
k=1
(
pk
x+qk
)
=K
∞
k=1
(
κk
λk
)
for ℜx ≥ 0.
8. A special Lerch transcendent
The Lerch transcendent [29] is given by
(8.1) Φ(z, s, α) =
∞∑
m=0
zm
(m+ α)s
.
In this section, we shall give a continued fraction expression for Φ(z, 1, α), which
usually appears in BBP-type formulas for various mathematical constants. Stielt-
jes [25] studied even its continued fraction expansion, also see Wall [27, p. 359-360].
Theorem 8.1. Let ℜx ≥ 0, α > 0, z 6= 1, and continued fraction CF (z, α;x) be
defined by
(8.2) CF (z, α;x) :=
1/(1− z)
x+ q0+
∞
K
k=1
(
pk
x+ qk
)
,
where for k ∈ N0
pk = − z k
2
(1− z)2 , qk = α+
(1 + z)k + z
1− z .(8.3)
Then for all n ∈ N0, and |z| ≤ 1 with z 6= 1, we have
(8.4) Φ(z, 1, α) =
n−1∑
m=0
zm
m+ α
+ zn · CF (z, α;n).
Lemma 8.2. Let sequences {pk}∞k=1 and {qk}∞k=0 be defined as Theorem 8.1, and
(8.5) Xm =
1/(1− z)
m+ q0+
∞
K
k=1
(
pk
m+ qk
)
.
If |z| ≤ 1 and z 6= 1, the sequence {Xm}∞m=0 satisfies the following relation
(8.6) Xm − zXm+1 = 1
m+ α
.
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Proof. We let ak = pk, bk = x+ qk, and
(8.7) F (x) = b0 +
∞
K
k=1
(
ak
bk
)
.
We now choose u = − 11−z , v = −x+α1−z . Let rk = uk + v and
(8.8) φk = ak − rk−1 (bk + rk) , k ≥ 1.
Note that φk = − z(x+α−1)
2
(1−z)2 and bk+1+rk+1−rk−1 = bk−1. It follows from Lemma
4.3 that
F (x) =b0 + r0 +
φ1 a1 ak
b1 + r1 + b2 + r2 − r0 +· · ·+ bk+1 + rk+1 − rk−1 +· · ·
=
(1− x− α)z
1− z +
− z(x+α−1)2(1−z)2 a1 ak
(2−x−α)z
1−z + b1 − 1 +· · ·+ bk − 1 + · · ·
=
(1− x− α)z
1− z +
− z(x+α−1)2(1−z)2
F (x− 1)− x+α−11−z
.
Replacing x by x+ 1, we find that
(8.9) F (x)
(
F (x+ 1) +
(x+ α)z
1− z
)
= F (x + 1)
x+ α
1− z .
Dividing by F (x)F (x + 1) on both sides of the equation, one has
x+ α
1− z
1
F (x)
= 1 +
(x+ α)z
1− z
1
F (x+ 1)
, i.e.
1
1− z
1
F (x)
− z 1
1− z
1
F (x + 1)
=
1
x+ α
.
Finally by taking Xm =
1
1−z
1
F (m) , we shall complete the proof of Lemma 8.2 at
once. 
Proof of Theorem 8.1. Now multiplying both sides in (8.6) by zm, we deduce that
(8.10) zmXm − zm+1Xm+1 = z
m
m+ α
,
Theorem 8.1 follows from telescoping the foregoing equality readily. 
Remark 8.3. Let κ1 =
1
1−z , λ1 = x + α, and for k ≥ 1 κ2k+1 = k1−z , κ2k = kz1−z ,
λ2k+1 = x + α, λ2k = 1. If |z| ≤ 1 with z 6= 1, 1/(1−z)x+q0+ K
∞
k=1
(
pk
x+qk
)
=K∞k=1
(
κk
λk
)
for ℜx ≥ 0.
9. A companion of Landau’s constants
With the help of Mathematica software, we have
(9.1) L =
∞∑
m=0
(−1)m(2m)!2
16m(m!)4
=
Γ(1/4)
2
√
pi Γ(3/4)
,
which is closely connected with the well-known Landau’s constantsG(n) =
∑n
m=0
(2m)!2
16m(m!)4 .
For further details of the history of Landau’s constants up to about 2015, inter-
ested reader is referred to [9]. Indeed, the relation between Landau’s constants and
the companion of Landau’s constants is very similar to that between the harmonic
numbers
∑n
m=1
1
m and the series
∑∞
m=1
(−1)m−1
m = ln 2.
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Theorem 9.1. Let ℜx ≥ 0 and continued fraction CF (x) be defined by
(9.2) CF (x) :=
1
2
+
1/4
x+ 1/4+
∞
K
k=1
(
pk
x+ 1/4
)
,
where for k ≥ 1
p2k =
k(2k + 1)
2
, p2k−1 =
(4k − 1)2
16
.(9.3)
Then for all n ∈ N0, we have
(9.4) L =
Γ(1/4)
2
√
pi Γ(3/4)
=
n−1∑
m=0
(2m)!2
(−16)m(m!)4 +
(2n)!2
(−16)n(n!)4 · CF (n).
Lemma 9.2. Let sequence {pk}∞k=1 be defined as Theorem 9.1, and
(9.5) Xm =
1
2
+
1/4
m+ 1/4+
∞
K
k=1
(
pk
m+ 1/4
)
.
Then the sequence {Xm}∞m=0 is a special solution of the following equation
(9.6) Xm +
(2m+ 1)2
4(m+ 1)2
Xm+1 = 1.
Proof. For k ≥ 0 let bk = x+ 1/4, and define
(9.7) F (x) = b0 +
∞
K
k=1
(
pk
bk
)
.
Set
(9.8) r2k = k +
5− 8x2
4(4x+ 3)
, r2k−1 = k − (2x+ 1)
2
2(4x+ 3)
,
and
φ2k = p2k − r2k−1 (b2k + r2k) , φ2k−1 = p2k−1 − r2k−2 (b2k−1 + r2k−1) ,
thus φ2k = φ2k−1 =
(2x+1)2(x+1)2
(4x+3)2 . It follows from Lemma 4.3 that
F (x) =b0 + r0 +
φ1 p1 p2
b1 + r1 + b2 + r2 − r0 + b3 + r3 − r1 + · · ·
=x+
1
4
+
5− 8x2
4(4x+ 3)
+
(2x+1)2(x+1)2
(4x+3)2 p1 p2
b1 + 1− (2x+1)
2
2(4x+3) + b2 + 1 + b3 + 1 + · · ·
=
2(x+ 1)2
4x+ 3
+
(2x+1)2(x+1)2
(4x+3)2 p1 p2
− (2x+1)22(4x+3) + b0 + 1 + b1 + 1 + b2 + 1 + · · ·
=
2(x+ 1)2
4x+ 3
+
(2x+1)2(x+1)2
(4x+3)2
− (2x+1)22(4x+3) + F (x+ 1)
.
Hence,
F (x)
(
F (x+ 1)− (2x+ 1)
2
2(4x+ 3)
)
= F (x+ 1)
2(x+ 1)2
4x+ 3
.
Dividing by F (x)F (x + 1) on both sides of the equation, we obtain that
(9.9)
1/4
F (x)
+
(2x+ 1)2
4(x+ 1)2
1/4
F (x+ 1)
=
4x+ 3
8(x+ 1)2
.
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Finally taking Xm =
1
2 +
1/4
F (m) , it is not difficult to check that Xm satisfies (9.6),
thus this finishes the proof of Lemma 9.2. 
Proof of Theorem 9.1. Multiplying both sides in (6.4) by (2m)!
2
(−16)m(m!)4 , we find that
(9.10)
(2m)!2
(−16)m(m!)4Xm −
((2(m+ 1))!)
2
(−16)m+1 ((m+ 1)!)4Xm+1 =
(2m)!2
(−16)m(m!)4 .
Now Theorem 9.1 follows from telescoping the foregoing equality at once. 
10. The exponential function
It is well-known that the exponential function exp(z) is given as
(10.1) exp(z) =
∞∑
m=0
zm
m!
, z ∈ C.
The investigation of the exponential function has a long-standing and rich history.
For the research history and continued fraction formulas of the exponential function,
we refer the reader to [31].
Theorem 10.1. Let z and x be complex number, and write
(10.2) CF (z;x) := 1 +
z
x+ 1− z+
∞
K
k=1
(
kz
x+ k + 1− z
)
.
Then for all n ∈ N0 and z ∈ C, we have
(10.3) exp(z) =
n−1∑
m=0
zm
m!
+
zn
n!
· CF (z;n).
Lemma 10.2. Let m ∈ N0, z ∈ C, and write
(10.4) Xm = 1+
z
m+ 1− z+
∞
K
k=1
(
kz
m+ k + 1− z
)
.
Then the sequence {Xm}∞m=0 is a special solution of the following equation
(10.5) Xm − z
m+ 1
Xm+1 = 1.
Proof. We first suppose that z 6= 0. Otherwise, the assertion is trivial. Now let
ak = kz, bk = x+ k + 1− z, and
(10.6) F (x) = x+ 1− z +
∞
K
k=1
(
kz
x+ k + 1− z
)
.
For k ∈ N, set φk = ak− rk−1(bk+ rk). It follows from Lemma 4.3 (the Bauer-Muir
transformation) with modifying factors {rk}∞k=0 = {z}∞k=0 that
F (x) =b0 + r0 +
φ1 a1 ak
b1 + r1 + b2 + r2 − r0 +· · ·+ bk+1 + rk+1 − rk−1 +· · ·
=x+ 1 +
−(x+ 1)z a1 ak
x+ 2 + x+ 3− z +· · ·+ x+ k + 2− z +· · ·
=x+ 1 +
−(x+ 1)z
z + F (x+ 1)
,
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here we used φk = −(x+1)z for k ∈ N. It is easy to see that F (x) (z + F (x+ 1)) =
(x+1)F (x+1). Dividing by F (x)F (x+1) on both sides of the equation, we derive
that
(10.7)
1
F (x)
− z
x+ 1
1
F (x+ 1)
=
1
x+ 1
.
On taking CF (z;x) = 1+ zF (x) , then {Xm}∞m=0 = {CF (z;m)}∞m=0 satisfies equation
(10.5), and this finishes the proof of the desired assertion. 
Proof of Theorem 10.1. By multiplying the equation (10.5) by z
m
m! , we find that
zm
m!
Xm − z
m+1
(m+ 1)!
Xm+1 =
zm
m!
.(10.8)
Now, by applying telescoping the foregoing equality from m = n to ∞, this will
complete the proof of Theorem 10.1 at once. 
Remark 10.3. The classical formula exp(z) = 1 + z1−z+K
∞
k=1
(
kz
k+1−z
)
(see Cuyt
et al. [14, p. 194, (11.1.4)] or Jones and Thron [17, p. 272]) is the subcase n = 0 in
(10.3).
11. Conclusions
From those examples in Sec. 5-10, we conclude that, for a specific Ramanujan
series, the MC algorithm provides a useful tool for discovering its continued fraction
representation. In other words, for a given Ramanujan series, the MC algorithm
could tell us at least that there does not exist a “simple” continued fraction ex-
pression. We shall show more continued fraction formulas elsewhere, and some
conjectures are also proposed for further study. At the same time, these examples
predict that it is an effective approach for us to investigate the first order differ-
ence equation by the theory of continued fractions. So our method should help
advance the approximation theory, the first order linear difference equation, the
theory of continued fractions and the hypergeometric function, etc. Furthermore,
these continued fraction formulas could probably be used to study the irrationality
and transcendence of the involved series (see Ape´ry [2], Borwein et al. [8], Wald-
schmidt [26], etc.).
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