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Abstract 
The long term success of the concentrating solar power (CSP) industry depends on having accurate and reliable measurements 
and predictions of performance. Agreed-upon standards for performance characterization are still lacking. This contrasts with 
more mature technologies such as gas turbine combined cycle power plants, where performance and testing specifications are 
well established in spite of system complexities. Lack of standardization inevitably results in extra cost and risk to market 
participants and the spread of misinformation through hidden “apples-to-oranges” comparisons. To cite just one example, there 
are multiple distinct metrics for characterizing heliostat tracking accuracy, and the differences can easily go unnoticed. 
Here we propose rigorous and accurate statistical approaches to two key performance analysis problems for tower CSP. We 
highlight their advantages over previous approaches, and analyze detailed operational data. Further, we demonstrate why they are 
sufficiently straightforward and general enough for adoption as industry standards. 
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1. Introduction 
In CSP projects for which technology providers are not responsible for the full scope of procured equipment, 
adequate characterization and performance testing of the equipment in question is paramount. Accurate and robust 
methods are especially important in a cost-challenged, fledgling industry. There is also a critical role for 
standardization, as the capital intensive nature of CSP invariably adds cost pressure resulting from financial risk 
management. Industry groups such as ASME are actively working on such standards (e.g. PTC 52 code); however, 
in most if not all cases, the codes do not specify subsystem-specific performance models. 
Here we propose robust statistical approaches for two distinct performance modeling scenarios: 
x Modeling Scenario A: Predicting solar collector and receiver combined thermal output; and 
x Modeling Scenario B: Measuring solar collector (heliostat field) tracking accuracy for tower CSP. 
In each scenario, data from the Sierra SunTower power plant validates eSolar’s modeling paradigm. Extensive 
experience with previous iterations and the following recurring issues are driving considerations: 
x Customer’s need to assess project performance and risk, including reliable acceptance testing; 
x Equipment supplier’s need to provide competitive cost and performance with acceptable risk;  
x Equipment supplier’s need to reliably assess cost/performance trade-offs for product engineering; and 
x Project financing’s need for acceptable (but not overly conservative) probabilistic performance estimates. 
The first proposed modeling approach (for Modeling Scenario A) deviates from traditional, state-based, 
deterministic models previously used by eSolar and others such as NREL’s System Advisor Model (SAM) [1]. One 
serious difficulty of deterministic modeling of real-world CSP systems is the large number of parameter inputs 
typically needed. Reliable calculation of system performance probability distributions is very challenging due to 
parameter uncertainty. Typically, mean expected output can be estimated reasonably well for correct parameter 
inputs, but the impact of deviations from expected values is not as well understood. Parametric and sensitivity 
analyses can be conducted, but are overly cumbersome and dubious for problems of this size. Importantly, 
deterministic models are not capable of inferring specific parameter uncertainty from existing performance data, 
which in principle should be the best source of information for predicting future performance. This limitation creates 
a serious barrier to the bankability of CSP projects. 
We propose an alternative approach employing a simplified, steady-state, deterministic formulation embedded 
within a statistical linear mixed-effects model [2,3]. The number of parameter types is greatly reduced, and the key 
uncertainties are appropriately disambiguated. For example, larger uncertainties with smaller impact (such as 
reduced output in high winds) are carefully separated from smaller uncertainties with larger impact (such as receiver 
thermal losses in low winds). Second order effects are not ignored, but rather rolled up into a few key statistical 
parameters. Despite the large parameter count reduction, the new model is more accurate than our previous 
deterministic versions. Furthermore, the output is expressed as a full probability distribution and not simply a P50 
value. A downside of such an approach is that it is somewhat dependent on having good quality operational data 
from which to estimate parameters; however, from a practical standpoint, it is expected that a serious technology 
provider would be able to test their product sufficiently in order to obtain such data. 
The second modeling approach (for Modeling Scenario B) improves our understanding of the impacts to plant 
performance by developing a statistical characterization of heliostat population behavior. While the definition of 
heliostat reflector normal error is standard and unchanged from previous approaches (using our beam 
characterization system shown in Figure 4), pointing error is now defined as a scale parameter of a standard 
probability distribution function. This approach allows us to employ statistical best practices such as outlier 
detection, maximum likelihood estimates, and confidence intervals to pointing error calculations. It also allows us to 
create a justifiable statistical acceptance test for solar collector availability. 
Both modeling approaches have been tested at eSolar’s Sierra SunTower power plant, with sufficiently large 
sample sizes for model validation. Results indicate that both models provide accurate performance characterization, 
and are robust enough to handle realistic variations in plant operating conditions. 
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2. Modeling Scenario A: Solar collector and receiver thermal output 
We begin this section by introducing a new approach to CSP plant performance modeling, using well established 
techniques of statistical regression analysis. After introducing the approach, we compute results using a version of 
the model applied to operational data from eSolar’s Sierra SunTower facility. These results are contrasted with 
earlier modeling results coming from a more conventional state-based model. We then outline in more detail some 
of the benefits of this new modeling approach. Finally, we conclude this section with some calculations that 
demonstrate how the model can be used to provide probabilistic estimates of future system performance.  
2.1. Statistical approach to CSP plant performance modeling 
We begin with a relatively simple model of system thermal performance, 
ܲ െ ܵ ൌ ܫܣߟ௄ߟ௎ െ ߣǡ ሺͳሻ
whereܲ is power absorbed by the heat transfer fluid (Watts),ܵ is “stored” power (Watts),ܫ is (direct normal) solar 
irradiance (Watts/m2),ܣ is tracking reflector surface area (m2),ߟ௄ is the “known” efficiency factor of the system,ߟ௎ 
is the “unknown” efficiency factor, andߣ is the receiver thermal loss (Watts). Known efficiency is defined as that 
which is invariant over time or can be deterministically calculated. For example, known efficiency factors may 
include cosine losses, solar collector blocking and shading, solar collector range of motion limits, and solar collector 
clean reflectance. Unknown efficiency is “everything else”, not including receiver thermal losses. For example, this 
may include factors such as reflector soiling, flux spillage, receiver surface absorptance, and atmospheric 
attenuation. It can also include any factors not anticipated by the system designers. 
The typical approach to modeling CSP thermal output uses a model similar to (1) for (pseudo) steady-state 
operation, and then adds more detailed complexities to account for transient conditions such as cloudy weather, high 
winds, start-up and shutdown. The stored power componentܵ is used to account for the transient effects of warming 
up and cooling down, where energy is “stored” by heating the receiver materials until they reach a saturated 
equilibrium point (and energy is “released” as the receiver cools down). Equation (1) isn’t a steady-state model in 
the strict sense (even in the absence ofܵ), as the values ofߟ௄ (and in some cases,ߟ௎) typically vary with time of 
day. However, with the appropriate corrections applied to account for varying sun position, the behavior of the 
model is very similar to that of a true steady-state model (onceܵ reaches zero after sufficient receiver warm-up). 
Given a set of operational data whose outputs are ܲ െ ܵ ൌ ሺ ଵܲ െ ଵܵǡڮǡ ௡ܲ െ ܵ௡ሻ , we can form the linear 
regression model 
ݕ ൌ ܺߚǡ ሺʹሻ
whereݕ ൌ ܲ െ ܵ,ߚ ൌ ሾെߣ ߟ௎ሿ் , andܺ is the݊ ൈ ʹ matrix whose first column is all ones, and whose second 
column isܫܣߟ௄ for the݊ corresponding time points. Standard regression techniques can be used to solve (2) forߣ 
andߟ௎; however, the solution is typically not very stable, as outliers inܺ can easily adversely impact the results. 
Furthermore, standard linear regression provides little useful information about uncertainties in the solution. Instead, 
we account for output variations introduced by possible randomness inߣ andߟ௎, and by other random factors, in the 
following extension of (2) as a linear mixed-effects model: 
ݕ ൌ ܺߚ ൅ ܼߛ ൅ ߳Ǥ ሺ͵ሻ
Hereߣ andߟ௎  are now considered as random variables,ܼ is a matrix of dimension݊ ൈ ݉, and߳ is a vector of 
random variable samples from a normal distribution,ࣨሺͲǡ ߪଶሻ. The vectorߛ consists of݉ independent random 
normally distributed variables representing operational variation, each with mean and variance to be estimated from 
operational data. For this analysis, we use݉ ൌ ݆ ൅ ݇, where݆ is the number of operational days of measured data, 
and ݇  is the number of distinct bins of measured operational wind speeds. We use one component for each 
operational day, accounting for (biased) daily variation inߟ௎, and one component for each wind speed bin. For 
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example, in Section 2.2,݇ ൌ ͷ wind speed bins are used: 1) 0 - 2.5 m/sec; 2) 2.5 - 5 m/sec; 3) 5 - 7.5 m/sec; 4) 7.5 - 
10 m/sec; and 5) > 10 m/sec. The different wind speed bins are used to account for the impact of varying wind 
speeds on receiver thermal lossesߣ, plus any other operational effects due to wind that may add bias or uncertainty 
to the overall system output. The matrixܼ has columns for each day (first݆ columns) and for each wind speed bin 
(last݇ columns). Entries inܼ are non-zero where the corresponding row of data inܺ falls in the corresponding day 
or wind speed bin indexed by the entry’s column. In the case of a corresponding day, non-zero data inܼ is copied 
from the same rows of the second column ofܺ (affecting the slope ofݕ). In the case of wind speed, non-zero data 
inܼ are all ones, indicating membership (affecting the intercept ofݕ). Following the standard specification of linear 
statistical models [3], model (3) may be written asݕ̱ͳ ൅ ܺ ൅ ሺͲ ൅ ܺȁሻ ൅ ሺͳȁሻ. 
 Using a Bayesian formulation of the model [4], we estimate the posterior conditional distributions 
݌ሺߣȁݕሻǡ ݌ሺߟ௎ȁݕሻǡ ݌ሺߛȁݕሻǡ ݌ሺߪଶȁݕሻ ሺͶሻ
using Markov Chain Monte Carlo (MCMC) sampling (specifically, Gibbs sampling). This gives estimates of all 
model parameters from (3) as probability densities. The distributions are conditional on observed dataݕ, implying 
that model estimates are based on actual system performance, and not on overly optimistic (or pessimistic) thinking. 
Prediction of performance of the system can be estimated from the posterior predictive distribution݌ሺݕ෤ȁݕሻ, 
where ݕ෤  represents (future) unobserved data. This distribution can be estimated first by sampling parameter 
estimates from (4), and then using those results to sample from the normal distribution 
ݕ෤̱ࣨ൫ ෨ܺߚ ൅ ෨ܼߛǡ ߪଶܫௗ൯Ǥ ሺͷሻ
In (5), ෨ܺ and ෨ܼ are assembled from the input data (e.g. DNI, tracking reflector area, known efficiencies, and wind 
speed) corresponding to the measurements to be predicted.ܫௗ is the݀ ൈ ݀ identity matrix, where݀ is the number of 
data points inݕ෤. 
2.2. Thermal output results from Sierra SunTower 
We applied the model from Section 2.1 to 50 operational days of one-minute time resolution output data from 
one receiver at eSolar’s Sierra SunTower power plant. Variations in drum pressure and steam temperature were used 
to estimate transient valuesܵ as changes to thermal inertia of the receiver. The data setݕ was chosen by sampling 
50% of the available data, and the remaining 50% was reserved as ground truth test data for estimatingݕ෤ at those 
time points. We then compared the accuracy of the new (statistical linear mixed-effects model) estimate against that 
of an earlier, more conventional model (Figure 1). We repeat here that the new model provides a full distribution as 
its estimate. This is very telling, as the results in Figure 1 show that the actual output for the tested data points lands 
within the expected distribution (which has a very small coefficient of variation ~ 0.2%). This is in contrast to the 
previous model simulation, which underestimated the actual output by ~ 5% (mean bias error). The mean bias error 
of the new model was ~ 0.1%, and the root mean square (RMS) error for each one minute interval data point was 
~ 17% (compared with ~ 18% for the previous model). A similar estimate of accuracy for a conventional model was 
previously reported in [5]. A comparison of model outputs for two typical days is shown in Figure 1. 
 
Figure 1. (left) Comparison of predictive capability of statistical linear mixed-effects model and previous conventional model demonstrates the 
accuracy of the new approach; (right) Comparison on two representative days shows improved accuracy for individual time points. 
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One reason the new model performs exceptionally well in this case is that the data setݕ contains time points from 
all 50 days of sampled operation, which makes the estimation of݌ሺɀȁݕሻ very accurate. In scenarios where future 
performance is to be predicted, we won’t have the same luxury, and instead݌ሺɀȁݕሻ must be estimated based only on 
earlier days of operation. This can be done, and the model continues to perform well, although the uncertainty in the 
posterior predictive distribution increases as expected. We consider this situation in more detail in Section 2.4. 
2.3. Benefits and qualitative comparison with existing models 
The benefits of the modeling approach presented here are several when compared with existing models. These 
benefits are especially attractive for risk assessment, no matter if they are viewed from the perspective of the 
customer, developer, technology supplier, or investor. Everyone gains with a more accurate characterization of risk. 
The first benefit is in the simplification of the model characterization. The lower number of parameter types and 
their straightforward inclusion in a linear model makes standardization possible. Even if there are slight variations 
from one model to the next (for example, one could choose to include horizontal visibility in addition to wind as an 
environmental “random effect”), the overall structure and basic approach applies well to any CSP system. As an 
industry enabling feature, this is vitally important. Nowadays, developers of gas combined cycle power plants rely 
on standardized heat balances and performance correction curves. Standardization allows for true “apples-to-apples” 
comparisons between technology choices, and lowers development costs as uncertainties are reduced or eliminated. 
The probabilistic approach taken in this model is also paramount to its utility. This is especially critical for 
securing financing within a capital intensive, yet cost challenged, industry. The probabilistic approach reduces risk 
by accounting for actual variation in plant performance, including unknown factors. It also reduces the introduction 
of bias by eliminating hidden assumptions and keeping the parameter count low. And most obviously, computing 
full probability distributions is much preferred to the more common approach of estimating P50 values directly from 
the assumption that parameters always track to their mean values. The typical sensitivity studies, although useful, 
are generally restricted to one or very few dimensions, and do not adequately account for correlations between 
parameters. The result is usually an overly conservative “worst case stack-up” of the largest sensitivities. Even the 
more aggressive root sum square (RSS) approach makes implicit assumptions about error distributions and 
correlations which may be incorrect. 
One factor that can be overlooked when selecting a modeling approach is the common occurrence of inadequate 
access to high quality input data (e.g. DNI, tracking area, wind, etc.). Usually this shows up as data that are either 
too low resolution, or have uncertainty which is uncomfortably high. Without a solid probabilistic approach to this 
problem, it is challenging to account for these uncertainties effectively. In the case of our modeling approach, 
uncertainty in the inputs can easily be incorporated. Thus, especially at the earlier stages of a project where this 
situation is typical, a realistic expectation of the impacts of missing information can be calculated explicitly. 
A potential downside to our approach is that the model parameter estimates are conditional on having access to 
measured data which are typical for expected system operation. However, given the usual expectations for large 
scale projects in need of bank financing, this data should generally be available. It is possible to estimate parameters 
in the absence of such data; however, this will generally reduce the accuracy of the model. Realistically, in most 
cases there will be very minor changes to parameter estimates based on incremental changes to technology designs 
from project to project. The probabilistic approach is very helpful in this case, since any such changes can be 
accompanied by a commensurate increase in the estimation of the parameter uncertainty. 
2.4. Predicting output for future plants 
As explained at the end of Section 2.2, future output can be predicted on the basis of typical daily operation from 
prior days’ data. We simulated this situation by randomly selecting 25 days from the Sierra data to estimate the 
parameter distributions (4), and using the remaining 25 days for test data. The results are plotted in Figure 2. Overall 
bias and RMS errors remained approximately the same as in the previous simulation, whereas the uncertainty in the 
estimate of݌ሺݕ෤ȁݕሻ approximately doubled. The reason for higher uncertainty is that daily components of݌ሺߛȁݕሻ in 
this case were estimated on the basis of prior days’ data, rather than data from the same day as in the previous 
simulation. Thus, the resulting increase in the uncertainty of݌ሺߛȁݕሻ contributes to the overall dispersion of݌ሺݕ෤ȁݕሻ. 
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Figure 2: Predictive posterior distribution݌ሺݕ෤ȁݕሻ for simulated “future” output has good accuracy with increased uncertainty. 
3. Modeling Scenario B: Solar collector tracking accuracy 
Although solar collector tracking accuracy has been defined and characterized to some degree in previous work 
(e.g. [6]), the lack of clear standards that can be universally applied has been troublesome to the industry. Direct 
experience working with developers and other project stakeholders has demonstrated the confusion that can arise in 
such an environment. Thus, we perceive a clear need for rigorous definitions of pointing error and solar collector 
availability for tower CSP systems. Here we propose rigorous and workable definitions, developed through our 
experience operating a commercial power tower plant. We also provide motivation and justifications for these 
definitions, together with real-world data that demonstrates their feasibility. 
3.1. Definition of normal error 
Per its design intent, a heliostat must accurately track according to the sun’s motion, reflecting sunlight to a 
designated region on the receiver. In order to achieve this, the heliostat must effectively control the orientation of its 
reflective surface, such that the normal vector to the surface bisects the angle made by the sun’s rays, the heliostat, 
and the receiver aim point. Thus, heliostat tracking accuracy can be characterized in terms of the heliostat’s 
deviation from maintaining this ideal normal vector. 
Normal error is the measurement of normal vector disparity from its ideal direction for a single heliostat reflector. 
This is consistent with common usage in the CSP industry [6]. Specifically, normal error for a single pointing event 
is defined as the magnitude of the angular difference between a reflector’s actual normal vector and its ideal normal 
vector. The beam error, which is always less than or equal to double the normal error for a perfectly flat reflector, is 
the magnitude of the angular difference between the centroids of the actual and the ideal reflected beams (Figure 3). 
The term pointing event refers to a snapshot in time of the actual result of a heliostat’s attempt to track sunlight to a 
specified target aim point. 
 
Figure 3: Definition of normal error for a single heliostat pointing event. 
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3.2. Definition of pointing error via the expected distribution of normal errors 
Given a set of randomly selected normal error measurements taken during independent pointing events from a 
population of heliostats, we wish to characterize the underlying probability distribution. Heliostats are distributed in 
different locations, and pointing events for a population will occur with varying sun positions. In addition, there are 
multiple possible sources of error for each single pointing event. Hence, at least for large numbers of pointing 
events, we expect error distributions for angular components of normal error to be approximately Gaussian. Field 
observations from Sierra SunTower corroborate this assertion. These angular components do not correspond to axes 
of rotation for each heliostat. Defining components as rotational axes would be problematic because it is inherently 
dependent on heliostat design and field layout. Instead, we think of normal error in terms of two (locally) orthogonal 
axes of angular displacement from the ideal normal direction. And since the magnitude of normal vector angular 
error is related to the error in these angular components according to a square root of sum of squares (of independent 
random variables), the distribution of normal errors should be a chi distribution with two degrees of freedom. 
To characterize the population of normal error measurements with a single parameter, we make a simplifying 
assumption that the individual angular component errors are independent and identically distributed (i.i.d.) variables. 
This assumption does not give special attention to possible inherent biases in the system, such as the effects of 
gravity or nonlinearities in the drive outputs. Furthermore, we treat errors as unbiased relative to the ideal normal 
direction, and thus assume that each angular component has a mean error of zero. 
With these two assumptions in place, we can represent the angular component error distributions as equivalent to 
the normal distribution with mean zero and variance equal toߪଶ, denoted byࣨሺͲǡ ߪଶሻ. In this case, the normal error 
chi distribution specializes to a Rayleigh distribution with scale parameterߪ. This distribution is also equivalent to 
the distribution given by the distance from the origin of a two dimensional normal distribution with mean value zero 
and covariance matrix equal to ߪଶܫଶ (where ܫଶ is the two-dimensional identity matrix).  
The cumulative distribution function for the Rayleigh distribution is 
ܨሺݔሻ ൌ ͳ െ ݁ି௫మ ଶఙమΤ Ǥ ሺ͸ሻ
Differentiating yields the probability density function 
݂ሺݔሻ ൌ
ݔ
ߪଶ
݁ି௫మ ଶఙమΤ ǡ ሺ͹ሻ
and inverting yields the quantile function 
ܳሺܨሻ ൌ ߪඥെʹሺͳ െ ܨሻǤ ሺͺሻ
In light of these observations, we can now define the pointing error calculated from a given set of pointing 
events. The definition of pointing error is motivated in part by the fact that the parameterߪ is closely related to the 
root mean square (RMS) error for the independent angular displacements, and also the root sum square (RSS) error 
of the two components combined. We simply need a good way to estimate ߪ from a set of pointing event (normal 
error) data, which can be easily measured directly without specific reference to any heliostat (or local coordinate) 
axes. Thus, we define pointing error as the bias corrected maximum likelihood estimate (MLE) ofߪ, calculated from 
the corresponding set of normal error measurements. The MLE is estimated by finding the value ofߪ  which 
maximizes the joint likelihood function for the normal error measurements. This joint likelihood is derived from the 
probability density function (7) using standard techniques. The resulting formula for the (uncorrected) MLE of ߪ is 
ߪොெ௅ா ൌ ඩ
ͳ
ʹܰ
෍ݔ௞ଶ
ே
௞ୀଵ
ǡ
ሺͻሻ
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where ܰ is the number of normal error measurements, and ݔ௞ are the magnitudes of the normal error measurements.  
It turns out that ߪොெ௅ா
ଶ is an unbiased MLE estimate forߪଶ; however, the MLE estimate for ߪ is (slightly) biased. 
The bias corrected MLE (unbiased estimate) for ߪ is obtained by multiplying by the correction factor 
ߪො ൌ ߪොெ௅ா ቆ
Ȟሺܰሻξܰ
Ȟሺܰ ൅ ͳ ʹΤ ሻ
ቇ ൎ ߪොெ௅ா ൬ͳ ൅
ͳ
ͺܰ
൰ǡ
ሺͳͲሻ
where Ȟ  is the gamma (factorial) function. In practical cases where ܰ  is reasonably large (>100) and Ȟሺܰሻ  is 
difficult to compute, the exact value of the correction is closely approximated by the simpler expression to the right 
above, where the terms in parentheses are the first two terms in the correction factor’s asymptotic expansion atλ. 
Note that the mean value of normal error is not expected to equalߪ. For a Rayleigh distribution, the mean value 
isߪඥߨ ʹΤ . This is a potential cause for confusion, and thus we note it here for clarity. 
3.3. Confidence intervals for pointing error estimates 
Confidence intervals [7] for pointing error estimates can be calculated as follows. The random variable 
ܺ ൌ
ʹܰ
ߪଶ
ߪෝெ௅ா
ଶ ൌ 
ͳ
ߪଶ
෍ݔ௞ଶ
ே
௞ୀଵ

ሺͳͳሻ
is chi-squared distributed with ʹܰ degrees of freedom (in the case where ܰ normal error measurements are being 
considered). Thus to find the ሺͳ െ ߙሻ confidence interval forߪොெ௅ா
ଶ, first find two numbers ܿଵ and ܿଶ for which 
ܲݎሺ߯ଶሺʹܰሻ ൑ ܿଵሻ ൌ ߙ ʹΤ ǡ ܲݎሺ߯ଶሺʹܰሻ ൑ ܿଶሻ ൌ ͳ െ ߙ ʹΤ ǡ ሺͳʹሻ
where ߯ଶሺʹܰሻ  is the probability density for the chi-squared distribution with ʹܰ  degrees of freedom. The 
constantsܿଵ andܿଶ can be computed explicitly using the inverse gamma function. Thenܿଵ ൑ ܺ ൑ ܿଶ, and thus 

σ ݔ௞ଶே௞ୀଵ
ܿଶ
൑ ߪଶ ൑
σ ݔ௞ଶே௞ୀଵ
ܿଵ
ሺͳ͵ሻ
with confidenceሺͳ െ ߙሻ. It is important to note that this confidence interval estimate is predicated on the close 
match of the distribution of normal error measurements to its expected Rayleigh distribution. See Figure 4 for a 
comparison of these for pointing error measured at Sierra SunTower. 
3.4. Pointing error measurement at Sierra SunTower 
The formulation of pointing error presented here was tested at the Sierra SunTower facility with 21 prototype 
units of eSolar’s latest generation (SCS5) heliostats [8]. Normal error measurements were taken using the beam 
characterization system (BCS) shown in Figure 4. It is worth noting that it is highly desirable for any BCS or 
equivalent measurement system to operate independently of the heliostat calibration system. Otherwise, there is a 
significant risk that over-fitting of heliostat calibration could go undetected by the BCS. The Sierra BCS used here 
does not contribute any information to heliostat calibration. 
Using the Sierra BCS, approximately 8000 normal error measurements were taken from the test population over a 
several day period. The resulting distribution of normal errors for pointing events at low wind speeds (<18 mph) is 
shown in the histogram in Figure 4. From these measurements, a pointing error value of 1.38 mrad was calculated 
using equations (9) and (10). Using the probability density (7), the corresponding ideal normal error Rayleigh 
distribution was also calculated for comparison (see Figure 4). 
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Figure 4. (left) Target screen and automated beam characterization system at Sierra SunTower plant captures heliostat normal error 
measurements; (right) Normal error distribution (histogram) from BCS measurements at Sierra SunTower closely match expected Rayleigh 
distribution (curve). The vertical dotted line indicates the MLE estimate of low wind pointing error = 1.38 mrad. 
3.5. Definition of solar collector availability 
The intention of this section is to provide a definition of availability that is consistent with the specification of 
time-based technical availability contained in IEC 61400-26-1 [9], which is the IEC standard for wind turbine 
systems. There is currently no similar IEC standard or suitable replacement for CSP equipment. IEC TC 117 is 
working on IEC 62862-1 standards for solar thermal electric plants, but at the time of this writing, a definition of 
solar collector availability has not yet been issued. 
In theory, solar collector availability should be defined in terms of a heliostat’s ability to track with sufficient 
accuracy upon command. Because tracking accuracy has already been defined in terms of normal error and pointing 
error in Sections 3.1-3.2, the definitions there can be used to provide a metric for “sufficient accuracy”. 
Suppose ܰ heliostats are commanded in sequence to track to a target aim point and normal error measurements 
are taken (or noted as missing in case the heliostat fails to respond). We assume as before that the ܰ samples belong 
to a Rayleigh distribution with scale parameterߪ. For the purposes of determining availability, only the tail of the 
distribution is relevant. Given that the pointing error ߪ should not exceed a specified design requirementߪୈୣୱ୧୥୬, it 
suffices to test the tail against the hypothesis thatߪ ൌ ߪ. In this case, the cumulative distribution function is 
ܨሺݔሻ ൌ ͳ െ ݁ି௫
మ ሺଶఙ
మሻൗ Ǥ ሺͳͶሻ
If ܯே is the maximum value of a sampling of ܰ normal error measurements, then the probability that ܯே does 
not exceed a given threshold ܶ is 
ܲݎሺܯே ൑ ܶሻ ൌ ܲݎሺݔଵ ൑ ܶǡڮ ǡ ݔே ൑ ܶሻ ൌ ܲݎሺݔଵ ൑ ܶሻڮܲݎሺݔே ൑ ܶሻ ൌ ൫ܨሺܶሻ൯
ே
Ǥ ሺͳͷሻ
Therefore, combining (15) with (8) yields the minimum threshold ܶ achieving ሺͳ െ ߙሻ confidence that no normal 
error measurement exceeds it: 
ܶ ൌ ߪටെʹ൫ͳ െ ξͳ െ ߙ
ಿ ൯Ǥ
ሺͳ͸ሻ
For example, in the case for whichߙ ൌ ͲǤͲͷ,ߪ ൌ ͳǤͷ mrad (the design requirement for most current eSolar 
solar collector system, SCS5 [8]), andܰ ൌ ͺͲͲͲ, the corresponding threshold is ܶ ൎ ͹Ǥ͵ mrad. In the BCS tests 
conducted in Section 3.4, only one normal error measurement in the population exceeded this threshold. 
Thus, given a sample of ܰ normal error measurements corresponding to a set of pointing events, we define solar 
collector availability as the complement of the fraction of occurrences in the sample which are either undefined due 
to failure to execute, or exceed the threshold ܶ  corresponding to ሺͳ െ ߙሻ ൌ ͲǤͻͷ . Although this choice of 
confidence level is admittedly somewhat arbitrary, some value must be selected. Thus, we chose a value which we 
consider to be sufficiently large, and also in line with common statistical practice. 
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We recommend removing unavailable pointing events (i.e. those counted as “not available” in the calculation of 
availability) from the sample population for the purposes of computing pointing error. This ensures that unavailable 
outliers (which should be assigned to a separate performance budget) do not skew the distribution inappropriately. 
4. Conclusions 
We have presented two modeling scenarios for which rigorous statistical foundations provide greater precision in 
the assessment of CSP system performance. The impact to bottom lines for CSP projects is very simple. Any 
reduction in uncertainty coming from methods such as these will reduce the need for extra equipment cost as cover 
for potential performance shortfalls. This directly impacts project viability, both in terms of cost of power produced 
and ability to secure financing. 
The following benefits of our approach for solar collector and receiver performance modeling have been shown: 
 
x Simplified model characterization and parameter reduction, with potential for industry standardization; 
x Full Bayesian model with probability distribution as output, enabling analyses beyond the P50; 
x Reduced prediction bias, using actual plant performance as basis for parameter estimates; 
x Ability to compensate for less than ideal input data with appropriate increases to output uncertainties; and 
x Clear model definition, providing common ground on which all stakeholders can evaluate project risk. 
 
Similarly, we have presented a model for defining and evaluating heliostat tracking accuracy for CSP tower 
systems. This model is currently being used by eSolar as a basis for the development of specific procedures for solar 
collector system performance acceptance testing (suitable for performance guarantees). The specifications we have 
developed here provide the following benefits: 
 
x Unambiguous definition of pointing error depending only on auditable normal error measurements from the BCS; 
x Characterization of distribution of normal error measurements, increasing confidence in tracking accuracy; 
x Simple and testable definition of solar collector availability; and 
x Rigorous statistical foundation, increasing confidence in performance models that depend on pointing error. 
 
In both cases, we have included actual results from a commercial CSP tower facility, demonstrating the 
effectiveness of the proposed approaches. Furthermore, we have taken great care to define these models such that 
they can be universally applied, independent of equipment design. With this in mind, we are confident that these 
models can contribute positively to the movement toward industry standardization. 
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