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I. INTRODUCTION 
Let 
x’ = f(t, x) (1) 
be a system of ordinary differential equations where f: [0, co) x A” -+ Rn is 
continuous. For each (to, 0 x ) e [0, CD) x Rn there is at least one solution 
x(t, t,, x0) of (1) d fi e ne d on some right-maximal interval [to , T) with T < 00; 
for T finite the solution is said to have finite escape time. 
We will assume that there is a scalar function V(t, X) which is continuous 
and either has continuous first partial derivatives or satisfies a local Lipschitz 
condition in x so that the derivative along solutions of (1) may be computed 
DO, p. 31. 
V’(t, X) is usually assumed to have the property that there exists a scalar 
function w such that 
so that whenever x(t) is a solution of (1) and r(t) is a certain maximal solution of 
r’ = ~(t, r), then V(l, x(t)) < r(t), as developed in [9]. 
For the case where V is autonomous and differentiable we have 
V&(X) = / grad V 1 1 f 1 cos 8, 
where j . / is the Euclidean length and B the angle between the vector grad V and 
f. Since 1 f / is a factor of V&,(X) we consider (2) as 
v;)(t, 4 G r(t, K If I) 
for some scalar function f. The case when / f j is a linear factor of r and r is 
independent of t has been developed by Corne and Rouch [Sj, Erhart [6], 
Haddock [7, 81, Burton and Hooker [4], and Burton [l-3]. 
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In this paper information about continuation and boundedness of solutions 
of (1) without 1 f / being a linear factor is presented. 
2. CONTINUATION AND BOUNDEDNESS 
In the following assume that 
V: [0, CO) x RTL -+ [0, co) is continuous and satisfies a local Lipschitz 
condition in x; 
V;,,(t, X) will mean the upper right-hand derivative along solutions of (1) 
WI. 
THEOREM 1. Let G be an open set in Rn with 
Yd4 4 G -YtM f(4 4 + 71(t) W, 4 
for (t, x) E (0, co) x G, where 
A: [O, 03) -+ (0, co) is continuous, 
7: [0, Co) --f (- co, co) is continuous, 
g: [0, co) + [0, co) is continuous, 
and there exists a > 0 and b > 0 such that as <g(s) for all s 3 b. If x(t,) E G 
either x(t) can be continued on [to , co) or there exists t, > to such that x(tl) E GC. 
Proof. If false then there exists x(t) on [t, , T] with / x(t)1 -+ ~0 as t -+ T-. 
When t E [to , T) we have 
JG,(t, x(t)) G -Wg(l f(C 4w + T(t) Yt, 4th 
so 
(w x(t)) exp i- i;,(s) dsjj’ G -A(t)g(lf(t, x(t))l)exp (- [ldd ds) ) 
thus 
0 G -Yt>g(l f(t, x(4)1) exp (- l:d4 ds) - Wt, x(t)) exp (- 1: 71(s) ds))‘. 
From above, by integration, we have 
0 G - (G) g(! f(s, x(s))l) exp (- l] ~(4 du) ds 
- St (Us, x(s)) exp (- $ q(u) du))’ ds, 
t 
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Now there exists a KI > 0 such that 
since JiO T(S) ds is bounded on [0, T], and it follows that St- h(s) g(j f(~, X(S))]) ds 
< 00. St-g(Jf(s, x(s))l) ds < 03, since there exists E,, > 0 such that c0 < A(t) 
on [to , Tl. 
Now consider 
I x(t) - x(t,)l = j [k> 4s)) ds j < j-1 I f(s, @>)I ds to 
and note that 
I f(S, WI = b if I f(S, WI < b 
= d f(s, +))l)/a if I f(S, WI > h 
so in either case 
and we have that 
a contradiciton. 
EXAMPLE 1. Consider the system of differential equations 
x’ = y(t) x - s(t) y, 
Y’ = 44 x + 7(t) Y, 
(3) 
409/66/z-6 
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where Y, s: [0, 60) -+ (- co, co) continuously. Let V(x, y) = (x2 + y2)/2, so we 
have 
V&)(X, y) = xx’ + yy’ 
= - i f(4 X(t))12 + 2(y2(t> + y(t) + s’(t)> W, y). 
In Theorem 1 we can take G = R2, y(t) = 2(r2(t) + r(t) + s2(t)), h(t) = -1, 
g(s) = s2, a = 1, and b = 1. Note that we have If] < jfl2 for IfI > 1. 
EXAMPLE 2. Consider the differential equations 
x’ = y, 
Y’ = -4) B(t) 44, 
(4) 
where CU: [0, co) -+ (0, co) is continuous, differentiable, and strictly increasing, 
/3: [0, co) + (0, cc) is continuous, differentiable, and decreasing, and xm(x) > 0 
if x # 0 and s[ m(s) ds > km2(x) for some K, 0 < K < 1. 
Now we let V(t, x(t)) = y2/2~(t) + j?(t) ji m(s) ds so that 
J%(t, x(t)) = &,2(q -‘“+) + B’(t) l’ m(s) ds 
< -0w I f(4 4Q)12 + 4 B(t) w 44) 
2w.y t) 2k . 
Theorem 1 will apply if we take G = R2, T(t) = ar’(t) /I(t)/2k, A(t) = &(t)/20r2(t), 
g(s) = s2, a = 1, and b = 1. 
THEOREM 2. Let h(t) = h, > 0 f or al2 t, let f(t, x(t)) = A(t) x(t), whete A 
is an n x n continuous matrix, and let A(t + T) = A(t) for all t and some T > 0. 
Let 
Vdt, x(t)) G -M f (4 x(t))l) + v(t) w x(t))* 
where g: [O, m) -+ [0, m) is continuous, 7: (-co, m) -+ (-co, 03) is continuous 
and there exists a K > 0 such that K > siO T(S) ds for all t, and there exists 
a > 0 and b > 0 such that as < g(s) for all s 3 b. Then no solution of (1) is 
exponentially unbounded. 
Proof. From Floquet theory the principal matrix solution of (1) can be 
expressed as P(t) eRt with P(t + T) = P(t) and R a constant matrix. If R has a 
characteristic root with positive real part, then a solution of (1) is exponentially 
unbounded. 
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Since 
we have that 
( W, x> exp (- l: 44 ds))’ G --h& f(4 41) exP (- lit, z)(s) ds) .
From above, by integration, we have 
w 49) exp (- J.1 T(S) ds) - I%l 9 4rrJ) 
G 4 I:& f(s, W) exp (- l”, 7104 du) ds. 
From the previous statement we have 
and so Jt:g(lf(s, x)1> ds < ~0. 
If we now consider 
I x(t) - x(48 = j j-h> x(s)) ds ) < j-1 I fb, 4sNl ds 
to 
and note that, as in the previous theorem, 
then 
for all s, 
I x(t) - +,)I < [I (b + g(l f(s, x(s))\)@ ds 
G W - 4,) + 1” g(l f(~, x(s))0 4a 
to 
G b(t - to) + j-m dl OS> +))I) ds/a, 
to 
a contradiction to x(t) exponentially unbounded. 
Under the hypothesis of the previously stated theorem we have: 
COROLLARY. If as < g(s) hoZds as b --f O+, then all solutions of (1) are bounded. 
Proof. Extend the previous proof to incIude the following. 
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If some root of R has zero real part and does not have simple elementar! 
divisors, then there can be a solution x(t) unbounded of order t. 
Now we have as / x(t) - x(t,J < b(t - t,) + St”, g(l f(~, x)1) ds/a, let b --f 0’., 
then I .x(t) - ~(t,,); < J”; g( I f(s, x)1) dslu gives a contradiction. 
BXAMPLE 3. Consider the system of differential equations 
x’ = -sin2 fzc - co9 ty, 
y’ = co9 tx - sin2 ty 
and let V(x, y) = (x2 + y2)/2 as an example for application of Theorem 2. 
We have 
q,,(x, Y) = xx’ + YY’ 
= --sin2 t(x2 + y”) 
= 2 / f I2 + 2 (f (sin4 t + cos4 t) - sin2 t) Y(x, y), 
so in Theorem 2, take X, = 2, 
T(t) = 2($(sin4 t + (308~ t) - sin2 t), a = 1, b = 1, and g(s) = 3. 
It is easily shown that $, y(s) ds < 2 for all t finite. 
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