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ChvBtal gave a necessary condition for a partition to have a planar realization. It is of interest 
to find: (i) partitions which satisfy the condition of the theorem but have no planar realization. 
and also (ii) partitions which satisfy the condition and have only p:!anar ealizations. We give a list 
of all such partitions with 6, 7, 8 and 9 elements. We atso give an algorithm for generating all 
graphs with a given pditiorr, an algorithm for generating ail s&compositions of a given 
composition and some general classes of partitions which have planar realizations only and some 
which have non-planar realizations only. 
1. Introduction 
The following result has been proved by Chv;ital [lj. A non-increasing sequence 
of positive integers dr, & &, . . ., & n * 3 is planar realizable only if 
where 
I k(n - 1) if 1 S k 6 2, 
SW)= 2n+M-16 if 3Gksd(n+4), 
3n+3k-12 if f(n+4)sksn. 
Given any k, n, there exists such a planar-realizable sequence & d?,, d3,. . ., d, so 
that df = s(11, k) holds. 
Since cundition (1) is necessary but not sufficient, it is interesting to find partitions 
which satisfy condition (1) and yet have no planar realization. It is also of interest to 
find partitions which satisfy the condition arid have only planar realizations. In this 
paper we give some results concerning such partitions. They were obtaineld by a 
computer program uvhich (a) generated partitions satisfying (1) and containing 6, 7, 
8 and 9 parts, (b) constructed ail. graphs having these partitions, and (c) tested these 
graphs for planarity .
The f&low@ algorithm was used to generate all graphs with a given partition. 
Let the partition be nl = {dl, &, &, - l +, d,,). We first classify the nodes by virtue 
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af their valencies, i.e. nodes of the same valency are put into the same class. In 
order tr3 work with the classes, we as:sociate with wttl a composition C1 = 
(ml, mz,. l *, m,) where mi is the number of nodes in class ri. 
begin the construction of the graphs by joining node 1 t4s all the possible 
fections of d, nodes from the available classes, E8ch sel;ectian of nodes can be 
represented bya sub-composition of cl, i.e, a comfHosition containing I elements 
tsalues are not greater than the vslues in Cl. If we define the size of a 
Son 8s the sum of its elements, then each &ection of & nobles represents a 
&-composition of C, of size till. Therefore at this stage sf the construction, we 
have a collection of stars - each star Sj being defined by a sub-campsition of C, of 
size d,. 
In the second stage of the construction, we form a partition na by removing the 
first clement of nr, then subtracting 1 from the elements which represent the n&es 
to which node 1 has been joined. We then reclassify the nodes according to the 
criteria that nudes which have the same vakncy in nz and are in the same class, 
must be put into the same new class. For each &, we abtain the corresponding wr 
and the induced composition Cr. We then extend the existing subgr8ph SC by 
joining the first node of non’ttro va Jency in n2, to the various electians of nodes 
defined by the sub-compositions Of Cz of the appropriate size. I3y continuing the 
orith,n in this manner we obtain a tree structure of subgraphs. In practice, the 
algarithn carries out a derpth first search lof this structure, We nste that this 
algorithm coutd be easily modified to generate Iabelled or partially labelled graphs 
with a given partition, 
In order to sbtaisrr a new sub-compositilon each time a new selection Of nodes is 
required, we employed an algorithm which generates all sub-compositions by 
producing a new sub-composition directly from the last one produced. 
Let the given composition be C = (nr, ttz,. e .) 4) and sumse that we: rapire all 
:+ub-campositions of sixe r, T:hen the algorithm is a$ follows: 
Step 1: If nl a I then form the initiai subecomposition C1*r (t,O,O,. l w’c O)* if 
rza K r then the initial sub-campsition is C1 * (nl, ~2, c . ., II,,, r - N,O,O, . e JQ, 
where N = Z:,, ni and r - Al +x1 i,e, we pile up 86 many &3ments of UZ 419 
~~~~~~~1~ in the leftmost positions unti). the sum of the elements becomes r,th@n put 
zeros in the rt raining positions. For example, if c” = (4,4,3,3,3) and c = 12, then 
e = (4,4,3,1,0)‘ If this step frtilrt hen stop, otherwie put s = 1, 
t element in G sad move towards thn Ileft, 
&ement sxer c. TIN 
Imake it as large as possible, bearing in mind that the size of the sub-composition 
must be t. Continue in this manner until the sutn of the elements becomes r, then fill 
in any remaining positions with zeros, This yields C,+,. For example, using C, 
rtbave, the next sub~c~m~sition is CT2 = (4,4,3,0, I). Put s z= s + I, then go to 
step 2. 
We generated afl partitions which saMied condition (1) and contained 6,7,8 and 
51 parts - each part being greater than 2. The graph-generating algorithm was used 
to generate the graphs, and the Fisher and Wing (2) algorithm’ was used to test 
their pia,narity. Although the graph-generating algorithm generated some isomor- 
phic graphs, it was constidered more economical to repeat the planarity test rather 
than to eliminate isomorphic graphs. 
The following is a list of the partitions which have non-planar realizations only 
(NPR) and planar realizations only (IPR). 
NPR PR 
(5,4,4*4,4,3} (5, s, 4,4,3,3) 
{6,5,5,3,3,L 3) (S,S, 3,3,3,3) 
(6,5,4,4,4,4,3) (5,3,3,3,3,3) 
{6,4,4,4,4* 4741 {4,4,4,4,4,4) 
(S,5,5,!5,4,3,3) {6,6,4,3,3,3* 3) 
(4,J, 4,4,4,4,4) {6,5,3,3,3,3,3) 
(7,6,4,4,4,4,4,3t (6,3,3,3,3,3,3) 
(7,&S, 5,5,3,3,3) (7,7,4* 4,3,3,3,3t 
(7,5,5,4,4,4,4* 3 t 17% 7,3,3,3,3,3,3) 
(7,5,4,4,4,4,4,4) {7,5,3,3,3,3,3,3) 
(7,4,4,4,4,4,4,3) (7,3,3,3,3,3,3,3} 
{6,6$6,4,3,3,3,3) {6,6,6,6,3,3,3? 3) 
(6,6, s, 5,5,3,3,3} (6,6,3,3,3,3,3,3) 
{6,4,4,4,4,4,4,4) (8,&J, 3,3,3,3,3,3) 
(8,7,S, 5,5,3,3,3,3) (8,7,3,, 3,3,3,3,3,3t 
(8,7, s, 3,3,3,3,3,3) (8, s, 3!, 3,3,3,3,3,3) 
(8,7,4,4,4,4,4,4,3) {W, 3,3,3,3,3,3,3,3} 
(#,6,6,6,4,3,3,3., 3) 
{8,6* 6,5,3,3,3,3* 3) 
(&f&S, 4,4,4,4,4,3) 
Jv$fi, 49 4,4,4,4,4* 4) 
{8,5, is, 5,5,5,3,3,3) 
(t&5,5,4,4, *4,4,4,4) 
{&4,4,,4,4,4,4,4,4) 
{J! 7,6,3,3,3,3,3,3) 
WiWi%3,3,3,3~ 
O&6,6,6,6,3,3,3,3} 
We wifl now give mne results which were suggested by the list appearing in 
Section 4. We have omitted the proofs since they aze fairly straightforward. 
raining n a 5 parts, where d is any odd integer and d s n - I, huue plorar 
realizations only. 
TImrem 5.2, All graphical partitions of the form v = {n - 1, n - I! 4, d, 3,3,. .-, 3) 
containing n P 6 parts, where 
haw planar realizations only. 
Tbemem 5.3. All gruphical partitions of the form 7~ = {n - 1,4,4,4, l . .p d > contaia- 
ing n a 5 parts, &2me 
d 4 =I: 
I 
if n is even, 
3 if n is odd, 
have non-pliznat reulizatitm only. 
$4. Ail graph&al part&m of the form n = (n - 1, h - 2,444 . . .* 443) 
c4tsntainisqg n 3 6 pair& have non-planar reulizatkms (only. 
{55,5,3,3,3) Hi% 4,3,3,3,3) 
~5,5,4,4,3~ 31 f4,4,4,4,4,41 
C5,5,3,3,3,l (6,5,5,5,, 3,393) 
~5,3,3,3,3,3~ (7,T 3,3,3,3,3,3) 
C&6 63,3,3* 31 (8, %4,3!, 3,3,3,3,3) 
16, a, 5,4,3,3* 3) (6,6,6 6 3,3,3,3f 
lS3 
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