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Abstract
Let G be a group. We study the minimal sumset (or product set) size μG(r, s) = min{|A ·B|}, where A,B
range over all subsets of G with cardinality r, s respectively. The function μG has recently been fully deter-
mined in [S. Eliahou, M. Kervaire, A. Plagne, Optimally small sumsets in finite abelian groups, J. Number
Theory 101 (2003) 338–348; S. Eliahou, M. Kervaire, Minimal sumsets in infinite abelian groups, J. Algebra
287 (2005) 449–457] for G abelian. Here we focus on the largely open case where G is finite non-abelian.
We obtain results on μG(r, s) in certain ranges for r and s, for instance when r  3 or when r + s  |G|−1,
and under some more technical conditions. (See Theorem 4.4.) We also compute μG for a few non-abelian
groups of small order. These results extend the Cauchy–Davenport theorem, which determines μG(r, s)
for G a cyclic group of prime order.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a group. The sumset (or productset) A · B of two subsets A,B ⊂ G is defined as
usual by A · B = {a · b | a ∈ A, b ∈ B}. A classical concern in Additive Number Theory is that
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r, s with 1 r, s  |G|. As in [EK1], we define μG(r, s) by
μG(r, s) = min
{|A · B|: A,B ⊂ G, |A| = r, |B| = s}.
An important goal in Additive Number Theory is that of trying to model μG by a simpler
function. The earliest result in this direction, dating back to 1813 and 1935, is the Cauchy–
Davenport theorem [C,D], stating that for the cyclic group G of prime order p, one has
μG(r, s) = min{p, r + s − 1}.
Subsequent results have been concerned with a few other classes of groups.
In the case of an arbitrary abelian group G, we have recently determined the function μG
in [EK4]. Indeed, we obtained the formula
μG(r, s) = min
d∈H(G)
{(⌈
r
d
⌉
+
⌈
s
d
⌉
− 1
)
d
}
(1)
for all positive integers r, s  |G|, where H(G) is the set of orders of finite subgroups of G, and
where ξ, the ceiling of ξ ∈ R, denotes the smallest integer x such that ξ  x. See also [EKP]
for G finite abelian, in which case H(G) is known to coincide with the set of positive divisors
of |G|. It follows from the above formula that μG(r, s) r + s −1 for all integers 1 r, s  |G|.
In contrast, it is not known whether the inequality μG(r, s) r + s − 1 also holds in the non-
abelian case. More generally, getting a closed formula for the function μG of every group G is
probably a very difficult problem.
Our purpose in the present paper is to investigate to what extent formula (1) remains valid
in a non-abelian context. To this end, for every group G, we introduce the numerical function
κG(r, s), defined by
κG(r, s) = min
d∈H(G)
{(⌈
r
d
⌉
+
⌈
s
d
⌉
− 1
)
d
}
,
where again, H(G) denotes the set of orders of all finite subgroups of G.
Thus, formula (1) above for G abelian can be expressed as
μG(r, s) = κG(r, s) (2)
for all integers 1  r, s  |G|. Interestingly, the same formula also holds for every torsion-free
group G, abelian or not. In that case indeed, Kemperman proved that μG(r, s) = r + s − 1 for
all r, s  1 [K]. On the other hand, if G is torsion-free then H(G) = {1}, and hence κG(r, s) =
r + s − 1 by definition. Thus indeed, μG(r, s) = κG(r, s) for all r, s  1 in the torsion-free case.
In this paper, we give conditions on r and s under which formula (2) remains valid for every
finite group G. Specifically, we show that the equality μG(r, s) = κG(r, s) holds whenever
• r + s  |G| (Theorems 4.1 and 4.2);
• κG(r, s) < r/2 + s (Theorem 4.4);
• 1 r  3 and s arbitrary (Theorem 4.6).
In case r + s = |G| − 1, we only obtain the inequality μG(r, s) κG(r, s).
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Section 5, we produce an example of a non-abelian group G of order 21 where formula (2) fails,
namely the semi-direct product G = C7  C3. Interestingly, for this group, the only pairs (r, s)
with r  s yielding μG(r, s) = κG(r, s) are (6,8), (5,9), (6,9), (8,9) and (9,9). This statement
is obtained as an application of the theorems in Section 4, together with machine calculations in
some cases.
All our results are compatible with the following conjectures.
Conjectures. For every finite group G and every pair of integers r , s with 1  r , s  |G|, one
might expect to have
perhaps κG(r, s) μG(r, s). (3)
The examples treated in Section 5 of the present paper are also compatible with the statement
that
perhaps, for G solvable, μG(r, s) is given by an expression
of the form
(⌈
r
d
⌉
+
⌈
s
d
⌉
− 1
)
d, for some integer d ∈H(G), (4)
but possibly not one for which ( r
d
 +  s
d
 − 1)d attains the minimum κG(r, s).
In [EK3], we have proved that μG(r, s)  r + s − 1 holds for all 1  r, s  |G| in solvable
finite groups G. However, this inequality in the alternating group G = A5 looks very doubtful,
in particular for r = s = 13.
This paper is self-contained, except for the use of a theorem of Olson which is recalled in
Section 4, and for our computer calculations in the last section.
2. Bounds on μG(r, s)
We will say that a pair of subsets A,B ⊂ G realizes μG(r, s) if |A| = r , |B| = s and |A ·B| =
μG(r, s).
There are a number of very easy remarks, listed below, which will be used freely, without
specific reference.
If the pair A,B ⊂ G realizes μG(r, s), we can find another pair A′,B ′, namely A′ = {a−1} ·A,
with a ∈ A, and B ′ = B · {b−1}, with b ∈ B , which still realizes μG(r, s) and in addition satisfies
the condition 1 ∈ A′ ∩ B ′.
We also note that if the pair A,B realizes μG(r, s), then A ·B contains subsets of cardinalities
|A| and |B|, namely A · {b0} and {a0} ·B with arbitrary a0 ∈ A, b0 ∈ B . It follows that max{r, s}
μG(r, s).
Here is another very easy observation.
Notation. For a subset X ⊂ G, we denote X−1 = {x−1 | x ∈ G}.
Lemma 2.1. μG(r, s) = μG(s, r).
Proof. We have |X−1| = |X| and (AB)−1 = B−1A−1 for every finite subsets X,A,B ⊂ G.
These formulas easily imply our statement. 
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Definition. Let G be a group and t an integer satisfying 1  t  |G|. We denote by hG(t) the
largest positive divisor d of t such that d is the order of a subgroup of G. Denoting by H(G)
the set of orders of the subgroups of G, and by D(t) the set of positive divisors of t , we have
hG(t) = max(H(G) ∩D(t)). We shall often write h(t) instead of hG(t).
Observe that if G is finite, then h(t) = h(gcd(t, |G|)), because the order of any subgroup of G
divides |G|. This implies the following symmetry property of the function h, namely
hG(t) = hG
(|G| − t), (5)
for every 1 t  |G| − 1. Indeed,
h(t) = h(gcd(t, |G|))= h(gcd(|G| − t, |G|))= h(|G| − t).
Here is a general upper bound on μG(r, s) in terms of the function hG(t). We shall denote by
G \ X the complement of a subset X ⊂ G.
Proposition 2.2. Let G be a finite group and let r , s be positive integers such that r + s  |G|.
Then,
μG(r, s) |G| − max
{
hG(s + i)
∣∣ 0 i  |G| − (r + s)}.
Proof. We shall prove the simpler formula μG(g − t, t) g − h(t) for all 1 t  g − 1, where
g = |G|. It will then follow that
μG(r, s) μG(r, s + i) μG(g − s − i, s + i) g − h(s + i)
for all 0 i  g − r − s, as desired.
Let H  G be a subgroup of order h(t). Set q = t/h(t), q ′ = (g − t)/h(t). Then G is a
disjoint union of q ′ + q right H -cosets,
G = Hv1 ∪ · · · ∪ Hvq ′ ∪ Hw1 ∪ · · · ∪ Hwq.
Let A = Hv1 ∪ · · · ∪Hvq ′ and B = (G \A)−1 = w−11 H ∪ · · · ∪w−1q H . We have |A| = g − t
and |B| = t . We claim that A · B ⊂ G \ H . Indeed, viw−1j ∈ G \ H for all i, j by construction.
Now, for any x ∈ G \ H , we have Hx ⊂ G \H and hence HxH ⊂ G \H . This implies A ·B ⊂
G \ H as stated, whence |A · B| g − h(t). It follows that μG(g − t, t) g − h(t). 
Another important notion for the sequel is that of a transporter.
Notation. Let G be a group, and let U,V be subsets of G. We shall denote by U : V the subset
U : V = {x ∈ G | x · V ⊂ U}, and refer to the set U : V as the left transporter of V into U .
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{x ∈ G | x · U = U} of U , which is a subgroup of G of course. We shall often use below the fact
that |S(U)| divides |U |, as U is a disjoint union of S(U)-orbits, all of the same cardinality |S(U)|.
As the next result shows, there is a nice symmetry between sumsets and transporters under
complementation.
Lemma 2.3. Let A, B , U , V be subsets of the group G. Then,
G \ (A · B) = (G \ A) : B−1 and G \ (U : V ) = (G \ U) · V −1.
Proof. We have the following obvious description of the product A · B:
A · B = {x ∈ G ∣∣A ∩ xB−1 = ∅}. (6)
Thus, G \ (A ·B) = {x ∈ G | A∩ xB−1 = ∅} = (G \A) : B−1. The second formula follows from
the first one, with U = G \ A and V = B−1. 
As a consequence, note that minimizing the size of sumsets A · B with |A| = r , |B| = s is
equivalent to maximizing the size of transporters U : V with |U | = |G| − r , |V | = s.
We have the following consequence of Proposition 2.2 and Lemma 2.3.
Corollary 2.4. Let G be a finite group, and let r , s be positive integers such that r+s  |G|. Then
μG(r, s) |G| − 1, and μG(r, s) may be realized by subsets A,B ⊂ G satisfying A ∩ B−1 = ∅.
Proof. The statement μG(r, s)  |G| − 1 immediately follows from Proposition 2.2, because
h(s)  1. The second statement follows from the first one. Indeed, let A,B ⊂ G be subsets of
cardinalities r, s respectively, such that |A · B| = μG(r, s) |G| − 1. Let x ∈ G \ (A · B). Then
x ∈ (G \ A) : B−1, and therefore x · B−1 ∩ A = ∅. Defining B1 = B · x−1, we have |A · B1| =
|A · B| = μG(r, s) and A ∩ B1−1 = ∅, as desired. 
Refining the remark after Lemma 2.3, we see that if r + s  |G|, then minimizing |A ·B| with
|A| = r , |B| = s is equivalent to maximizing |U : V | with |U | = |G| − r , |V | = s and V ⊂ U .
Indeed, with U = G \ A and V = B−1, we have G \ (A · B) = U : V , and A ∩ B−1 = ∅ if and
only if V ⊂ U .
As a side remark, it is interesting to note that the function h = hG may equivalently be defined
by the following
Proposition 2.5. Let r  |G| be a positive integer. Then hG(r) is equal to the maximal cardinality
of the left stabilizers S(X) of r-element subsets X of G.
As we shall not use this statement in the sequel, its proof is left as an exercise to the reader.
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Recall from the introduction that the function κG is defined for pairs of integers in the interval
1 r, s  |G| by the formula
κG(r, s) = min
d∈H(G)
{(⌈
r
d
⌉
+
⌈
s
d
⌉
− 1
)
d
}
,
where H(G) is the set of orders of subgroups of G.
We shall use the notation fd(r, s) = ( rd  +  sd  − 1)d . Thus, we have κG(r, s) =
mind∈H(G) fd(r, s).
It is proved in [EK4] that μG = κG for G abelian. In order to compare μG with κG if G is
finite non-abelian, as we do in Section 4, we need a few propositions about κG.
We leave to the reader the proof of the following simple statement:
max{r, s} κG(r, s) r + s − 1,
which will be used frequently, without reference, in the sequel.
We also recall the notation h(t) = max{H(G) ∩ D(t)}, the largest divisor of t which is the
order of a subgroup of G.
Proposition 3.1. Let G be a finite group of order g. If 1 r, s  g, then
κG(r, s) = min
x,y
{
x + y − h(gcd(x, y))},
where the minimum is taken over all integers x, y such that r  x  g and s  y  g.
Proof. • The inequality κG(r, s)  minx,y{x + y − h(gcd(x, y))}. Let d be the order of a sub-
group of G such that κG(r, s) = fd(r, s). Let a =  rd d and b =  sd d . We have r  a  g
and s  b  g. Now, κG(r, s) = a + b − d . Moreover, d divides gcd(a, b) and therefore
d  h(gcd(a, b)) by definition of h. It follows that
κG(r, s) = a + b − d  a + b − h
(
gcd(a, b)
)
min
x,y
{
x + y − h(gcd(x, y))}.
• The inequality κG(r, s)  minx,y{x + y − h(gcd(x, y))}. Let a, b be integers such that
r  a  g, s  b  g which realize the minimum of x + y − h(gcd(x, y)), that is a + b −
h(gcd(a, b)) = minx,y{x+y−h(gcd(x, y))}. Let d = h(gcd(a, b)). Then d divides both a and b,
and thus  r
d
d  a and  s
d
d  b. It follows that κG(r, s) fd(r, s) a + b − d as desired. 
As an immediate consequence of Proposition 3.1, we get the following result.
Corollary 3.2. If 1 r, s  g − 1, then
κG(r, s) = min
{
r + s − h(gcd(r, s)), κG(r + 1, s), κG(r, s + 1)}.
We now give some values of κG(r, s) to be used in Section 4. We first calculate κG(r, s) for
r + s > |G|.
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Proof. Set g = |G|. If r + s > g, let h be the order of a subgroup of G such that κG(r, s) =
( r
h
 +  s
h
 − 1)h. We have  r
h
 +  s
h
 r
h
+ s
h
>
g
h
. Since  r
h
 +  s
h
 and g
h
are integers, we
have  r
h
 +  s
h
 g
h
+ 1 and thus κG(r, s) ghh = g.
On the other hand, we have κG(r, s)  ( rg  +  sg  − 1)g = g for every 1  r, s  g, by
definition of κG. Consequently, κG(r, s) = g whenever r + s > g. 
It is now easy to get a compact formula for κG(r, s) when r + s = |G| or r + s = |G| − 1. We
have
Proposition 3.4.
• If r + s = |G|, then κG(r, s) = |G| − h(r) = |G| − h(s).
• If r + s = |G| − 1, then κG(r, s) = |G| − max{2, h(r), h(s)}, or equivalently, κG(|G| −
s − 1, s) = |G| − max{2, h(s), h(s + 1)}.
Proof. The first assertion (for r + s = |G|) follows from the above Corollary 3.2 and Proposi-
tion 3.1.
For r + s = |G| − 1, note that h(gcd(r, s)) = 1. Indeed, we have h(gcd(r, s)) = h(gcd(r, s,
|G|)) = h(gcd(r, r + s, |G|)), and r + s = |G| − 1. Thus, h(gcd(r, s)) = h(1) = 1.
Hence, r + s − h(gcd(r, s)) = r + s − 1 = |G| − 2, using the corollary again, together with
the above case r ′ + s′ = |G|.
The last sentence in Proposition 3.4 follows from the symmetry property: h(r) = h(|G|−r) =
h(s + 1). 
4. Comparison of μG(r, s) and κG(r, s)
This section contains the main results of the paper.
We obtain the equality μG(r, s) = κG(r, s) under various conditions on r and s, namely
r + s  |G|, κG(r, s) < r2 + s, or r  3.
We also get the inequality μG(r, s) κG(r, s) for r + s = |G| − 1.
4.1. The case r + s > |G|
This case is quite simple.
Theorem 4.1. Let G be a finite group and r , s be two positive integers satisfying 1 r, s  |G|
and r + s > |G|. Then, μG(r, s) = κG(r, s) = |G|.
Proof. Let A,B ⊂ G be two subsets of G satisfying |A| = r, |B| = s and |A · B| = μG(r, s). If
x ∈ G, the sets A and xB−1 of cardinalities r and s cannot be disjoint, since r + s > |G|. By
formula (6) in Section 2, this means that x ∈ A ·B . In other words, A ·B = G, or μG(r, s) = |G|.
We also have κG(r, s) = |G| by Proposition 3.3. 
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Theorem 4.2. Let G be a finite group. Let r , s be two positive integers satisfying r + s = |G|.
Then μG(r, s) = κG(r, s) = |G| − h(r) = |G| − h(s).
Proof. From Proposition 2.2, we already have μG(r, s)  |G| − h(s). Let us now establish the
reverse inequality, namely μG(r, s) |G| − h(s). From Corollary 2.4, we may realize μG(r, s)
by a pair A,B of cardinalities |A| = r, |B| = s respectively, with A ∩ B−1 = ∅. By the basic
Lemma 2.3, we have G \ (A · B) = (G \ A) : B−1. Since B−1 is a subset of G \ A with the
same cardinality as G \A, namely s = |G| − r , we have B−1 = G \A. Therefore, G \ (A ·B) =
U : U , with U = G \ A. Now, since U : U is a subgroup of G of cardinality dividing |U | = s,
it follows that |U : U |  h(s), and therefore |A · B|  |G| − h(s). This yields the inequality
μG(r, s) |G| − h(s), as desired. By the symmetry property of the function h, we have h(r) =
h(|G| − s) = h(s). Finally, the equality |G| − h(s) = κG(r, s) for r + s = |G| was obtained in
Proposition 3.4 above. 
4.3. The case r + s = |G| − 1
In the case r + s = |G| − 1 we obtain a weaker result than in the previous case r + s = |G|.
Theorem 4.3. Let G be a finite group, and let r , s be positive integers such that r + s = |G| − 1.
Then, μG(r, s) κG(r, s).
Proof. We have calculated in Proposition 3.4 the value of κG(r, s) for r + s = |G|− 1. We know
that for r + s = |G| − 1, we have
κG(r, s) = |G| − max
{
2, h(r), h(s)
}
.
Since h(r) = h(|G| − r) = h(s + 1), we rewrite this as
κG(r, s) = |G| − max
{
2, h(s), h(s + 1)}.
On the other hand, Proposition 2.2 asserts that
μG(r, s) |G| − max
{
h(s), h(s + 1)}.
If 2  max{h(s), h(s + 1)}, we are done: μG(r, s)  κG(r, s). Otherwise, we have h(s) =
h(s + 1) = 1 and Proposition 3.4 is insufficient to conclude. In that case, we have κG(r, s) =
|G| − 2 and we shall prove μG(r, s)  |G| − 2 by exhibiting two subsets U,V of G such that
V ⊂ U ⊂ G and |V | = s, |U | = s + 1, satisfying |U : V | 2.
Once we have such subsets U and V , it will suffice to define A = G\U , the complement of U
in G, and B = V −1, the set of inverses of elements of V . Then, |A| = |G| − s − 1 = r , |B| = s
and G \ (A · B) = U : V and so |G \ (A · B)| 2, or |A · B| |G| − 2.
In order to construct such U and V with the right cardinalities, we choose an arbitrary element
x ∈ G \ {1}. Let d be the order of x. Euclidean division of s by d yields s = dq + i with 0 i 
d − 1. We must have i  1, otherwise s would be divisible by d and thus h(s) would be at least
d > 1, the order of x. Now, choosing q + 1 distinct right cosets X,Xy1, . . . ,Xyq of the cyclic
group X = 〈x〉 generated by x, we define
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U = V ∪ {xi}.
Clearly |V | = s, |U | = s + 1 and obviously, 1, x ∈ U : V . Hence, |U : V |  2, finishing the
proof of Theorem 4.3. 
In case r + s = |G| − 2, we can only prove μG(r, s)  r + s − 1. However, an example in
Section 5 shows that the inequality μG(r, s) κG(r, s) fails in general if r + s = |G| − 3.
4.4. The case s  κG(r, s) < s + r2
In order to prove μG(r, s) = κG(r, s) in this range, we shall use a theorem of J. Olson [O]
stating the following. (See also the introduction in [H].)
If G is a group and A, B are finite, non-empty subsets of G such that 1 ∈ B , then either
(A · B) · B = A · B , or |A · B| |A| + 12 |B|.
Our main result on μG(r, s) is the following.
Theorem 4.4. Given a finite group G and two positive integers r, s  |G|, if either κG(r, s) <
s + r2 or μG(r, s) < s + r2 , then μG(r, s) = κG(r, s). In other words, we have the equivalence
μG(r, s) = s + i ⇐⇒ κG(r, s) = s + i
for every integer i in the range 0 i < r2 .
Proof. We proceed by induction on i.
For i = 0, we first prove that μG(r, s) = s implies κG(r, s) = s.
Since  r
d
 1 and  s
d
 s
d
, we have κG(r, s) s.
Let A,B ⊂ G be two subsets of G satisfying |A| = r , |B| = s and |A · B| = s. Replacing A
by a−1A with a ∈ A, and B by Bb−1 with b ∈ B , if necessary, we may (and will) assume that
1 ∈ A ∩ B . Then, B ⊂ A · B , and thus A · B = B , as the two sets have the same cardinality. This
means that A is contained in the (left) stabilizer H = S(B) of B . It follows that r  h, where h
denotes the order of H .
Observing that B is a disjoint union of orbits Hy of H all of the same cardinality h, we see
that h divides s. Therefore, we have
s  κG(r, s)
(⌈
r
h
⌉
+
⌈
s
h
⌉
− 1
)
h = s
h
h = s,
and hence, κG(r, s) = s.
Conversely, supposing that κG(r, s) = s, let h be the cardinality of a subgroup H of G such
that κG(r, s) = ( rh+ sh−1)h = s. This formula shows that h divides s. Moreover,  rh−1 = 0
and thus r  h.
Choose B ⊂ G as a disjoint union of q = s
h
right cosets of H . That is B = Hy1 ∪ · · · ∪ Hyq .
Take for A any subset of H of cardinality r  h. Since A ⊂ H we have A · B ⊂ B and thus
μG(r, s) |A · B| |B| = hq = s.
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We now assume by induction that the two statements “μG(r, s) = s + j” and “κG(r, s) =
s + j” are equivalent for all r, s and all j in the interval 0  j < i < r2 . We have to prove the
equivalence of “μG(r, s) = s + i” and “κG(r, s) = s + i” for i < r2 .
• If i < r2 , then μG(r, s) = s + i implies κG(r, s) = s + i.
By induction hypothesis, we certainly have κG(r, s)  s + i because κG(r, s) = s + j with
j < i would mean μG(r, s) = s + j in this range of values of j .
Let A,B be two subsets of G satisfying |A| = r, |B| = s and |A ·B| = s + i. As we have seen
above, we may assume that 1 ∈ A ∩ B .
By Olson’s theorem (applied to B−1,A−1 in that order, rather than to A,B), the inequality
|A · B| = i + s < 12 |A| + |B| implies that
A · (A · B) = A · B
and thus, A is contained in the left stabilizer H = S(A · B) of A · B . Let h be the order of H .
Since A ⊂ H , we have r  h and, in addition, A · B is a disjoint union of left cosets of H . It
follows that |A · B| = μG(r, s) = s + i is a multiple of h. Hence, we have
s + i  κG(r, s)
(⌈
r
h
⌉
+
⌈
s
h
⌉
− 1
)
h =
⌈
s
h
⌉
h
⌈
s + i
h
⌉
h = s + i
h
h = s + i,
which gives the implication μG(r, s) = s + i ⇒ κG(r, s) = s + i for i < r2 .
• If i < r2 , then κG(r, s) = s + i implies μG(r, s) = s + i.
Assuming now that κG(r, s) = s + i, we first have μG(r, s)  s + i, using the induction hy-
pothesis. If μG(r, s) was strictly smaller than s + i, it would equal κG(r, s) by induction.
We must show that μG(r, s) s + i.
We have κG(r, s) = mind∈H(G)( rd  +  sd  − 1)d by definition, where the minimum is taken
over all orders d of subgroups of G.
Let H be a subgroup of G of order h, such that
κG(r, s) =
(⌈
r
h
⌉
+
⌈
s
h
⌉
− 1
)
h = s + i.
We see that h divides s + i.
Let s′ be the smallest multiple of h satisfying s  s′ = s + j  s + i. Note that  s′
h
 = s′
h
=
 s
h
.
We first show that our assumption i < r2 implies j > 0. Indeed, if j was zero, then s and
s + i would both be divisible by h. Thus i would also be divisible by h and κG(r, s) = ( rh +
s
h
− 1)h = s + i would imply  r
h
 − 1 = i
h
and therefore r  i + h 2i, contradicting i < r2 .
Now,
κG(r, s
′)
(⌈
r
⌉
+
⌈
s′⌉− 1
)
hh h
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(⌈
r
h
⌉
+
⌈
s
h
⌉
− 1
)
h
= s + i = s′ + (i − j).
Since we know that i − j < i, the induction hypothesis applied to the pair (r, s′) yields
μG(r, s
′) = κG(r, s′). It follows that
s + i  μG(r, s) μG(r, s′) = κG(r, s′) s′ + (i − j) = s + i.
Thus we have μG(r, s) = s + i, finishing the proof of Theorem 4.4. 
As we will see in the next section, there is a counter-example to the equality μG(r, s) =
κG(r, s) right at i = r2 . Hence, strict inequality in the hypothesis i < r2 of the theorem is essential.
However, note as an immediate consequence of Theorem 4.4, the following
Corollary 4.5. If κG(r, s) = s +  r2, then μG(r, s) κG(r, s).
4.5. The cases r = 1,2,3
In order to treat these cases, we shall need Theorem 4.4 and some additional arguments. We
will see that the numerical function κG(r, s) exactly models μG(r, s) when r  3. This does no
longer hold in general for r = 5, as observed in the next section. We do not know what happens
for r = 4.
Theorem 4.6. We have μG(r, s) = κG(r, s) for 1 r  3 and any s  1.
Proof. (1) Of course, for r = 1, we have μG(1, s) = s and κG(1, s) = s. This is included as the
case i = 0 in Theorem 4.4.
(2) For r = 2, we still have the equivalence μG(2, s) = s ⇔ κG(2, s) = s of Theorem 4.4, but
we need to prove that μG(2, s) = s + 1 is equivalent to κG(2, s) = s + 1.
This is because μG(2, s) and κG(2, s) are both squeezed in the interval s  μG(2, s),
κG(2, s) s + 1.
For κG(2, s) this is clear as s +1 = r + s −1 for r = 2, and r + s −1 is the value of fd(r, s) =
( r
d
 +  s
d
 − 1)d for d = 1.
For μG(2, s) we get the desired inequality μG(2, s)  s + 1 by explicit construction. Take
x ∈ G \ {1} and let d > 1 be the order of x. Let s = qd + i be the (modified) euclidean division
of s by d with residue i satisfying 1  i  d . Taking q + 1 disjoint right cosets modulo the
subgroup 〈x〉 generated by x, viz. 〈x〉y0, 〈x〉y1, . . . , 〈x〉yq , with y0 = 1 for instance, and
A = {1, x},
B = {1, x, . . . , xi−1}y0 ∪ 〈x〉y1 ∪ · · · ∪ 〈x〉yq.
We have A · B ⊂ {1, x, . . . , xi}y0 ∪ 〈x〉y1 ∪ · · · ∪ 〈x〉yq and therefore μG(2, s)  |A · B| 
dq + i + 1 = s + 1.
(3) For r = 3, the equivalence of the statements μG(3, s) = s + i and κG(3, s) = s + i is
given by Theorem 4.4 for 0 i < 3 , that is i = 0 or i = 1. Again, it remains to prove that both2
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κG(3, s) s + 2 is clear by κG(3, s) = minfd(3, s) taking d = 1. For μG(3, s) s + 2, we can
do the same construction as above for the case r = 2 provided there is an element x ∈ G of
order d  3, defining A = {1, x, x2} and B = {1, x, . . . , xi−1}y0 ∪ 〈x〉y1 ∪ · · · ∪ 〈x〉yq , where
s = dq + i with 1 i  d . Then μG(3, s) |A ·B| dq + i + 2 = s + 2. Now, if every element
of G is of order not larger than 2, the group G is abelian and isomorphic to (Z/2Z)n. We order
G lexicographically and take for A and B the respective initial segments of length 3 and s. It is
easy to verify that |A + B| |B| + 2, as desired.
This finishes the proof of Theorem 4.6. 
An example in the next section shows that the statement μG(r, s) = κG(r, s) for r  3 cannot
be extended to the case r = 5.
5. Applications and experimental data
In this section, we completely describe μG for a few specific groups, namely the alternating
group A4 of order 12, the dihedral groups Dn of order 2n, with n 9, and the non-abelian group
G = Z7,3 = C7 C3 with presentation 〈a, b: a7 = b3 = 1, bab−1 = a2〉.
We find that μG = κG for G = A4 (see also [EKP]), and for G = Dn if n 9. In contrast, the
group G = Z7,3 yields the only example we know so far, where μG = κG. In this instance, there
are five pairs (r, s) with r  s for which μG(r, s) = κG(r, s).
In the tables below, we use the notation λg(r, s) as an abbreviation for the right-hand side in
formula (1). That is
λg(r, s) = min
d|g
{(⌈
r
d
⌉
+
⌈
s
d
⌉
− 1
)
d
}
,
where the minimum is taken over all the positive divisors d of the order g = |G| of G.
Thus μG(r, s) = λg(r, s) for any abelian group G of order g.
5.1. G = A4
Fact. For G = A4, we have μG(r, s) = κG(r, s) for all r, s satisfying 1 r, s  |G|.
The theorems in the present paper yield μG(r, s) = κG(r, s) for all pairs (r, s) with r  s
except (4,5) and (5,5). In these two cases, the equality μG(r, s) = κG(r, s) is established by
machine calculations. In the case of the pair (r, s) = (4,6), for instance, the sets A = 〈a〉 and
B = A ∪ {c, ac} show that μA4(4,6)  8 = κA4(4,6). Now, Corollary 4.5 in Section 4 yields
μA4(4,6) κA4(4,6). It follows that μA4(4,6) = 8. The same argument gives μA4(5,6) = 9.
The results are displayed in Table 1. The last line giving the values of λg(r, s), κG(r, s),
μG(r, s) for the pair (6,6) has been included even though machine calculation is again not nec-
essary to obtain μG(6,6) = 9 since Theorem 4.2 applies. This line has been included in order to
complete the list of examples of pairs (r, s) for which κG(r, s) = λG(r, s).
There are 5 pairs (r, s), with r  s, for which λG(r, s) = κG(r, s) as shown in Table 1, reflect-
ing the fact that A4 has no subgroup of order 6.
With the presentation
A4 =
〈
a, b, c: a2 = b2 = c3 = 1, ab = ba, cac−1 = ab, cbc−1 = a〉,
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Table for the group G = A4
Comparison of λG and κG = μG for G = A4
(r, s) λG(r, s) κG(r, s) = μG(r, s) μG(r, s) realized by
(4,5) 6 8 A = {1, a, bc, abc}
B = {1, bc, abc, ac2, abc2}
(4,6) 6 8 A = {1, a, b, ab}
B = {1, a, b, ab, c, ac}
(5,5) 6 9 A = {1, a, b, ab, c}
B = {1, a, b, ab, c}
(5,6) 6 9 A = {1, ac, bc, ac2, abc2}
B = {1, a, c, ac, bc2, abc2}
(6,6) 6 9 A = {1, a, ac, bc, ac2, abc2}
B = {1, a, c, ac, bc2, abc2}
we have Table 1.
It can be verified that for r = s = 6, there is no pair A,B with A = B which realizes μG(6,6).
5.2. G = Dn
We conjecture that the equality μDn(r, s) = κDn(r, s) holds for all n and all 1  r, s  2n.
This conjecture is proved true in [EK2] for n an arbitrary prime power, and for n = 6 by machine
calculation.
5.3. G = Z7,3 = C7 C3
The first (and only) example we have found showing that there exist finite groups G and
pairs of integers r, s such that μG(r, s) = κG(r, s) is the polycyclic group Z7,3 = C7  C3 with
presentation
Z7,3 =
〈
a, b: a7 = b3 = 1, bab−1 = a2〉.
Machine calculation reveals that now with G = Z7,3 = C7C3, we have μG(6,8) = 13, whereas
κG(6,8) = λG(6,8) = 12.
The case r = 6, s = 9 is even more striking. For this pair (r, s), gcd(6,9) = 3 and so, we
have κG(6,9) = 6 + 9 − h(3) = 12 as expected from Corollary 3.2. However, μG(6,9) = 14.
As follows from [EK3], the upper bound μG(6,9)  6 + 9 − 1 = 14 could be expected, since
G = Z7,3 is solvable. Of course, this argument still does not provide the precise correct value.
Note that μG(r, s) = κG(r, s) for r = 6, s = 9 is our first evidence here that the strict inequality
(i < r2 ) is actually needed in Theorem 4.4.
In the group G = Z7,3, the only other pairs of integers r  s for which μG(r, s) = κG(r, s)
are (5,9), (8,9) and (9,9). For these values of (r, s), we have κG(5,9) = 12 < μG(5,9) = 13,
κG(8,9) = 15 < μG(8,9) = 16 and κG(9,9) = 15 < μG(9,9) = 17. Note that this pair (r, s) =
(9,9) gives an example showing that Theorem 4.3 cannot be extended to the case r +s = |G|−3.
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Table for the group G = C7 C3
Comparison of λg = κG and μG for G = C7 C3, g = 21
(r, s) λg(r, s) = κG(r, s) μG(r, s) μG(r, s) realized by
(6,8) 12 13 A = {1, a, a2, a3, a4, a5}
B = 〈a〉 ∪ {b}
(5,9) 12 13 A = {1, a, a2, a3, a4}
B = 〈a〉 ∪ ({1, a} · {b})
(6,9) 12 14 A = {1, a, a2, a3, a4, a5}
B = 〈a〉 ∪ ({1, a} · {b})
(8,9) 15 16 A = 〈a〉 ∪ {b}
B = 〈a〉 ∪ ({1, a} · {b})
(9,9) 15 17 A = {1, a} ∪ (〈a〉 · {b})
B = A
We observe that in the five cases where μG(r, s) = κG(r, s), we have μG(r, s) = r + s − 1.
In these particular instances, this is the only available value which is in accordance with our
conjectures in the introduction.
Here is Table 2 for G = C7  C3 listing all the pairs (r, s) with r  s for which μG(r, s) =
κG(r, s).
Exhaustive experimentation with a non-abelian simple group seems to be out of reach at
present.
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