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Abstract
Recent technological advances have facilitated the collection and distribution of a plethora of in-
creasingly diverse and complex data. Supervised learning has been able to provide the toolbox
of choice for exploiting it to study and model numerous natural and social phenomena. These
learning techniques typically require substantial amounts of training data in order to induce good
solutions. However, generating annotation often places a significant burden on human experts, and
makes supervised learning methods costly to apply.
On the other hand, data itself often provides hints sufficient to induce high quality supervision
and utilizing these hints can be substantially less labor intensive than producing explicit annotation.
This thesis introduces a framework we call Learning with Incidental Supervision, which formalizes
these concepts. In particular, we show that various aspects of the data often contain cues capable
of inducing weak supervision signals, which could in turn be aggregated to produce high quality
annotation. We examine both the derivation of these signals and aggregation of their predictions
in the context of concrete learning tasks, making independent contributions in both cases.
We use the task of Named Entity Discovery to demonstrate that inherent properties of unsu-
pervised multilingual data readily available online can be used to derive multiple weak supervision
signals capable of inducing named entity annotation in a new language. We show that combining
these signals can substantially improve the resulting annotation.
Next, we introduce a general unsupervised learning framework for aggregating predictions from
multiple weak supervision sources in order to induce high quality annotation. We exploit agreement
between the signals to estimate their relative quality and learn an effective aggregation model. The
mathematical and algorithmic aggregation framework can in principle be applied to combining
arbitrary types of predictions, and has a large number of applications on its own. We instantiate it
and demonstrate its effectiveness for combining permutations, top-k lists, and dependency parses.
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Chapter 1
Introduction
Scarcely any human activity is left unaffected by recent technological advances, and in few aspects
of our lives have the ramifications been more profound than in human communication. Fueled by
the confluence of theoretical and practical advancements, the capacity of digital computing devices
has increased roughly exponentially in the last few decades and is expected to continue at least
in the near future. Such unprecedented technological progress without a corresponding increase
in cost has resulted in the ubiquity of powerful electronic devices designed to collect various kinds
of information we deem important. These advancements have also facilitated the development
of capabilities to extract actionable knowledge from vast quantities of accumulated digital data
and use it to study and model both natural and social phenomena. Consequently, numerous new
interdisciplinary fields have emerged with the aim to apply information technologies to problems
ranging from studying genomes to natural human languages to social dynamics. The sheer com-
plexity of many of these applications makes it virtually impossible to encode good solutions for
them manually even when state of the art human expertise is available, necessitating the need for
data-driven alternatives.
The principal goal of machine learning is to build algorithms which automatically induce solu-
tions, or learn, from data. In more concrete terms, this task generally amounts to learning to make
predictions about future observations given only a set of assumptions about the problem at hand
and a pool of data annotated, or labeled, with correct predictions. The assumptions are typically
expressed in the form of a model suitable for the problem, and the job of the learning algorithm
is to estimate its parameters with the goal of inducing a predictor which is expected to perform
well on future observations. Naturally, the quality of resulting predictors crucially depends on how
well the model represents the underlying phenomenon as well as the quality and quantity of the
available annotated data.
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Figure 1.1: Learning from annotated data.
Significant progress has been made in both the development and theoretical analysis of machine
learning algorithms and they have been successfully applied to a number of real-world problems
from speech recognition to robot control [Mitchell, 2006]. However, the principal reason preventing
their wider use is the expense associated with generating annotated data. Typically, a human is
employed for annotation, and task specific expertise and substantial time commitment are required
to label a sufficient amount of data. To make matters worse, the cost generally grows with the
complexity of the task: it takes longer to annotate individual examples, and more of them are
required by an algorithm to produce a good predictor. Even if the labeled data is available for
the specific task, induced predictors are often brittle on observations drawn from a distribution
different then the annotated data, suggesting the need for additional annotation.
1.1 Reducing the High Cost of Annotation
Driven by new applications across multiple disciplines, machine learning research continues to
address problems of increasing complexity. Hence, it is not surprising that substantial effort is
being focused on reducing the costly requirement for explicit human annotation. Abundant existing
literature has addressed this problem from vastly different angles.
A large class of methods known as semi-supervised learning aim to reduce the need for anno-
tation by exploiting regularities in the unsupervised data, which for many problems is easy to col-
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lect. Best known examples of these techniques include bootstrapping [Yarowsky, 1995], co-training
[Blum and Mitchell, 1998], and graph-based methods (e.g. [Blum and Chawla, 2001]). The princi-
pal differences among them lie in the kind of assumption they make about the relationship between
the distribution of the unlabeled data and the target labels. Of course, these assumptions have to
hold in the context of problems to which they are applied; otherwise, learning with unsupervised
data can deteriorate the performance of the induced predictor.
Domain adaptation methods aim to generalize predictors from domains in which supervised
data is available to those in which it is scarce. In additional to a relatively small amount of
annotated data in the new domain, these methods explore inter-domain similarities to aid learning
(e.g. [Blitzer, 2008, Daume´, 2007]).
Taking a very different approach, active learning changes the learning protocol altogether. A
learning algorithm is allowed to actively choose examples to present for annotation by a human
expert. The intuition is that choosing the most informative examples would allow the algorithm
to induce a good predictor with less annotation. Active learning methods generally differ in the
criteria they use for selection of examples, e.g. uncertainty sampling [Cohn et al., 1994] and query
by committee [Seung et al., 1992].
Yet other methods go beyond requesting straightforward annotation from a human annotator
in an effort to minimize cost. Interactive learning methods (e.g. [Roth and Small, 2009]) aim to
extract additional knowledge by allowing the expert to interactively propose a representation of the
data most appropriate for a given task. Others frame the annotation process in ways that either
reduce the expertise required of the human annotator (e.g. [Sorokin and Forsyth, 2008]) or turn it
into a side-effect of playing a game [von Ahn et al., 2006].
Of course, being able to induce good predictors from limited available data is predicated on
designing models which represent the underlying phenomenon; formulating sensible models will in
itself be instrumental in reducing the annotation requirements. However, the construction of a
good model requires significant insights into the problem, and generally one can only hope for a
sufficiently good approximation.
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1.2 Thesis Contributions
Sometimes data not explicitly labeled for a specific task can itself provide cues about annotation.
A natural language caption describing a photograph, for example, may give strong hints about
the type, or category, of the image. Category information derived from these textual descriptions
can therefore be used to train an image classification algorithm avoiding the requirement for a
human annotator. In this and many other examples, data implicitly containing information helpful
for inducing annotation for a given task already exists or can be easily collected. Moreover, as
diversity and complexity of the available data grows, more learning tasks are likely to take advantage
of it. With the Web rapidly replacing various established forms of mass media and personal
communication such as books, newspapers, and mail, natural language problems are likely to
benefit the most in the short term.
In this thesis, we addresses the problem of high annotation cost from a different perspective
than most of the existing work. We propose that intrinsic properties of the data not specifically
annotated for a given learning task can provide cues sufficient to generate surrogate supervision,
which can in turn be used for learning. We specifically avoid the burden of constructing complex
models for inducing supervision from these cues. Instead, we exploit various aspects of the data to
provide hints which could be encoded as weak supervision signals for a given task. Of course, in
general we cannot expect that these signals will be individually capable of producing sufficiently
good annotation, but they can often be strengthened when their output is combined.
The contribution of this thesis is twofold. First, we define a framework we call Learning with
Incidental Supervision (LIS) which captures the intuition we have just introduced. Its stages corre-
spond to extracting surrogate weak supervision signals we call incidental supervision from inherent
properties of the available data, and then aggregating their output with the aim of producing high
quality annotation. Second, we examine the stages of our framework in the context of two prac-
tical Natural Language Processing (NLP) and Information Retrieval (IR) applications, and make
substantial contribution to both of them:
• We introduce the task of Named Entity Discovery (NED) and use it to demonstrate how inci-
dental supervision signals can be extracted from inherent properties of unsupervised multilin-
gual data available online. In particular, we learn to transfer Named Entity (NE) annotation
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from one language to another with virtually no resources available for the second language.
Automatic recognition of named entities in text is considered to be an important step for a
number of higher order natural language problems, and automatically transferring NE anno-
tation is a step toward moving existing natural language technologies to new languages and
domains.
• The task of aggregating predictions from disparate sources has direct applications to numerous
problems outside of the framework we propose in this thesis. For example, both IR and NLP
communities often consider it in the context of aggregating structured predictions generated
by multiple independent systems (search engines, natural languages parsers, etc.). Since
the structured annotation is especially expensive, unsupervised aggregation methods such as
the one we introduce are of particular relevance. We demonstrate the effectiveness of our
approach on three concrete IR and NLP aggregation tasks.
1.3 Thesis Organization
The rest of the thesis is organized as follows:
• Chapter 2 provides a brief overview of the supervised learning setup and reviews concepts
and prior work relevant to this thesis. As we have alluded in this chapter, related work
spans relatively well established research directions and thorough and up-to-date surveys
exist for most of them. Therefore, we only aim to touch on developments most relevant or
instructive in the context of this work. Additionally, we leave the work directly relevant to
the applications we consider when we apply our framework to the corresponding chapters.
• In Chapter 3, we introduce and motivate the Learning with Incidental Supervision framework,
and will use it as a roadmap for the rest of the thesis: the following three chapters will examine
its constituent stages.
• Chapter 4 elucidates one of the LIS stages on the task of Named Entity Discovery. It demon-
strates how inherent properties of unsupervised data which can be easily collected online
may be used to derive multiple incidental supervision signals, which are capable of producing
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high-quality NE annotation.
• Chapter 5 derives the prediction aggregation stage of the framework: it motivates and in-
troduces a model for combining arbitrary types of predictions and derives an unsupervised
learning algorithm to estimate its parameters. It also provides suggestions for efficient pa-
rameter estimation when direct application of the learning framework is computationally
infeasible.
• Chapter 6 instantiates the aggregation model to the problems of combining permutations,
top-k lists, and dependency parses. For the first two tasks, direct estimation of the model
parameters is expensive, and we derive efficient alternatives following the suggestions from
the previous chapter.
• Finally, Chapter 7 summarizes and concludes the work in this thesis.
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Chapter 2
Background
The goal of this chapter is to introduce relevant formalisms and summarize the main threads of
existing research pertinent to the main objective of this thesis. Once we introduce our approach,
we will address its principal stages in the context of concrete learning problems. We postpone the
discussion of prior work relevant to those tasks to the corresponding chapters.
2.1 Supervised Learning
We begin with a very brief review of the supervised setting primarily to introduce the learning
protocol and the associated terminology and notation. A complete discussion is well beyond the
scope of this thesis, and we refer the reader for an excellent introduction and treatment to both
[Hastie et al., 2009] and [Kearns and Vazirani, 1994], and to [Manning and Schu¨tze, 1999] for ap-
plications in Natural Language Processing.
In the supervised learning setting, a model is estimated using labeled, or supervised, data with
the goal to produce accurate predictions about future observations. Typically, a functional form is
posited and a learning algorithm uses the the data to estimate its parameters. Before defining the
supervised learning protocol, let us introduce some fundamental concepts and notation.
• Input and output spaces. Our primary objective is to be able to make accurate predictions
about observations. We will call the set of possible values that observations can take the
input space X , and all possible predictions - the output space Y. If the objective is to induce
categorical output, the associated prediction problem is referred to as classification, and if
we desire to predict continuous variables, the corresponding task is regression.
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Figure 2.1: Supervised learning.
• Supervised data. The data used to estimate a predictor, or training data, is typically a
sample containing n pairs of input and output values S = {(xi, yi)}ni=1 drawn independently
from the same but unknown joint distribution D (step 1 on Figure 2.1).
• Feature space. It may be convenient or necessary to use an alternative representation for
observations. Thus, a mapping between the input space and k-dimensional feature space
is defined φ : X → Rk, with each dimension corresponding to a feature. For notational
convenience, we assume the feature representation for the input space.
• Hypothesis space. A hypothesis space H is a set of possible functions, or hypotheses,
mapping the input to output space. Typically, it is specified by positing a particular functional
form parametrized by one or more variables, and may or may not include the true mapping
f : X → Y we aim to estimate.
• Loss function. A loss function function L : Y × Y → R+ associates a value (cost) with
prediction mistakes.
The objective of a supervised learning algorithm is then to use the supervised data S to find a
predictor h ∈ H (step 2 on Figure 2.1) which minimizes the average loss when an example (x, y)
is drawn randomly from the joint distribution D. More formally, the goal is to find a hypothesis
h∗ ∈ H such that:
h∗ = argmin
h∈H
ED(L(y, h(x))
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Figure 2.2: Sentiment classification.
Since we do not know the underlying distribution D, the expected loss, or risk, cannot be
computed exactly, and an empirical risk Remp(h), i.e. the average loss over the sample, is typically
minimized instead:
Remp(h) =
1
n
n∑
i=1
L(yi, h(xi))
To illustrate the concepts we have just introduced, let us consider a simple example: the problem
of classifying sentiment in natural language text. We may, for example, want to predict whether
a customer’s opinion about a given product is negative or positive. Our supervised data S will be
comprised of examples of text manually annotated with a label indicating its sentiment (e.g. −1
for negative and 1 for positive). Therefore, the input space X is a set of possible documents, and
the output space Y is {−1, 1}. Next, we may suggest a feature space {0, 1}v, where each binary
feature indicates whether or not a word from some list of size v is present in text. Our predictor
may be a linear combination of these feature values (Figure 2.2), and a learning algorithm will use
S to estimate the corresponding weights (w1, w2, . . . , wv).
Thus, deriving a predictor in the supervised learning setup we have described requires (1)
defining a loss function L, (2) proposing a suitable feature representation along with a feature
extraction procedure φ, (3) specifying H, typically by choosing a parametrized functional form,
(5) deriving a learning procedure to estimate the parameters, and (4) generating a sample S of
sufficiently large size.
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Figure 2.3: Complex prediction tasks: syntactic parsing, named entity recognition, and ranking.
While substantial success has been reported for numerous applications both in terms of propos-
ing effective estimation procedures and engineering suitable feature representations, the main road-
block to wider success of the supervised learning approaches has been the high cost associated with
producing annotation. Even in the relatively simple classification example we have described, an-
notation requires a fluent speaker to read reviews and make judgements about their sentiment.
Needless to say, the growing complexity of prediction tasks (see examples on Figure 2.3) only in-
creases the cost of manual annotation of individual examples. Furthermore, a learning algorithm
typically has to consider a larger hypothesis space in order to find a sufficiently good predictor
requiring more labeled examples and increasing the costs even further. For instance, the Penn
Treebank [Marcus et al., 1993], a dataset of naturally occurring text annotated with linguistic
structure, took years to produce.
2.2 Related Work
Substantial existing work in the machine learning literature has addressed the problem of high cost
of annotation from very different angles. In this section we review some of the more prominent
directions we touched on in Chapter 1.
In order to reduce the requirement for explicit supervision, one has to exploit additional re-
sources. Some of the strategies we review below make assumptions about the available data, while
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others alter the learning protocol altogether, and yet others aim at obtaining different kinds of
knowledge from the domain expert. Most of these are actively investigated by established com-
munities, and we cannot hope to provide a complete review of the related work for any of them.
Instead, we only aim to outline the principal ideas, and point out up-to-date surveys in the corre-
sponding sections.
In this thesis, we take a principally different approach to alleviating the problem of high an-
notation cost than the bulk of the methods we review here: we exploit inherent properties of
the unsupervised data to provide cues to directly induce annotation. We will turn to formally
introducing and studying our framework in the following chapters.
2.2.1 Semi-supervised Learning
As the name would suggest, semi-supervised learning methods exploit unsupervised data in addi-
tional to available supervision. Naturally, these techniques are particularly valuable in the learning
settings where large quantities of unsupervised data are easy to collect. While copious amount of
prior work belongs in this class, semi-supervised learning can generally be divided into two broad
categories.
One group propose techniques to explicitly label additional data, and use it for training. Boot-
strapping methods (e.g. [Yarowsky, 1995]), for example, build a high precision (low recall) classi-
fier and use it to label some of the unlabeled data. The algorithms then iterate between training
a new classifier on the newly labeled data, and using it to label yet more data. Co-training
[Blum and Mitchell, 1998] is a related approach, where the input space is X = X1 × X2, with
x1 ∈ X1 and x2 ∈ X2 corresponding to two different “views” of an example x; each of the views is
assumed to be sufficient to learn a predictor. The algorithm iteratively trains a classifier for each
view, and uses them to enlarge one another’s training data sets.
The second vein of semi-supervised learning work aims to take advantage of regularities present
in the unsupervised data more explicitly. Transductive SVM [Joachims, 1999], for example, extends
the support vector machine formalism [Boser et al., 1992] to include unsupervised data, which helps
to drive the decision boundary away from the regions of high density. Alternatively, graph-based
methods construct a (weighted) graph with vertices denoting both labeled and unlabeled data and
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edges representing similarity. A prediction function is then estimated on the graph, such that it is
close to the labels in the labeled edges and is smooth on the whole graph. Examples of such tech-
niques include mincut [Blum and Chawla, 2001] and manifold regularization [Belkin et al., 2006]
methods. In structural learning, [Ando and Zhang, 2005] use unlabeled data to constrain the struc-
ture of hypothesis space. For a current survey of semi-supervised methods, see [Zhu, 2008].
A related line of work considers the setting where the annotation required for a learning task
is absent, but labels correlated with it are plentiful. With the increasing availability of user
generated content and annotation online, it is particularly relevant to a number of NLP (e.g.
[Titov and McDonald, 2008, Branavan et al., 2008]) and vision (e.g. [Quattoni et al., 2007]) appli-
cations.
2.2.2 Domain Adaptation
In practice, training and testing data distributions (termed source and target domains, respectively)
are often different, and trained classifiers tend to be brittle when moved to a new domain. However,
when source and target domains are similar, one would expect that adapting a classifier trained in
source domain should require less target domain supervision than training a new classifier in target
domain alone.
Exploiting this observation, domain adaptation techniques seek to minimize the amount of
labeled data in the target domain needed to achieve good performance. Despite wide implica-
tions for NLP, this setting has only recently begun receiving substantial attention in the research
community. For example, [Chelba and Acero, 2004] proposed training a model with source do-
main data alone, and using its weights to construct a prior on the weights for the target domain
model. [Daume´ and Marcu, 2006] train three separate models to capture source-specific, target-
specific, and general information, respectively. The source data can help estimating the “general”
distribution, which, in turn, aids learning in the target domain. [Daume´, 2007] also suggests an
intuitively related but a very simple feature duplication method which performs well on a num-
ber of data sets. [Jiang, 2008] proposes to reweigh training examples according to the differences
between the sources and target distributions, or alternatively, find and emphasize “generalizable”
features when training a linear classifier for the target domain. In structural correspondence learn-
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ing [Blitzer et al., 2006] unsupervised data from both source and target domains is used to induce a
feature representation that is useful for both domains. [Ben-David et al., 2007, Blitzer et al., 2008]
present a theoretical framework of the domain adaptation task and derive a learning bound in
terms of a divergence between the two distributions. Two recent theses [Jiang, 2008, Blitzer, 2008]
include a good introduction and a thorough survey of domain adaptation methods.
2.2.3 Active Learning
Less directly relevant to our task are the active learning methods, which seek to achieve greater
accuracy with fewer labeled examples by changing the standard supervised learning protocol. In-
stead of being presented with training data sampled i.i.d., the learner is allowed to actively select
examples for annotation by an oracle. The learner’s goal is to choose unlabeled examples required
to induce an accurate classifier.
The principal research problem in the active learning setting is thus the design of an instance
selection method, or the querying function. The most commonly used approach is uncertainty
sampling, where the learner selects examples whose label assignment it is least certain about.
The idea is naturally applicable to probabilistic learning models: one can simply select examples
with highest entropy posterior distribution (e.g. [Lewis and Gale, 1994, Hwa, 2004]), or examples
whose best labeling is least certain (e.g. [Culotta and McCallum, 2005]). In non-probabilistic
setting, [Tong and Koller, 2001] suggest an approach for querying examples closest to the de-
cision boundary. Query-by-committee approaches [Seung et al., 1992], maintain a committee of
competing models trained on the same labeled data. The committee members vote on the label
assignment of unlabeled examples, and the querying function choses examples on which the con-
stituent models disagree the most. Among other approaches to selecting a good querying function
are methods which minimize variance [Cohn et al., 1996], and maximize expected model change
[Settles et al., 2007]. For a thorough and up-to-date literature survey on active learning, please see
[Settles, 2009].
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2.2.4 Interactive Learning and Human Computation
Other relevant recent work examines the procedure of obtaining domain knowledge from a human
annotator. Similarly to active learning, interactive learning methods allow the learner to request
additional information from a domain expert. However, these protocols may also permit the ex-
pert to suggest better suited feature representations [Small, 2009], specify informative constraints,
etc. Alternative methods, disguise the annotation procedure as a game [von Ahn et al., 2006] or
explicitly reduce costs by employing non-experts [Sorokin and Forsyth, 2008] for annotation.
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Chapter 3
Learning with Incidental Supervision
A substantial and growing research effort in machine learning methods (some of which we reviewed
in Chapter 2) has focused on minimizing the requirements for explicit annotation by augmenting
it with other less costly resources. On the other hand, data not explicitly annotated for a given
task but endowed with properties capable of inducing supervision for it may already be available
or require little effort to collect. Identifying the informative cues in the data can be substantially
less labor intensive than employing a human expert to annotate it explicitly. We suggest that as
data of growing variety and complexity is generated and shared, more learning settings may find an
effective substitute for explicit annotation in its inherent properties. In this chapter, we formalize
this idea by proposing a general framework, we refer to as Learning with Incidental Supervision.
It will also serve as a roadmap for the remainder of the thesis - we will examine its principal
components in greater detail and apply it to concrete learning problems in the following chapters.
In the standard supervised learning setting, the goal is to find a function f : X → Y given a
training set of labeled examples and with the objective that it generalizes well from the training sam-
ple to novel examples. The training data is comprised of n examples {(x1, y1), (x2, y2), . . . , (xn, yn)}
drawn independently from the same but unknown distribution. Typically, the more complex the
output space Y is, the more significant the annotation cost per example, and the more supervised
data is required to find a good predictor f . However, various aspects of available data (not explic-
itly annotated for the problem of interest) may provide cues capable of inducing weak supervision.
The diversity of these weak sources can then be exploited: they can be combined, or aggregated,
in order to derive high quality supervision.
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Text
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Figure 3.1: Text segmentation.
3.1 Motivating Example
Let us consider these ideas more formally using the concrete example of topic segmentation, i.e. the
task of dividing natural language text into segments related by a topic or a subject. For example,
we may want to segment text transcribed from a series of academic lectures [Eisenstein et al., 2007]
into related segments, or chunks, which could then be used to summarize the lectures, generate a
table of contents for the course, etc. In addition to the unsupervised (i.e. unsegmented) transcribed
text, we may possess the original speech as well as the associated video signals (Figure 3.1). Let us
make a reasonable assumption that all three modalities also contain temporal markers which could
be used to associate text with the corresponding place in the video and speech signals.
3.1.1 Deriving Incidental Supervision
Each of these modalities may independently contain unique salient features helpful for inducing
segmentation. The lecturer may gesture or move inadvertently indicating a change in topic; pauses
and inflectional features in speech may provide yet more strong indications. These K additional
sources of information, we denote as covariates {Z(1), Z(2), . . . , Z(K)}, can be recorded for each
unannotated sample (xi, z
(1)
i , z
(2)
i , . . . , z
(K)
i ) as illustrated on step 1 of Figure 3.2, and can provide
sufficient cues to induce (possibly, noisy) annotation Y for our original task. In order to induce
annotation for our example, we now need to map the indicative gestures in the video stream or
pauses in the audio to segmentation in text. While a heuristic which maps salient features in speech
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Figure 3.2: The Learning with Incidental Supervision framework.
to segmentation (e.g. [Zhang and Kuo, 1999]) in text may be effective, deriving good annotation
from gestures may require a more complex approach. We denote these mappings from cues to target
annotation as functions g(i), and refer to them as incidental supervision (IS) in the remainder of
the thesis. The particularities of deriving IS capable of producing useful annotation (step 2 on
Figure 3.2) depend on the specific task being considered and the relevant resources we have at
our disposal, and we do not aim to propose a general solution for this step. However, we contend
that for a number of learning tasks such as the segmentation example we have used, unsupervised
data containing informative cues for inducing incidental supervision can be found or inexpensively
collected. We cannot generally assume that these signals will be capable of generating high-quality
annotation; on the contrary, they are meant to exploit various aspects of the data, not be too
difficult to encode or derive, and possibly provide only weak supervision. In Chapter 4, we consider
a particular NLP learning task as an illustrative example of deriving incidental supervision signals
from cues present in easy to collect unannotated corpora.
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3.1.2 Combining Supervision Signals
As with the example of topic segmentation where multimodal unsupervised data is available, various
modalities or aspects of the available data may provide cues capable of inducing multiple weak
incidental supervision signals. Both the quality of their annotation and the types of errors they
make is likely to vary significantly depending on a number of problem and data specific factors.
The goal of step 3 of the framework is to exploit their diversity and combine, or aggregate, their
predictions in order to improve over their individual performance. The lack of explicit supervision
presents a major challenge at this stage: without it we cannot directly estimate the quality of
individual signals, which is important for deriving an effective aggregation. In our running example,
we would like to discount the IS signal exploiting the visual clues if the video signal is excessively
noisy, or instead rely on it more if the lecturer’s hand gestures delineating a change in topic are
consistent and easy to recognize. Moreover, the quality of the induced supervision signals may also
vary, presenting an additional challenge. In our example, the lecturer may switch between multiple
presentation modes: from writing on the blackboard to vocal delivery to slide presentation, changing
the auditory and visual cues, and consequently, the relative quality of the incidental supervision
signals which exploit them. We can therefore think of the data generated in step 2 as samples from
a mixture of distributions, or domains, representing each of these modes. This domain information
may be latent, but as we will show, explicitly modeling it may provide a substantial improvement
in the quality of the aggregated signal. In Chapter 5, we examine these issues in greater detail and
propose a learning framework for unsupervised prediction aggregation. The intuition behind our
approach is that the agreement between multiple incidental supervision signals can be exploited
to estimate their relative quality and, consequently, learn to effectively aggregate their predictions.
Finally, the aggregated incidental supervision signals are used to directly annotate the data with
target labels (in step 4 on Figure 3.2) enabling us to employ a number of existing supervised
methods for learning the final predictor f : X → Y for our task.
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3.2 Summary of the Approach
In sum, we argue that unsupervised data is often endowed with informative cues which are jointly
capable of inducing high quality annotation. Collecting such data and identifying weak supervision
sources can be substantially less labor intensive then explicitly producing annotation for a number
of practical learning tasks. We formalize the principal stages of our approach as follows (see Figure
3.2):
1. Identify K informative cues, or covariates {Z(i)}Ki=1, in the available data and use them
to induce the corresponding incidental supervision signals {g(i) : Z(i) → Y}Ki=1 (step 2 on
Figure 3.2). The particulars of deriving weak supervision depends on the task of interest
and the available data, and we cannot propose a general solution. However, in Chapter 4
we demonstrate on a specific learning task that deriving incidental supervision signals can
involve substantially less effort and domain expertise than explicitly annotating data.
2. Learn to aggregate the incidental supervision signals to produce high quality annotation
(step 3 on Figure 3.2). Chapter 5 introduces two prediction aggregation formalisms, and
derives unsupervised learning algorithms to estimate their parameters. Chapter 6 applies the
aggregation machinery we develop to three types of predictions: permutations, top-k lists,
and dependency parsers.
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Chapter 4
Inducing Incidental Supervision
Successful application of the Learning with Incidental Supervision framework we introduced in
Chapter 3 relies on deriving incidental supervision signals capable of inducing weak supervision
from available resources (Figure 4.1). Both identifying informative cues in unsupervised data
and deriving IS signals from them depend on the problem and the relevant resources we have at
our disposal. In this chapter, we consider a particular NLP learning task and demonstrate that
various aspects of easy to collect unsupervised data can provide cues sufficient for inducing multiple
incidental supervision signals. Combined, these signals can produce high quality annotation, and
we propose a formal framework for aggregating them in Chapter 5.
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g(1) : Z(1) → Y
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Figure 4.1: IS stage of the LIS framework.
The problem we consider in this chapter is Named Entity Discovery (NED), which we have intro-
duced in [Klementiev and Roth, 2006a, Klementiev and Roth, 2006b, Klementiev and Roth, 2008];
we will also use it to motivate our approach to solving the aggregation stage of the LIS framework
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in Chapter 5. Besides serving as an illustrative example for deriving incidental supervision, NED
and the solution we propose have had practical implications on their own, contributing toward
migrating existing NLP technologies toward new languages and domains.
The rest of this chapter is organized as follows. We begin by introducing the NED task in
Section 4.1 and placing it in context of other relevant NLP work in Section 4.2. We then examine
the resources we have available for the task and discuss how they could be used to derive incidental
supervision in Section 4.3. In Section 4.4, we derive/learn IS from the inherent properties of the
available data, and in Section 4.5 we provide and discuss experimental results. Finally, Section 4.6
summarizes the chapter.
4.1 Introduction
The problem of Named Entity Discovery we consider in this chapter is closely related to one
of the important information extraction and natural language processing tasks of Named Entity
Recognition (NER). Let us first give a brief overview of the latter, and then motive and introduce
NED in its context.
McDonough School of Business in Washington .ORG LOC
Richard C. Urbana accepted a faculty position at thePER
After receiving an M.B.A.from Harvard Business School ,ORG
Figure 4.2: Example of identified and classified named entities.
Named Entity Recognition is a sub-task of information extraction seeking to automatically
identify and classify information units of specific types in natural language text, and is generally
regarded as an essential component of a variety of higher level NLP tasks such as Question Answer-
ing and Information Distillation. The information units, generally referred to as Named Entities
(NEs) can be names of people, locations, organizations, genes, or may represent temporal informa-
tion, temperatures, money, etc. For example, in an English sentence on Figure 4.2 named entities
denoting locations (LOC), organizations (ORG), and people (PER) are identified and classified.
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NER has received substantial attention in IE and NLP research in recent years, with approaches
ranging from rule based systems in the early nineties to modern statistical learning techniques. Most
current methods assume the supervised learning setting, aiming to induce the identification and
classification of named entities from a collection of annotated training examples. While many of
them study NER within the context of a particular language (most notably, English), genre, or
domain (e.g. computer science texts or financial news), a large proportion does not make such
assumptions and can in principle be used across languages and/or domains. However, the primary
limitation of these methods is in their dependence on large annotated corpora often unavailable for
the language/domain of interest.
The Supreme Court has
confirmed a narrow win
for the centre-left opposition
led by Romano Prodi .
But after a meeting with his
advisers, Berlusconi let it
be known he was considering
a further legal challenge.
Премьер-министр Италии
Берлускони отказался
признать решение
Верховного суда , который
подтвердил победу
левоцентристской коалиции
на всеобщих выборах.
NED
Figure 4.3: The Named Entity Discovery task.
On the other hand, a variety of weakly structured natural language data such as multilingual
news streams, discussion forums, blogs, and product reviews can often be easily collected online.
Unique inherent properties of these corpora can be used to induce incidental supervision signals
instead of relying on a human expert to provide explicit named entity annotation.
In this chapter, we exploit one type of such linguistic resources to derive incidental supervision
signals capable of inducing high quality named entity annotation in a resource poor language in the
task we call Named Entity Discovery. More precisely, we start with a bilingual comparable corpus
(such as bilingual news feeds, as illustrated on Figure 4.3) one side of which is annotated with
NEs and derive/learn IS signals to annotate the NE counterparts in the other language without
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explicit supervision. Once the NE counterparts are discovered, annotation can be transferred and
a number of existing supervised learning techniques can be used to train an NER system in the
new language directly.
4.2 A Note on Related Work
The principal objective of this chapter is to use the task of NED to demonstrate that named entity
annotation can be induced from cues provided by easy to collect unsupervised data. Still, let us put
the task and the method we propose in the context of related prior work on linguistic annotation
induction and projection.
Substantial amount of previous work addresses the problem of projecting existing linguistic
annotation including part of speech tags, named entities (e.g. [Yarowsky et al., 2001]), syntactic
dependencies [Hwa et al., 2002], semantic roles [Pado´ and Lapata, 2005] to new languages. Yet
other methods (e.g. [Cucerzan and Yarowsky, 1999] and [Collins and Singer, 1999]) aim to induce
named entity annotation from monolingual corpora directly. While often capable of inducing high
quality annotation, these methods typically assume that additional costly annotation is available
(e.g. parallel corpus or linguistic expertise for the target language). In contrast, the object of this
thesis and our approach to NED in particular is to exploit cues implicitly provided by the data
itself.
Other work better aligned with our goal includes approaches to induce transliterations
[Sproat et al., 2006, Shinyama and Sekine, 2004], translations [Fung and Yee, 1998, Rapp, 1999],
discover parallel text fragments [Munteanu and Marcu, 2006] and other annotation from compa-
rable corpora. Similarly to the general setting we consider, they exploit cues present in cheap
comparable corpora to induce annotation.
4.3 NED Resources
Let us begin by examining comparable weakly temporally aligned multilingual corpora such as
multilingual news feeds, which are widely available from a number of major news agencies such
as BBC. Typically, these feeds are comprised of news stories annotated with date and time of
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Figure 4.4: Temporal histograms of the name Hussein (top), its Russian transliteration (middle),
and of the word Russia (bottom).
publication, as well as the location and the topic(s) (e.g. sports, politics, finance, etc.) associated
with the story. The feeds are specialized for the target geographical locations and vary in content
across languages. Still, many events are deemed relevant to multiple audiences and the news stories
related to them appear in several languages, although rarely as direct translations of one another.
The first observation we make about these corpora is that NEs in one language tend to tem-
porally co-occur with their counterparts in the other. For example, top two histograms on Figure
4.4 display the occurrences of the name Hussein and its Russian counterpart in the bilingual news
corpus spanning years 2001 through late 2005, which we used for the experiments in Section 4.5.
Several common distinct peaks are visible in the two histograms, the largest one being around the
time of the beginning of the war in Iraq. The word Russia, on the other hand, has a distinctly
different temporal signature in the same time span. Such weak synchronicity provides a cue about
the relatedness of NEs across the two languages, and can be exploited to associate them. In or-
der to score a pair of entities across languages, we can compute the similarity of their temporal
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English NE Russian NE
lilic liliq
fletcher fletqer
bradford brdford
isabel izabel~
hoffmann gofman
kathmandu katmandu
Table 4.1: Example English NEs and their possible Russian counterparts.
signatures.
NEs often contain or are entirely made up of tokens that are phonetically transliterated or
have a common etymological origin across languages (e.g. parliament and its Russian translation
parlament have a common French ancestor), and therefore tend to be phonetically similar. Table
4.1 shows a sample of NEs and their possible Russian transliterations. If we can score the phonetic
similarity of a named entity and its second language counterpart, we would have yet more evidence
about their relatedness.
The context in which named entities would tend to occur in both languages of the corpus may
be another strong indicator, and if a bilingual dictionary is available, various existing techniques
for measuring contextual similarity could be used to associate them. Topic information, if present
in the corpus, could also be exploited, since we would expect NEs to be mentioned in similar news
categories across languages. The name Kennedy, for example, is more likely to be used in political
(referring to a politician) or travel (referring to the New York City airport) then in science related
stories regardless of the language. Temporal histograms of topics associated with entities could be
collected, and their similarity can also be used to associate them.
Each one of these observations can be used to measure similarity between a named entity and
its second language counterpart. Therefore, we can exploit them to derive incidental supervision
signals and induce named entity annotation in the target language. Some of these signals can be
easy to encode explicitly, while other may require learning to derive. We will consider both kinds,
and propose methods to derive the temporal and to learn the phonetic IS signals.
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4.4 Incidental Supervision for NED
We will use the observations we have made in the previous section to derive and learn two incidental
supervision signals sufficient to induce named entity annotation in the second language of our
bilingual comparable weakly temporally aligned corpus. We begin by defining the NED task in
terms of the notation we introduced in Chapter 3, and then turn to the algorithmic details for
deriving and learning the IS signals.
4.4.1 Notation and Definitions
Let (S, T ) denote our bilingual corpus, with S representing the side containing named entity anno-
tation (i.e. the source side) and T denoting the other resource poor (or target) side for which we
aim to induce annotation. Let the input space X be the set of all NEs present in S, and let C be
the space of all potential candidates, i.e. all tokens present in T . We now define the output space Y
as the space of partial rankings over candidates in C, i.e. an ordered list of elements (c1, c2, . . . , ck),
such that {ci}ki=1 ⊆ C for some 1 ≤ k ≤ |C|. Thus, for a source language NE x ∈ X , we aim to
infer a ranking y ∈ Y over candidate counterparts in the target language. One of the reasons for
inducing a ranking instead of a single candidate is that multiple counterparts to a given x may be
present in T . Indeed, the mapping between NEs in two languages is rarely bijective: foreign names
are seldom transliterated using a predetermined set of rules, but are instead phonetically tran-
scribed into multiple counterparts. While some of these transcriptions are more widely accepted
than others, all are typically understood by fluent speakers of the language to refer to the original
entity.
Temporal incidental supervision
Let us denote the time series of occurrences, or a temporal signature, of an NE x in S as τS(x),
and the time series of occurrences of a candidate c in T as τT (c). For notational convenience,
we assume that a similarity function between two temporal signatures, denoted by h, will assign
higher values to more similar signatures. We now define the temporal cue to be the set of similarity
values between temporal signatures of a given NE in S and all candidates in the target language,
Z(τ) = {h(τS(X), τT (c)) : c ∈ C}.
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This formulation allows us to define temporal incidental supervision g(τ) : Z(τ) → Y as:
g(τ)(z(τ)) = argsort
c∈C
z(τ)(c) (4.1)
where z(τ)(c) records temporal similarity between a given NE in S and a candidate c ∈ C, and
argsort returns a ranking of candidates c ∈ C in the descending order of the values. We may
sometimes include a subscript g(τ)C to emphasize the set of candidates C being ranked.
форсайт
фоссетт
гугл
урбана
fossett C
Figure 4.5: Temporal information collected for the entity x =fossett.
In sum, temporal incidental supervision simply ranks candidates according to how similar (in
terms of h) their temporal signatures are to the temporal signature of x. In other words, the more
a candidate co-occurs with the named entity x, the higher rank it will be assigned.
Transliteration incidental supervision
In the context of this work, we will loosely define a transliteration model as a function f : X×C → R
assigning higher values to more phonetically similar pairs of a named entity x ∈ X and a candidate
c ∈ C. Similarly to the temporal cue, we define the transliteration cue as a set of phonetic similarity
values between a given NE in S and all target language candidates, i.e. Z(φ) = {f(X, c) : c ∈ C}.
As before, we use this formulation to define transliteration incidental supervision g(φ) : Z(φ) → Y
as:
g(φ)(z(φ)) = argsort
c∈C
z(φ)(c) (4.2)
27
where z(φ)(c) records phonetic similarity between a given NE and a candidate c ∈ C. Again, we
may sometimes include a subscript g(φ)C to emphasize the set of candidates C. Similarly to the pre-
vious definition, transliteration incidental supervision ranks candidates according to their phonetic
similarity to the named entity x.
The definitions we have presented so far leave a number of practical questions unanswered. The
temporal IS requires a definition of temporal signatures and a similarity function between them.
More importantly, the transliteration IS relies on a transliteration model, which we cannot assume
to be available a priori. Let us fill in these details in the next two sections.
4.4.2 Deriving Temporal IS
A major challenge inherent in discovering transliterated named entities is the fact that a single NE
in S may be represented by multiple counterparts in T . As we mentioned, one of the reasons is
the lack of transliteration standards; e.g., in Russian, several possible transliterations of an English
entity may be acceptable as long as they are phonetically similar to the source. Another reason is
inflectional morphology. Again, in Russian, gender and case significantly increase the number of
morphological variants of proper nouns. In order to produce more accurate time series of occur-
rences, we need to be able to group variants of the same named entity into an equivalence class, and
collect their aggregate mention counts. For instance, we would like to count the aggregate number
of occurrences of {Herzegovina, Hercegovina} on the English side in order to map it accurately
to the equivalence class of that NE’s variants we may see on the Russian side of our corpus (e.g.
{Gercegovina, Gercegovinu, Gercegoviny, Gercegovino}). In order to keep to our objective of
requiring as little language knowledge as possible, we took a rather simplistic approach for both
languages of the English-Russian corpus we describe and use in the experiments in Section 4.5. For
Russian, two words were considered variants of the same NE if they share a prefix of size five or
longer. Each unique word had its own equivalence class for the English side of the corpus, although,
in principal, more sophisticated approaches to group entity mentions (such as in [Li et al., 2004])
could be incorporated. In the rest of the chapter, whenever we refer to a named entity, we will
imply its equivalence class.
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In order to generate a time series of occurrences τS(x) for a named entity x ∈ X (or τT (c) for
a candidate c ∈ C), we first sort the set of documents in S (or T ) according to their time-spamps
into a sequence of equally sized temporal bins. We then count the aggregate number of occurrences
of the members of the entity’s (or a candidate’s) equivalence class in each bin, and normalize the
sequence.
Numerous alternatives can be used to define the similarity function h; we use a method called
the F-index [Hetland, 2004]. We first run a Discrete Fourier Transform (DFT) on a time series
to extract its Fourier expansion coefficients. The score of a pair of temporal signatures is then
computed as a Euclidean distance between their expansion coefficient vectors. We discuss this
similarity function and compare it to two commonly used alternative metrics in Section 4.5.3.
4.4.3 Deriving Transliteration IS
Transliteration model f is required to score phonetic similarity between a named entity x ∈ X
and a candidate c ∈ C. However, we cannot assume that a transliteration model is available a
priori since its definition would require either domain knowledge or explicit supervision (a set of
transliteration pairs). Instead, we introduce an algorithm we call co-ranking to iteratively train
a transliteration model f on single-word NEs, using only the temporal IS we have defined to
provide weak supervision. On each iteration, a list of best candidates produced with the current
transliteration model for each named entity in X is re-ranked using temporal alignment, and a set
of most temporally aligned pairs is then used for the next round of training.
Let us consider co-ranking in more detail (see Figure 4.6). We begin by initializing the model
with a very small set of examples on line 1 (we will explain and study this step in Section 4.5).
We then collect temporal signatures of all named entities in the source side of the corpus (line
2). For each of the NEs x ∈ X we collect k most phonetically similar counterparts according to
the current transliteration model f (line 6), collect their temporal signatures (line 7), and re-rank
them according to temporal IS selecting the candidate c˜ most temporally aligned with x (line 8).
Finally, we add the pair (x, c˜) (subject to thresholding) to the training set D for the next round
of training. We repeat the training procedure until the training set of discovered pairs no longer
changes between iterations.
29
Input: Bilingual corpus (S, T ), set of named entities X from S, k, θ
Output: Transliteration model f
initialize f1
forall x ∈ X do collect τS(x); /* collect NE temporal signatures in S */2
repeat3
D ← ∅;4
forall x ∈ X do5
Cx ← top k candidates in g(φ); /* top k transliterations according to f */6
forall c ∈ Cx do collect τT (c); /* collect candidate temp. sig. in T */7
c˜← top candidate in g(τ)Cx ; /* select best temporally aligned candidate */8
if h(τS(x), τT (c˜)) < θ then9
D ← D ∪ {(x, c˜)};10
end11
end12
use D to train f ;13
until discovered training set D no longer changes between iterations ;14
return f15
Figure 4.6: Iterative training of transliteration model f with co-ranking.
The two parameters k and θ are used to control the tradeoff between the size of D and the
quality of the discovered training examples. Larger k and θ increase the chances of adding an
incorrect candidate which happens to be well temporally aligned with x into the training data,
especially in early iterations when the transliteration model has lower accuracy. On the other
hand, smaller values of the parameters may produce too few training examples.
Transliteration model training
Unlike the previous work considering generative transliteration models, we take a discriminative
approach. Indeed, we do not need to generate transliterations for unseen named entities. Instead,
we aim to match NEs in the source language to their counterparts present in the target language
side of our corpus in order to transfer annotation.
We use the perceptron algorithm [Rosenblatt, 1958] to train a linear model to decide whether
a candidate c ∈ C is a transliteration of a named entity x ∈ X . The model activation provides a
score indicating phonetic similarity of x and c. Our version of perceptron takes variable number of
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features in its examples; each example is a subset of all features seen so far that are active in the
input. As the iterative algorithm observes more data, it discovers and makes use of more features.
This is the infinite attribute model [Blum, 1992] and it follows the perceptron version of SNoW
[Carlson et al., 1999]. Positive examples used for iterative training are the set D selected by the
algorithm, and negative examples are tokens in S which are not in X (i.e. non-NEs) paired with
random tokens in T .
P A U ! L
P O W E L L
Figure 4.7: Some of transliteration model features.
The features are extracted as follows. The two strings x and c are first partitioned into a set
of substrings up to a particular length l (including the empty string ), and coupled to produce
features used for training. Note that couplings with the empty string represent insertions/omissions.
Consider the example on Figure 4.7, where the English named entity and its Russian counterpart
are (x, c) = (POWELL, PAUL). Assuming l = 2, features are extracted in the following two
steps:
1. We split both the named entity x and the candidate c into all possible substrings of up to
size l = 2:
• x→ { , P,O,W,E,L, L, PO,OW,WE,EL,LL}
• c→ { ,P, A, U, , L, PA, AU, U, L}
2. We then build a feature vector by coupling substrings from the two sets:
• ((P, ), (P,P), (P,A), ...(W,AU), (W,U), ...(EL,L), ...(LL,L))
We use the observation that transliteration tends to preserve phonetic order to limit the number
of couplings. For example, we can skip pairs of substrings whose starting positions are too far
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apart: e.g., we might not consider a pairing (PO,U) in our example. In our experiments, we
paired substrings if their positions in their respective words differed by -1, 0, or 1. While we expect
that more involved approaches to feature selection (such as [Goldwasser and Roth, 2008]) may
induce a better representation for the transliteration task, one of our aims is to demonstrate that
even simple knowledge poor approaches are may be capable of inducing weak supervision.
4.4.4 Using Temporal and Transliteration IS for Discovery
With a distance function h defined and a transliteration model f trained we have two incidental
supervision signals capable of producing weak annotation for the NER task in T . Their individual
performance will depend on a number of data specific factors (and will happen to be similar in
some of our experiments in Section 4.5). However, the kinds of mistakes they make will differ since
they utilize independent aspects of the data. Transliteration IS alone will give high rankings to
phonetically similar but unrelated candidates, e.g. a Russian candidate Asahara (translated as
the surname Asahara) for named entity Sahara. On the other hand, similar temporal signatures
do not always indicate a match, e.g. Taliban and Afganistan (Afganistan) often co-occur in
recent news. In this section, we show that the diversity of errors they make can be exploited to
improve annotation quality for NED by combining them with a simple algorithm. In Chapter
5, we consider a more general aggregation scenario where multiple IS signals producing arbitrary
categorical predictions are available.
Named entities may be comprised of multiple words, and some of the constituent tokens may
be dictionary translations. The algorithm presented on Figure 4.8 discovers transliteration and
translation (if a dictionary is available) counterparts to single- and multi-word named entities in
S. For each constituent word of a named entity x, the transliteration IS first produces a ranking
of most phonetically similar candidates (line 5). If a dictionary is available, the candidate list
is augmented with possible translations (line 6). Translations will be the correct choice for some
constituent NE tokens (e.g. for Queen in Queen Victoria), and transliterations for others (e.g. Bush
in Steven Bush). We expect the temporal signature alignment to resolve many of such ambiguities;
the temporal IS re-ranks the set of candidate translations/transliterations and the best temporally
aligned candidate is selected (line 9). The top candidates for each constituent token are collected
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Input: Bilingual corpus (S, T ), set of named entities X from S, transliteration model f , k,
dictionary dict (otional)
Output: Set of named entity pairs D from S and T
D ← ∅;1
forall x ∈ X do2
c˜← ();3
forall constituent tokens w of x do4
Cw ← top k candidates in g(φ); /* top k transliterations according to f */5
(optional) Cw ← Cw ∪ dict(w); /* augment with dictionary translations */6
collect τS(w); /* collect entity token temporal signature in S */7
forall c ∈ Cw do collect τT (c); /* collect candidate temp. sig. in T */8
c˜w ← top candidate in g(τ)Cw ; /* select best temporally aligned candidate */9
c˜← c˜+ c˜w;10
end11
if c˜ occurs in T then12
D ← D ∪ {(x, c˜)};13
end14
end15
return D16
Figure 4.8: An algorithm for Named Entity Discovery.
into a multi-word target NE candidate c˜. Finally, we discard candidates which do not actually
occur (in any order of the constituent tokens) in target corpus T (line 12).
4.5 Experimental Evaluation
In this section we study and evaluate our knowledge poor and virtually unsupervised approach
to NED on a bilingual comparable news corpus. We begin by describing the resources and the
algorithm parameter settings used in the experiments. The data, as well as the software and a
demo of this work are available on http://L2R.cs.uiuc.edu/∼cogcomp/.
Resources
We built our comparable English-Russian news corpus by first crawling www.lenta.ru, a Russian
news web site. Some of the news articles published there are related to the stories posted previ-
33
ously on foreign language news sites: some are loose translations or summaries, while others may
discuss the same topic or event. Pointers to these originals are also provided and we used them to
collect English-Russian pairs of related articles spanning nearly five years, from 1/1/2001 through
10/05/2005. Each side of the resulting corpus consisted of 2,327 documents, with anywhere be-
tween 0 and 8 articles published on the same day. The total sizes of the English and Russian
sides are roughly 940 and 380 thousand tokens, respectively. We annotated the English side using
a publicly available Named Entity Recognition system based on the SNoW learning architecture
[Carlson et al., 1999] that is also available on http://L2R.cs.uiuc.edu/∼cogcomp/. Since our
objective is to study the NED task we have introduced, incorrectly annotated words were removed
resulting in 978 single-word NEs.
For evaluation, 727 of the these 978 named entities were matched to correct transliterations
by a language expert; they were randomly selected among those which had counterparts in the
Russian side of our corpus. Accuracy was computed as the percentage of NEs correctly identified
by the algorithm among the top N candidates. Note that although multiple correct counterparts
of a given English named entity were sometimes present in the Russian corpus, the evaluation set
included only a single one (due to the prohibitive amount of labor required of the language expert
otherwise). Thus, the evaluation results tend to be conservative. In the multi-word NE experiment,
177 random multi-word (2 or more) NEs and their transliterations/translations discovered by the
algorithm were verified by a language expert. Again, phrases which were incorrectly tagged as NEs
by the English NER system were discarded.
In Section 4.4.2 we have proposed to group morphological variants into equivalence classes in
order to collect more accurate temporal signatures. For the morphologically rich Russian language,
two tokens were considered variants of the same entity if they share a prefix of size five or longer,
while each unique token had its own equivalence class for the English side of our corpus. The
aggregate temporal signatures for the equivalence classes were collected with bin size of one day.
In order to reduce running time, some limited pre-processing was done on the Russian side. In
particular, all equivalence classes, whose temporal signatures were close to uniform (i.e. words oc-
curring similarly frequently throughout the corpus) were deemed common and were not considered
as NE candidates. Tokens on the Russian side were thus grouped into 14,781 equivalence classes.
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Algorithm parameters
When deriving the transliteration IS, we initialized the transliteration model with a small set of
English NEs and their Russian transliterations. We will study the effect of the size of this set on
the overall performance at discovery in Section 4.5.2, in all other experiments we used a small set
of 20 randomly chosen pairs. Positive examples were constructed by pairing an English named
entity with the common stem of its Russian transliteration’s equivalence class. Negative examples
were pairs of non-NE English and Russian words selected uniformly randomly from the respective
corpora. The same number of positive and negative examples was used.
As the transliteration model improves throughout training, new examples and with them new
features are discovered. All but top 3000 features from positive and 3000 from negative examples
were pruned based on the number of their occurrences. Features remaining at the end of train-
ing were used for discovery. Insertions/omissions features (Section 4.4.3) were not used in the
experiments as they provided no tangible benefit for the languages of our corpus.
Top k = 30 best transliteration equivalence classes were produced during transliteration model
training and discovery. At discovery they were augmented with up to 10 translations found in the
Mueller English-Russian dictionary (see Figure 4.8, line 6).
4.5.1 Named Entity Discovery
Single-word NEs
In order to compare the relative performance of the two IS signals when used on their own and when
combined as we proposed in Section 4.4.4, we begin with single-word transliterated NE discovery.
The bottom two lines on Figure 4.9 show the (top scoring candidate) accuracy of the temporal IS
and transliteration IS at the end of each iteration of the transliteration model training when they
are used on their own (averaged over 5 runs initialized with different random sets of 20 examples).
The latter steadily improves and they perform nearly identically (at about 41% accuracy) at the
end of training. However, the substantial improvement (to about 63%) we obtain from combining
them (third line from the bottom) indicates that the two tend to make different kinds of mistakes
even at the end of training.
The remaining three lines show the accuracy of the complete algorithm at top five (Top 5 ), top
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Figure 4.9: Proportion of correct NEs in top k discovered candidates vs. training iteration.
ten (Top 10 ), or top twenty (Top 20 ). We learn to discover the correct transliterations in Russian
as the top candidate 63% of the time, among the top 5 about 72% of the time, among top 10 -
77%, and among top 20 - 80% almost entirely using the inherent properties of the bilingual corpus
we collected. As we mentioned, these numbers are conservative since not all of the correct named
entity counterparts were annotated in the test data. Some of the Russian transliterations cor-
rectly discovered but not counted included alternative spellings or even entities containing spelling
mistakes.
Discovered features
Table 4.2 lists a few interesting features discovered during transliteration model training. As
expected, single letter pairs which have similar pronunciation in both languages are highly indicative
of a transliteration. English two-letter sequences gh and hm correspond to single letter sequences
in Russian, since h is often silent. Letter j is pronounced differently in names of Hispanic origin
and is thus mapped to two distinct letter sequences in Russian.
Some features are particularly indicative of names and transliterations used in a specific training
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Feature Num. in neg. Num. in pos. Percent in pos.
(a, a) 1432 6820 82.65
(n, n) 1182 5517 82.36
(r, r) 1011 5278 83.92
(gh, g) 5 137 96.48
(hm, m) 0 100 100
(tz, c) 0 78 100
(j, h) 3 71 95.95
(j, d) 0 198 100
(ic, iq) 11 403 97.34
(an, an) 22 1365 98.41
Table 4.2: A sample of the features discovered by the algorithm during training.
corpus and our training procedure selects them automatically. For example, our news corpus con-
tains a number of Serbian surnames ending in ic; paired with the corresponding Russian substring,
it turns out to be highly indicative of a transliteration in our experiments.
Intuition
In order to see how the transliteration model improves as the training proceeds, let us examine an
example of candidate rankings it induces. Figure 4.10 shows candidate transliteration1 rankings
produced by the current transliteration IS for the named entity Forsyth for two iterations of train-
ing. The weak transliteration model selects the correct Russian counterpart (italicized) as the 24th
best transliteration in the first iteration. However, the candidates are re-ranked by the temporal
IS and the correct transliteration is selected for the next round of training. By the eighth iteration,
the transliteration model has improved enough to choose it as the best candidate. Not all correct
transliterations make it to the top of the candidates list (transliteration IS is never as accurate by
itself as the complete algorithm on Figure 4.9). However, that is not required for the complete
algorithm, as the model only needs to be good enough to place the correct transliteration anywhere
in the candidate list. Not surprisingly, some of the top transliteration candidates start sounding
like the NE itself, as training progresses. On Figure 4.10, for example, candidates for Forsyth on
iteration 7 include Fross and Fossett.
1Each candidate is represented by an equivalence class: a common prefix and a set of endings found in text.
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Iteration 0 Iteration 7
1 skore {-e, -i˘, -i˘xego, -i˘xii˘} 1 forsai˘t {-a, -, -u}
2 oform {-leno, -il, . . . } 2 oform {-leno, -il, -it~, . . . }
3 kokri˘n {-a, -} 3 prory {-vom, -va, -li, . . . }
4 flore {-ns, -nc, -, -ncii} 4 fross
  5 fosset {-t, -ta, -tu, -a, -u}
   
24 forsai˘t {-a, -, -u}  
   
Figure 4.10: Lists of Russian transliteration candidates for Forsyth for two iterations of the algo-
rithm. As the transliteration model improves, the correct transliteration moves up the list.
Multi-word NEs
Once the transliteration model was trained, we ran the complete algorithm (Figure 4.8) to discover
multi-word named entities, augmenting candidate sets of dictionary words with their translations
as described in Section 4.4.4. Of all multi-word Named Entity pairs discovered by the algorithm,
about 68% were matched correctly.
English NE Russian NE equivalence class
carla del ponte karla{-, -l} del~ ponte
marc dutroux mark dtru
pangbourne pangburn
supreme council verho{-vny, ...} sovet{...}
congolese kongo{-, -lezsko}
north carolina sever{...} karol{-ina, ...}
junichiro koizumi dznitiro koidzumi
rehman reman{-, -a}
Table 4.3: Example of correct transliterations discovered by the algorithm.
The discovered Russian named entities included entirely transliterated (e.g. Marc Dutroux
in Table 4.3), partially translated (e.g. North Carolina), and entirely translated (e.g. Supreme
Council) named entities.
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Figure 4.11: Proportion of correctly discovered NE pairs vs. the initial example set size. Decreasing
the number of examples does not have an impact on the performance of the later iterations.
4.5.2 Initial Example Set Size
When deriving transliteration incidental supervision, we have relied on a small set of 20 example
to initialize the transliteration model. In this section, we ran a series of experiments to see how the
size of this training set affects the accuracy of the model as training progresses. Figure 4.11 shows
the proportion of correctly discovered NE pairs vs. the initial example set size (averaged over 3
runs each): although the performance of the early iterations is significantly affected by the size of
the initial training example set, the algorithm quickly improves its performance. As we decrease
the size from 80 to 20 and then to 5 examples, the accuracy of the first iteration drops by over 15%
and 10% respectively. However, in about 50 iterations all three perform similarly.
The few examples in the initial training set produce features corresponding to substring pairs
characteristic for English-Russian transliterations. Model trained on these (few) examples chooses
other transliterations containing the same substring pairs. In turn, the chosen positive examples
contain other characteristic substring pairs, which will be used by the model (via the infinite
attribute domain, [Blum, 1992]) to select more positive examples on the next round, and so on.
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The smaller the initial training set, the longer it takes to discover the characteristic features, and
the longer it takes for the algorithm to converge.
One would also expect the size of the training set necessary for the algorithm to improve
to depend on the level of temporal alignment of the two sides of the corpus. The weaker the
temporal incidental supervision is, the more we need to endow the model so that it can select
cleaner candidates in the early iterations. The set of examples used to initialize the model is small
enough to require little annotation effort; still, to avoid annotation entirely a set of well aligned
pairs selected by the temporal IS can be used for initialization.
4.5.3 Temporal Signature Similarity
The quality of temporal IS is important to both the training of the transliteration model and
during discovery. Here we compare the DFT-based similarity scoring function we use to derive
the temporal IS to the commonly used cosine [Salton and McGill, 1986] and Pearson’s correlation
measures in order to assess its performance and robustness to misalignment between two sides of
the corpus.
We perturbed the Russian side of the corpus in the following way. Articles from each day
were randomly moved (with uniform probability) within a m-day window. We ran single word NE
temporal sequence matching alone on the perturbed corpora using each of the three metrics; Table
4.4 shows that the DFT based similarity function provides significant advantages over the other
metrics for weakly aligned corpora.
m=1 m=3 m=5
Cosine 41.3 5.8 1.7
Pearson 41.1 5.8 1.7
DFT 41.0 12.4 4.8
Table 4.4: Proportion of correctly discovered NEs vs. corpus misalignment (m) for each of the
three measures.
Some accuracy lost due to misalignment could be recovered by using a larger temporal bin for
collecting occurrence counts. We tried various (sliding) window sizes w for a perturbed corpus with
m = 3 (Table 4.5).
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w=1 w=2 w=3
Cosine 5.8 13.5 18.4
Pearson 5.8 13.5 18.2
DFT 12.4 20.6 27.9
Table 4.5: Proportion of correctly discovered NEs vs. sliding window size (w) for each of the three
measures.
The DFT metric outperforms the other measures significantly in most cases. NEs tend to have
distributions with few pronounced peaks. If two such distributions are not well aligned, we expect
both Pearson and cosine measures to produce low scores, whereas the DFT metric should catch
their similarities in the frequency domain.
4.6 Summary
The primary objective of this chapter was to demonstrate that inherent properties of widely avail-
able unannotated data could be used to derive incidental supervision signals sufficient for inducing
high quality annotation. We have introduced and used the problem of Named Entity Discovery, i.e.
inducing named entity annotation in a new language, as an example task. We collected a weakly
temporally aligned bilingual corpus by crawling news Web sites, and derived two incidental super-
vision signals exploiting two aspects of the data. The temporal IS utilized the weak synchronicity
between named entities across languages in our corpus to associate them. The transliteration IS
exploited the observation that entities tend to be phonetic transliterations or share the same ety-
mological origin; we suggested to train the transliteration model using the temporal IS to provide
supervision. We used almost no supervision or linguistic knowledge when deriving them. Indeed,
we only used a very small bootstrapping training set for transliteration model training and made
a simple assumption in order to group morphological variants of the same word into equivalence
classes in Russian.
We studied the quality of annotation induced by temporal and transliteration IS signals when
used on their own and suggested a simple algorithm to combine them, which produced significant
improvements over their individual performance. The simple re-ranking approach to combing their
output is not trivially extendable to the setting when multiple IS signals are available and their
relative performance is not known a priori. We consider this more general scenario in the following
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chapter.
While the task of Named Entity Discovery is primarily meant to demonstrate that deriving
incidental supervision can provide a substantially cheaper alternative to manual annotation, some
contributions were made along the way. Most importantly, the proposed algorithms can be used
to generate annotation so that an NER system can be trained for a new language directly, in
turn contributing to higher order NLP problems such as Question Answering. These algorithms
may be also utilized directly by statistical machine translation systems, which are notoriously
poor at dealing with entities which are not common in training data [Hermjakob et al., 2008].
Besides defining the novel task of NED, we have proposed the use of discriminative models for
transliteration, and presented a method to automatically generate features eliminating the need
for hand crafting phonetic rules. For temporal signature matching, we used a scoring metric novel in
this domain and provided experimental evidence that it outperforms two other metrics traditionally
used. One of the goals of this work was to use as little language knowledge as possible, and we expect
that our NED performance can be improved substantially when more of it is available. In particular,
encoding morphological rules of highly inflectional languages like Russian will likely improve the
quality of the equivalence classes, and consequently of the temporal IS. Better knowledge of the
language pair in question may also allow us to prune or extract a more appropriate set of features
for them.
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Chapter 5
Unsupervised Prediction Aggregation
As we have argued in the preceding chapters, we can often exploit various aspects of unsuper-
vised data to derive multiple incidental supervision signals capable of inducing (weak) annotation.
Combining, or aggregating, their predictions with the goal of producing high quality supervision
(i.e. step 3 on Figure 5.1) is crucial for the effective application of the Learning with Incidental
Supervision framework we introduced in Chapter 3.
g(1) : Z(1) → Y
g(2) : Z(2) → Y
g(K) : Z(K) → Y
Y3
Figure 5.1: Prediction aggregation stage of the LIS framework.
When producing an aggregate prediction, we prefer to rely more on the signals with highest
predictive accuracy. Without explicit annotation, however, we cannot estimate their quality di-
rectly. Moreover, new data may me sampled from a different distribution and the accuracy of the
signals derived from it may change. Consider, for example, the Named Entity Discovery task we
have described in Chapter 4. If the bilingual news data is poorly temporally aligned, the corre-
sponding temporal IS provides little useful information and should be discounted in favor of other
alternatives (e.g. topic or context IS). However, without annotated NE pairs in both languages,
the relative quality of the available IS signals cannot be directly estimated.
In this chapter, we address these issues by proposing a novel mathematical and algorithmic
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framework for learning to aggregate predictions without explicit supervision. In particular, we (1)
propose to use a distance-based formalism for aggregation of arbitrary categorical predictions, (2)
extend it to account for variability of predictors’ expertise, and (3) derive an unsupervised learning
algorithm to estimate the parameters of both models. Some of the work we present has been pub-
lished previously in [Klementiev et al., 2009, Klementiev et al., 2008a, Klementiev et al., 2008b,
Klementiev et al., 2007].
The rest of the chapter is organized as follows: Section 5.1 introduces our approach to ag-
gregation, and Section 5.2 puts it in the context of relevant prior work. Section 5.3 builds upon
distance-based formalisms for modeling rank data to introduce and motivate our approach to pre-
diction aggregation, noting that in principle, it can be used to combine arbitrary types of categorical
predictions. Section 5.4 derives an EM-based algorithm for learning model parameters and sug-
gests a procedure for efficient learning and inference when direct parameter estimation is expensive.
Finally, Section 5.5 summarizes the chapter.
5.1 Introduction
In this chapter, we model aggregation of individual categorical predictions from incidental super-
vision signals, and derive unsupervised learning algorithms to estimate model parameters. The
formalisms we employ and extend have their origins in statistical literature on modeling rank data
(see Section 5.2.2), and we therefore introduce our approach in the context of rank aggregation.
Motivating aggregation by considering rank data predictions also compliments the NED task we
considered in Chapter 4, where multiple IS signals produce rankings over transliteration candidates.
Once we introduce and develop the aggregation formalisms on rank data, we will argue that they
can be applied to arbitrary types of categorical predictions.
Consider the setting where judges are repeatedly asked to (partially) rank sets of objects, and
assume that each judge tries to reproduce some true underlying ranking to the best of their ability.
Rank aggregation aims to combine the rankings of such experts to produce a better joint ranking.
The information retrieval community refers to this task as data fusion, where a joint ranking is
derived from the outputs of multiple retrieval systems. For example, in meta-search the aim is
to aggregate Web search query results from several engines into a more accurate ranking. One
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impediment to solving rank aggregation tasks is the high cost associated with acquiring full or
partial preference information, making supervised learning approaches to solving rank aggregation
(e.g. [Liu et al., 2007]) impractical. Therefore, heuristics or indirect methods are often employed
(e.g. [Shaw and Fox, 1994, Dwork et al., 2001, Joachims, 2002]) to produce a surrogate for true
preference information. The first contribution of the work presented in this chapter addresses this
limitation by proposing an unsupervised learning approach to aggregating predictions.
Now, imagine that the judges’ ability to generate rankings depends on the type of objects being
ranked or the criteria they are asked to use while ranking. As a simple example, consider a group
of people who are asked to rank a set of conference submissions written in English and another set
written in French according to their relevance to the conference theme. One would expect that a
bilingual judge unfamiliar with the conference topic would produce mediocre rankings (possibly,
only using a set of keywords) for submissions in both languages, while an expert in the field who only
speaks French may produce reasonable rankings for the French submissions but random ones for the
English set. Similarly, in IR, the quality of rankings produced by search engines has been shown to
be query type dependent (e.g. [Geng et al., 2008]): some may specialize on ranking product reviews
while others on ranking scientific documents. Unfortunately, in these and many other aggregation
examples, the input domain information in regards to the expertise of each judge is latent. We
will refer to this setting as aggregation with domain-specific expertise. The second contribution of
this work is an extension of the aggregation framework to include such domain variability in the
expertise of the constituent judges.
The intuition behind our approach is simple: judges which are experts (in a given domain)
are better at generating votes close to true rankings and thus will tend to agree with each other,
whereas the non-experts will not. Given judges’ votes for a set of queries, we aim to discover
distinct patterns of judges’ agreement, and use them to estimate their relative expertise. The
implicit assumption we make is that forecasts made by individual judges are mutually independent
given the true prediction. However, we believe that it is likely to hold for a number of settings
where incidental supervision signals are derived from independent aspects of the data.
The unsupervised learning approach to aggregation of predictions from multiple sources pre-
sented in this chapter has numerous significant applications outside of the LIS framework. It is
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especially relevant for structured prediction problems in Natural Language Processing and Infor-
mation Retrieval where multiple systems built on different principles are available and combining
their output may help boosting performance. Examples of problems where aggregation methods
have received substantial interest in recent years include machine translation [Rosti et al., 2007],
dependency parsing [Sagae and Lavie, 2006], and ranking [Liu et al., 2007]. In many of these cases,
an unsupervised aggregation approach would be particularly valuable, since structured annotation
requires domain expertise and is very expensive to obtain. We will apply the machinery we develop
in this chapter to aggregating permutations, top-k lists, and dependency parses in Chapter 6.
5.2 Related Work
Previous work on combining predictions from multiple sources abounds in both natural and social
sciences literature. While the principal reason for performance improvements afforded by them is
the diversity of errors made by individual sources, exactly what is implied by a source (predictor,
expert), a type of prediction (vote, forecast), and the combination strategy used varies greatly. Still,
let us make a few characteristic distinctions to show how our approach fits among other existing
aggregation methods. We will then turn to other prior work relevant to the concrete applications
we will consider when applying our ideas.
5.2.1 Characterizing Aggregation Methods
What is meant by predictions
Forecasts naturally depend the type of event being predicted and may take on a variety of forms.
Sometimes, it is assumed that experts are capable of providing full probability distributions over the
output space (e.g. [Genest and Zidek, 1986, Kahn, 2004]). In other cases, as with human expert
opinion studies [Cooke, 1991], prediction can take on much less quantitative form: an expert may
only specify a set of beliefs or preferences about some of the possible outcomes.
Yet in other settings, a predictor may only produce a single point forecast constituting its vote
for a most likely outcome. This may be the case when predictions are single values recorded
by sensors, or are the outputs of computer systems generating natural language translations
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[Rosti et al., 2007], syntactic dependency parses [Sagae and Lavie, 2006], identifying intended mean-
ings of words [Brody et al., 2006], etc. These systems are often capable of generating a set of most
likely outcomes along with the corresponding confidence scores, i.e. top-k lists. However, the
confidence scores are typically not calibrated across systems, and are used to induce a partial rank-
ing over outcomes, which in turn can be treated as a single prediction. Experts providing single
forecasts are a special case of incidental supervision as we have defined it. Therefore, aggregating
individual predictions is the problem we address in this thesis.
What is assumed about predictors
Another way to categorize prediction combination schemes is by what is assumed of the constituent
experts. Behavioral aggregation methods [Clemen and Winkler, 1999], for example, aim to build
a consensus among the experts, requiring some form of interaction among them. In the Delphi
[Rowe and Wright, 1999] method, for example, experts iteratively share and revise their opinions
with the goal of reaching agreement. The nature of the interactive protocol makes behavioral
approaches difficult to apply when the experts are mathematical or computer models.
Statistical techniques, collectively known as ensemple methods [Dietterich, 2000, Berk, 2006],
explicitly construct a diverse set of predictors and and take their weighted vote to generate new
predictions. The members of the ensemble are typically model fitting attempts obtained by mul-
tiple runs through supervised data S. For example, bagging [Breiman, 1994] constructs different
version of a predictor from bootstrap samples selected from the available training data, and a plu-
rality vote is used to generate new predictions. Boosting [Freund and Schapire, 2006] manipulates
distributions of training examples to produce members of the ensemble. This method assumes that
a weak predictor (i.e. a predictor, whose output is only slightly better than random forecasts)
can be induced on any distribution of the training data. Members of the ensemble are trained on
successively “harder” parts of the data by actively altering their training distribution, and their
corresponding weights are computed according to the accuracy on their training set.
Finally, a pool of predictors may have already been learned for a given task, and we only have
access to their forecasts. Aggregating of system output or incidental supervision signals fall under
this category, and we will explicitly address it in this chapter.
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Combination strategies
Naturally, methods for combining predictions depend on how they are expressed. When votes of
the K constituent experts are probabilities pi(v), v ∈ Y, one of the most frequently used consensus
rules is the linear opinion pool [Genest and Zidek, 1986]. The aggregate probability is computed
as a linear combination:
pLinOps(v) =
K∑
i=1
wipi(v)
where the weights are assumed to be non-negative and add up to one. Intuitively, the weights should
reflect relative expertise of the predictors and influence their contribution to the joint decision.
What is meant by expertise is generally difficult to quantify, but one interpretation could be made
from the Bayesian perspective. Assuming that we have K modelsMi for a given training set S, the
posterior distribution of a prediction is p(v|S) = ∑Ki=1 p(Mi|S)pi(v|S). That is, if the weights are
computed as the probabilities that each model is true given the data, this scheme can be viewed as
Bayesian model averaging. While given the parameter priors for each model, the posterior can in
principle be computed exactly, the Bayesian Information Criterion [Schwarz, 1978] can be used to
provide a good approximation. Alternatively, in stacked generalization [Wolpert, 1992] the weights
are computed discounting higher complexity predictors with the goal to improve generalization of
the final predictor. Among other common aggregation schemes are linear combination of experts’
log-odds (known as log-odds pool [Genest and Zidek, 1986]), and products of experts [Hinton, 1999]
which computes the aggregate probability as a product of expert probabilities.
When predictions are expressed as individual outcomes rather than probability distributions,
these aggregation schemes can still be applied [Benediktsson and Swain, 1992]. Assuming that a
set of observations from K predictors y = (y1, y2, . . . , yK) is available, and denoting pi(v|yi) the
probability of prediction v when i-th experted voted yi, the aggregate linear opinion pool, for
example, can be defined as a conditional pLinOps(v|y) = ∑Ki=1wipi(v|yi). In this thesis, we also
consider signals generating individual predictions and propose a model p(v|y) for aggregating them.
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Use of domain knowledge
Existing work for various combination problems tends to fall into three major categories in the way
it makes use of domain knowledge to construct an aggregation model. First group of methods posits
a functional form for an aggregation and uses supervised data to estimate its parameters, e.g. linear
combination weights (e.g. [Genest and McConway, 1990, Allen et al., 2004, Liu et al., 2007]), and
other formalisms (e.g. [Lebanon and Lafferty, 2002a, Richardson and Domingos, 2003]).
Methods from the second category explicitly encode rules for generating a consensus pre-
diction, and make heavy use of problem-specific considerations. Examples include numerous
rules for aggregating voter preferences to generate election results (e.g. Borda and Condorcet
methods), heuristic combination of gene (e.g. [Coghlan and Durbin, 2007]), ranked data (e.g.
[Shaw and Fox, 1994, Dwork et al., 2001]), and word sense disambiguation [Brody et al., 2006] pre-
dictions, among numerous others.
The main practical disadvantage of methods from both categories is that domain knowledge in
either form is generally expensive to obtain. Labeling data for each domain of interest is typically
very labor intensive and designing explicit heuristics requires considerable expertise. In lieu of
explicit domain knowledge of either kind, a third and much less exploited approach is to make use
of additional assumptions about the unsupervised data, i.e. sets of predictions from constituent
experts. One examples is an approach in [Liu et al., 2008] which combines multiple gene predictors
using a Dynamic Bayesian Network [Murphy, 2002]. Evidence the predictors provide for each gene
segment is represented as a the observed sequence of random variables, and the corresponding un-
observed consensus sequence is estimated. Our aggregation approach also belongs in this category.
We implicitly make the assumption that the experts’ forecasts are conditionally independent given
the true prediction, and use the agreement between them to derive an aggregation model.
5.2.2 Other Relevant Work
The distance-based approach we propose to model prediction aggregation has its origins in statis-
tics and machine learning literature analyzing and modeling ranked data. Directly related is the
distance-based Mallows model introduced for fully ranked data in and investigated with Kendall’s
and Spearman’s metrics in [Mallows, 1957], and we will discuss it in detail in the following sec-
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tions. The formalism was later generalized to other distance functions and for use with partially
ranked data (e.g. [Critchlow, 1985]), and various extensions to the model itself have also been
proposed (e.g. [Fligner and Verducci, 1986]). A number of metrics for partial rankings have also
been proposed and analyzed [Critchlow, 1985, Estivill-Castro et al., 1993] with distances over top-k
lists receiving particular attention in the information retrieval community [Fagin et al., 2003]. See
[Marden, 1995] for an excellent overview for distance-based and other models for rank data.
[Lebanon and Lafferty, 2002b, Lebanon and Lafferty, 2003] propose an extension for aggregat-
ing (partially) ranked data from multiple experts, and apply their formalism in the supervised
setting. We build on their work by first deriving an unsupervised learning framework to estimate
the models’ parameters, and then extending it to specifically take into account the variability in
judges’ expertise often present in real data.
Although motivated in the context of rank aggregation problems, our formalism does not assume
any particular type of categorical predictions Y. We demonstrate its strengths my instantiating it
for three separate aggregation tasks: combining permutations, top-k lists, and dependency parses.
Existing approaches for each of the these problems typically use heuristics or supervised data to pro-
duce aggregation. The first two have received substantial attention from the information retrieval
community: the goal is typically to derive a joint ranking from the outputs of multiple retrieval
systems (e.g. [Vogt and Cottrell, 2004, Liu et al., 2007]). Aggregation schemes have also been
proposed for dependency parsers (e.g. [Sagae and Lavie, 2006], and [McDonald and Nivre, 2007]),
although to the best of our knowledge, none of them consider the unsupervised setting.
5.3 Distance-Based Models
While a large body of work on analysis and modeling of rank data exists in statistics literature
(e.g. [Marden, 1995]), of particular interest to us are the distance-based models first introduced
in [Mallows, 1957] for fully ranked data. In this section, we begin by giving a brief review of the
formalism and elucidate some of its properties relevant to our work. We follow by suggesting an
approach to unsupervised prediction aggregation based on this formalism. Finally, we conclude by
proposing an extensions to explicitly model the variability in expertise of the constituent predictors.
We will turn to estimating parameters of the proposed models in the following sections.
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5.3.1 Notation and Definitions
The models presented in this work do not commit to a particular type of categorical predictions
Y. Therefore, we will generally use the same notation, and the particular type we imply should be
clear from context. However, since we introduce and motivate our models in the context of rank
aggregation, let us start with the relevant definitions.
Let {c1, . . . , cn} be a set of objects to be ranked, i.e. assigned rank-positions 1, . . . , n, by a
judge. We denote the resulting permutation v = (v(1), . . . , v(n)), where v(i) is the rank assigned
to object ci. Correspondingly, we use v−1(j) to denote the index of the object assigned to rank j.
Let Y = Sn be the set of all n! permutations over n items, and let d : Sn×Sn → R be a distance
function on Sn. We will require d(·, ·) to be a right-invariant metric [Diaconis and Graham, 1977]:
in addition to the usual properties of a metric, we will also require that the value of d(·, ·) does not
depend on how the set of objects is indexed. The property allows for arbitrary re-labeling of the data
and is natural to the kinds of problems we consider. More formally, d(v, y) = d(vw, yw) ∀v, y, w ∈
Sn, where vw is defined by vw(i) = v(w(i)).
In particular, note that d(v, y) = d(vv−1, yv−1) = d(e, yv−1), where e = (1, . . . , n) is the
identity permutation. That is, the value of d does not change if we re-index the objects such
that one of the permutations becomes e and the other w = yv−1. Borrowing the notation from
[Fligner and Verducci, 1986] we abbreviate d(e, w) as D(w). In a later section, when we define w as
a random variable, we may treat D(w) = D as a random variable as well: whether it is a distance
function or a random variable will be clear from context.
Examples of common right-invariant distance functions over permutations include Kendall’s
tau distance1:
dK(v, y) =
n−1∑
i=1
∑
j>i
Jvy−1(i) > vy−1(j)K (5.1)
which can be also defined as the minimum number of adjacent transpositions (i.e. exchanges of
two objects with adjacent positions) required to turn v into y, Spearman’s footrule:
1JSK = 1 if predicate S holds, and 0 otherwise.
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dS(v, y) =
n∑
i=1
|v(i)− y(i)| (5.2)
and Hamming distance:
dH(v, y) =
n∑
i=1
Jv(i) 6= y(i)K (5.3)
5.3.2 Mallows Models
Distance-based models for ranking data introduced in [Mallows, 1957] generate judge’s rankings
according to:
p(v|θ, y) = 1
Z(θ, y)
exp(θ d(v, y)) (5.4)
where Z(θ, y) =
∑
v∈Sn exp(θ d(v, y)) is a normalizing constant. The parameters of the model are
θ ∈ R, θ ≤ 0 and y ∈ Sn, referred to as the dispersion and the location parameters, respectively.
The distribution’s single mode is the modal ranking y; the probability of ranking v decreases
exponentially with distance from y. When θ = 0, the distribution is uniform, and it becomes more
concentrated at y as θ decreases.
One observation about (5.4) that we will find useful in the following sections is that the nor-
malizing constant Z(θ, y) does not depend on y due to right invariance of the distance function:
Z(θ, y) =
∑
v∈Sn
exp(θ d(v, y)) =
∑
v∈Sn
exp(θ d(e, yv−1)) =
∑
w∈Sn
exp(θ d(e, w)) = Z(θ) (5.5)
Another relevant observation is that although the normalizing term is very expensive to com-
pute, for some distance functions the expected value of D under (5.4) can be estimated efficiently.
Let us denote the moment generating function (m.g.f.) of D under (5.4) as MD,θ(t), and as MD,0(t)
under the uniform distribution (θ = 0). Since (5.4) is an exponential family,
MD,θ(t) =
MD,0(t+ θ)
MD,0(θ)
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Therefore,
Eθ(D) =
dMD,θ(t)
dt
∣∣∣∣
t=0
=
1
MD,0(θ)
dMD,0(t+ θ)
dt
∣∣∣∣
t=0
=
d ln(MD,0(t))
dt
∣∣∣∣
t=θ
(5.6)
[Fligner and Verducci, 1986] note that if a distance function can be expressed as D(v) =∑m
i=1 Vi(v), where Vi(v) are independent (with v uniformly distributed) with m.g.f. Mi(t), then
MD,0(t) =
∏m
i=1Mi(t). Consequently, (5.6) gives:
Eθ(D) =
d
dt
m∑
i=1
lnMi(t)
∣∣∣∣∣
t=θ
(5.7)
We will call such distance functions decomposable and will use (5.7) in Chapter 6 in order to
estimate θ efficiently.
5.3.3 Extended Mallows Models
[Lebanon and Lafferty, 2002b] introduce a natural generalization of the Mallows model for the
problem of supervised ensemble learning. In this work, we will use and extend their formalism for
unsupervised prediction aggregation, and derive learning algorithms to estimate the parameters.
The model is defined as follows:
p(v|θ,y) = 1
Z(θ,y)
p(v) exp
(
K∑
i=1
θi d(v, yi)
)
(5.8)
where y = (y1, y2, . . . , yK) ∈ SKn , θ = (θ1, . . . , θK) ∈ RK , θ ≤ 0, p(v) is a prior, and normalizing
constant Z(θ,y) =
∑
v∈Sn p(v) exp(
∑K
i=1 θi d(v, yi)).
The rankings yi may be thought of as votes of K individual judges, e.g. rankings returned by
multiple search engines for a particular query in the meta-search setting. The free parameters θi
represent the degree of expertise of the individual judges: the closer the value of θi to zero, the less
the vote of the i-th judge affects the assignment of probability.
Under the right-invariance assumption on d, we can use property (5.5) to derive the following
generative story underlying the extended Mallows model [Lebanon and Lafferty, 2003]:
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y1 y2 yK
Figure 5.2: Generative story for aggregation.
p(v,y|θ) = p(v)
K∏
i=1
p(yi|θi, v) (5.9)
Indeed,
p(v|θ,y) = p(v)
∏K
i=1 p(yi|θi, v)∑
v∈Sn p(v)
∏K
i=1 p(yi|θi, v)
=
p(v) exp
(∑K
i=1 θi d(v, yi)
)
/
∏K
i=1 Z(θi, v)∑
v∈Sn
(
p(v) exp
(∑K
i=1 θi d(v, yi)
)
/
∏K
i=1 Z(θi, v)
)
(5.5)
=
p(v) exp
(∑K
i=1 θi d(v, yi)
)∏K
i=1 Z(θi)∑
v∈Sn
(
p(v) exp
(∑K
i=1 θi d(v, yi)
))∏K
i=1 Z(θi)
=
1
Z(θ,y)
p(v) exp
(
K∑
i=1
θi d(v, yi)
)
= (5.8)
In other words (as illustrated on Figure 5.2), v is first drawn from prior p(v) and the votes y
are then made up by drawing y1, y2, . . . , yK independently from K Mallows models p(y|θi, v) with
the same location parameter v. The more negative the i -th judge expertise parameter θi is, the
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closer (in terms of distance d(·, ·)) its vote yi is likely to be to true v. Likewise, a judge whose
expertise parameter is zero will generate uniformly random votes. We will use this generative story
for aggregation and propose a method to learn judges’ expertise parameters θ without supervision
in Section 5.4.
5.3.4 Extended Mallows Models with Domain-Specific Expertise
Up to this point, we have only considered type agnostic models. These models assume that the
expertise of the constituent judges do not depend on the input data domain (e.g. types of queries
in the meta-search setting, or the distributions of the test sentences in the MT aggregation setting),
or equivalently, that all input comes from the same domain. However, as we have argued in Section
5.1, in practical applications, it is more natural to model the data generation process such that
domain-specific expertise of the rankers is accounted for explicitly. In this section we build on the
machinery we have introduced so far to propose one such model. In the following discussion we
will correspondingly refer to input data domains as types, and the model we present as typed to
differentiate it from the type agnostic model in Section 5.3.3.
The data we have are still votes yi produced by K individual judges, however the “quality” of
their predictions can now vary. In meta-search, for example, the quality of a search engine’s output
may depend on the type of the query issued by a user. Moreover, we cannot assume that the type
information is available: all we see are rankings produced by constituent search engines.
We propose a mixture of the extended distance-based models (5.8) as a means to formalize and
model this setting. We begin by augmenting the generative story (5.9) to include the notion of
types. First, a type t is selected from T types with probability p(t). Then, the location parameter
(true ranking) v is drawn from p(v|t), and the votes of individual experts are drawn independently
from K Mallows models p(y|θt,i, v) with the same location parameter v. Denoting p(t) = αt and
assuming that true ranking v is drawn uniformly, we have:
p(v,y, t|θ,α) = p(t)p(v|t)
K∏
i=1
p(yi|θt,i, v) ∝ αt
K∏
i=1
p(yi|θt,i, v) (5.10)
As before, the right-invariance property of the distance function can be used to derive the
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Figure 5.3: Generative story for aggregation with types.
corresponding conditional model:
p(v, t|y,θ,α) = αt
exp
(∑K
i=1 θt,i d(v, yi)
)
Z(θ,y)
(5.11)
where y = (y1, y2, . . . , yK) ∈ SKn , θ ∈ RT×K , α ∈ RT , such that θ ≤ 0 and
∑T
t=1 αt = 1, and
normalizing constant Z(θ,y) =
∑T
t=1
∑
v∈Sn αt exp(
∑K
i=1 θt,i d(v, yi)).
The free model parameters are a T ×K matrix θ, where θt,i represent the degree of expertise
of the judge i for type t, and T mixture weights α. Note that this model is more expressive than
the type agnostic model which has a single free parameter θi to model the expertise of each judge.
5.3.5 Generalizing to Other Types of Prediction
[Mallows, 1957] first introduced the model (5.4) and investigated it with Kendall’s and Spearman’s
metrics ((5.1) and (5.2), respectively) on fully ranked data. We have also used permutations to
motivate the extensions we have described and proposed in this chapter. However, it is relatively
straightforward to generalize these formalisms to partial rankings (as done in [Critchlow, 1985] for
standard Mallows models) or other types of predictions Y: all that we need to do is to define a
right-invariant metric on Y.
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In the next section we will use the generative stories we have proposed to derive a learning and
inference procedures for these formalisms without committing to any particular type of categorical
predictions. In Chapter 6 we demonstrate how the models and the learning procedures we derive
below are instantiated to three types of predictions: permutations, top-k lists and dependency
parses.
5.4 Learning and Inference
In this section, we derive the general formulation of Expectation Maximization algorithm for pa-
rameter estimation of the type agnostic models (5.8), as well as for the typed models (5.11) we
proposed in Section 5.3.
5.4.1 EM Background and Notation
Let us start with a brief overview of Expectation-Maximization [Dempster et al., 1977] mostly to
introduce relevant notation. EM is a general method of finding maximum likelihood estimate of
parameters of models which depend on unobserved variables. The EM procedure iterates between:
E step: estimate the expected value of complete data log-likelihood with respect to unknown
data V , observed data Y , and current parameter estimates θ′:
T (θ, θ′) = E[log p(Y ,V |θ)|Y , θ′]
M step: choose parameters that maximize the expectation computed in the E step:
θ′ ← argmax
θ
T (θ, θ′)
In our setting, the K > 2 judges generate votes y = (y1, y2, . . . , yK) corresponding to the
unobserved true v. We will see multiple instances of y so the observed data we get are prediction
vectors Y = {y(j)}Qj=1 with the corresponding true (unobserved) V = {v(j)}Qj=1, as illustrated on
Figure 5.4.
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Figure 5.4: Training data.
In the meta-search example, y(j)i is the ranking of the i-th (of the total of K) search engine for
the j-th (of the total of Q) query. The unknown true ranking, which corresponds to the j-th query
is denoted by v(j).
5.4.2 Extended Mallows Models
Denoting the estimates of parameters in the previous EM iteration with θ′, we now use the gener-
ative story (5.9) to derive the following propositions:
Proposition 5.1 (E step). The expected value of the complete data log-likelihood under (5.8) is:
T (θ,θ′) =
Q∑
j=1
∑
v(j)∈Y
(
log p(v(j))−
K∑
i=1
logZ(θi) +
K∑
i=1
θi d(v(j), y
(j)
i )
)
p(v(j)|θ′,y(j)) (5.12)
Proof. Please refer to Appendix A.1 for proof details.
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Input: Q votes from K judges Y = {y(j)}Qj=1
Output: Model parameters θ
initialize θ′;1
repeat2
for i← 1 to K do3
D ← right hand side of (5.13) assuming θ′ and using Y ;4
θ′i ← solution of Eθi(D) = D;5
end6
until convergence ;7
return θ8
Figure 5.5: Unsupervised learning of the parameters of the type agnostic aggregation model.
Proposition 5.2 (M step). T (θ,θ′) is maximized by θ = (θ1, . . . , θK) such that:
Eθi(D) =
1
Q
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j)|θ′,y(j)) (5.13)
Proof. Please refer to Appendix A.2 for proof details.
Proposition 5.2 immediately implies the learning procedure on Figure 5.5. On each iteration of
EM and for each expert i (of K), the right-hand side (RHS) of equation (5.13) is first evaluated
(line 4) using the current value of the parameters θ′. The left-hand-side (LHS) is then solved for
θi (line 5), which is used in the next round.
5.4.3 Extended Mallows Models with Domain-Specific Expertise
We take a similar approach to deriving an algorithm for learning the free parameters α and θ for
the typed model we introduced in Section 5.3.4. In this setting, the examples we observe are vectors
of votes {y(j)}Qj=1, where y(j)i is the vote generated by i-th judge for example j as before. However,
the unobserved data are now the corresponding true predictions coupled with the associated types:
{(t(j), v(j))}Qj=1.
In order to make the learning process more stable we use a symmetric Dirichlet prior Dir(β) on
the topic distribution α. Let us denote the estimates of parameters in the previous EM iteration
with α′ and θ′. Now, following the generative story (5.10) and taking into account the prior defined
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Input: Q votes from K judges Y = {y(j)}Qj=1, number of types T , pseudocounts β
Output: Model parameters θ
initialize θ′ and α′;1
repeat2
for t← 1 to T do3
αt ← right hand side of (5.14) assuming θ′, α′ and using Y ;4
for i← 1 to K do5
D ← right hand side of (5.15) assuming θ′, α′ and using Y ;6
θ′t,i ← solution of Eθt,i(D) = D;7
end8
end9
α′ ← α;10
until convergence ;11
return θ12
Figure 5.6: Unsupervised learning of the parameters of the typed aggregation model.
on α, we derive the M step:
Proposition 5.3. The expected value of the complete data log-likelihood under (5.11) is maximized
by α and θ such that:
αt =
1
Tβ +Q
β + Q∑
j=1
∑
v(j)∈Y
p(v(j), t|y(j),θ′,α′)
 (5.14)
Eθt,i(D) =
1
αtQ
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j), t|y(j),θ′,α′) (5.15)
Proof. Please refer to Appendix A.3 for proof details.
Analogously to the type agnostic case, Proposition 5.3 implies the learning procedures on Figure
5.6. On each iteration of EM and for each type t (of T ) and expert i (of K), (5.14) is used to
update αt (line 4). The right hand side (RHS) of equation (5.15) is then evaluated (line 6) and
used to solve the LHS for θt,i (line 7). The computed values of θ and α are used for the next round
of training.
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5.4.4 Making Learning and Inference Tractable
Depending on the output space Y and a distance function defined for it, directly estimating the
parameters for both the type agnostic or the typed model may be computationally expensive.
However, for some types of predictions and distance functions we can propose efficient alternatives.
Let us explain the two potential hurdles and propose possible methods of avoiding them.
• First, direct evaluation of the RHS of (5.13), (5.14), and (5.15) (i.e. line 4 on Figure 5.5 and
lines 4 and 6 on Figure 5.6) would require us to enumerate all possible output assignments and
estimate probability mass the current model assigns to each of them. For large output spaces
(e.g. the space of permutations Sn), such direct estimation is computationally intractable.
Instead, we propose to approximate the value of the RHS by sampling from the current model
for each of the Q examples and using the average distance as our estimate. When necessary,
we can also use the sampling procedure for model inference.
• Second, in order to estimate θ on each iteration of EM, we need to solve Eθ(D) = D under
(5.4) (i.e. line 5 on Figure 5.5 and line 7 on Figure 5.6). The expectation is monotone in
θ and line search can be used to find a numerical solution. However, estimating its value
requires us to evaluate the normalizing term in equation (5.4), which in general would again
entail enumerating the entire output space Y. However, as we pointed out in Section 5.3.2,
this step can be made efficient for decomposable distance functions; we will consider concrete
examples when we apply our aggregation model in Chapter 6. For output spaces in which a
meaningful decomposable distance function is difficult to define, we may still be able to use
sampling techniques to estimate the expectation.
In sum, if the output space is too large to keep the direct application of the learning proce-
dures we propose tractable, we can use the decomposability property and sampling techniques to
propose computationally efficient alternatives. When we apply the machinery we have proposed
to permutations and top-k lists in Chapter 6, we will propose decomposable metrics and sampling
procedures to keep learning and inference efficient. In the case of combining dependency parses,
the direct application of the learning procedure will prove efficient.
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5.5 Summary
Learning to combine predictions induced by multiple incidental supervision signals is crucial to
generating high quality annotation in the Learning with Incidental Supervision framework we have
introduced. However, we cannot estimate the quality of annotation produced by these signals
directly, as we do not have access to explicitly annotated data. In this chapter we have proposed
and studied a prediction aggregation framework, which implicitly relies on agreement among the
constituent signals in order to learn to combine them without supervision.
We built on the distance-based models originally introduced in the context of studying and
modeling rank data, and made the following contributions. We proposed the use of distance-based
models for aggregating arbitrary categorical prediction, and introduced an extension to explicitly
model variability in constituent predictors’ expertise. We derived unsupervised learning algorithms
to estimate the parameters of both models. While direct application of the learning procedures can
be computationally expensive, we suggested alternatives to keep learning and inference efficient.
The intuition behind our approach was that the agreement between predictions of multiple IS
signals can serve to estimate their relative quality, which is in turn used to induce aggregation.
Indeed, higher quality IS signals are better at generating labels close (defined in terms of a distance
function we define on Y) to correct prediction and thus will tend to agree with one another, whereas
the poor IS signals will not. The key assumption we make is that predictions induced by different
IS signals are conditionally independent given the true prediction. If some of the constituent IS
collude producing similar but incorrect predictions, our agreement based framework may not be
able to learn a good aggregation. Learning to discover and compensate for such collusion is an
interesting future direction for this line of work.
The unsupervised prediction aggregation framework we developed has numerous potential ap-
plication outside of the LIS framework we consider in this thesis. In system aggregation tasks, for
example, diversity of errors made by constituent systems is attributed to differences in modeling as-
sumptions, parameter estimation methods, or training data used. Methods to combine their predic-
tions have demonstrated significant performance gains (e.g. [Rosti et al., 2007, Brody et al., 2006,
Sagae and Lavie, 2006]), but tend to rely on supervised data or task-specific heuristics. Moreover,
relative predictive accuracy of the constituent systems often depends on to testing data distribu-
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tion (e.g. [Koehn and Schroeder, 2007]), but obtaining manually annotated data to estimate it can
be prohibitively expensive. The approach we have presented addresses this concern: an effective
aggregation model is induced without requiring explicit supervision.
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Chapter 6
Applying Prediction Aggregation
Models
In Chapter 5 we proposed two distance-based formalisms for aggregating categorical predictions
from multiple incidental supervision signals. Neither the models nor the learning procedures we
derived to estimate their parameters assume a particular prediction type. In this chapter, we
demonstrate how the machinery we have developed can be instantiated for practical aggregation
tasks. In particular, we apply it to permutations, top-k lists, and dependency parses contributing
novel solutions for the problems of aggregating ranked data and combining dependency parsers.
The rest of the chapter considers each of the three types of predictions in turn in Sections
6.1, 6.2 and 6.3. For each of them, we begin by defining an appropriate distance function and, if
direct estimation of model parameters is computationally infeasible, we follow the suggestions in
Section 5.4.4 to propose efficient alternatives. We experimentally evaluate the resulting aggregation
models on the available data; the type agnostic and the typed model are compared in the context
of permutations and top-k lists. Finally, Section 6.4 concludes the chapter.
6.1 Aggregating Permutations
When the individual predictions we combine are permutations (or full rankings), the size of the
output space Sn (for sufficiently large n) makes the direct application of the learning procedures
we have derived in Chapter 5 computationally infeasible. We begin by committing to Kendall’s
tau (5.1) as the distance function for instantiating our aggregation formalisms. Then, following the
suggestions we made in Section 5.4.4, we exploit the decomposability property of the metric and
propose a sampling procedures to make learning and inference computationally tractable.
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6.1.1 Distance Function
One of the obstacles to applying the learning algorithms we have proposed on Figures 5.5 and 5.6 is
that solving Eθ(D) = D under (5.4) for θ directly is intractable for permutations. However, let us
demonstrate that Kendall’s tau is decomposable, enabling us to use the observation (5.7) to derive
a much simpler analytical form for the expectation. Kendall’s tau distance between permutations v
and y is a right-invariant metric defined as the minimum number of pairwise adjacent transpositions
needed to turn one permutation into the other. Assuming that one of the permutations, say y, is
the identity permutation e (we can always turn one of the permutations into e by re-indexing the
objects without changing the value of the distance, see Section 5.3.1), it can be written as:
DK(v) =
n−1∑
i=1
Vi(v)
where Vi(v) =
∑
j>iJv−1(i) > v−1(j)K. When v is uniformly distributed, Vi are independent and
uniform over integers [0, n − i] [Feller, 1968] with m.g.f. Mi(t) = 1n−i+1
∑n−i
k=0 e
tk. Therefore,
equation (5.7) can be used to derive the following proposition.
Proposition 6.1 ([Fligner and Verducci, 1986]). The expected value of DK under (5.4) is:
Eθ(DK) =
neθ
1− eθ −
n∑
j=1
jeθj
1− eθj (6.1)
Proof. Equation (5.7) gives (expanding the geometric progression):
Eθ(DK) =
d
dt
n−1∑
i=1
(
ln
n−i∑
k=0
etk − ln(n− i+ 1)
)∣∣∣∣∣
t=θ
=
n−1∑
i=1
d
dt
(
ln
n−i∑
k=0
etk
)∣∣∣∣∣
t=θ
=
n−1∑
i=1
(∑n−i
k=0 ke
tk∑n−i
k=0 e
tk
)∣∣∣∣∣
t=θ
=
n−1∑
i=1
(∑n−i
k=0 ke
θk∑n−i
k=0 e
θk
)
=
n−1∑
i=1
(
1− eθ
1− eθ(n−i+1)
eθ(1− eθ(n−i+1))− (1− eθ)(n− i+ 1)eθ(n−i+1)
(1− eθ)2
)
=
(n− 1)eθ
1− eθ −
n−1∑
i=1
(n− i+ 1)eθ(n−i+1)
1− eθ(n−i+1)
=
(n− 1)eθ
1− eθ −
n∑
j=2
jeθj
1− eθj =
neθ
1− eθ −
n∑
j=1
jeθj
1− eθj
65
Eθ(DK) is monotone and easy to compute, so line search for θ will converge quickly, which
allows us to solve the left hand side of (5.13) and (5.15) for θ.
6.1.2 Sampling From the Type Agnostic Model
The other computational hurdle we have pointed out in Section 5.4.4 can be evaded by deriving a
sampling procedure. We use the Metropolis-Hastings algorithm [Hastings, 1970] to sample from the
type agnostic model (5.8). The chain proceeds as follows: denoting the most recent value sampled
as w, two indices i, j ∈ {1, . . . , n} are chosen at random and the objects w−1(i) and w−1(j) are
transposed forming w˜. If a = p(w˜|θ,y)/p(w|θ,y) ≥ 1 the chain moves to w˜. If a < 1, the chain
moves to w˜ with probability a; otherwise, it stays at w. The sampling procedure is repeated for all
Q examples, and the average distance is used as the estimate of the right-hand side of (5.13).
[Diaconis and Saloff-Coste, 1998] show quick convergence for the Mallows model with Cayley’s
distance. While no convergence results are known for the extended Mallows model with arbitrary
distance functions, we found experimentally that the MC chain converges rapidly the distance
functions used in this work (10n steps in experiments of Section 6.1.4). It is important to mention
that as the chain proceeds, we update the distance value with the incremental change due to a
single transposition, instead of recomputing it from scratch, resulting in substantial savings in
computation.
Since the model parameters θ correspond to the expertise of the constituent judges, a sensible
alternative to sampling may be to simply combine rankings yi using Borda count weighted by
exp(−θi). As we demonstrate empirically, this heuristic provides a reasonable and quick estimate,
although generally does not perform as well as sampling.
6.1.3 Sampling From the Typed Model
For high dimensional multimodal distributions such as (5.11), standard sampling methods (e.g.
Metropolis-Hastings) do not converge in a reasonable amount of time. Annealing methods [Neal, 1996]
are still computationally expensive, and additionally require careful tuning of free parameters (i.e.
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the annealing schedule). Therefore, we use the fast approximate sampling algorithm described
below.
We start by obtaining a sample from each mixture component t. This is done using the
Metropolis-Hastings algorithm applied to the extended Mallows model (5.8) as in the type agnostic
case. Once the sampling is complete for each chain, we sample permutations from the obtained
set of per-topic permutations (w(1), w(2), . . . , w(T )) with probability ∝ α′t exp
(∑K
i=1 θ
′
t,i d(w(t), yi)
)
.
The underlying assumption for this approximate sampling algorithm is that the probability mass of
a mixture component is proportional to the probability of a sample generated from this component.
The sampling procedure is repeated for all Q examples, and the average per-type distance is used
as the estimate of the right-hand side of (5.15). We found experimentally that chains converge
rapidly in this setting as well.
6.1.4 Experimental Evaluation
As annotated rank data predictions produced by multiple experts is difficult to find, we study
the permutation aggregation task using our own simulated data. We will turn to evaluating our
models on aggregating non-simulated predictions in the context of top-k lists and dependency
parsers, where annotated standard data is available.
Aggregating permutations
For this set of experiments, the votes of K = 10 individual judges were produced by sampling from
standard Mallows models (5.4), with the same location parameter y∗ = e (an identity permutation
over n = 30 objects), and concentration parameters θ∗1,2 = −1.0, θ∗3,..,9 = −0.05, and θ∗10 = 0
(the latter generating all permutations uniformly randomly). Training data was sampled from the
models 10 times, resulting in Q = 10 lists of permutations (one for each “query”).
In addition to the sampling procedure we proposed to compute an estimate on line 4 of Figure
5.5, we also evaluated the following weighted Borda count approximation. For each “query” q, we
took the K votes and mixed them into a single permutation yˆq as follows: a score for each of the
n objects is computed as a weighted combination of ranks assigned to that object by individual
judges. The aggregate permutation yˆq is obtained by sorting the objects according to their resulting
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Figure 6.1: Learning to aggregate permutations: RHS is estimated using sampling (Sampling), the
proposed weighted Borda count approximation (Weighted), or the true permutations (True).
scores. The weights are computed using the current values of the model parameters as exp(−θi).
The rationale is that the smaller the absolute value of θi, the lower the relative quality of the ranker,
and the less it should contribute to the aggregate vote. Finally, the estimate for the i-th component
is computed as the distance from its vote to yˆq averaged over all Q queries. We also tried using
the true permutation y∗ in place of yˆq to see how well the learning procedure can perform.
At the end of each EM iteration, we sampled the current model (5.8), and computed the
Kendall’s tau distance between the generated permutation to the true y∗. Figure 6.1 shows the
model performance (averaged over 5 runs) when sampling (Sampling), weighted Borda count ap-
proximation (Weighted), or the true permutation (True) are used to compute an estimate on line 4
of Figure 5.5. Although convergence is much faster with the approximation, the model trained with
the sampling method achieves better performance approaching the case when the true permutation
is known, demonstrating that our framework is capable of learning a good aggregation without
requiring explicit supervision.
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Aggregating typed permutations
Let us now evaluate the typed model we proposed in Section 5.4.3 and compare it to the type
agnostic model when the constituent judges exhibit domain variability. Similarly to the previous
experiment, we considered K = 10 judges, producing rankings over n = 30 objects for Q = 100
examples. However, each example is now associated with one of T = 5 types, according to α∗ =
(0.4, 0.2, 0.2, 0.1, 0.1). Roughly half of the judges are chosen to be experts (i.e. produce good
rankings) for each of the T types.
More precisely, the votes of individual judges were produced by sampling from models (5.4),
with the same location parameter y∗ = e (an identity permutation over n = 30 objects). We chose
their concentration parameters as follows: we first flip a coin to decide whether or not the i-th
ranker is an expert for type t. If the ranker is an expert, its parameter θ∗t,i is randomly chosen from
a small interval close to −1, otherwise it is chosen to be around −0.05.
At the end of each EM iteration, we computed the Kendall’s tau distance between the generated
permutation v and the true permutation y∗ for each of the Q examples, and report the performance
in terms of the average distance. In addition to the sampling procedure we proposed, we also tried
using the true permutation y∗ along with the corresponding true type t∗ in place of the sampled
values to see how well the learning procedure is capable of performing.
Figure 6.2 shows the performance of both models (averaged over 10 runs) on the same data
demonstrating that the typed model significantly outperforms the type agnostic counterpart. While
the latter (UnTyped Sampling) achieves an average distance of 34, the former (Typed Sampling)
reaches an average distance of 19, representing about 44% reduction in the number of adjacent
transpositions at convergence. Moreover, both models converges quickly, and their performance
approaches the case when true permutations (and their corresponding types) are known. Substan-
tial difference in performance in both cases indicates that the latent type information can indeed
be recovered from the unsupervised data and exploited to induce a better aggregation model.
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Figure 6.2: Learning to aggregate typed permutations: RHS is estimated using sampling (Sam-
pling), or the true permutations (True) for the typed (Typed) and type agnostic (UnTyped) models.
6.2 Aggregating Top-k Lists
Top-k lists are partial rankings indicating preferences over different (possibly, overlapping) subsets
of k ≤ n objects, where the elements not in the list are implicitly ranked below all of the list ele-
ments. They are used extensively in the information retrieval community (e.g. [Fagin et al., 2003])
to represent the output of a retrieval system; a top-10 list, for instance, can be the first page of a
search engine output.
As was the case with aggregating permutations, direct application of the learning procedure is
expensive (for sufficiently large n and k). We again use the suggestions in Section 5.4.4 to address
the two computational hurdles by first introducing a novel decomposable distance function and
then deriving a sampling procedure.
6.2.1 Distance Function
We begin by proposing an extension of the Kendall’s tau distance (5.1) to top-k lists, i.e. the case
where v and y indicate preferences over different (possibly, overlapping) subsets of k ≤ n objects.
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Figure 6.3: An example of augmented permutations v˜ (left) and identity augmented permutation
y˜ (right, in natural order).
Let us denote by Fv and Fy the elements in v and y respectively, noting that |Fv| = |Fy| = k.
We define Z = Fv ∩ Fy, |Z| = z, P = Fv \ Fy, and S = Fy \ Fv (note that |P | = |S| = k − z = r).
We treat v and y as rankings, which for us will mean that the smallest index will indicate the
top, i.e. contain the most preferred object. For notational convenience, let us now define the
augmented ranking v˜ as v augmented with the elements of S assigned the same index (k + 1), one
past the bottom of the ranking (y˜ is defined similarly). We will slightly abuse our notation and
denote v˜−1(k + 1) to be the set of elements in position (k + 1). Figure 6.3 shows an example of
an augmented permutations v˜ (left) and an identity augmented permutation y˜ (right, in natural
order) with grey boxes are objects in v but not in y. Kendall’s tau distance DK is then naturally
extended from permutations to augmented rankings with the following definition.
Definition 6.1. Distance D˜K(v˜, y˜) between augmented rankings v˜ and y˜ is the minimum number
of adjacent transpositions needed to turn v˜ into y˜.
It can be shown that D˜K(v˜, y˜) is a right-invariant metric, thus we will again simplify the
notation denoting it as D˜K(v˜). This distance can be decomposed as:
D˜K(v˜) =
k∑
i=1
v˜−1(i)∈Z
V˜i(v˜) +
k∑
i=1
v˜−1(i)/∈Z
U˜i(v˜) +
r(r + 1)
2
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where
V˜i(v˜) =
k∑
j=i
v˜−1(j)∈Z
Jv˜−1(i) > v˜−1(j)K + ∑
j∈v˜−1(k+1)
Jv˜−1(i) > jK
U˜i(v˜) =
k∑
j=i
v˜−1(j)∈Z
1
Decomposing D˜K(v˜), the second term is the minimum number of adjacent transpositions nec-
essary to bring the r elements not in Z (grey boxes on Figure 6.3) to the bottom of the ranking.
The third term is the minimum number of adjacent transpositions needed to switch them with the
elements in v˜−1(k + 1), which would then appear in the correct order in the bottom r positions.
Finally, the first term is the adjacent transpositions necessary to put the k elements now in the list
in the natural order.
It can be shown that the random variable summands comprising D˜K(v˜) are independent when
v˜ is uniformly distributed. Furthermore, V˜i and U˜j are uniform over integers [0, k − i] and [0, z],
with moment generating functions 1k−i+1
∑k−i
j=0 e
tj and 1z+1
∑z
j=0 e
tj , respectively. Assuming z > 0,
and r > 0 equation (5.7) can be used to derive the following proposition.
Proposition 6.2. The expected value of D˜K under (5.4) is:
Eθ(D˜K) =
keθ
1− eθ −
k∑
j=r+1
jejθ
1− ejθ +
r(r + 1)
2
− r(z + 1) e
θ(z+1)
1− eθ(z+1) (6.2)
Proof.
Eθ(D˜K) =
d
dt
ln
[etr(r+1)/2]
 z∏
i=1
1
k − i+ 1
k−i∑
j=0
etj
 r∏
i=1
1
z + 1
z∑
j=0
etj
∣∣∣∣∣∣
t=θ
=
d
dt
 tr(r + 1)
2
+
z∑
i=1
ln k−i∑
j=0
etj − ln(k − i+ 1)
+ r∑
i=1
ln z∑
j=0
etj − ln(z + 1)
∣∣∣∣∣∣
t=θ
=
r(r + 1)
2
+
 z∑
i=1
d
dt
ln k−i∑
j=0
etj
+ r d
dt
ln z∑
j=0
etj
∣∣∣∣∣∣
t=θ
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=
r(r + 1)
2
+
zeθ
1− eθ −
k∑
j=r+1
jejθ
1− ejθ + r
(
eθ
1− eθ −
(z + 1)eθ(z+1)
1− eθ(z+1)
)
=
keθ
1− eθ −
k∑
j=r+1
jejθ
1− ejθ +
r(r + 1)
2
− r(z + 1) e
θ(z+1)
1− eθ(z+1)
If r = 0 (i.e. the augmented rankings are over the same objects), both the distance and the
expected value reduce to the Kendall distance results. Also, if z = 0 (i.e. the augmented rankings
have no objects in common), D˜K = Eθ(D˜K) = k(k+1)/2, which is the smallest number of adjacent
transpositions needed to move the r = k objects in v˜−1(k + 1) into the top k positions.
Eθ(D˜K) is easy to compute, and we can again use line search to find the value of θ. Notice
that the expected value depends on the value of z (the number of common elements between the
two permutations); we will use its average value of during learning.
6.2.2 Sampling Procedure
The sampling procedure proposed for permutations for both type agnostic and typed settings is
naturally extended to top-k lists. When forming the next chain element w˜, we may either transpose
two elements of w, or replace one of its elements with an element not in w (i.e. from the pool of
all elements in the constituent rankings of the given example).
6.2.3 Experimental Evaluation
Aggregating top-k lists
In order to estimate the type agnostic model’s performance in the top-k list aggregation scenario,
we performed data fusion experiments using the data from the ad-hoc retrieval shared task of the
TREC-3 conference [Harman, 1994]. Our goal here is to examine the behavior of our approach
as we introduce poor judges into the constituent ranker pool. In this shared task, 40 participants
submitted top-1000 ranking over a large document collection for each of the 50 queries. For our
experiments, we used top-100 (k = 100) rankings from K = 38 of the participants (two of the
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Figure 6.4: Learning to aggregate top-k lists: precision of the aggregate ranker as a function of the
number of random component rankers Kr in top 10 and top 30 documents.
participants generated shorter rankings for some of the queries and were not used) for all Q = 50
queries. We replaced a specific number Kr ∈ [0,K] of the participants with random rankers
(drawing permutations of k documents from the set of documents returned by all participants for
a given query uniformly randomly). We then used our algorithm to combine top-k lists from Kr
random rankers and (K −Kr) participants chosen at random.
We measure performance using the precision in top-{10, 30} documents as computed by trec eval1
from the TREC conference series. As a baseline, we use CombMNZrank we previously suggested in
[Klementiev et al., 2007], a variant of a commonly used CombMNZ [Shaw and Fox, 1994]. Given
a query q for each document x in the collection, it computes a score Nx×
∑K
i=1(k− ri(x, q)), where
ri(x, q) is the rank of the document x in the ranking returned by participant i for the query q, and
Nx is the number of participants which place x in their top-k rankings. The aggregate ranking is
obtained by sorting documents according to their scores. Intuitively, the more component rankers
rank a document highly the higher it appears in the aggregate ranking.
1Available at http://trec.nist.gov/
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Figure 6.4 shows precision of the learned aggregation model as the number of random rankers
in the pool approaches K. In particular, the aggregate top-30 and top-10 precision does not
change substantially until the point where just 3 and 6 constituent rankers are actual participant
systems, respectively. Our algorithm learns to discount the random components without supervision
substantially improving over the CombMNZrank baseline as Kr → K.
S1 S2 S3 S4 Our Model
θ -0.065 0.0 -0.066 -0.049
MRPR 0.86 0.43 0.82 0.78 0.92
Table 6.1: MRPR of the four search engines and their corresponding learned model parameters.
In order to demonstrate the relationship between the learned dispersion parameters θ of the
model and the relative performance of the constituent rankers, we also conducted a meta-search
experiment. First, we generated Q = 50 queries which result in an unambiguous most relevant
document and submitted them to K = 4 commercial search engines. For each engine, we kept
the 100 highest ranked documents (10 pages of 10 documents each) after removing duplicates,
and unified URL formatting differences between engines. We measure performance with Mean
Reciprocal Page Rank (MRPR), which we define as mean reciprocal rank of the page number on
which the correct document appears.
Table 6.1 shows MRPR of the four search engines and their corresponding model parameters.
As expected, the results suggest a correlation between the magnitude of the dispersion parameters
and the relative system performance, implying that their values may also be used for unsupervised
search engine evaluation. Finally, our model achieves MRPR = 0.92 beating all of the constituent
rankers.
Aggregating typed top-k lists
In this experiment we compare the typed and type agnostic formalisms for aggregating top-k lists.
The setup and the data was produced similarly to the analogous permutation experiment in Section
6.1.4. However, when generating top-k, k = 30 objects were selected from a pool of n = 100.
The resulting performance of both models (averaged over 10 runs) is plotted on Figure 6.5 in
terms of the average augmented Kendall’s tau distance from the true top-k lists. Again, the typed
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Figure 6.5: Learning to aggregate typed top-k lists: RHS is estimated using sampling (Sampling),
or the true top-k lists (True) for the typed (Typed) and type agnostic (UnTyped) models.
model significantly outperforms the type agnostic counterpart trained on the same data indicating
that latent expertise variability can indeed be exploited to produce a better model for aggregating
top-k lists.
6.3 Aggregating Dependency Parses
Dependency structures represent syntactic relations between words in a sentence [Tesnie´re, 1959].
These structures typically provide less expressive analyses then constituent parses, but their non-
hierarchical properties permit the development of computationally efficient and robust algorithms.
A number of parsing techniques have been proposed and aggregation of their output has become
an active research problem.
In this work, we consider dependency parsing from the point of view of aggregation of the
structures produced by a set of parsers. We will therefore sidestep the formal introduction to the
task or the discussion of the current approaches for addressing it, instead opting for a brief review of
the representation and some of its properties only insofar as they relate to aggregation. For a recent
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and thorough introduction and review of dependency parsing, please see [Ku¨bler et al., 2009].
A well-formed dependency graph of a given sentence is a directed tree spanning the words of
the sentence and an artificial token, placed at the root. Each edge of the tree represents a binary
asymmetric relation between a pair of words called a dependency. The direction of the edge is
typically from the head to the syntactically subordinate dependent word. Each word in the sentence
(except for the special root token) is thus assumed to have one syntactic head. Additionally, each
edge is labeled with the type of the dependency, chosen out of a set T of language-dependent types.
Dependency tree of an English sentence on Figure 6.6, for example, has a dependency of the type
SBJ between the head word stepped and its dependent word Buyers.
Buyers stepped in to the futures pit .ROOT
0 1 2 3 4 5 6 7 8
SBJ
ROOT
ADV AMOD
NMOD
NMOD
PMOD
P
Figure 6.6: Dependency tree of an English sentence.
In other words, l-th word in the sentence is associated with a pair y(l) = (h, t) we will call a
link, where h is the index offset of the associated head word and t is the dependency type; we will
denote the set of possible links S ⊂ N × T . A dependency parse y of a sentence of length n can
than be represented as simply a list of links (y(1), y(2), . . . , y(n)) ∈ Sn.
One of the most widely used metrics (e.g. [Nivre et al., 2007] and [Surdeanu et al., 2008]) for
evaluating dependency parsing has been the labeled attachment score, which measures the percent-
age of words that have the correct head and dependency type, i.e. the words whose links match the
corresponding links in the true parse. Labeled attachment score can be trivially computed from
the Hamming distance (5.3) between the generated and true parses.
We will therefore use right-invariant Hamming distance DH when applying our framework to
the task of dependency parse aggregation task. As before, we denote yi ∈ Sn the vote, or parse,
of the i-th judge, but let us slightly abuse our notation and additionally denote its assignment of
a link to the l-th word in a sentence as yi,(l) ∈ S. Finally, let us denote n(j) the number of words
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in the j-th sentence, and the total number of words in all Q sentences N =
∑Q
j=1 n
(j). We are
now ready to derive the EM learning procedure we proposed in Section 5.4.2 in the context of
dependency parse aggregation.
Proposition 6.3. The expected value of the complete data log-likelihood under (5.8) with Hamming
distance is maximized by θ such that:
θi = logR′i − log(1−R′i)− log (|S| − 1) (6.3)
where
R′i =
1
N
Q∑
j=1
n(j)∑
l=1
∑
v(l)∈SJv(l) 6= y(j)i,(l)K exp(∑Ki=1 θ′iJv(l) 6= y(j)i,(l)K)∑
v(l)∈S exp
(∑K
i=1 θ
′
iJv(l) 6= y(j)i,(l)K) (6.4)
Proof. Please refer to Appendix A.4 for proof details.
Note that since the size of S is relatively small, R′i can be computed without sampling and we can
estimate the parameters θ directly on each iteration of EM. In addition to significantly simplifying
the learning procedure, conditional independence of sentence word link variables implies that links
can be selected one at a time at inference again eliminating the need for sampling. However, the
resulting dependency graphs will not in general be trees. While this will not affect their labeled
attachment scores, an additional inference step insuring that the tree and other desirable linguistic
properties are preserved would be an interesting direction for future work.
6.3.1 Experimental Evaluation
In this set of experiments, we apply our type-agnostic framework to the problem of aggregating
votes of syntactic dependency parsers. As experts for our model, we use the parsers constructed by
participants of the multilingual track of the CoNLL-2007 shared task [Nivre et al., 2007]. Though
we do not have access to the parsers themselves, the organizers of the competition distributed
dependency structures predicted by parsers on small test sets for ten languages: Arabic, Basque,
Catalan, Chinese, Czech, English, Greek, Hungarian, Italian, and Turkish. Each test set contained
131 to 690 sentences and 4513 to 5390 words, depending on the language. Between 20 and 23
participants submitted their results for each of the ten languages. While the number of potential
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links a word can be assigned is large and varies across sentences, the average number of actual
links predicted by the participants for each word is small, varying between between 2.7 and 3.7
depending on the language. We used these values to set the size of S in equation (6.3). For
additional information on the datasets and the participating systems, please see the shared task
report [Nivre et al., 2007].
Accuracy
Group 1 Group 2 Group K
Figure 6.7: Selecting dependency parsers for aggregation.
We estimate a separate aggregation model for each of the ten languages following the learning
procedure we have derived in Section 6.3. In our experiments, we vary the number of participants
K whose votes we learn to aggregate. For each value of K, the participants are chosen at random
but insuring that the distribution of their expertise is similar to that of the entire set of experts for
the given language. In order to achieve this, we first split experts in K groups of approximately
equal size according on their accuracy and then select a participant from each group randomly (as
shown on Figure 6.7). We use the labeled attachment score to measure performance and compare
the aggregate model to the voted baseline. For each sentence word, the baseline chooses a link with
the most votes among the participants (with ties broken randomly).
Figure 6.8 shows the accuracy of the aggregate systems averaged over all ten languages and
compares it to the accuracy of the majority vote baseline. The improvement over the baseline is
more significant with the fewer aggregated participants. We expect the improvement to diminish
as K grows, since more high accuracy systems in the mix make it very hard to beat their majority
vote. However, in general, it is unlikely that we have access to a large number of different parsers
for a given domain. Therefore, of higher practical significance is the part of the curve with the
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Figure 6.8: Learning to aggregate dependency parses with varying number of participants.
smaller number of experts where the improvements of the aggregate model are most significant.
6.4 Summary
In this chapter, we instantiated the machinery we have developed in Chapter 5 to three types of
predictions: permutations, top-k lists, and dependency parses. Whenever direct parameter estima-
tion was not computationally feasible, we derived efficient alternatives following the suggestions we
made in Chapter 5. In each case, we experimentally demonstrated that expert predictions can be
effectively aggregated without explicit supervision instead implicitly relying on agreement between
them.
In many practical applications, judges are likely to specialize in some input domains, while per-
forming poorly in others. Our experiments with data containing expertise variability demonstrate
that the typed formalism and the associated parameter estimation procedure can take advan-
tage of the latent type information to produce consistently better models than the type agnostic
counterpart. Recent work on error analysis of dominant approaches to dependency parsing (e.g.
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[Nivre and McDonald, 2008]) suggests that despite similar overall performance, they tend to make
different kinds of mistakes depending on the type of dependencies. Although this observation sug-
gests a natural fit for the typed extension we have introduced, we did not apply it in this thesis
but hope to explore it in future work.
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Chapter 7
Conclusions
Advancing technology has enabled us to collect, store, and share an unprecedented amount of data.
It has also been instrumental in the emergence of a whole range of new interdisciplinary fields
aiming to take advantage of the data to study and model both natural and social phenomena.
As it is virtually impossible to directly encode expert knowledge to provide solutions for many of
these problems, machine learning is becoming the toolbox of choice for deriving alternatives. The
primary hurdle standing in the way of its wider application is the high cost typically associated
with producing annotated data, as it usually requires a substantial amount of human expertise and
time. This predicament is only exacerbated as task complexity grows: inducing good predictors
generally requires more annotated data and the annotation itself demands more expertise. On the
other hand, unsupervised data with inherent properties sufficient for inducing annotation for many
learning problems is available or can be easy to collect. Moreover, the increasing diversity and
complexity of the available data implies that a growing number problems can benefit from it.
In this thesis, we suggest that data itself often provides cues sufficient to induce high quality
annotation and identifying these cues can be much less labor intensive than annotating data explic-
itly. Various aspects of the data can provide different hints about the target label and aggregating
them can produce high quality annotation. This thesis formalizes these ideas in the context of a
learning framework we call Learning with Incidental Supervision, and studies two of its principal
stages in the context of concrete learning problems.
Deriving Incidental Supervision
Identifying cues and deriving incidental supervision from them is problem and data specific. We
do not make the assumption that derived signals are capable of inducing high quality annotation.
On the contrary, the signals should capture easy to encode properties of data and be sufficient to
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provide only weak supervision. In practice, multiple aspects of the available data often provide
cues which could be encoded with minimal effort on the part of the domain expert. In Chapter
4, we examined one such example: the task of Named Entity Discovery for which we were able
to easily collect a large corpus and identify several independent properties liable to induce weak
named entity supervision. We directly encoded an incidental supervision signal from temporal
alignment between two sides of our bilingual corpus, and used it to train a simple discriminative
transliteration model. In concord, the resulting temporal and transliteration incidental supervision
signals were sufficient to produce high quality annotation with virtually no explicit supervision and
little engineering effort.
Our work on NED has had an impact outside of the LIS framework. Besides contributing toward
migrating existing NLP technologies to new languages and domains, our discriminative knowledge-
free approach to transliteration has been applied to other tasks [Bergsma and Kondrak, 2007], and
languages [Zelenko and Aone, 2006, Goldwasser and Roth, 2008].
Unsupervised Prediction Aggregation
In Chapter 5, we derived a unsupervised learning framework for aggregating predictions from
multiple weak incidental supervision signals in order to induce high-quality annotation for the
target task. While it is crucial to take into account the quality of these signals when aggregating
their predictions (especially when few of them are available), we cannot estimate this directly
without explicitly annotated data. Instead, we use the idea that agreement between the signals
can serve to estimate their relative quality. The implicit assumption we make is that the signals are
mutually independent given the true prediction, and we believe it is likely to hold for a number of
settings where incidental supervision signals can be derived from independent aspects of the data.
The mathematical and algorithmic framework we introduce can in principle be used to aggregate
predictions of arbitrary types, and we applied it to aggregating permutations, top-k lists, and
dependency parses in Chapter 6.
The prediction aggregation framework we have proposed has numerous applications of its own.
For an growing number of problems in NLP in other areas, multiple systems are available and
combining their predictions has been shown to be an effective way to improve performance. The
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unsupervised aggregation technique we have proposed is a valuable tool as it eliminates the costly
task of obtaining annotation for each new domain. Every time a system ensemble is moved to
a different domain, relative performance of its components is likely to change but it can be re-
estimated and an effective aggregation induced without any supervision from the new domain. We
have demonstrated it to be effective for aggregating the outputs of dependency parsers, but it
can in principle applied to other problems where multiple systems are available such as machine
translation, word sense disambiguation, named entity recognition, and many others.
This thesis represents a step in formalizing the concept that supervision may often be induced
from inherent properties of data not explicitly annotated for a given task. We demonstrated that
making relevant observations about available data and using them to induce multiple sources of
weak supervision can require significantly less effort than employing a domain expert for explicit
annotation. Automatic unsupervised aggregation of the weak signals can then produce high-quality
annotation sufficient for learning a good predictor. Both stages of the framework, however, can
benefit from further investigation. Derivation of incidental supervision, while intuitively appealing,
can use better formalization and analysis. The aggregation stage assumes conditional independence
of the constituent signals, which can prove too strong especially for system aggregation tasks not
directly related to the LIS framework. Indeed, available systems may make similar modeling
assumptions, and their output can be correlated even when they make mistakes. Detecting and
dealing with such collusion is an interesting direction for future work.
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Appendix A
Proofs
A.1 Proof of Proposition 5.1
Using the notation introduced in 5.4.1 and following the generative story in Section 5.3.3, let us
derive the E step. The expected complete data log-likelihood is:
T (θ,θ′) = E[log p(Y ,V |θ)|Y , θ′] =
Q∑
j=1
∑
v(j)∈Y
p(v(j)|θ′,y(j)) log p(y(j), v(j)|θ)
where the log-likelihood term is:
log p(y(j), v(j)|θ) (5.9)= log
(
p(v(j))
K∏
i=1
p(y(j)i |θi, v(j))
)
= log p(v(j)) +
K∑
i=1
log p(y(j)i |θi, v(j))
(5.4)
= log p(v(j)) +
K∑
i=1
log
exp
(
θi d
(
v(j), y
(j)
i
))
Z(θi)
= log p(v(j))−
K∑
i=1
logZ(θi) +
K∑
i=1
θi d(v(j), y
(j)
i )
Substituting it back, we derive the E step:
T (θ,θ′) =
Q∑
j=1
∑
v(j)∈Y
(
log p(v(j))−
K∑
i=1
logZ(θi) +
K∑
i=1
θi d(v(j), y
(j)
i )
)
p(v(j)|θ′,y(j))
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A.2 Proof of Proposition 5.2
Now, to derive the M step, we maximize T (θ,θ′) with respect to θ:
∂T (θ,θ′)
∂θi
=
∂
∂θi
Q∑
j=1
∑
v(j)∈Y
(
log p(v(j))−
K∑
k=1
logZ(θk) +
K∑
k=1
θk d(v(j), y
(j)
k )
)
p(v(j)|θ′,y(j))
=
∂
∂θi
Q∑
j=1
∑
v(j)∈Y
(
− logZ(θi) + θi d(v(j), y(j)i )
)
p(v(j)|θ′,y(j))
= − ∂
∂θi
logZ(θi)
Q∑
j=1
∑
v(j)∈Y
p(v(j)|θ′,y(j))
+
∂
∂θi
θi
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j)|θ′,y(j))
=
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j)|θ′,y(j))−Q∂ logZ(θi)
∂θi
From the definition of the Mallows model normalizing constant Z(θ), we notice that the second
term is the expected value of D under the (5.4):
∂ logZ(θi)
∂θi
=
∑
v∈Y d(e, v) exp(θi d(e, v))∑
v∈Y exp(θi d(e, v))
=
∑
v∈Y
d(e, v)p(v|θi, e) = Eθi(D) (A.1)
Thus, the expected value of the complete data log-likelihood is maximized, when θi is selected,
so that:
Eθi(D) =
1
Q
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j)|θ′,y(j))
It is indeed the global maximum; the second derivative is ∂
2T (θ,θ′)
∂θ2i
= −Q (Eθi(D2)− E2θi(D))
and it is non-positive everywhere.
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A.3 Proof of Proposition 5.3
Following the generative story in Section 5.3.4, and proceeding as in Appendix A.2 the expected
complete data log-likelihood is:
T (θ,θ′) =
Q∑
j=1
∑
v(j)∈Y
T∑
t(j)=1
p(v(j), t(j)|y(j),θ′,α′) log p(y(j), v(j), t(j)|θ,α)
where the log-likelihood term:
log p(y(j), v(j), t(j)|θ,α) = log(αt(j)) + log(p(v(j)|t(j))) +
K∑
i=1
θt(j),i d(v
(j), y
(j)
i )−
K∑
i=1
logZ(θt(j),i)
Now, we maximize T (θ,θ′) with respect to αt, introducing Langrange multiplier λ for the
constraint that
∑T
s=1 αs = 1:
∂T (θ,θ′)
∂αt
=
∂
∂αt
 Q∑
j=1
∑
v(j)∈Y
T∑
s(j)=1
log(αs(j))p(v
(j), s(j)|y(j),θ′,α′) + λ
(
T∑
s=1
αs − 1
)
=
1
αt
Q∑
j=1
∑
v(j)∈Y
p(v(j), t|y(j),θ′,α′) + λ = 0
Solving the last equality for αt and summing over all types, we get λ = −Q, therefore:
αt =
1
Q
Q∑
j=1
∑
v(j)∈Y
p(v(j), t|y(j),θ′,α′)
Now, maximize T (θ,θ′) with respect to θt,i:
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∂T (θ,θ′)
∂θt,i
=
∂
∂θt,i
 Q∑
j=1
∑
v(j)∈Y
T∑
s(j)=1
(
K∑
k=1
θs(j),k d(v
(j), y
(j)
k )−
K∑
k=1
logZ(θs(j),k)
)
p(v(j), s(j)|y(j),θ′,α′)

=
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j), t|y(j),θ′,α′)− αtQ ∂
∂θt,i
logZ(θt,i) = 0
Therefore, using Equation (A.1), the maximizing value of θt,i is the solution to:
Eθt,i(D) =
1
αtQ
Q∑
j=1
∑
v(j)∈Y
d(v(j), y(j)i )p(v
(j), t|y(j),θ′,α′)
A.4 Proof of Proposition 6.3
Hamming distance function we use implies conditional independence of the link variables in a
sentence parse under both (5.4) and (5.8), which allows us to explicitly derive both the LHS and
the RHS of (5.13). For simplicity, let us assume for now that all of the sentences in our corpus are
of the same size n. Starting with the LHS, the expected value of DH under (5.4) can be written
directly:
Eθi(DH) = n
(|S| − 1)eθi
(|S| − 1)eθi + 1
Denoting nR′i the right hand side, we can factorize it as follows:
nR′i =
1
Q
Q∑
j=1
∑
v(j)∈Sn
d(v(j), y(j)i )p(v
(j)|θ′,y(j))
=
1
Q
Q∑
j=1
n∑
l=1
∑
v(l)∈S
Jv(l) 6= y(j)i,(l)Kp(v(l)|θ′,y(j))
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where
p(v(l)|θ′,y(j)) =
exp
(∑K
i=1 θ
′
iJv(l) 6= y(j)i,(l)K)∑
v(l)∈S exp
(∑K
i=1 θ
′
iJv(l) 6= y(j)i,(l)K)
Equating both sides, and solving for θi we have:
θi = logR′i − log(1−R′i)− log (|S| − 1)
The number of words varies for each sentence, and we can rewrite R′i to average over all N
words in the corpus, arriving at (6.4).
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