A Fabry-Perot wavemeter for analyzing a pulsed laser operating in a single longitudinal mode with an injection-seeding technique has been constructed with an array detector. This wavemeter permits the real-time measurement of both the wavelength and the spectral effectiveness of the laser pulse produced at 10 Hz. The performance of the wavemeter is checked with a frequency-stabilized He-Ne laser and a double Nd:YAG laser that operates in the single longitudinal mode. The precision of the wavemeter is found to be < 10 MHz. Also, we calculated the uncertainties in determining the wave number by processing a Fabry-Perot fringe pattern imaged on a linear-array detector. The calculation is done by changing the number of pixels of the array detector, the finesse of the Fabry-Perot 6talon, the waist of the incident laser beam, and the magnitude of random noise.
Introduction
Many pulsed lasers operating in a single longitudinal mode (SLM) by a cw laser-beam-injection technique are currently being applied to high-resolution spectrometers. 1 2 For the spectrometer utilized with SLM pulsed lasers, it is extremely important not only to measure the wavelength but also to check the oscillating mode of the laser because, if the injection seeding is not perfect, the operation of the SLM pulsed laser is often unstable and then the laser produces a multimode laser beam. To obtain a good spectrum, one should check the operation of the SLM pulsed laser before the experiment, and furthermore during the experiment the signal generated by the multimode laser beam should be eliminated. For this purpose measurements of both the wavelength and the spectral effectiveness of the pulsed lasers should be accomplished within the pulse-to-pulse time interval of the lasers.
Several kinds of wavemeter 3 -1 1 were developed previously for measuring accurately the absolute wavelength of the pulsed lasers. By measuring the image of the fringe with a silicon-array detector, a Fabry-Perot wavemeter can be used for the pulsed lasers. Because of the problem in determining the order number of the Fabry-Perot talon for the absolute wavelength of the pulsed easers to be measured, the wavemeter consists of a set of several Fabry-Perot talons with different free spectral ranges. 7 8 In the present study we constructed a Fabry-Perot wavemeter for the real-time measurement of both the wavelength and the spectral effectiveness of the SLM-pulsed lasers for the purpose of improving the quality of the spectroscopic data by discarding the signal generated by bad pulses that are not completely locked. Also, the uncertainties caused by using an array detector for measuring the fringe pattern of the Fabry-Perot talon are analyzed in detail.
Design and Operation of the Fabry-Perot Wavemeter
Optical Design of the Wavemeter
The optical system of a Fabry-Perot wavemeter consists basically of a diverging lens, a Fabry-Perot 6talon, an imaging lens, and an array detector for reading the fringe pattern. Figure 1 shows the optical system of the wavemeter made in this study. The laser beam incident on the wavemeter is diverged by the diverging lens [which is plane concave (f = -5 cm) and then passes through the 6talon (CVI ET-150, thickness = 1.5 cm)].
The 6talon is made of a fused quartz that has very low thermal expansion coefficients ( 5 x 1O-7/ 0 C), and both surfaces of the talon are coated by silver (reflectivity 70%). We compensate for the change in the refractive index of the fused quartz for the variation in the wavelength of the incident light by assuming the refractive index to be a second-order polynomial of the wavelength.
For simple operation a single Fabry-Perot 6talon is adopted in the wavemeter, and thus the wavelength can be determined relatively within the free spectral range of the 6talon (-0.23 cm-'). The Fabry-Perot fringe pattern produced by the diverging beam is imaged on the array detector (EG&G Reticon G1024) by the imaging lens (which is plano-convex, f = 50 cm) mounted behind the 6talon.
As shown in Fig. 1 , to keep the talon at a constant temperature, we inserted two lenses and the talon into a cylindrical copper block. The temperature of the copper block was kept at 35C and stabilized within 5 mK with a homemade temperature controller.' 2 To reduce the effect of the background radiation and electrical noise, the optical system of the wavemeter and the driving circuits of the array detector are contained in a metal box.
Signal Processing
The block diagram of the temperature-control system and the data acquisition and processing system for the wavemeter is shown in Fig. 2 . The pulsed laser used in this work is an SLM double Nd:YAG laser (Quantel YG661-10, injection seeded with light wave S-100; repetition rate, 10 Hz). A homemade transister-transister logic (TTL) time-delayed pulse generator is initiated by the internal trigger pulse of the laser. After a delay of a few tens of microseconds of the arrival of the laser pulse at the wavemeter, the array detector and the analog-to-digital converter (ADC) (Data Translation DT2821; conversion rate, 50 kHz) are simultaneously triggered by a TTL pulse from the delayed pulse generator, and then the video signal of the array detector is converted to the digital data by the ADC. It is recommended that the array detector be used with an integration time of < 40 ms to avoid the dark leakage current effect.' 3 But the pulse-to-pulse time interval of the laser used in this study is 100 ms. Therefore, as shown in Fig. 2 , the array detector is reset before the arrival of the laser pulse at the wavemeter with an additional trigger pulse. For synchronization the clock of the ADC is provided with the internal clock of the array detector.
To speed up the data processing, we stored the data collected by the ADC in the internal memory of a computer (which is IBM 386 compatible, 33 MHz with a math coprocessor) with a direct memory access technique. The time for reading the video signal and storing the analog-to-digital (A/D) converted data to the computer internal memory is 25 ms.
Program
The program for the wavemeter consists of two main routines. One routine for the acquisition and processing of the date is written in BASIC (QUICK BASIC MS 4.05), and the other routine for calculating the wavelength of the incident laser beam is written in FORTRAN (FORTRAN MS 5.0).
The interference fringe pattern of the Fabry-Perot 6talon consists of many concentric ring fringes. It is known that the square values of the radii of the fringes R 2 form a first-order arithmetical series with a common difference of AR 2 = f 2 /t 2 (where is the wavelength, f is the focal length of the imaging lens, and t is the thickness of the talon).' 4 We calculated the wavelength by the following procedure. First, the peak positions and the center of the ring fringes are determined. To avoid the small noise peaks superposed in the video signal of the array detector, we derived the peaks from fivepoint quadratic smoothed derivatives. For a peak position three negative derivatives followed by three positive derivatives are required, and the peak position is given by the zero crossing point of the sequential derivatives. Second, the square values of the radii of the fringe, the difference AR 2 , and the order of the fringe are determined. Finally, with the leastsquares fitting, we calculated the center of the fringe, the square values of the radii, and the positive fractional part of the order number, = R12/AR2, where R is the radius of the innermost fringe, and then from the calculated e the wavelength is derived relatively within the free spectral range of the FabryPerot talon.
The time it takes to calculate wavelength is 30 ms. Therefore the total time required to read data and calculate the wavelength is 55 ms. The time can be reduced by <50 ms by using the ADC at a faster conversion rate. 
Performance Test of the Wavemeter
We tested the performance of the wavemeter with a frequency-stabilized He-Ne laser (Newport NL-1; short-term stability, < 100 kHz) and an SLM-double Nd:YAG laser (bandwidth 60 MHz). Figure 3 shows the results of real-time measurement of the wave number of the He-Ne laser and the SLM double Nd:YAG laser for 1 min. In this figure it is shown that the peak-to-peak (p.p.) deviation of the measured E of the He-Ne laser is 10-3 (7 MHz). This result shows that the wavemeter constructed in this study can measure the wavelength in precision at < 10 MHz. The p.p. deviation of the measured E of the double Nd:YAG laser is 9 x 10-3 (60 MHz), and it is noticeable that the p.p. deviation corresponds generally to the bandwidth of the double Nd:YAG laser.
A typical video signal of the array detector produced by a laser pulse from the SLM double Nd:YAG laser is shown in Fig. 4(a) , and the peaks in the signal are clear and definite. But, in the case of a pulsed laser operating in the multimode, the number of the peaks is dramatically increased as shown in Fig. 4(b) . In normal operation the number of peaks does not change by more than four. Hence the wavemeter can judge the spectral effectiveness of the incident laser beam by counting the number of peaks. In this experiment we found that one bad pulse is included in more than 100 pulses of the SLM double Nd:YAG laser operating in good condition. For the value of E near 0 or 1 it is difficult to determine the center and the order of the fringe, since large irregular fringes are usually created around the center of the concentric fringes. Then the calculation of E is often unstable, and the calculated values oscillate with a large deviation. We can avoid this problem by giving the initial guess of the center for the leastsquares fitting by that obtained where the calculation of E is stable. Figure 5 shows the change in the calculated E for the temperature variation of the 6talon in which the frequency-stabilized He-Ne laser beam is incident. The calculated E changed rapidly as the temperature went down after we turned off the temperature controller. However, we found that the calculation of E is stable over the entire range.
Calculation of Uncertainties in the Wavemeter
Since each pixel of the array detector has a finite width, the video signal corresponding to the pixel is the integrated signal of the light incident on the pixel area. Therefore the uncertainty caused by the width of the pixel is included in the determination of the peak position of the fringe. To analyze the uncertainties caused by use of the array detector, we theoretically generated the video signals of the array detector.
Referring to the geometry of the array detector used in this study, we generated the signal of the array detector by changing the number of pixels in the detector, the finesse of the 6talon, the waist of the Gaussian beam incident in the wavemeter, and the magnitude of the random noise superposed on the signal. With this calculation we can change one of the parameters mentioned above by fixing another parameter; the fixed values are 1024 for the number of the pixels, 10 for the finesse of the 6talon, 25 mm for the waist of the incident beam, and 0% for the ratio of the random noise-to-peak signal.
We can calculate the wavelength of the generated signal by using the same program as was used in the wavemeter. The calculated uncertainty is described in units of e. Before we performed the uncertainty analysis, we checked the intrinsic uncertainty of the program used with the signal generated when the width of the pixel was assumed to be infinitesimal, and we found that it was negligibly small (10-5 of E). Figure 6 shows the uncertainties calculated for the variation in the number of pixels in the array detector. At every data point 100 signals were generated for different E, and then all the wavelengths of the signals were calculated separately. With this calculation we found that two sources of uncertainty are involved in the determination of the wavelength with the arraydetector signal. As we show in Fig. 6 they are designated by shift and error, and the former is given by the average difference between the wavelengths of the generated signals and the calculated values and the latter by the standard deviation of the differences. As the number of pixels increase, the shift is reduced smoothly, but the error rapidly drops when the number of pixels is > 512, and it is found that the error in E is smaller than the shift by an order of 1. The results shown in Fig. 6 give the shift and the error in wavelength by 7.6 and 1.0 MHz, respectively, for the wavemeter constructed in this study. variation in the finesse and the waist of the Gaussian beam, respectively. The figures show that the uncertainties caused by these parameters are not changed so much in the range of the parameters that are larger than their fixed values and that the magnitudes of the uncertainties are not significant.
Several types of electrical noise, for example, a dark leakage current in the detector or background noise, are superposed on the video signal of the array detector. Furthermore the noise created during the analog-to-digital conversion is added to the signal. To observe these noise effects, we added random numbers to the generated signal. The magnitude of the random numbers is given by a certain ratio of the maximum peak of the generated signal. Figure 9 shows the uncertainties calculated for the variation in the percentage ratio of the random noise to the signal. In the figure it is found that the shift does not have much effect on the random noise even if its magnitude reaches 7%, but the error increases rapidly as the ratio increases. For a percentage ratio of 5%, a > 0.6% error in E is made. In the nominal conditions of the experiments the percentage ratio of the random noise is 1-2%, but it sometimes rises by more than 4%. Therefore one should be careful about reducing the magnitude of the noise superposed on the signal of the array detector.
Conclusions
A Fabry-Perot wavemeter for the real-time measurement of both the wavelength and the spectral effectiveness of the SLM pulsed lasers is constructed with an array detector. The precision of the wavemeter is found to be < 10 MHz. The uncertainty in measuring the wavelength from the fringe data imaged on the array detector is numerically calculated for several systematic parameters of the Fabry-Perot wavemeter, and its magnitude is quantitatively obtained. With this calculation we found that two sources of uncertainty are involved in the determination of the wavelength with the wavemeter. One is a shift that is caused by the finite width of the array detector. For the array detector used in this study the shift is + 10-3 of . Therefore this should be corrected in the case where the absolute wavelength with the wavemeter is measured. The other is the standard deviation error in determining the wavelength of the incident beam. We found that the
