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. はじめに
関数最適化と呼ばれる連続的な実数値関数の最適化問
題において, 実数値 GA (Real-coded Genetic Algo-
rithms) や Particle Swarm Optimization (PSO) な
ど, 個体群を用いた確率的な多点探索アルゴリズムが多
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Abstract: Differential Evolution (DE) is a global optimizer for solving real parameter optimization. DE is effective
for many problems and has a few control parameters to be set. The child vectors can exist in a range wider than the
range of the parent vectors, as the parent vectors are generated by differential operations. The search range becomes
narrower as the range of population of individuals becomes narrower. So DE can search globally at an earlier stage of
the search and can search locally at a stage in which the range of population of individuals is narrow. In this paper,
we propose the Hypercube Crossover Method (HCM), which does not depend on U-valley direction. The proposed
method sets positions of the parents to the hypercube diagonal position, and a child is generated on the vertex position
of the hypercube. This will enable the DE algorithm to search in the perpendicular direction to the U-valley. The per-
formance of the proposed method is evaluated by numerical experiments, and the experimental results are considered
from the viewpoint of the variety of the individuals population. Finally, future work is discussed.
Keywords: differential evolution, real-valued function optimization, characteristics preservation, UV-structure,








実数値 GA はこれまでに, 両親の形質遺伝について
の数値的解析, 形質遺伝や世代交代モデルの提案など多
くの研究が行われている1, 6).
Storn, Price により提案された Differential Evolu-
tion (DE)7, 8) は, 実数値 GAや PSO と同様に関数最適
化を目的としている. パラメータの自動調節を目的とし












これは, UV構造を持つ関数16)で, U 谷が座標軸に垂直
もしくは垂直に近い場合, その軸方向での探索ができな
くなり谷の外部の探索ができないことを意味している.

















GA との共通点も多い. DE では DE/base/num＿pair/
cross のように表記し, その特徴を表す. base は差分操
作時の基本個体の選び方, num-pair は差分の際に選ば
れる個体対の数, cross は交叉方法で, DE/rand/1/bin




以下に, ND 次元の実数値空間, NP 個の個体 xi (i＝1,




(S1) NP 個の個体を, 各次元の定義域においてランダム
に生成して世代 g＝1 とする. また, 最終世代,
収束の条件を終了条件に設定する.
(S2) 各個体の関数値を計算する.
(S3) 差分変位親ベクトル vi を生成する.
(S3-1) 対象親ベクトル xi とは異なる3個体 xP1, i, xP2, i,
xP3, i を同じ個体が重ならないようにランダム
で選択.
(S3-2) 次式によって差分変位親ベクトル vi の生成.
ここでS は差分の伸縮を表すスケーリングファ
クタである.
vi＝xP1, i＋S (xP2, i－xP3, i) (1)
(S4) 両親の交叉によって子ベクトル ui を生成する. 最
初に交叉の始点を決める. つぎに, 繰り返し発生
させた 0から 1 の大きさの乱数が連続で交叉率 CR
以下である回数を l として, 始点を含めて (l＋1)
個目までの要素を交叉により交換する. このとき,
第 ND 要素が (l＋1) 個の中に含まれた場合は,
第 1 要素に戻って同様の操作を続ける. 子ベクト




変位親ベクトル vi の成分が用いられ, それ以外の
(ND－(l＋1)) 個の成分は対象親ベクトル xi の成
分が用いられる. 図 1 に DE の二点交叉の概要を
示す.
(S5) 対象親ベクトル xi と子ベクトル ui の関数値を比
較し, 良い方を次世代の xi として残す.







ことで大域的探索を可能にしている. 実数値 GA に
おいても, BLX-α6) や Unimodal Nomal Distribu-


































[－1.707, 1.707] の区間で 10,000 個の親個体集団
を一様分布で与え, スケーリングファクタ S＝1.0 で
差分変位親ベクトルを生成したときの度数分布を図 2
に示す. 図 2 では度数分布のデータ区間を 0.2 とし






変化し, S が小さいほど分布が狭く, 差分変位親ベク
トルは基本ベクトル近傍に生成される.
DE では差分変位親ベクトルの座標の少なくとも一
つの成分は子に引き継がれ, 交叉率が CR＝1.0 では,
差分変位親ベクトルがそのまま子ベクトルとなる. 交





えられる. S が 0 に近いほど差分変位親ベクトルの分


































DE は UNDX や UNDX-m17) と類似している. ただ






DE の交叉では, 両親を対角の頂点とし, 各辺が軸
に平行な超直方体の頂点に子を生成する. 図 3に 2次
元の場合の親子の位置関係を示す. 両親の各次元の成
分が大きく異なる場合には親から離れた場所に子が生
成される. 図 3 右の例に見られるように x2 成分の値
が近い場合は, 両親間が離れていても子の生成位置は




操作のために選ぶ 3 個体 xP1, i, xP2, i, xP3, i の順を入れ替
える方法が紹介されている. 後者は, 基本ベクトル
xP1, i を中心にπ/4 回転させた空間を考えることによ
り, 差分変位親ベクトルとして新たに 2 点を加える
ものとなっている.
騙し構造である UV谷を持つ関数, 特に U谷に垂
直もしくは垂直に近い座標軸がある場合, 個体全てが
























Hypercube Crossover Method) を提案する. 提案手法















クトルを ej (j＝1, 2, ..., ND), aj を ej を求めるための補














なお, 直交規定ベクトルを求める計算は個体番号 i に
関わりがないので, ここでは x, v, u, e について簡単の
ため添字 i を表記しない.
(H1) 求める直交基底ベクトルの成分 j＝1 とし, 差分
変位親ベクトルvと対象親ベクトルxとの差 (v－




(H2) am (≠0, m＝j＋1, ..., ND) をランダムに与え,
bn＝an/ ¦ an ¦ (n＝1, ..., j) とする. Gram-Schmidt
の直交化法により, j＋1, ..., ND 番目の補助直交
規定ベクトル要素 bm を順次求める.
(H3) ej を (2) 式によって求める.
(H4) j＝j＋1 とする. (3) 式によって, 求めた超立方
体を作る直交基底ベクトルを補助基底ベクトル aj
に代入する. j＝ND でなければH2に戻る.
個体集団が収束しているとき v と x との距離は 0 と





2 章で述べた DE のアルゴリズムの S4 ステップを以
下の S4' に置き換えることで, 超立方体交叉が可能とな
る.
(S4') 両親の超立方体交叉によって子ベクトル u を生
成する. 超立方体交叉の様子を図 5に示す. 最初
に交叉の始点を決める. つぎに, 繰り返し発生さ
せた 0 から 1 の大きさの乱数が連続で交叉率 CR
以下である回数を l として, 始点を含めて (l＋1)
個の超立方体を作る直交基底ベクトル ej を対象
親ベクトル x に加えることで, 子ベクトル u を
生成する. このとき, 第 ND 番目の直交基底ベク
トルが l個の中に含まれた場合は, 第 1番目に戻っ
て同様の操作を続ける.



















DE (以下, SDE：Simple Differential Evolution)
との比較実験を行う. 座標軸に垂直な U 谷を持つ
UV 構造を有するテスト関数 f1, 変数間依存のある
Rosenbrock 関数 f2 において, 最適解発見の割合, 収
束性, 子ベクトルの生成位置の比較を行った.
関数 f1, 関数 f2 いずれの場合も HCM, SDE とも






























とき, 通常の交叉方法への切替える. 関数 f1 の場合,
切替条件は ¦ v－x ¦ ＜－5となる.
関数 f1 では, 個体数 NP＝ 100, 世代数 g＝2000,
スケーリングファクタは SDE で S＝0.9 と S＝2.0 の
2 種類, HCM で S＝0.9 とした. 関数 f2 では, 個体
数NP＝100, 世代数 g＝3000 で収束性を評価し, 初期
収束回避能力を評価するために個体数 NP＝10, 世代
数g＝10000の 2通りのパラメータを与えて実験を行っ



















－exp(－ 1100 x 21 )
－exp[－1000(x1－10)2] (4)
定義域：－25＜－xj＜－25





[100(x1－x 2j )2＋(1－xj)2] (5)
定義域：－2.048＜－xj＜－2.048
最適解：xj＝1(j＝1, 2, ..., 10) のとき,
f2＝0
f1 は本研究で用意した UV 構造を持つテスト関数
で, 図 6 のように x1 軸に垂直に裾野の広いU谷があ
り, U 谷の傾斜の途中に裾野の狭い V谷を持つ. U
谷内の傾斜は緩いため, U 谷の解への収束は U谷へ
の収束と比べて遅く, U 谷に沿って個体が並び易い
構造となっている. V 谷の裾野では U谷の解よりも
良い解の存在範囲は狭く, V 谷の個体よりも U谷の
個体の方が評価値が良くなることが多い. したがって,
U 谷に初期収束を起こし, そのまま U谷の解へと収
束する騙し構造となっている. f1 は提案手法の効果を
検証するために用意した. なお, U 谷の局所解は厳
密には xj＝0.0( j＝1, 2, ..., 10) とはならないが, (4)
式右辺の第 3 項は x1＝0 のときには, ｢誤差が 1×10－6
以下｣ であり 0 とみなすことができるため, U 谷の
局所解は xj＝0.0( j＝1, 2, ..., 10) のとき, f1 ＝－1.9
であると考えて良い.
f2 は Rosenbrock 関数で変数間の依存が強いため,
変数が単独で変化してもより良い解は得られない. 最
適解は xj＝1( j＝1, 2, ..., 10) であるが, 大域探索が
なされないと j＞1 以外の変数で－1 に収束すること




実験は同一のパラメータで 20 回行った. 結果のグ
ラフは各試行で最良個体 20 試行の平均値, 最適解に
到達した試行の平均値を示している.
図 7 に HCMと SDE の f1 の関数値と最適解との誤
差を示す. 提案手法では全ての試行で最適解を発見で
き, 世代を重ねることで誤差は小さくなっている.
S＝0.9 の SDE では 20 試行中 10 試行が最適解に収束



























SDE では, 20 試行中 14 回, 最適解に到達している.
最適解発見試行の最適解発見平均世代は HCM で
1264 世代, S＝0.9 の SDE で 365 世代, S＝2.0 の
SDE で 1495 世代である. 最適解発見試行のグラフか
ら, 収束性については S＝0.9 の SDEが優れており,
HCM は 1200 世代程度までは S＝2.0 の SDE と収束
の速さに大差はないが, 1300 世代付近を境に S＝0.9
の SDE と同程度の収束の速さとなり SDE の S＝2.0
よりも早い世代で最適解を発見できていることがわか
る. これは, 1300 世代付近を境に個体集団の広がり
が小さくなり, 両親間の距離が定義域の 1/10 以下と




HCM は U 谷の方向に依存しない探索を可能とする













HCMと S＝0.9 の SDE の個体集団と子ベクトルの
x1, x2 の座標位置を図 8, 図 9 に示す. 図 8, 図 9 と
もに世代数は 50 世代, 左側が個体集団, 右側が子ベ
クトルの位置を表す.
HCM, SDE のどちらの手法でも 50 世代目では
x1＝0 にあるU谷に初期収束している. UV構造を持
つ関数では, U 谷と比べて V谷が狭いため, 探索初
期段階で子個体は U谷に生成され易く, U 谷を中心
とした探索となる. 谷が軸に平行に近い方向で存在す







図 9 右図からわかるように, DE の性質上, SDE
では子ベクトルを x1＝0 付近にしか作れず, x1 軸方向
の探索ができない. 一方, HCMでも x1＝0 に沿って
初期収束しているが, x1 軸に垂直方向での散らばり
があるため, 図 8 右図の用に x1 軸方向にも探索でき
ている. その結果, この実験では 64 世代目でV谷の





図 	による世代目の個体集団 (左図) とそ
の子集団 (右図)
図 S＝0.9のときの, SDEによる 50世代目の個体集
団 (左図) とその子集団 (右図)
あり, V谷に個体が存在していることがわかる. S の
調整では x1方向の探索はできず, S＝2.0 の場合も図 9
とほぼ同様の結果となる. U 谷の解より良い V谷の
点が差分変位ベクトルを生成する際に選択されること
で, V 谷上の個体が次第に増える. 全ての個体が V
谷に移動した後は, V 谷を中心とした探索となる.
HCM では全ての個体が V 谷上に移動してからも x1
軸方向の探索を行うため, HCM では S＝0.9 の SDE
と比べて収束が遅くなる.
図 11 に関数 f2 に対して 100 個体で行った実験結果
を示す. HCM, SDE のどちらも 20 試行全てにおい
て最適解を発見できており, HCM では平均 2419 世
代, SDE で平均 2382 世代で最適解に到達している.
関数 f2 でも収束の速さに違いが見られるが, 関数 f1
の場合と比べるとその差は小さくなっている.
図 12 は関数 f2 に対して 10 個体で行った実験結果




回数が 10 倍となり, 進化がより速く進むことに起因




した回数は HCM が 17 回, SDE が 14 回と若干の違
いが認められた. 関数 f2 では (5) 式右辺のΣ内の第
一項の影響が大きく, x1－x 2j ＝0 に沿って谷が形成さ

















析が行われてきた. HCM を SDE と比較した詳細な解
析が今後の課題として残されている.
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