Evaluation of Purposive Organizational Networks : Some Computational Methods by Tsuji Masao
工7
E▽a1uation　of　Purposive　Organizationa1
Networks：Some　Computationa1Methods
M1asao　Tsuji
I．　Introductionω
　　　For　a　business　corporation，a　not－for－profit　organ五zation，an　admin－
istrative　agency，the　usua1hierarchic　chart（“who　reports　to　whom？”）
should　be　repIaced　by　a　more　spedfic皿etwork　of　tasks：“who　per・
forms　which　action，or　leams　what，or　te1ls　what　to　whom，in　res－
ponse　to　what　information？”Each狐ember　receiYes，as　inputs，mes－
sages　from　other　members　or　from　the　outside．He　transforms　them
into　his　outputs：messages　to　other　members　or　to　the　outside　world．
Each皿embeエ’s　task　is　thus　a　transformer，or“pエocessoエ”．The　mes・
sages　from　and　to　the　outside　world　are，respectively，the“events”
（e．g、，next　month’s　market　prices　and　wages）and　the　members’
“decisions”（e，g．，the　production　volumes　for　various　products　of　the
firm）．Together，events　and　decisions　detemine　the“outcome”．For
example，one　member　estimates　future　market　conditions，or　the　arri∀一
al　times　of　various　supP1ies，etc．He　communicates　the　estimates，or
its　different　aspects　or　details，to　seマel＝al　other　Inenユbers，depending
on　their　respective　special　tasks．Some　of　them，on　the　basis　of　this
and　other　messages　receiYed，may　decide　on“fina1actions”within
their　respectiYe　competences　and／or　decide　on　what　to　communicate
tO　WhOm．
　　　GiYen　the　actuaI　extema1conditions（as　distinct　from　their　esti一
（1）A　more　complete　description　of　the　underlying　rationale　was　given　by
　　Jacob　Marschak“E描cient　Ofganizational　Design”in亙ω㎜刎必丁加oη力■亙εo一
　　刎〃o酬葦励肌グ公∫仰∫タ勉Ho刎グoグλ肋αP．〃γ惚7（in　press）．Also　issued
　　as　Working　Paper　No．273，Westem　Management　Science　Institute，UCLA
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皿ates），the　organization’s5肋θ仰wi1I　depend　on　the　members’fina1
act1ons…㎜d　therefore　on　the皿amer　m　which　the　message－processmg
tasks　were　defined　and　assigned．This　assignn1ent　wi11also　detemユine
the（“mamgerial”）costs　to　the　organセation．
　　　In　general，a　processor’s　output　rnessage　in　response　to　the　input
is　uncertain，i．e．，“noisy”．The　processor　is　represented　by　a“transi・
tion　matrix”of　output　probabi1ities（1’s　and　O’s　in　the　specia1，“noi－
seless”case），giYen　each　possible　input．The　network，coup1ing　spe－
cified　processors　in　specified　ways，results，then，in　an“o平erall　transi－
tiOn　matrix”of　probabi1ities　of　decisions，given　the　events．
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　　　　　　　　　　　　　　Fig．1．1　0rganizational　Decision－Making
　　　The0YeralI　transition］matrix　is　represented　by　a　large　box，deno－
ted　by　P　in　Fig．1．1．Given　events　z∈Z，actions　a∈A，benefit　fm－
ctionβ，and　probability　densitiesπ（z），the　expected　gross　benefit　b
may　be　calculated　as　fo1lows：
　　（1．1）　b≡B（P；β，π）＝Σ乱，届β（a，z）π（z）P（aIz）
　　　■4力〃ゆ05あθ078α吻杉ακo〃can　be　regarded　as　being　designed　by　an
“organ血er”（e．g．，amanagement　consultant，or　the　head　of　a　fim）
who　prefers　networks　with　higher“expected　uti1ity　to　the　organiza－
tion”as　visua11zed　by　hlm．For　simp11c1ty，this1s　approx1mated　by
　802
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　19
the　expected　dlfference　between　the“benef1t”of　the　outcome　of
events　and　dec1s1ons，and　the“manager1al　costs”of　task　perfomance．
This　expected　difference　is　determined　by　the　network’s　overa11tran－
sit1on　matrlx　of　events　into　dec1s1ons，g1ven　the　organizer’s　estimate
of　event　probabi1ities　of　the　organizationa1benefit　function　of　events
and　decisions　and　of　the　costs　of　component　processings．
　　　The　purpose　of　this　paper　is　to　deYe1op　methods　to　compute　the
overa11transition　Inatrix　implied　by　a　given　network　of　tasks　in　an
organization．It　wn1be　showI1that　to　compute　the　overa11transition
matrix，both　the　conventiona1and　the　direct（＝Kronecker）Im1tipli－
cation　of　component　matrices　for　coupling“in　series”or“in　para11e1”，
respective1y，are　not　sufficient．When　two　members　receive，two〃α一
加∂刎θ88αg2∫（e．9一，identical，Partly　over1apPing，or　one　a　condensed
version　of　the　other），matrix　mu1tip1ication　must　be　appropriately
modified．
II．　Coupling　in　Series：The　Conventiona1Products　of　Matrices
　　　In　an　orgamzat1on　each　me工nber　rece1ves，as　lnputs，messages
from　other　members　or　from　the　outs1de　wor1d．He　processes　them
into　his　outputs　messages　to　other㎜embers　or　decls1ons　Each　mem－
ber’s　task　is　thus　cal1ed“processor”．
　　　Dθ力’〃励o〃2．1．Processor　Pi　represents　member　i’s　task　which
transformsaninput㎜essagex∈X≡｛a1，a2，……a皿｝intoanoutput
message　x’∈X’≡｛b1，b里，＿…b皿。｝and　is　characterized　by　a　Mark0Y
matrixwithmrowsandmlco1umns，
　　　　　　　　　　　　　　　　　　　　p11　p12．’’’■’P1皿・
　　　　　　　　　　　　　　　　　　　　p21　p瑚’‘’．’．P2皿1　　（2．1）　　　　　　　　　Pi≡
　　　　　　　　　　　　　　　　　　　　　　　　　　　Pij
　　　　　　　　　　　　　　　　　　　　P皿1　p皿雪．一．1’■p皿皿’
where　pij　is　the　probability　that　if　member　i　receives　input　message
ai，he　sends　output　message　bj．
　　　It　is　convenient　to　labe1the　input　and　output　message　spaces　by
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　803
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the　row　indeces｛a1，a2，…＿，a皿｝and　the　co1umn　indeces｛b1，b2，．＿．．，
b皿。｝．These　probabi1ities，pij，must　satisfy
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　血’
　　　　　　　　　　　　　　　　0　≦　pij＜　1　and　　Σ＝pij＝　1．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　j＝1
　　　－0θ力’〃励o〃2．2．Processors　Pi　and　Pi＋1are　said　to　be　coupled　in
series　iff　x’i＝xi＋1．In　other　words，the　output　message　xli　from
Processor　Pi　is　the　only　input　message　to　Processor　Pi・1・
　　　■0θプ肋6κo〃2．3．Processors　P1，P2，…．・．，Pn　are　said　to　be　a　stocha－
stic　chain　if　x’i＝xi．1for　i＝1，2，……，n，as　shown　in　Fig．2．1．
　　　　　　　　　　　　　　　　　X1三X，　　　　　X2＝X！　　　　X皿＿！二X衙　　xl　　　　　　　P1　　　　　　　　　　P2　　　　　　・一・一一一一一一…・
　　　　　　　　　　　　　　　　　　　　Fig．2．1　Stochastic　Chain
Note　that　a　stochastic　chain　defined　ab0Ye　has　the　Markovian　proper－
ty　in　the　sense　that　for　k　＝　0，1，2，。．．．．．and　every　sequence　ai，bj，
k1，k2，．．・．．・，kn，
　　（2．2）　p（xk＋1＝bj　Ix1＝a止1，x2≡ak里，・・・…，xn＿1＝akn＿1，xk
　　　　　　　　　　　　　　　　　　　　　　　　　　　＝aj）＝P（xk＋1＝bj　l　xk≡ai）
HoweYer，the　chain　does　lユot　posses　stationary　transition　probabi1ities
since　p（x止十1＝b』I　x止＝a。）ls　not1ndependent　of　k．
　　　丁脆θoκ刎2．1．Let　P1，P2，．．．…，P■　be　stochastic　processors　cou－
p1ed　in　series，then　the　chain　can　be　represented　by　a　conventional
matrix　product，
　　（2．3）　　　　　　P1n≡P1・P2・・・…　Pn
where　the　dot　represents　conventiona1皿atrix　multip1ication．P1．is　a
Markov　matrix　which　represents　the　probabilities　of　x’口given　x1．
　　　Pπooグ．It　is　obvious　that　the　result　is　true　for　n＝1．For　n＝2，
　　　　　　　　　P12…〔P（x’21x1）〕＝〔ΣlP（x’里，xl1lx1）〕
　　　　　　　　　　　　　　　　　　　　　　　　　工11
　　　　　　　　　　　　　　　　　　　　　　　＝〔ΣP（xl1lx1）・P（x’21x1，x11）〕
　　　　　　　　　　　　　　　　　　　　　　　　　工1！
　　Since　　p（x121x11，x’1）＝P（x’21x1，x2）＝P（x121x2），we　can　write
　　　　　　　　　　　　　　　　　　　　P12＝〔ΣP（x’11x1）・P（x’21x2）〕＝P1・P2．
　　　　　　　　　　　　　　　　　　　　　　　　　工11
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To　establish　the　tmth　of　the　result　for　n＝k＋1，assuming　that　it
is　tme　for　n＝k，we　shou1d　app1y　the　same　procedure　as　for　I1＝2．
That　is，P1k　is　mu1tiplied　by　Pk．1to　obtain　P1k．1．This　comp1etes　the
inducti∀e　proof．
III．Coupling　in　Para1le1with　Unre1ated　Inputs：Kronecher
　　　　Product
　　　When　we　deal　with　the　case　in　which　there　are血ore　than　two
input　sets，the　re1ation　between　these　sets　must　be　examined．
　　　1）ψ〃柳o〃3．1．Two　finite　random　sets　X＝｛x｝and　Y＝｛y｝are
cal1ed〃〃陀1αまθ6if　the　joint　probability　p（x，y）〉0for　a11pairs（x，y）
∈Xx　Y．Otherwise，X　and　Y　are　ca11ed〃1α加∂．
　　　丁加20κ刎3．1．If　for　al1x　and　y，P（x，y）＝P（x）・P（y）　（statistica1
independenceofXandY），then文andYare〃〃召1励〃、Butthecon一
▽erSe　lS　nOt　true．
　　　Pクooグ．Sufficiency：Since　p（x）＞0and　p（y）＞0，then　p（x）・p（y）
＞Ofora11palrs（x，y）。NonecessltyIfX1sstat1st1cal1ydependeI1t
of　Y，then　p（x，y）＝p（xIy）．p（y）≠p（x）．p（y）．
　　　1）θ力．〃肋o〃3．2．Two　Marko∀matrices　P≡〔p（xllx）〕and　Q≡〔p（y’
l　y）〕　are　said　to　be　coupled　in　paral1el　if　p（x’l　x）and　p（yl　l　y）are　uni・
quely　determined　by　x　and　y，respective1y（See　Fig．3．1．）
　　　　　　　　　　　　　　　　　　Fig．3．1　Coupling　in　Parallel
　　　We　now　investigate　how　to　combine　two　mrelated　Markov　ma－
trices　coupled　ln　para11e11nto　a　slngle　matr1x，as　l11ustrated　1n　Fig．
3．1－The　combined　matrix　represents　the　conditional　probabilities　of
outputs　x’and　y’given　inputs　x　and　y．0ur　effort　wi11be　simplified
if　we　first　introduce　the　concept　and　some　of　the　properties　of　the
Kronecker　productof　matrices．＝2］
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　　　Dψ．〃肋㎝3．3．Let　A≡〔aij〕be　an㎜by　m’matdx　and　B　be　an
n　by　nl　matrix．Then　the㎜n　by皿’nl　matrix
　　（3．1）　　　　　Cと〔aij　B〕＝AxB
iscalledtheKγo勉ω后〃〃o伽6ま〃6伽o左μo伽cまofAandB．
　　　The　matrix　C　is　co血puted　in　such　a　way　that　each　component　of
Ais㎜u1tip1iedbythewholeofB，Forex…㎜1p1eif
・一／：：：ll：〕 ・…一11：：ll：ll：〕
we　would　have
（3．2）
C－A×B一にll二：ll二〕
　　　　　　　　　　　　　　　　　a11b1l　a11b12　a1lb1s　a12b11　a12b12　a12b1彗
　　　　　　　　　　　　　　　　　a11b21　a11b22　al1b鴉　　a12b21　a12b22　a12b鴉
　　　　　　　　　　　　　　　　　a21b1l　a21b12　a21b1島　a22b11　a22b12　a22b13
　　　　　　　　　　　　　　　　　a21b21　a加b22　a21b2霊　a22b蛆　a22b22　a22b23
　　　The　Kronecker　product　has㎜any　of　the　properties　which　justify
the　nan1e“Product”．
　（i）
（3．3）
　（ii）
（3．4）
（3．5）
　（iii）
（3．6）
（3．7）
The　re1ation　is　associative：
Ax（BxC）≡（AxB）xC
It　is　distl＝ibutive：
（A＋B）x（C＋D）≡AxC＋AxD＋BxC＋B×D
（AxB）x（C×D）昌（A．C）x（B　D）
　It　iS　true　that
Ak＋』AxAk
（AxB）k＝Ak　xBk
　　　As　we　wi11see，the　Kronecker　product　provides　a　way　to　com－
bine　two　processors　with　unrelated　inputs　and　to　yield　the　desirgd
M1afkov　Inatrix．
（2〕　I　am　indebted　to　P1＝ofessor　Rudo1ph　Drenick　for　bringing　this　method　to
　1口y　atte！1tiOn．
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　　　　τ加㎝θ吻3．2．If　two　processors　P　and　Q　whose　input　sets　x　and
y　are　unre1ated　are　coupled　in　parallel（as　illustrated　in　Fig．3．1），
then
　　（3．8）　　　　　R…〔p（x’，y’lx，y）〕＝PxQ
　　　〃o功．Since　P　and　Q　are　coup1ed　in　paral1e1，we　have
　　　　　　　　　　　　　　　P（x’l　x，y，y1）＝P（x’l　x）
　　　　　　　　　　　　　　　P（y’l　y，x，x1）≡p（yl　l　y）．
It　then　fo11ows　that
　　　　　　　　P（。・，y・1。，y）」（x’・y’…y）一P（・’1y’…y）P（y’・y）
　　　　　　　　　　　　　　　　　　　　　　　　P（x・y）　．　　p（x，y）
　　　　　　　　　　　　　　　　　　　　＿P（x’l　x）P（yl　lx，y）P（x，y）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　P（x，y）
　　　　　　　　　　　　　　　　　　　　＝P（x’l　x）　P（y’l　y）．
　　　τ肋〃ε刎3．3．A　Kronecker　product　of　two　Markov　matrices　is
a1so　a　Markov　matrix．
　　　〃o〆SupposethatP＝〔pij〕andQ…〔qhk〕aremby㎜’andnby
n’Markov　matrices．The　Kronecker　product　R　is　given　by
　　　　　　　　R≡〔「・・〕＝PxQ＝・・lQ・・lQ’・’…・1㌣Q
　　　　　　　　　　　　　　　　　　　　　　p二1Q　　pふQ……pm；。・Q
　　　　　　　　　　　　　　皿’　　　　　　　　　　11’
By　definition，　　Σpij＝1　aI1d　Σqhk≡1．
　　　　　　　　　　　　　　ド1　　　　　　　　　k旨1
It　wi1l　be　shown　that　the　sum　of　any　row　in　R　is　equa1to　a　unity，
For　an　arbitrary　row　of　R，
　　　　　　　　m’n’　　　皿’　　　　皿’　　　　　　　n・
　　　　　　　　　Σrst＝Pi1Σq11k＋Pi2Σq肚十・・・…　十Pi皿・Σqhk
　　　　　　　　t＝1　　　k＝1　　　k吉1　　　　　　　k昌1
一（茎1・ij晦肚）
　　　　　　　　　＝1
It　is　impo血ant　to　note　thatτ加㎝2刎3．2andτ加㎝舳3．3is
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　807
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vaユid　for　those　and　only　those　pairs（x，y）whose　joint　probabiIities
a二renotzero．SupposethatZ∈XxYconsistsofal1pairs（x，y）for
whlch　p（x，y）＝0The　Kronecker　product　R　conta1ns　as1ts　rows　a11
co㎜bi皿ations　of　input　messages　x　and　y．If　Z≠φ，the　rows　of　R　in－
clude　irre1evant　pairs　which　correspond　to　e1ements　of　Z．
IV．　Cases　of　Insufficiency　of　Conventiona1and　Kronecker
　　　　　Products
　　　In　this　section　we　show　that　the　conventional　and　the　direct（≡
Kronecker）mu1tiplication　of　matrices　are　not　sufficient　to　compute
the　overan　transition㎜atrix．When　two　members　receiveandprocess
in　paralle1two　re1ated　messages，the　direct　matrix　mu1tiplication
must　be　appropriate1y　modified．
　　　Consider　the　fo11owing　three　cases　in　which　two　input　messages
are　related　when　two　processors　are　coup1ed　iI1para1le1：
　　　（i）　two　members　receive　identica1messages；
　　　（ii）　one　member　receives　the　message　which　is　functiona11y　re－
　　　　　　lated　to　the　other　message，土or　exampIe，one　a　condensed
　　　　　　versiOn　of　the　other；and
　　　（iii）two　members　recei∀e　partly　overlapPing　messages．
　　　First，suppose　that　two　processors，characterized　by　Mark0Y　ma－
trices　P　and　Q，are　connected　in　para11e1as　shown　by　Fig．4．1．Pro－
cessors　P　aI1d　Q　receive　an　identical　input　message，denoted　by　x
which　ranges　over　a　finite　set　of　e1ements｛a1，a2，…．．．，aエロ｝。p　trans－
foms　x　into　an　output　x1∈X1…｛cユ，c。，・・・…，cm・｝whi1e　Q　produces
an　output　y1∈Y1…｛d1，d2，…＿，dn。｝．
Fig．4．1　Two　Processors　in　Pa1＝a11e一：
　　　　　　　　1dentical　Input
808
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For　convenience’sake，we　write　P　and　Q　as　fol1ows：
P…〔p（剛x）〕≡［llll1llll／
（4．1）
Q≡〔P（y’lx）〕…鷺111111／
Recall　that　our　problem　is：Given　P　and　Q，to　compute　theエnatrix　R
of　conditional　probabi1ities　o｛x’and　yl　given　x：
　　（4．2）　R…p（x1，y’lx）≡p（x’，y1］x＝a1）
　　　　　　　　　　　　　　　　　　　　　　　P（x’・y二1x＝a2）
　　　　　　　　　　　　　　　　　　　　　　　P（x’，y；lx＝a皿）
By　definition，to　compute　the　direct　product　P　x　Q　each　component
of　P　is　multiplied　by　the　whole　of　Q　so　that　it　contains　irrelevant
rows　such　as　p（x’，y’lx≡a王，x≡aj）。Obviously，direct　mu1tiplication　of
〔p（x1■x＝ai）〕and〔p（y’］x…aj）〕for　i≠j　is　not　permissible．
　　　Second1y，it　may　happen　that　two　input　messages　x　and　y　which
are　recognlzed　as　d1fferent　sets　are　functlonal1y　related，i　e，y≡グ（x）．
For　examp1e，x　represents　detai1ed　description　of　events　whi1e　y　sum一
＝marized　data　of　x．Then，we　cannot　define　the　joint　conditiona1pro・
babilities　of　xl　and　y’given　x　and　y≠1（x）since　the　marginal　joint
prodadi1ity　p〔x＝ai，y≠グ（ai）〕＝O　for　any　ai。
　　　　　　　　　　　　　　　Fig．4．2　Two　Processors　in　Para11e一：
　　　　　　　　　　　　　　　　　　　　　　　Functional　Relation
Fig．4．2is　identical　with　Fig．3．2except　for　the　fact　that　y　is　a　func－
tiOn　Of　X．
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　　　The　third　is　the　simplest　case　among　what　we　cal1“mixed　cou－
pling，”which　is　il1ustrated　in　Fig．4．3．‘副
　　　　　　　　　　　　　　　　　　　　固g．4．3Mixed　Coupling
Let　x　be　an　m－tuple，x＝（xユ，＿．．．，x皿）and　y　be　an　n－tuple，y＝（y1，…
…，y。）．Then　P　and　Q　are　said　to　be　in　mixed　coup1ing　if　and　only　if
for　some　i　and　j（i≡1，＿．。．，m，and　j＝1，＿．．一，n），xi＝yj．In　a　business
organizat1on　we　may　inte叩ret　P　as　a　sa1es　manager　who　rece1ves
market　information　t　and　Q　as　a　production　manager　who　needs　in・
ventory　infom1at1on　v　as　wel1as　t1n　decidmg　a1〕out　product1on　quaI1・
tity．It　is　notpe㎜issible　for　a　market　forecaster　to　send　contradic－
to町messages　to　P　and　Q．That　is，it　should　I1ot　happen　that　P　re・
ceives　a　message　t＝a　while　Q　receives　a　message　t≠a．Like　the
above　two　cases，however，the　direct　product　of　P　and　Q　inevitably
involves　such　mu1tiplication　as〔P（xl　l　t＝a）〕by　〔P（y’l　v，t≠a）〕．
　　　It　seems　that　there　are　at1east　two　methods　to　so1ve　this　pro－
blem．One　is　to　de1ete　al1the　irrelevant　rows　after　obtaining　the
direct　product　product　of　P　and　Q・The　other　is　to　avoid　unnecessa町
mu1tiplications　which　yield　such　irrelevant　rows．We　ca11the　first
“filtering　method”｛4－and　the　second“prepartitioned　Kronecker　produ－
ct”or“modified　Kronecker　product，”which　Wi1l　be　exp1ained　in　the
fo11owing　sections．
（3）　This　is　also　considered　as　a　case　of　fmctional　re1ation，北二／（y），viz　when
　y＝（ti，vj），　x＝ti，　x　is　a　condensation　of　y，　and　therefore　a　正nany－to－one
　mapPing，a　functio口。
（4）As　for　this　metbod，see　M．Tsuji“Evaluation　Methods　for　Networks　of
　Infomation　and　Decisi㎝Syste㎜s，”Wasede　Business　Review　No．4．1978．
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V．Computationa1Methods：Modified　Kronecker　Product
　　　The　idea　of　thisエnethod　is　to　avoid　umecessary　multiplications
of　probabi1ities，resu1ting　from　the　Kronecker血u1tiplication　of　one
Marko▽matrix　by　the　whole　of　the　other　matrix．For　given　two　ma－
trices　this　wi1l　be　avoided　by　first　partitioning　them　into　sub－matrices
according　to　indices　of　input　messages　and　applying　the　Kronecker
product　on1y　to　the　pairs　of　such　matrices　with　the　same　index．The
method　wi11be　exp1ained　for　the　cases　introduced　in　the　previous
SeCtiOn．
　　　When　two　processors　P　and　Q　rece1ve　an1dent1ca1mputmessage
（as　shown　in　Fig．4．1），P　and　Q　are　partitioned　according　to　its　com－
mon　index，
（5．1）　　　　P≡ p1 Q＝ Q1
pi Qi
p皿 Q皿
where　　　　　Pi≡〔P（x’lx雪ai）〕　and　Qi≡〔P（y’lx＝ai）〕．
Note　that　Pi　and　Qi　are　row　Yectors　which　represent，respectively　the
conditional　probabilities　of　x’and　yl　given　x＝ai，The　combined
matrix　resulted　from　P　and　Q，denoted　by　R，can　be　obtained　by
app1ying　row－wise　Kronecker　products　as　follows：
（5．2） p1xQ1
p丘xQi
pmxQ皿
Sy㎜bo1⑭means　modlfled　Kronecker　pmユuct．Thls　modiflcation　is
necessa町to　avoid　products　such　as　Pi　x　Qj　for　i≠j．
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　　　The　case　of　fmctiona1re1ation　between　messages　can　be　treated
similarly．A　sIight　difference　arises　from　the　fact　that　processor　Q
receives　two　input　messages　t　and　Y　as　i11ustrated　in　Fig．4．3．Matrix
Pispartitionedintomrowvectorswhi｝ematrixQintomsub－mat・
riCeS，i．e．，
（5．3）　　　P＝　　　P1
where
pi
p皿
Q＝　　Q1
Qi
Q工n
P’…〔P（〆，t＝a’）〕andQ’≡（；二、1：二1ニニ：〕
The　combined　matrix　R　can　be　computed　as　given　by（5．2．2）．It　is
important　to　note　that　the　Kronecker　product　Pi　x　Qi　foms　row　vec－
tor　by　matrix　mu1tip1ication．
　　　We　haYe　a　more　genera1example　of　mixed　coupling（part1y
overlapping）when　P　and　Q　share　an　identical　input　message　while
each　receives　an　individua1message，as　illustrated　by　Fig．5．1．
For　instance，two　members　P　and　Q　in　a　fim’s　department　of　finance
specialize　in　stocks　and　bonds，respective1y．
　　　　　　　　　　　　　　　Fig．5．1　Example　of　Mixed　Coupling
P　receives　his　input　from　the　analyst　of　stocks　who　sends　him，as
the　message　u，infomation　about　future　prices　and　yie1ds　of　indivi－
dua1stocks　Simlarly，Q　rece1ves　h1s　mput　message　v　about　future
bond　prices　from　the　inquirer　of　bonds．But，in　addition，both　receive
　812
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infomation　about　some　general　characteristics　of　future　economy．
The　tasks　of　P　and　Q　are　to　decide　the　do11ar▽o1ume　of　funds　to　be
invested　in　stocks　and　in　bonds，respectively．
　　　Since　P　and　Q　receiv・e　more　than　one　input　message，both　are
partitionedintomsub－matrices，i．e・，
（5．4）　　　P＝　　P1
where
pi
p皿
Q＝　　Q1
Qi
Q皿
P’「；：lll：：ll：1ニニ：〕andQ「；：lll：llll1ニニ：〕
The　combined㎜atrix　R，which　represents　conditiona1probabilities　of
x’and　yl　given　t，u　and　v，is　created　by　augmenting　matrix　by　ma－
trix　Kronecker　product　Pi×Qi　for　i＝1，……，m，as　given　by（5．2）一
YI．Some　More　Comp1ex　Networks：Multip1e　Processors
　　　　　in　Paral1el
　　　We　have　shown　that　the　ordinary　and　modified　Kronecker　pro－
ducts　are　app1ied　to　deal　with　the　cases　of　two　processors　coup1ed　in
parallel　with　one　or　two　input　messages．We　wi11show　inthissection
that　the　same　method　can　be　used　for　the　case　of　more　than　two
processors　coupled　in　paralleL
　　　There　exist16kinds　of　network　formulation　when　we　have　three
processors　w1th　three　lnput　messages　coupled1n　paralle1，as　summar1－
zed　in　Fig．6．1．The　simplest　and　easiest　fo㎜ulation　is　the　first　one．
Since　three　inputs　are　mre1ated，the　combined　matrix　wi11be　obtai－
ned　by　using　the　ordinary　Kronecker　mu1tip1ication　twice．The　Krone－
cker　product　is　associative　as　discussed　in　sectioI1　II，and　therefore
the　order　of　multip1ication　is　I1ot　important，i．e．，
　　（6．1）　　　　　　　（P1x　P2）x　P3＝P1x（P2x　P3）．
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　　　Case（2）and（3）in　Fig．6．1are　simp1e　extension　of　the　cases　with
two　processors　coup1ed　in　para11el．After　combining　P1with　P2by
means　of　the　modified　Kronecker　product，we　app1y　the　ordinary　Kro－
necker皿ultiplication　to　the　combined　matrix　and　P3．The　resuItant
matrix　R　may　be　expressed　by
　　（6．2）　　　　　R＝（P1⑳P2）×P畠．
　　　A1though　case（16）looks　Yery　complicated，the　so1ution　is　quite
straightfoエward．All　three　processors　receive　the　same　input　messages
x1，x2，and　x畠．Suppose　that　x1，x2，and　x3range　over　the　indices　from
1to　n1，1to　n2，and1to　n3，respective1y　and　the　rows　of　P1，P2，and
P3are　appropriate1y　arranged　in　the　same　lexicographic　order　as（1，
1，1）　（1，1，2），．。．。．．，（1，1，n3）．．．。一．，（i，j，k）．．．．．．，（n1，1，1）．．・．．・，（n1，n里，
n3）．Then，row　vector　wise　Kronecker　products　give　us　the　final　re－
su1tant　matrix　R，
　　（6．3）　　　　　R＝　　　　P1111xP2111×P3111
Pユ11n畠x　P211口3×P311口3
Piij止x　P2ij止x　P3ijk
P1n工n2皿3x　P2n1n2面3x　P3nln2n3
where　　　　　　P1ijk≡〔P（x’11x1＝ai，x2＝bj，x3≡ck）〕
　　　　　　　　　　　　　　　P2ijk…〔P（x’21x1＝ai，x2≡bj，x3呂ck）〕
　　　　　　　　　　　　　　　P3ijk≡〔P（x’31x1＝ai，x2＝bj，x3＝c正）〕
　　　We　w111examlne　case（4）m　detall　because1t　requlres　a　new　ope－
rat1on　in　add1tion　to　the　mod1f1ed　Kronecker　mu1tipl1catm．When－
ever　two　processors　rece1ve　two　sets　of　input　messages，one1dentica1
　814
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　31
and　the　other　different　as　P2and　P3，we　have　to　rearrange　the　rows
cf　such　matrices　in　an　appropriate　lexicographic　order　for　later　mu1－
tiplication　of　matrices．SupPose　again　that　P1，P2，and　P3are　matrices
cf　orders　n1by　n11，n1n2by　n’皇and　n呈n3by　n’3，respective1y．First，
we　partition　three　matrices　in　the　fol1owing　way：
（6，4）
where
P1＝ P11
P1i
Pユ皿・
P2＝ P21
P2i
P2口1
P1i≡〔P（x1’lx1＝ai）〕
P3＝ P31
P畠j
P3皿・
P2’≡／；1：ll：：1：三1；ll1二）〕
P3j…／；：；1二1；l1竃1：1二：二）〕
　　　Second1y，we　combine　first　two　processors，P1and　P2using　the
modified　Kronecker　product，
（6．5）
where
P11×P21
P1i×P2i
P1皿・x　P2n1
P1’xP2’て；1：1二1；1二ぽ1二111：1ニニll）〕
Note　that　P1i　x　P2i　is　ordered　in　such　a　way　that　x1is　fixed　for　ai
md　x2changed　over　from　b1to　b．2．Since　P3j　is　ordered　in　an　incom－
patible　way　with　this，P1⑧P2has　to　be　rearranged　as　follows：
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Xi
X2
×3
Xl
X2
×3
（1）
（4）
（7）
X1
X2
×3
（2）
　　　　（5）
Xi
X三
X；
（8）
（3）
（6）
（9）
（10） （11） （12）
（13） （14） （15）
（16）
Fig．6．1Some　More　Complex　Networks：Three　Processors
（6．6）
where
（P1⑳p2）＝（P1うp2）1
（P・lp・）j
（P1x　P2）n2
（舳）j…／；：；ll：二11㌶，；：：1：：〕
816
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The　final　operation　is　talken　to　combine　t11e　above　matrix　with　P3，
which　gives　us　the　fha1result　R，
（6．7）
where
R＝（P1⑳P2）⑳p3＝・
（P1x　P2）j　x　P3j≡
（P1x　P2）1x　P31
（PlxP2）j　xP3j
（P1x　P2）皿2x　P3n2
（・・’・x・’・x・’lx・＝弓・・x・＝bj・x・≡・・）
P（・・1，・・’，・1’1・・一｛・，・炉bj，・・一・1畠）
P（・・1，・・1，・・’1・・一｛i，・・一bj，・・一・・）
P（・・’，・・’，・・’1・・一く・。，・・一bj，・・一・・）
P（x11，x21，x311x1＝6、、，x2＝bj，x3≡c、畠）
　　　In　any　compIex　case　where　more　than　three　processors　are　cou－
pled　ln　para11el，we　can　apply　the　same　procedure　repeatedly　mt11we
incorporate　a1l　the　processors　under　conslderat1on　F1rst，we　examine
two　processors　and　check　if　their　inputs　are　re1ated　or　not．If　related，
we　use　the　modified　Kronecker　multiplication，and　if　not，the　ordinary
Kronecker　multip1ication．The　Kronecker　multip1ication　combines
two　processors　and　produces　a　single　resultant　matrix．Next，we
choose　third　processor　and　examine　to　see　if　the　inputs　to　this　and
the　combined　processors　are　re1ated．If　necessa町，the　rows　of　matrices
are　arranged1n　an　apPropr1ate　lex1cograph1c　order　for　the　purpose
of　later　Kronecker　multiplication．From　these　obseαations，we　have
the　fo1lowing　theorem：
　　　τ加㎝㈱61　Multlple　processors　coupled　m　parallel　can　be
combined　by　the　ordinary　and　modified　Kronecker　products．
VII．Series－Para11e1Coupling　and　More　Comp1icated　Networks
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　　　Firstly，suppose　that　two　processors　are　coup1ed　as　shown　in　Figure
71Processor　Q　recelves　two　kinds　of　mput　messages．one　from　the
outside　and　the　other　from　processor　P．How　do　we　compute　the
combined　translt1on　matrlx　whlch　represents　the　cond1t1onal　probab1－
1ities　of　given　x1and　x2in　this　network～
x　I
　　　　　　　　　　　P
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　y
　　　　　　　　　　　x2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　a　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Q
　　　　　　　　　　　　　　Figllro．7．1　Two　Processors：Two　Inputs
　　　We　assume，for　a　whi1e，that　x1，x2，and　y　are　not　related．A1th－
ough　processors　P　and　Q　are　coup1ed　in　series，we　cannot　use　the
conventiona1mu1tip1ication　of　product　P・Q　because　of　the　existence
of　input　message　x2．To　deal　with　this　situation　we　may　consider
that　Q　receives　x2through　a（fictitious）processor　rather　than　from　the
outside．This　fictitious　processor　can　be　represented　by　a　determinis－
tic　and　hence　identity　matrix　with　the　dimension　of　x2．Thus，the
aboマe　network　may　be　rewritten　as　shown　in　Fig岨e7．2．Since　pro－
cessors　P　and　Ix，are　coup1ed　in　para1le1and　their　inputs　are　not　re－
lated，the　resultant　matrix　of　P　and　Ix2are　computed　by　using　the
direct　product，
X　l
　　　　　　　　　　　P　　　y
　　　　　　　　　　　　　　　　　　　x， Q　　　　a
x…
　　　　　　　　　　　I　x。
　　　　　　　　Fi即ro．7．2TwoProcessors：AFictitiousProcessor
（7．1）　　　PxIヱ2≡P
　　　　　　　　　　　　　　　　　　　　　　　　P
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　P
　　Obvious1y，the　com1〕ined　processor　of　P　and　Iエ2is　comected　with
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pr㏄essor　Q　in　series．The　ordinary　matrix　mu1tiplication　will　give　us
the　overal1transition　matrix，
　　（7．2）　　　　　R＝（PxI瑚）Q
　　　In　the　case　of　re1ated　inputs，the　mod1f1ed　Kronecker　product　w111
be　used　to　obtain　the　resu1tant　matrix．A　fictitious　processor　must　be
inse廿ed　in　an　appropriate　position　as　in　the　unrelated　case－The
帆era11matrix　wi11be　provided　as　fonows：
　　（7．3）　　　　　R＝（P⑭Iエ2）⑱Q
　　　Secondly，we　consider　a　network　which　is1itt1e　more　comp1ex
x　I
　　　　　　　　　　　P
x， 　　　　　　　　　　bQ
　　　　　　　　　　　　　　Figllm．7．3　Two　Processors：Two　Outputs
than　the　previous　one，as　shown　in　Figure7．3．The　only　difference
is　that　processor　P　produces　two　kinds　of　input　messages　in　this　case．
Another　fictitious　processor，denoted　by　Ia，wi11be　inserted　next　to
processor　P，as　il1ustrated　in　Figure7．4．
x－
　　　　　　　　　　　P a　　　　　　　　　　　　　　　　　　　　a　　　　　　　Ia
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　y
　　　　　　　　　　　X・　　　　　　　　　　　　　X・　　　　　　　　　　　b　　　　　　　　　　　　　　　　　　　　　　　Ix・　　　　　　Q
　　　　　　　　　Fig1lm．7．4　Two　Processors＝Two　Fictitious　Processors
If　the　input　messages　are　independent　with　one　another，the　fol1owing
computation　wi1l　be　made　to　get　the　overau　matrix，
　　（7．4）　　　　　R＝（PxIエ2）（LxQ）．
0n　the　other　hand，if　the　input　messages　are　related，the　modified
Kronecker　prωuct　will　be　appユied　as　follows：
　　（7．5）　　　　　　R＝（P⑳Iエ2）（I註⑳Q）。
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　　　As　we　have　seen　in　the　above　examples，the　n㏄essity　of　adding
a　fictitious　processor　arises　whenever　a　processor　receives　at1east
two　kinds　of　mput　messages（one　from　the　outslde　and　the　other
from　another　processor）or　a　processor　sends　two　kinds　of　output
messages（one　to　the　outside　and　the　other　to　another　processor）．
　　　To　find　relationships　among　processors　in　a　network，the　follo－
wing　definition　may　be　usefu1．
　　　Dψ〃肋oπ7．1．For　a　giYen　network　of　processors，binary　matrix
B，called　network　matrix，is　definied　such　that　its　e1ements
（…）・ij－／1鴛慧1o「P’sendsmessagesto見j
fori≡0，1，2，……，m，andj≡1，2，……，m＋1，wheremisthenumber
of　processors　in　the　network．Po　represents　the　part　of　environment
or　the　state　of　nature　on　wh1ch　organ1zatlon　members　make　obser－
vations．Pm．1stands　for　the　part　of　environment　to　which　fina1ac－
tions　of　an　organization　are　directed．
　　　Thirdly，consider　the　network　of　processors　which　is　represented
in　Figure7．5．The　network　matrix　for　this　complex　network　will　be
obtained　readi1y　by　fol1owing　Definition7．1．
　　　　　　　　　　　　　　1110000000
（7．7）　B＝
Note　that1’s　in　rows　of　network　matrix　B　imp1y　the　communication
f1ows　originated　fro皿those　processors　and　l’s　in　colums　mean　the
f1ows　directing　to　those　processors．
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Po
P1
P2
P4　　　　　　　P7
P3　　　　　　　P6
P5　　　　　　　　　P8
P9
PIo
　　　　　　　　　　　　　　　　Fig111o．7．5　Series－Para11el　Coupling
　　　Where　should　we　add　fictitious　processors　to　get　the　overa1l　tran・
sition　matrix　by　using　the　method　developed　in　the　previous　sections？
It　seems　that　there　are　two　ways　to　proceed：
　　（1）To　choose　at　random　any　two　processors　in　a　network　and　to
　　　augument　the　number　of　processors　one　at　a　time　until　we　are
　　　1eft　with　one　processor．
　　（2）To　start　with　the　processors　which　receive　messages　from　the
　　　environment　and　to　fom　the　resultant　matrix　step　by　step　by
　　　fo11owing　the　arrowed　dir㏄tion．
Since　both　methods　are　essentially　the　same，we　wi1l　develop　only
the　latter　in　this　paper．
　　　For　the　simp1icity　sake，we　assume　that　input　messages　are　not
related　unless　they　are　provided　by　the　same　processor，First，we
pick　up　those　processors　which　receive　input　messages　on1y　froIn　Po，
i．e．，P1and　P2in　this　example．These　processors　are　ca1led　processors
at　the　f1rst　stage．Because　P3rece1ves1nput　messages　from　Po　as　well
as　P1，a　fictitious　processor　is　necessary　between　Po　and　P3，and　is
denoted　by　I03in　Figure7．6．Then，the　processors　at　the　first　stage　con・
sist　of　P1，I03aI1d　P2m　this　examp1e．Usmg　the　method　developed1n
the　previous　section，the　combiI1ed　matrix　wi11be　obtain記as
　　（7．8）　　　　　　R1＝P1x　I03xP2
　　　　Secondly，after　the　ca1cu1ation　at　the　first　stage，we　a㏄umulate
the　environment　by　adding　the　processors　at　the　first　stage　to　the
origina1environment．Then，as　we　have　done　at　the　previous　stage，
se1ect　those　processors　which　receive　input　messages　from　the　new
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emironment．They　are　P3and　P4which　form　the　processors　at　the
second　stage　They　do　not　mclude　P5because　P5rece1ves　mput　mes・
sages　from　P2as　we11as　P3which　itself　is　a　member　at　the　second
stage．Therefore，a　fictitious　processor，denoted　by　I里5，is　added　bet・
ween　P2and　P5．Thus，we　get　the　combined　matrix　at　the　second
Stage，
　　（7．9）　　　　　　R2＝（P4⑳p3）x　I蝸
　　　Since　R1and　R2are　coup1ed　in　series，they　are　combined　by　using
the　ordinary　multip1ication　of　product，
　　（7，10）　　　　　R12＝R1．R2
Po
Pl　　　　　　　P4
I03　　　　　　p3
P2　　　　　　　I25
P7　　　　　　P9
P6　　　　　　I610
P5　　　　　　P畠
P1o
　　　　　　　　　　Fig皿正o－7．6　Series－Para1lel　Coupling：Four　Stages
Simi1arly，by　app1ying　the　multip1ication　of　modified　Kronecker　prod－
uct，we　have　the　coエnbined　matrices　at　the　third；㎜d　fou村h　stages，
　　（7．11）　　　　　R3＝Pτ⑳P6⑭P5，
　　　　　　　　　　　　　　　R4＝P9⑧I610⑧p8
Then，the　overa11transition　matrix　is　readi1y　given　by
　　（7．12）　　　　　R1捌＝R1R2R畠R4
　　　Fina11y，we　sum㎜arize　the　above　procedure　as“a－gorithm，”by
refening　to　bina町mmber　of　a　network　matrix．
Step1．Specify　the　cu耐ent　environment（Start　with　Po　at　the　first
　　　　　Stage）．
Step2．Select　those　processors　which　have1’s　in　row　Po．
Step3．　Look　at　the　columns　of　selected　processors　and　check　if　there
　　　　　is　no1in　other　rows．Those　processors　which　have1’s　in　other
　8Zl
Step4．
Step5．
Step6．
Step7。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　39
rows　receive　input　messages　from　other　than血e　current　en－
viroI1ment．If　not，9o　to　Sept5．If　any，9o　to　Sept4．
　Add　a　fictitエous　processor　between　the　current　environment
and　those　processors　which　receive　input　mes§ages　from　other
than　the　en▽ironmeI1t．
　　Combine　those　processors　which　have1’s　in　row　of　current
environment　and，if　any，fictitious　processors，by　using　the
method　de∀e1oped　in　this　paper．
　　Accumulate　the　current　environment　by　adding　the　combined
processors　to　the　environment；
　　Go　back　to　step1if　any　processor　is　left　uncombined　and
stop　otherwise．
VIII．　Conc1uding　Remarks
　　　An　organization　consistiI1g　of　decision　makers，staffs，and　data
processmg　and　communlcat1on　equlpments1s　v1ewed　as　a　network　of
processors　or　funct1ons　The　gross　benef1t　of　a　purpos1ve　organ1zat1on
is　a　function　of“events”（inputs　from　outside）and“actions”（outputs
to　the　outside）。Au　other　in－and　outputs　of　the　pr㏄essors　are　consi－
dered　intema1messages．
　　　An　optima1network　yields　maxina1expected　difference　between
benefit　and　managehal　costs　of　task　perfomance，given　the　benefit
and　cost　functions　and　the　probabilities　of　events・This　expected　dif－
ference　is　detemined　by　the　network’s　overa11transition　matdx
stating　the　conditional　probabi1ity　of　each　（joint）　action　given　each
e∀ent．This　paper　has　shown　that　various　types　of　connections　bet－
ween　processors　require　different　kinds　of　computations：
　　（1）Coupling　in　sehes：use　conventiona1mu1tip1ication　of　a　sequence
　　　Of　matriCeS；
　　（2）Coup1mg　in　paralle1when　a11pairs　of　posslble　i叩ut　messages
　　　caI1㏄㎝r：use　Kronecker　product　of　matrices；
　　（3）Coupling　in　para11e1when　not　a11pairs　of　possible　input　mes－
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　　　sages　can　o㏄ur：use　modified　Kron㏄ker　product．
　　　　The　too1s　developed　in　this　paper　will　be　tried　out　as　to　the　com－
putationa1efficiency．They　wi1I　also　he1p　to　co㎜pare　the　statistica1
“infomativeness”for　some　pair　of　networks　regardless　of　their　user．
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