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Based on depth perception of individual stereo cameras, spatial structures can be derived as point clouds. The
quality of such three-dimensional data is technically restricted by sensor limitations, latency of recording, and
insufficient object reconstructions caused by surface illustration. Additionally external physical effects like
lighting conditions, material properties, and reflections can lead to deviations between real and virtual object
perception. Such physical influences can be seen in rendered point clouds as geometrical imaging errors on
surfaces and edges. We propose the simultaneous use of multiple and dynamically arranged cameras. The
increased information density leads to more details in surrounding detection and object illustration. During a
pre-processing phase the collected data are merged and prepared. Subsequently, a logical analysis part examines
and allocates the captured images to three-dimensional space. For this purpose, it is necessary to create a new
metadata set consisting of image and localisation data. The post-processing reworks and matches the locally
assigned images. As a result, the dynamic moving images become comparable so that a more accurate point cloud
can be generated. For evaluation and better comparability we decided to use synthetically generated data sets. Our
approach builds the foundation for dynamic and real-time based generation of digital twins with the aid of real
sensor data.
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1 INTRODUCTION
From the fields of autonomous driving [Tow19] and
robotics [Liv12] to many other applications, a large
amount of sensor data is needed to ensure the accurate
and valid sensing of environmental space. Stereo
cameras record distances through the synchronous
recording of stereoscopic images, which allows
to compute 3D points that form of a point cloud.
Sensors like light detection and ranging (LiDAR)
or stereoscopic systems record and process valid
digital representations near real time through visual
simultaneous localisation and mapping (SLAM), visual
detection and tracking, as well as visual classification
and recognition [You13]. The quality of such digitisa-
Permission to make digital or hard copies of all or part of
this work for personal or classroom use is granted without
fee provided that copies are not made or distributed for profit
or commercial advantage and that copies bear this notice and
the full citation on the first page. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee.
tions is severely restricted by sensor limitations such as
range, depth resolution and image accuracy as well as
different sampling rates of each sensor [Kad14]. These
constraints lead to measurement fluctuations, outliers,
asynchronous sensor adjustment and consequently
imaging errors, which are particularly noticeable on
inhomogeneous surfaces and edges. Figure 1 shows
the result of a stereoscopic room acquisition by using
ZED2 from Stereolabs [Ste20]. The manufacturer’s
software of the ZED2 already displays a real-time
based point cloud as shown in the illustration. The
flat walls and ceilings of digitised space seem uneven
and distorted so that the entire point cloud appears
inhomogeneous. In the frame on the left and right side
of figure 1, the irregular arrangement of the coloured
grey 3D points is clearly visible. The pattern of the
orange line in the middle of the illustration shows how
many measurement cycles and sequences are usually
necessary to digitise a room in this form. In addition,
the movement of the stereoscopic sensor leads to
temporal latency and higher data processing as well
as error rates so that localisation errors consequently
occur [Sid03]. Regardless whether the sensor or
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object is moving, the real-time based visualisation of
environmental space is severely affected by movement,
especially because further physical effects like lighting
conditions, material properties and reflections have an
influence.
Figure 1: Point cloud visualisation captured by ZED2
stereo camera from Stereolabs [Ste20].
During the real-time acquisition of the environment,
each captured frame is rendered individually. There
the point cloud shows a rather high fluctuation of the
3D points due to aforementioned effects. Especially
small and complex surfaces as well as moving objects
can only be reproduced to a limited extent. The use
of multiple stereoscopic sensors increases the density
of surrounding spatial informations so that errors can
be reduced by data matching. Often several statically
arranged cameras are used to capture the environment
[Tow19].
Our research employs the simultaneous and dynamic
use of multiple camera systems. In addition to dynamic
sensor implementation, we propose the real-time based
generation of digital twins in three-dimensional space.
We investigate the characteristics of such dynamic
sensor systems and whether inhomogeneous errors can
be reduced by this approach.
The paper is organised according to a fixed structure
consisting of related work, fundamental concept of dy-
namic multiple sensors, methodology and experimental
setup as well as finally results and discussion.
2 RELATED WORK
In this section we discuss the stereoscopic foundations
and continue with details about the related works and
our resulting motivation.
Due to the practical features and the number of inte-
grated sensors, stereo cameras are usually used for dig-
ital environmental sensing [Ste20]. Figure 2 describes
the composition of such a stereo camera. This consists
of two static cameras CL and CR whose image orien-
tation ~ν is parallel to each other (for simplification of
figure 2, the cameras are not drawn parallel). With
the knowledge of defined distance D between the static
fixed cameras CR and CL, it is possible to create syn-
chronised image captures. The distance itself is a con-
stant value that usually corresponds to the human inter-
pupillary distance of approximately 6.5 cm [Ste20]. To
avoid asynchronous sampling rates, the same settings
and properties like image resolution, fps and sensitivity
apply to all cameras.
Figure 2: Schematic representation of stereoscopic
depth perception. There are different pixels (G,N,P)
on the optical beam Z. The three-dimensional point P
and the focal points P′ and P′′, which can be determined
by the focal length f , span the epipolar plane [Zha16].
The distance D between right camera CR and left cam-
era CL is a static value.
In three-dimensional space the movement of a stereo
camera is defined by translation and intrinsic rotation.
A basic distinction is made between the intrinsic sensor
and image rotation. While sensor rotations refer to the
position of the inertial measurement unit (IMU), the
image rotations relate to the orientation of the camera
picture. For figure 2, only the image orientation is
relevant. The intrinsic rotation matrix is defined as
R ∈ R3x3 where the product of individual rotations is
called Yaw(Rψ ), Roll(Rφ ) and Pitch(Rθ ). The rotations
correspond to the orientation around their respective
axes [Ayk18]:
Rotation around x-axis Rφ :
Rφ =
 1 0 00 cosφ −sinφ
0 sinφ cosφ
 (1)
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Rotation around y-axis Rψ :
Rψ =
 cosψ 0 sinψ0 1 0
−sinψ 0 cosψ
 (2)
Rotation around z-axis Rθ :
Rθ =
 cosθ −sinθ 0sinθ cosθ 0
0 0 1
 (3)
The camera position is expressed by T ∈T3x3 where the
translation directions are defined as TX,TY,TZ [Ike14],
[Ska20]:
T =
 0 −Tz TyTz 0 −Tx
−Ty Tx 0
 (4)
To create a spatial image, depth perception D is re-
quired by using disparity d in three-dimensional space
X ∈ X3x3. Since the pixel series of the camera pictures
are identical, the distance between object P′ and cam-
era |P′−P′′| can be determined by using the epipolar
geometry [Zha16].
d : |P′−P′′|= D · f
Z
(5)
The direction vector~ν of the optical axis, which is per-
pendicular to the camera image, depends on rotation
Rφ , Rψ and focal length f .




In order to reproduce objects, the individual camera im-
ages must be matched. Since alignment and distance
between the two cameras are static and defined, the
individual rows of pixels can be compared with each
other. The spherical structure of the front view of a
camera creates an inhomogeneous and distorted grid.
This geometric unevenness is illustrated in figure 3.
Image curvature is particularly noticeable at the edges.
By using special computer vision algorithms, such
as semi-global matching (SGM) [Hir11, Rob20], the
pixels can be matched despite curved image edges.
SGM estimates the density of the disparity map from
the rectified stereo image pair. For this purpose, the
maximum allowed disparity shift (C(p,DP)) and the
regularisation cost PT [|DP −D| ≥ 1] are migrated by
Figure 3: Front view of the camera image surface and
the borders of the image content [Ayk18].
summation.
E(D) = ∑(C(p,DP))+∑(PT [|DP−D| ≥ 1]) (7)
Depth mapping allows us to visualise the disparity
as a point cloud in which the individual pixels are in
temporal relation to the stereo camera. The resulting
point cloud is considered as one object. There is no
delimitation or allocation that would directly help to
identify objects and to perceive the occluded back side
of the object. In addition, only a part of the object front
is visible, which allows a spatial contour. Another
aspect is the quality of such point clouds.
With O’Riordan’s study of colour analysis for reflective
surface recognition, challenges such as image match-
ing, false boundary as well as problems due to surface
texture and obstacle detection were named [Ori18].
Marton et al. also recognised these problems and
worked on a rapid surface reconstruction methodology
[Mar09]. They analysed large and noisy point cloud
data sets. Although they achieved good results, they
also saw a need for further optimisation with regard to
the high level of noise.
Chang et al. named the sparse stereo correspondences
as well as their disparity limitations and have presented
an efficient warping-based method for stereoscopic
image retargeting [Cha11]. They have formulated
these constraints as an energy minimisation problem
for obtaining optimal warping fields for the images
and have extended interactive stereoscopic image
processing with their approach.
Another approach is provided by Zienkiewicz et al.
with the method for incremental surface reconstruction
from a moving camera [Zie16]. They use the concept
of dynamic level where they adaptively select the best
resolution of the model and fuse measurements in an
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efficient multi-scale mesh representation. As a result,
they declared obvious limitations in the use of height
map. By optimising the three-dimensional settings and
developing a more flexible multi-scale fusion method,
they saw the possibility to reduce the limitations.
Due to the limited field of view afforded by a single
stereo camera, synchronous and real-time 360 degrees
sensing are difficult to implement. Therefore, multiple
sensors like LiDAR or stereocopic systems are usually
used to perceive 360 degrees.
With an autonomous vehicle plattform, Siddharth et
al. worked on temporally synchronised perception
and navigation data [Sid03]. The stereo cameras and
LiDAR systems were statically mounted on the vehicle.
From the sensor data, the environment was captured
into a 3D point cloud, ground reflection map and
ground truth pose of the hosted vehicle. The data sets
recorded by using SLAM algorithms were also the first
dynamically recorded multi data. Siddharth showed
that synchronous 360 degree sensing is promising but
the sensors are highly dependent on weather and light
conditions.
Piatkowska et al. worked on the problem of asyn-
chronous stereo vision for dynamic image sensors
[Pia13]. They extended existing methods for event-
based processing through the cooperative approach,
which enables spatio-temporal and asynchronous
three-dimensional reconstruction. They proved that dy-
namic, asynchronous and cooperative implementation
is possible using a specific algorithm.
We question how the named challenges of faulty
surface textures, physical influences such as light
conditions, reflection, surface textures and also weather
conditions can be improved. We come to the conclu-
sion that multiple sensors can not only provide sensing
but also the possibility of different perspective views.
Therefore, we propose the hypothesis that synchronous
dynamic multi-sensors can be used to improve real-
time based point cloud visualisation. With perspective
change only the relevant images would be used for
evaluation. In this way, influences such as direct
sunlight or limitations of depth perception could be
reduced as far as possible.
3 FUNDAMENTAL CONCEPT OF DY-
NAMIC MULTIPLE SENSORS
This section introduces the underlying concept of
multiple cameras, which are able to move dynamically
through three-dimensional space and perceive the
environment in the process.
Complex multi-sensor systems like IMU [Spa17]
allow motion profiles of cameras to be recorded
and used as a direct reference for determining po-
sition. Through detection of the sensor orientation
and spatial position, images can be aligned accordingly.
Figure 4: Schematic representation of the spatial coor-
dinates of the stereoscopic sensors (C1,C2) in relation
to an arbitrary reference point R: Translation directions
(X ,Y,Z) and intrinsic rotation (Rψ , Rφ , Rθ )
In contrast to a single stereo camera, multisensor sys-
tems require an additional reference. Figure 4 illus-
trates the dynamic relation of the cameras to the ref-
erence, which are moving in a time-dependent vector
field~r1(t1),~r2(t2). The velocity υ1, υ2 and acceleration
a1, a2 of the respective position vectors can be used to
determine the position at which the individual images



























Figure 5 shows the schematic reference related move-
ment of a stereo camera that corresponds to the posi-
tion recording of an IMU. In addition to the progression
line (dotted line) on which the stereo camera moves, the
vectorial viewing direction (arrows) can also be seen.
4 METHODOLOGY AND EXPERI-
MENTAL SETUP
The methodological approach consists of data initial-
isation and object recognition in three-dimensional
space, generation and allocation of metadata records,
point cloud matching, as well as rendering.
To ensure that the collected image data is correctly
mapped in the point cloud, the references and stereo
cameras must be initialised. Reference R is usually
an object that forms the origin of the coordinate sys-
tem with the parameters TRef(0,0,0), RRef(0,0,0). The
parameters can change as soon as the object is fixed
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Figure 5: Dynamic movement of a vector field r(t)
based camera C1. The direction vector ~ν shows the
orientation based on camera C1. The arrows show the
time-dependent snapshots of the gaze alignment. The
darker the arrows, the closer is the alignment to the
present view. While the lighter arrows on the left side
of the illustration belong to the past, the lighter arrows
on the right side represent the future.
to a human being, for example, who is also moving.
The generated points of the cloud are static if no ad-
justment is necessary. The offset positon of the coor-
dinate system corresponds to the distance between the
rendered 3D point cloud position of a single frame and
the current position of the capturing stereo camera. If
the relations between the reference and cameras are not
initialised, the newly created point cloud of individual
stereo cameras will find itself at a different location.
This shifts the already recorded point clouds of the in-
dividual stereo cameras by the delta contribution of the
position coordinates ∆1,∆2.
∆1 = TRef(X,Y,Z)−C1(X,Y,Z) (10)
∆2 = TRef(X,Y,Z)−C2(X,Y,Z) (11)
To ensure that there is no shift in sensor position, the
stereo cameras have to initialise themselves on known
geometries. Initialisation always takes place as soon as
a recognised geometry is recognised. To avoid this, a
continuous position initialisation is necessary. One pos-
sible approach is to initialise geometries with an Artifi-
cal Intelligence (AI) based object recognition. A pre-
viously trained AI contains a three-dimensional geo-
metric understanding of objects. If the AI recognises
a known object, markers are set and stored in a map.
These markings comprise localisation information of
the own position and other marked geometries. A cor-
rection factor can be determined by comparing the po-
sition data of the map and the stereo cameras.
Figure 6 illustrates a possible geometric shape for ini-
tialisation. For this purpose, an identifiable geometry
is provided with significant points by using computer
vision algorithms. The retrievable spatial coordinates
of the marker can be captured by both stereo cameras.
The experimental set-up takes place in a games engine
(Unreal Engine 4 [Ue21]). This has the advantage
Figure 6: Initialisation of the coordinate systems of C1
(figure left) and C2 (figrue right) by using geometrically
arranged points on an object.
that a realistic environment can be created where all
parameters and physical settings are traceable. In
addition, static and dynamic objects can be used. The
movement sequences of the stereo cameras can also
be specified in the form of avatars. The user himself
serves as a reference. Since the captured images of
the cameras are position and time-dependent, a new
metadata record must be created. Table 1 shows the
relevant content of such metadata to reproduce the
temporally related informations. Thus, the connected
data are momentary images that help to reconstruct
the point cloud depending on its position. In addition
to sensor parameters, the already detected geometric
inital points in the point cloud are also collected. The
time stamp enables the synchronous and asynchronous
use of the cameras. In the metadata set, a further
distinction is made between the rotational orientation
of the image and the rotation as well as translation of
the entire stereo camera.
Image data Sensor IMU Point cloud
Timestamp Timestamp Timestamp
Resolution Translation Initial Points
Rotation Rotation 3D Coordinates
- Delta Geometric Type
Table 1: Reference-dependent metadata set. Such a
metadata record is created for each sensor and captured
data. In addition to image and localisation data, it also
contains information about the initialisation of the co-
ordinates.
The images of the stereo camera itself are already
aligned due to their static arrangement and therefore
do not need to be taken into account. For images with
dynamic spacing, the perspective of the image acquisi-
tion changes. As a result, the pixel rows are no longer
comparable using the SGM algorithm. Therefore, a
methodology must be considered for comparing the
individual images.
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Description CPU(i5-7300HQ@2.5GHz) GPU 0(31,9GB) GPU 1(35,9GB) RAM(64GB)
No-load Operation 4 % - 1.64 GHz 0 % 0 % 10 %
Simulation - Mean 44% - 2.86 GHz 1 % 38 % 12 %
Simulation - Maximum 75% - 2.86 GHz 11 % 41 % 13 %
Simulation - Minimum 9 % - 1.39 GHz 0 % 11 % 12 %
Real - Mean 54% - 3.14 GHz 0 % 12 % 13 %
Real - Maximum 78% - 3.09 GHz 7 % 12 % 13 %
Real - Minimum 54% - 3.14 GHz 0 % 12 % 13 %
Table 2: Performance comparison between real and simulated multisensor data during real time operation. The
no-load operation of computer is shown as a reference.
Figure 7 illustrates the dynamic distance relationship
between sensor C1, C2 and reference R. It shows that
depth perception can also be captured from stereo
cameras where the field of view appears larger. Since
the correct coordinates of the stereo cameras are known
through the initialisation, the dynamic distance C12
between C1 and C2 can be calculated. If the image
orientation of the vector field ~ν is corrected, the SGM
algorithm can be applied again and a depth image can
be generated. Using the generated position-fixed depth
images, a point cloud can be reconstructed that has
a wider field of view. By superimposing the depth
images, the localisation errors are also superimposed.
Figure 7: Two-dimensional representation of dynami-
cally arranged stereo cameras C1,C2 in relation to refer-
ence R. While camera C2 can only perceive object O1,
camera C1 captures both objects O1,O2 from its per-
spective. In contrast to a single stereo camera, the dis-
tance r1,r2 between reference R and cameras C1,C2, re-
spectively, are now non-static. The sensors move time-
dependently through the environment. By matching C1
and C2, the objects can be spatially captured in a larger
area.
5 RESULTS AND DISCUSSION
For the evaluation, we delineate an area on which two
avatars moved randomly. The periodic vibrations dur-
ing walking and randomly looking around in the envi-
ronment are also simulated. Both avatars are equipped
with a virtual stereo camera, which made video record-
ings during the entire measurement.
During this time the user acts as the reference and could
move freely around the terrain. Figure 8 shows the
marked movement area. It can also be seen that various
objects have been installed at different locations around
the simulation.
Figure 8: Marked green movement area of the avatars
Care was taken to use different sizes, different tex-
tures and reflective, transparent and rough surfaces.
For the simulation we used an Intel Core i5 proces-
sor (@2.5GHz), 64GB RAM, external GPU1 Nvidia
GeForce GTX 1050 Ti and the onboard GPU0 of Intel
HD Graphics 630. Since real sensor data differs from
synthetic data in its performance, we characterised the
acquisition of real-time and dynamic based sensor data
and arrived the measurement result in table 2. For mea-
suring the real data we used two stereo cameras of the
type ZED2 from Stereolabs and the manufacturer soft-
ware of ZED2. For the simulation, we recorded test
images of both stereo cameras, which contained posi-
tion data and image data. During the process, the depth
images and 3D points were calculated. In comparison
to the simulation, we recorded the image and position
data for the both ZED2 and also calculated the depth
perception and 3D points. On average, the performance
between real and synthetic data was not far apart. While
the simulated data required a higher GPU (38%), the
CPU load for real sensor data was somewhat higher
(54%). It was noticeable that real multisensors have
a higher sensitivity. In the static state, there is only a
slight fluctuation in power. As soon as the stereo cam-
eras were moved or rapid object movement occurred,
the CPU load increased up to 78%.
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Figure 9: Display of the disparity by increasing the distance between the cameras.
Simulating the motion sequences of synthetic data has
shown that the jerky rotations and oscillations caused
by the up and down movement influence depth percep-
tion.
Figure 10: Movement sequence of the stereo camera
C1.
This showed a speed-dependent change in perfor-
mance. In contrast, the performance of the synthetic
data was not influenced by movement sequences, but
there was a strong fluctuation in performance due to
several processes running simultaneously.
Basically, the technology works in soft real time. The
more visualisations are based on real time, the further
one moves away from real time. However, there are
ways to achieve real-time processing. During the
measurements, noticed that the real-time processing of
dynamic sensor data depends on a number of factors.
The speed of processing depends on the platform.
A scientific platform like Python is significantly
slower than a low level based platform like C/C++.
Furthermore, a better result can be achieved by using
other hardware resources. When using embedded
systems, this means that a master-slave system could
be essential. In the case of a computer, a GPU would
be a good choice. Software technical adaptations, such
as parallelising work processes as well as compressing
and timing algorithms, produce better results in real
time processing. In future Work, we want use the
methodologies to reach hard real time.
Figure 10 shows a random movement pattern of
the stereo cameras where a pointed inlet of the
movement line is visible.
We found that the simulated movements were too jerky.
It leads to distorted images and consequently to reduced
depth perception. Fast movements and natural vibration
are also present in real stereo cameras, but the images
are already stabilised by firmware. Thus, for the sim-
ulation we need to stabilise the cameras or dampen the
movements. Due to the random movements, the cam-
eras were only a few moments in right position for the
matching.
Figure 11: Movement sequence of the stereo cameras
(C1 - Blue) and (C2 - Green) in dependency of reference
(R - Red).
In addition, we analysed the disparity when the distance
between the cameras was increased. Figure 9 shows
the results of the changed baseline between the cam-
eras. For better illustration we show the disparity in
grey (upper row) as well as in colour (bottom row). We
increased the distance from 6.5 cm to 300 cm. To en-
sure comparability, the cameras were arranged paral-
lel to each other. The figure shows that the increase
in distance leads to a higher dispersion. From a base-
line of 50 cm, a scattering in the near range becomes
visible. With the further increase in distance, the dis-
persion increases from near to far range. Since we kept
the parameters constant, it is unclear whether parameter
adjustment would lead to a better result.
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It can also be seen that the far range in the disparity
becomes more visible with increasing distance. There
is a proportionality between the baseline and depth
visibility of the 3D points.
We conclude that the position matching worked well
where no incorrect positions were transmitted. The
result of the movement pattern of the both stereo
cameras and the reference is shown in figure 11. The
illustration shows that the stereo cameras are only
initially close to each other. Since there is no equally
identifiable geometry with increasing distance, we
come to the following consideration:
The synchronous implementation of a dynamic multi-
sensor systems is only possible for a limited distance.
As soon as the sensors are too far apart, we lose the
connection to the object. An expanding approach is
to implement the asynchronous matching of dynamic
multi-systems. For this implementation it is necessary
to store relevant images with the timestamp and
position in a map. By using an AI, the best positioned
images could be retrieved and matched with the images
from the stereo camera.
6 CONCLUSIONS AND FUTURE
WORK
In this paper we presented the concept of the syn-
chronous and dynamic use of multiple stereo cameras.
Our motivation was to improve challenges such as
faulty surfaces and textures, physical influences such
as light conditions, reflection, surface textures and
also weather conditions with the help of the expansion
of sensors. For this purpose, we use a simulation
environment that contained both static and dynamic
geometries as well as different textures and physical
properties. We used stereo cameras as test sensors,
each fixed to avatars from the simulation environment.
Dynamic matching of sensors is a promising technique
that can be use to optimise point clouds. We have
discovered that the synchronous implementation can
only be realised for limited distances because the
objects are no longer visible as the distance increases.
Since we consider the approach of asynchronous dy-
namic sensor matching, we will continue our research
work in this direction. It had already been shown that
there is a working range in which the distances can
be varied without getting a worse result. However,
the working range can be adjusted by modifying the
parameters of point cloud processing. In our future
work we will build on this knowledge and carry out
the parameter modification. For this purpose, we will
use an AI that recognises geometries for initialisation
as well as stored images of different postions. We will
further optimise the simulation and make adjustments
in the area of data storage and data processing. In
addition to AI, we will use an intelligent database to
map images and geometries. We want to identify the
minimum and maximum dynamic distance for sensory
perception of objects. Our measurement has already
shown that objects become smaller or no longer visible
as the distance increases. From this conclusion, we
want to research the dynamic systems behave with
overproportionally large objects.
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