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Let A be the incidence matrix of a block design constructed from 
a relative difference set. Let rp be the rank mod p of A where p is a 
prime. In this paper we find inequalities for rp and determine rp 
completely in some cases, in particular when A is the incidence 
matrix of the hyperplanes of a projective or Euclidean geometry. An 
inequality for the p-rank of arbitrary balanced incomplete block 
designs is also obtained. 
INTRODUCTION 
A difference set (v, k, ~, h) in a group G of order v re lat ive to a sub- 
group H of order h is a set of k elements gl ,  " ,  , gk of G such that  the 
equat ion 
--1 g~g~ = g, 
has exact ly k solutions for all g (~ H and no solut ion for g C H,  g ~ 1. 
I f  h = 1 then the set is cal led a difference set v, k, ~. 
The blocks 
Bo = (gig, " "  , gkg) 
form a group divisible design with parameters  ~1 = 0, h~ = ~, which 
for h = 1 reduce to a balanced incomplete block design. 
Re lat ive difference sets were first introduced by  Bose (1942). The 
general definition given here is due to Butson (1963). 
1 Sponsored by the Mathematics Research Center, United States Army, Madi- 
son, Wisconsin, under Contract No. DA-31-124-ARO-D-462. 
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The use of the incidence matrix of such a design, the design matrix of 
the difference set, for short, as a check matrix of an error correcting 
code (Graham and MacWilliams, 1966) using a majority rule decoding 
procedure was first proposed by Rudolph in a master thesis (1964). 
These codes were extensively studied and practically implemented 
by Weldon (1966, 1967). 
In all these codes the alphabet consists of residues mod. p, a prime, or 
more generally of the elements of a finite field with p~ elements, which 
we shall denote by GF (p"). It is therefore of great practical importance 
as well as of theoretical interest o find the rank mod p of such a design 
matrix, which we shall sometimes call the p-rank of the difference set. 
In Section 1 of this paper we shall prove a theorem which for Abelian 
groups and for (p, v) = 1 gives an upper bound for this p-rank and which, 
in certain cases, determines it completely. 
In the last three sections we shall determine the p-rank for the in- 
cidence matrices of the hyperplanes of EG (m, q) and PG (m, q) (the 
m-dimensional Euclidean and projective geometries over GF (q) which 
can in fact also be constructed as design matrices of difference sets. 
This p-rank has previously been obtained in special cases by Weldon 
(1967) and MaeWilliams (1966). The formula proved in this paper 
has however already been conjectured by Rudolph (1967). 
i 
Let G be an Abelian group and 6t the group ring of G over a field F, 
whose characteristic s prime to the order v of G. We shall extensively 
use the characters x of G and 61 and in particular the relations 
~x(g)  ={;  for g= 1, 
for g ¢ 1, (1) x 
x(g) =[0  for XCx l  (2) g 
If A = Y~'~o a~g then 
1 ~ x(A)x(g_l) = a~. (3) 
V x 
The notation is explained and formulas (1), (2), (3) are derived in 
Mann (1965), pp. 73-75. Note however that we are here writing the 
groups multiplicatively. 
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Let 
A = ~ a~g 
g 
be an element of ~. We associate with A the matrix (agg,-1), whose 
rows and columns are labeled by the group elements. We wish to find 
the rank of (agy l ) ,  which we shall also call the rank of A. 
To this purpose let 
(x(g)) 
be a matrix whose rows are labeled by the v characters × and whose 
columns are labeled by the v group elements g. The entry in row X and 
column g is x(g). 
We have 
(x(g)) (a~0*-~) (x(g-1)) r = v diag (x(A)) .  (4) 
To prove this relation we apply (2) to the element in row X and 
column X' of the l.h.s, of (4) and obtain 
E E a~g,-, x(g)x'(g *-~) 
g g* 
, , ,-1 /vx(A) for × = X' = ~ ~,agx(g)x(g )x (g ) = 
otherwise. o*  g 
This proves (4). Setting A = 1 in (4) we see that the matrix (x(g)) is 
non-singular. Hence we have 
THEOREM 1. Let A = ~ agg be an element of the group ring of an 
Abelian group G of order v over a field F whose characteristic is prime to v. 
Then the rank of A is equal to the number of characters x of G such that 
x(A) ~ 0. 
Note that in Theorem 1 the coefficients ag are in F and x(A) is an 
element of F(a) where a is a vth root of unity over F. We can however 
apply Theorem 1 also to the group ring 6~ of G over the domain ~ of 
integers. To this purpose consider the field R(~'~) where R is the field 
of rationals and ~'~ ~ primitive vth root of unity over R. Let ~(~'~) be 
the domain of integers of R (~).  Let f(x) be an irreducible factor rood p 
of the cyclotomie polynomial of order v. Then since 1, ~,, . . .  , ~'~)-~ 
is an integral basis for ~(~',) we know (see Mann, 1955, Theorem 8.1) 
that the ideal (f(¢~), p) of ~(~'~) is a prime ideM divisor (9 of p. Every 
prime ideal divisor of p c~n be written in this form and f(¢~) ~- 0(6~). 
Similarly if a is a root of f(x) over GF (p) then f (a )  = 0 ~nd a is a 
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primitive vth root of unity. Moreover the mapping ~-, ~-~ a is an isomor- 
phism r mapping the residues mod 6 ) into GF (p ) (a ) .  Let (Rp be the 
group ring of G over GF (p). Then the mapping ~ ~-~ a maps every 
character x of 6~ into a character x~ of (R~ in such a way that r (×(A) )  
= x~(A) for every A = ~ agg. In particular 
x(A)  - 0(6)) e-~ x~(A) = 0. (5) 
Hence we have 
THEOREM 2. Let A = ~-~g a~g be an element of the group ring of an 
Abelian group G of order v over the integers. Let (v, p) = 1. The p-rank of 
the matrix ( a~g,-~ ) is equal to the number of characters x such that 
x(A)  ~ 0(6 )) 
where • is a fixed prime ideal divisor of p in the field of vth roots of unity. 
For any set S in G we shall write 
s(t) = E 
gEs 
and S = S(1).  
Let D be a difference set relative to the subgroup H of G. Then by 
definition 
DD( - -1 )  = k -- ~,H + ~G. (6) 
I f  x is any character of G then ~(g) = x(g -~) is also a character and 
× = ~ if and only if x is of order 1 or 2 that is to say x(g) = ±1 for all g. 
I f  x (D)x (D( -1 ) )  = x (D)~(D)  = 0 then at most one of ×(D),  
~(D) is distinct from 0; both are zero if x(D)  = ~(D).  Let t be the 
number of elements of order 2 in G, t~ the number of elements of order 
2 in G/H and set vl = v/h. We have to consider the following cases: 
×(H) = h, x(G) - v 
x (H)  = h, x(G) = 0 
x (H)  -- 0, x(G) = 0 
number of x number of × ×(D)y~(D) 
of order 1 or 2 
1 1 k 2 
vl -- 1 tl It -- ~h 
v - -v l  t - -  tl k 
From this we get 
COROL~RY 2.1. Let D be a v, k, ~, h relative difference set. Let (p, v) = 1 
and vl = v/h. Let t be the number of elements of order 2 in G, tl that in 
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G/H. Let r~ be the p-rank of D then 
v+v l - -2 - - t+h 
o - - l  <=rp<__ 
2 
if 
2v -- Vl -~ 1 -- tl 
v - -v l+  l <-_rp< 
2 
k- -0 (p) ,  k - ~h ~ 0(p) ,  
Moreover r~ is equal to its upper bound if (x(D),  xD( -1 ) ,  p) = 1 
for all nonprincipal ×. 
The last condition is always fulfilled if k # 0(p2), k - ),h # 0(p 2) be- 
cause p has no multiple factors in R(~)  since (p, v) = 1. 
In the case of a difference set v, k, ~ one finds: I f /c  - ~ - 0(p) 
k -- ), # ,0@ 2 ) thenr~ = (v ~- 1)/2 if k # 0(p) and (v - 1)/2 if 
k ~ 0(p).  (v must be odd otherwise k - ~ is a square.) 
Another difference set v, k, ~ in which Corollary 2.1 gives the p-rank 
for all p is the difference set D consisting of the quadratic residues rood q 
where q is a prime and q - 3(4). In this case 
r 
x(n)  = ~-~ ~q, x(D) ~- ~(D) = --1 
r#O,r_~:~ (q) 
for every nonprincipal character x .  If (q + 1)/4 ~ 0(p) then 
rp = (q ~- 1)/2. 
I fp i s  odd andq --- -~(p)  andA = D -~ (~ -t- 1)/2 we have, 
choosing ~ - 1(2), 
AA( -1 )  = ¼[(q~- 2_t_ (q -  1~-2~)G].  
Hence for every nonprincipal character x we have 
x (A)×(A( -1 ) )  -= 0(p). 
On the other hand 
(x(A),  x (A( -1 ) ) ,  p) = (% p) = 1 
k ~ 0(p), k - ~h ~ 0(p),  
v- - t - -1  
r~ < if k~ O(p), k - -hh~O(p) ,  
= 2 
rp = v ~ k ~ O(p), k - -hh~ O(p). 
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and this means that one and only one of x(A) ,  x(A ( - 1) ) is divisible by 
a fixed prime divisor (P of p. Also 
f; xl(A) 0(p) for v = 1. 
Now if M(A) ,  M(D)  denote the matrices of A and D respectively we 
have 
3 '+1 M(A)  = M(D)  + ~ I 
where I is the identity. Hence 
v+l  ) 
p-rank M(D)  + ~ I  = 
q+l  
~ -  if v~ l (p ) ,  
l(p). if 
(The above result was communicated to one of the authors by A. M. 
Gleason.) 
For difference sets D with parameter values v, k, ~, where 
/~ -- ~ ~- 0(p 2) the parameters v, k, ;~ do not necessarily determine the 
p rank of D. For instance the difference set 31, 15, 7 constructed from 
the hyperplanes of PG (2, 4) by the method of Section 2 has by Theorem 
3 the 2-rank 6, while the quadratic residue difference set with the same 
parameters has as we have shown the 2-rank 16. 
2 
Let q = p~, p a prime and let v = q~ - 1. Let E be the field GF (q) 
and let a denote a fixed primitive vth root of unity over E. Then 
a C GF (q~) and is a generator of the multiplicative group of GF (q~). 
The minimal polynomial f (x )  of a over E is of degree m. In fact 
m--1 
f (x )  = I I  (x - a qt) = bo q- blx q- . . .  q- b~2,  biC E. (7) 
t~O 
m-- l .  1,a, . . .  ,a  mabasisof  GF (q~) overGF (q) . Hence for 0 =< j =< v--  1 
we have 
a ~ = ~ y¢ia ~ (8) 
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The coordinates of the vector 
yj = (yio, " '" , yim-1) 
will be called the coordinates of a i. The set of these vectors may be 
regarded as the nonzero points of a Euclidean geometry EG (m, q) 
over E. 
The points whose coordinates satisfy a nonhomogeneous linear equa- 
tion 
t~x~ = tin, t~ C E, tm ~ 0 (9) 
are the qm-1 points of a hyperplane of EG (m, q). The exponents j of 
the corresponding powers of a form a difference set D rood v relative to 
the subgroup generated by (q~ - 1)/(q - 1), (Bose, 1942). 
Let {) = (00,01, .. • , G-I) be the vector defined by 
0j = 1 if j ED ,  
0j = 0 otherwise. 
We shall say that 0 is the incidence vector of a Euclidean hyperplane 
(briefly an EH vector). Every hyperplane of EG (m, q) which does not 
contain the origin corresponds to an EH vector and every incidence 
vector is a cyclic permutation of 0. We consider the circulant matrix 
whose first row is 0 and shall determine its p-rank in Section 4. (This 
matrix is in fact the design matrix of D of Section 1.) 
Let r = (q~ -- 1)/(q - 1). We have d = ~0CE and 
Ot r+ j  ~ aJ Z Y]i Oti" 
i=0 
Thus the coordinates of the points 1, a, • • • , d -1 represent all the points 
of a projective geometry, PG (m - 1, q). 
The a:, 0 ~ j _-_ r -- I whose coordinates satisfy a linear homogeneous 
relation 
m--1 
tiyi = O, t~ C E (10) 
are the points of a hyperplane of PG (m - 1, q). The corresponding 
values o f j  form a difference set mod (q'~ - 1)/(q - 1) (Singer, 1938; 
also Mann, 1965, Theorem 6.1). We wish to determine the p-rank of the 
design matrix N of this difference set. 
In order to be able to apply the same arguments to the projective 
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and Euclidean ease we shall consider (q - 1) replications of the in- 
cidence vector of the difference set. 
Let PD be the set of exponents j, 0 = j _-_ v -- 1 such that the co- 
ordinates of d" satisfy the equation (10) clearly j C PD i f f j  -t- r C PD. 
Let 0* (00", * . . . .  ,0~-1) be the incidence vector of PD defined by 
0i* = 1 if jE  PD, 
0j* = 0 if j~PD 
We shall say that 0" is a PH (projective hyperplane) vector. The 
vector 0* consists of q - I replications of the same incidence vector of 
the projective hyperplane defined by (10). Every projective hyper- 
plane of PG (m - 1, q) is represented in this way by a PH vector and 
every PH vector is a cyclic permutation of 0". 
Let M(0*) be the eirculant matrix with first row 0". The first r rows 
of M(0*) consist of q - 1 repetitions of the design matrix N and the 
p-rank of M(0*) is clearly equal to the p-rank of N. Hence instead of 
the p-rank of N we shall determine the p-rank of M(0*).  
3 
Let E ~ be the v-dimensional vector space over E. Consider again 
Eq. (8) and form the matrix 
yo0 " " " yv - -1  0 
Q .= : 
yore - -1  " " " yn - -1  m- -1  
Let C be the subspaee of E ~ consisting of those vectors which are or- 
thogonal to each row of Q; that is, 
{ i } C = z0 • • • z~-i , zi Yii -~ 0, j -= 0, • • • , ~ -- 1 . 
i=0 
We say that C is a code with check matrix Q (see Graham and Mac- 
Williams, 1966). The matrix Q has rank m since the first m columns 
form a unit matrix. Hence C has rank v - m. I f  f (x )  is the irreducible 
polynomial for a over E and, as in (7) 
f (x )  = bo -t- blx ~- " ."  -t- bmx m, 
then (8) shows that the vector of E * 
(bo, b l ,  " "  , b,~, O, " . .  , O) 
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and all its cyclic permutations are vectors of C. But these are precisely 
v - m independent vectors, so form a basis for C. Hence C is an ideal 
in the (principul ideul) residue ring E[x] / (x  ~ - 1), in fact the ideal 
generated by f (x ) .  
Polynomials in the sense used here are residue classes mod x ~ - 1 
and must always be reduced rood x ~ - 1. Let 
g(x)  = b,, + bin- ix + . . .  + box m 
which has a -1 us a root and let 
(x ~-  1 ) /g (x )  = h(x )  = hoW hlx + . . .  + hv._~x ~--~, h~E E.  (11) 
We have g(x)h(x )  ~ O(x ~ - 1) hence 
boho + blhl + . . .  + bmh,~ = O, 
bohl + blh2 + " "  b.~h,~+l = O, 
blho + . . "  + b,~hm-1 = O. 
This shows that the v dimensional vector 
(h0, hi, . . . ,  h~_~, 0 . . .  0), 
and all its cyclic permutations, are orthogonul to the vectors of C. 
Hence the code generated by h(x)  is in the code orthogonal to C and, 
since the degree of h(x)  is v - m, it generates the whole code orthogonal 
to C, that is to say the code generated by Q. 
To every linear form 
rn--1 
a~yi, as  ~ E ,  
i=o 
corresponds a v dimensional vector 
U = (UO, * ' "  , "~v--i) 
where 
m--1 
Uj  = E a iy j i  . 
o 
The vector u is in the code generated by Q hence 
V--1 
u(x) = ~uy = O(h(x)). 
j~O 
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On the other hand if 
then (no, . . .  
EH vectors 
v--1 
u(z) = ~u,x ' -  0(h(x)) 
i=9  
, u~-l) is ia the code generated by Q. This shows that all 
t) = (00 ,  " - "  , 0~_1)  
can be obtained by setting for some u(x)  = s (x)h(x)  
0 s = 1 if us# 0, 
0j = 0 otherwise. 
Similarly M1 PH vectors 0* can be obtained by setting for some 
u(x) = 8(x)h(x) 
0s* = 1 if us= 0, 
0i* = 0 otherwise. 
A moment's reflection will show that 
v--1 v--1 v--1 
D(x) = ~o/= ~J -  ~ (us - tin)°% j, t,~ ~ O, (12) 
S =o j =o .i=o 
if 0 is an EH vector, and 
v --1 v --1 v --1 
D*(x)  = ~Os*x¢= ~-~,x j -  ~u~q-1)x j, (13) 
S=O j=O S=o 
if O* is a PH vector. 
By Theorem 1, the rank of the design matrix of D equals the number 
of vth roots of unity which are not roots of D(x)  since the residue ring 
E[x]/(x ~ - 1) is isomorphic to the group ring of a cyclic group of order 
v over E. 
For any polynomial f (x )  we shall say that 3 is a non root of f (x )  if 
and only if ~ is a vth root of unity and f(~) # 0. We will determine the 
rank of D by choosing u(x)  so that it will be possible to find the non 
roots of D(x)  from formulas (12) or (13) respectively. 
Since g(x) = x ~ - 1/h(x)  is prime to h(x) we can determine (x) 
so that 
v--1 
e(~) = ~e,~ ~-- l(g(~)) 
i=0  
O(h(x)) .  (14) 
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We then have if/3 denotes a vth root of unity 
e(~)  = 1 if g(~) = 0 
(15) e(fl) = 0 if g(~) # 0 
moreover the vector e = (eo, e~, .. • , e,-l) is a vector of the row space 
of Q, thus gives rise to an EH and a PH vector 
v--I v--1 
D(x)  = E~i  E (e~ - "~-~ J - t,~) x ,  (12') 
j=o j=o 
v~l  v~l  
D*(x)  = ~x i - ~ (ej)q-lx': (13') 
j~o j=o 
We first prove two lemmas. 
I~EMMA 1. Let g(x)  be any divisor of x ~ -- 1 and let h(x)  = (x ~ -- 1)/  
g(x) .  Let (v, p) = 1, q = pS. Let ~ denote generically a vth root of unity 
over GF(q).  Let 
a(x)  = ~'~a~x'~ O(h(x) ) ,  
i=O 
then 
a(fl)~ -1 = va~. (16) 
a (~) =o 
Proof. From the inversion formula (3) we have 
a(~)~ -~ = val. 
The polynomial x~ -- 1 has no double roots over GF (q). Hence h(t3) = 0 
if and only if g(~) ~ 0. But a(~) = 0 if h(f~) = 0 and this yields (16). 
Formula (16) is essentially due to 5/Iattson and Solomon (1961). 
LEMMA 2. Consider the group ring of an Abelian group G, of order v, 
over a field F whose characteristic is w ime to v. For each g C G let 
va~ = ~ lx x(g-~). 
x 
Let A = ~gc~ a~g, then 
x(A)  = lx. 
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Proof. Setting ~(g) = ×(g-l) we have on account of (2) 
x(A)  E:  agx(g) 1E :  ~ - '  = = - l~, x (g)x(g) 
g~G V gEG X t 
= 1- Z ix, F. ~'x(g) = l,,. 
~) X ~ g 
This proves Lemma 2. 
COROnLAnY. Let ~ generically denote a vth root of unity over a field F 
whose characteristic is prime to v. Put 
va~ = ~ l~  -~, i=  O, . . .  , v -- 1. 
Let f (x )  = ~ a~x ~ then 
f (~) = lo. 
The corollary follows if we apply Lcmma 2 to the group ring of a cyclic 
group of order v over a field F. 
In particular the non roots of f (x )  are preciselY those vth roots of 
unity/~ for which l~ ~ 0. 
Lemma 1 applied to e(x) of (14) gives 
m--1 
re, = -e ,  = ~ /~-' = ~ (~')~', ~ as in (7). 
g(fl)=O t=0 
From (12') and (13') we get, choosing t~ = -1  in (12), 
m--1 \q - -1  
Oi = 1 - 1 - -  t~=oaiqt ) , 
/m- -1  \q - -1  
I 
v--1 
By the corollary to Lemm~ 2 ~-~ will be a nonzero of D (x) = ~i=o Oix 
if and only if the coefficient of ~p in the expansion of 
m--I tNq--i 
= 1 - 1 - Z ) (17) 
is not 0. Similarly, a- iwi l l  be a nonzero f D(x)  = ~.  O~*x ~ if and only if 
~,~ occurs in the expansion of 
/ m--1 ~ \q- -1  
~4th a nonzero coefficient. 
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We shall carry out the calculations for the Euclidean ease in detail. 
The projective case can be treated in a similar way. 
We may write 
(1 m-1 ~,q-1 = - t~=o'Yq)  '+v'-~) (19) _ t~__0 ~/  ) (1 ~-1 ''('-1)(~+'+'' 
The exponents occurring in the multinomial expansion of (1 - 
~-~.T~I ,q~)~-1 are all of the form 
£qtl  + . . .  + j~qt. (20) 
where0<h< "'" <re<m- land3"1+""  + jo  <p- l .Moreover  
the coefficients of these powers of ~ are all prime to p. Two exponents of 
this type are distinct if t~, • • •, t, or j~, • • • ,  j~ are distinct. Moreover 
every exponent of type (20) occurs. Hence (17) becomes 
= 1 -- ~ c~ 1 . . .  c~.3Z~+P~i~+'"+P'- 1~ " (21) 
where the sums are extended over all numbers r~ of the form (20) and 
the c~ are not 0. Hence we finally get 
~k(~) = ~z ,3  '~, (22) 
where the sum is extended over all z > 0 of the form 
s--1 m--1 
z = ~_~t~,p~q ~, ~t~j  =< p =< 1 i = 0, . . . ,  s -- 1 (23) 
i=0 j=o  i 
and z~ ~ O. 
Let Qm(p - 1) be the number of partitions of all nonnegative num- 
bers =p -- 1 into m nonnegative summands. The number of numbers 
of the form (23) is the number of terms in 22 and is given by 
(Q,~(p - 1)) '  - 1, 
and this is the number of non roots of (12). A similar argument shows 
that the non roots of D*(x)  in (13) are given by the element 1 and by 
all a -~ such that 
s--1 m--1 
J = E ~t~ip 'q  j, ~t i i  = p -- 1. (24) 
i=0 j=O .~ 
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The number of non roots of D*(x)  in (13) is therefore 
(P, , (p - 1))' q- 1, 
where P,~(p -- 1) is the number of partitions of p - 1 into m summands. 
It  is well known that 
Pm(t) =(m-kt - - l )=~mq-t~ i )  
t \ m- -1  ' 
Hence we have (note that the projective geometry considered was 
(m - 1) dimensional). 
THEOREM 3. The p-rank of the incidence matrix of the hyperplanes of a 
m-dimensi°nal Euclidean or projective geometry over GF (pS) is 
( re+p- -1  +e 
In  
where e = -+- 1 for the projective and e = - 1 for the Euclidean geometry. If 
p = ~t iq  ~ 0 <= t~< q 
then we put 
co(p)  = 
I t  is not difficult to verify from (237 that 
cq(ap ~) <= (q -  1) (25) 
for all i and that (237 represents all numbers <qm which satisfy 25. 
Similarly (24) represents all j such that 0 < j =< q'~ and 
cq(p~) = q -- 1 (26) 
for all Values of i. 
5 
A part of Theorem 2 can be generalized to balanced incomplete block 
designs. We shall prove 
TUEO*tEM 4. Let A be the incidence matrix of a balanced incomplete 
block design with parameters v, k, X and let n = £ - -  ),. Let p be a divisor of 
n. Then the p-rank of A is at most (v q- e)/2 where e = O i f  Ic ~ O(p) and 
e = 1 otherwise. 
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We have 
AA r = n I  + ~,J - X J (p) ,  (27) 
where J is a v X v matrix all of whose elements are 1. 
I f  B, C are square matrices of order v over any field then (MacDuffee 
1933, Chapter I, Corollary 8.3) 
(28) rank (B) + rank (C) =< v + rank (BC) .  (28) 
We may consider A as a matrix over GF (p). The matrix J has rank 1. 
Hence the rank of the right side of (27) is e as defined in Theorem 4 
and Theorem 4 follows. 
Note added in proof. After completion of this paper it came to the 
authors' attention that Theorem 3 had already been obtained for projec- 
tive geometries by I. M. Goethals and P. Delsart. (On a class of majority 
logic decodable codes, forthcoming I EEE  Trans. Inform. Theory.) Their 
methods are however quite different from those presented here. 
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