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Resumo
A Análise Conjunta de regressões, ACR, tem sido uma ténia bastante utilizada
no domínio da avaliação de ultivares.
O prinipal objetivo desta dissertação é a extensão da apliação da ténia ACR,
na medida em que passamos duma análise usual, em que se tem em atenção ape-
nas as produções de ada ultivar, para o aso em que se onsidera o valor
eonómio, traduzido pelo peso espeío.
A apliação da ténia onsistia até agora, no ajustamento de regressões lineares
da produção de ada ultivar no índie ambiental.
Aprofundaremos a sua apliação a planos de melhoramento, logo a asos em que
se tem um número alargado de anos de ensaios efetuados.
Abordaremos a problemátia assoiada à onvergênia do algoritmo zig-zag, ap-
resentando uma validação de ajustamentos efetuada, através dum modelo linear
para os resíduos.
Daremos ênfase ao oneito de quase normalidade multipliativa, através de um
onjunto de simulações que nos permitirão tirar onlusões importantes tendo
em vista a apliação prátia.
iv
Abstrat
Joint Regression Analysis, JRA, has been a widely used tehnique on the evalu-
ation of ultivars.
The aim of this dissertation is to extend the appliation of JRA, as we go from a
regular analysis in whih is paid attention only to the prodution of eah ulti-
var, to the ase in whih is onsidered the eonomi value, given by the spei
weight. The appliation of this tehnique so far onsisted in the adjustment of
linear regressions of the prodution of eah ultivar on the environmental index.
We will deepen its appliation to improvement plans, so to ases in whih we
have a wide number of years of trials done.
We will disuss the problems related to the onvergene of the zig-zag algorithm,
presenting a validation of adjustments through a linear model for the residues.
We will emphasise the onept of the multipliative approximate normality through
a set of simulations whih will allow us to ahieve important onlusions on-
erning the pratial appliation.
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Capítulo 1
Introdução
A análise onjunta de regressões, ACR, é uma ténia que tem sido utilizada na
análise onjunta de ensaios de omparação de ultivares.
Esta ténia foi iniialmente utilizada para ensaios om os mesmos ultivares
sendo depois, ver Pinto(2006), extendida à ondução de planos de melhoramento.
Nestes planos haverá entrada e saída de ultivares.
A variável base das apliações da ACR tem sido o rendimento. Vamos agora ver
omo é possível inorporar na mesma informação adiional que se tenha, o valor
das produções dos diferentes ultivares. Tipiamente esta informação só estará
disponível para uma fração pequena de resultados.
Ora na ACR ajusta-se por ultivar uma regressão linear da produção numa var-
iável, o índie ambiental, que mede a apaidade produtiva. Assim o oeiente
angular β medirá a taxa de aumento da produção om a melhoria das apai-
dades. Se se tiver uma medida V do valor da produção, βV medirá a taxa de
aumento da produção om a apaidade produtiva. Dado que atualmente se
valorizam ultivares om boa apaidade de aproveitar ondições de alta fertili-
dade é natural utilizar os valores de βV para omparar os ultivares.
A m de poder realizar inferênia omeçamos por mostrar, no apítulo 2, que o
produto de variáveis normais independentes uma das quais om baixo oeiente
de variação é aproximadamente normal.
Em seguida no apítulo 3 apresentamos a ACR lássia mostrando omo a apliar
a um plano de melhoramento.
Segue-se o apítulo 4 onde se mostra omo apliar a ACR ompletada onsiderando-
se a informação adiional.
Finalmente no apítulo 5 aplia-se a ténia desenvolvida ao plano português de
melhoramento da aveia (1984-2004).
1
Capítulo 2
Quase-Normalidade Multipliativa
2.1 Considerações prévias
Dadas duas variáveis normais independentes X1 e X2 om valores médios µ1 e µ2
e desvios padrões σ1 e σ2 respetivamente, esrevendo-se Xℓ ∼ N(µℓ, σℓ); ℓ = 1, 2,
vamos mostrar que quando o oeiente de variação
c1 =
σ1
µ1
é suientemente pequeno X1X2 é aproximadamente normal om valor médio
µ1µ2 e desvio padrão µ1σ2, esrevendo-se
X1X2∼N(µ1µ2, µ1σ2)
Com efeito tem-se X1 = X˙ + µ1 om X˙∼N(0, σ1), pelo que
X1X2 = X˙X2 + µ1X2
tendo-se µ1X2∼N(µ1µ2, µ1σ2).
Ora na seção seguinte mostramos que, representando por
qc
→ a onvergênia
quase erta,
2
2.2. CONVERGÊNCIA QUASE CERTA 3
X1X2
µ1X2
qc
−−−−−−→
µ1→+∞
1
em ondições extremamente gerais.
Em seguida na alínea 2.3 apresentaremos os resultados de simulações que mostram
que, no aso de produtos de variáveis normais independentes, não é preiso exigir
valores muito baixos para c1 para que o produto possa ser tratado omo normal.
2.2 Convergênia quase erta
Comeemos por estabeleer
Proposição 2.1 Consideremos U = (X1 + bn)X2 e V = bnX2, om X1 e X2
variáveis aleatórias X1∼(µ1, σ1) independente de X2∼(µ2, σ2) om bn onstante.
Tem-se
V ar(U)
V ar(V )−−−−→bn→∞
1 (2.2.1)
Dem: Failmente se obtêm, os valores médios E(U) = E[(X1 + bn)X2] = (µ1 +
bn)µ2 e E(V ) = E(bnX2) = bnE(X2) = bnµ2.
Por outro lado temos as variânias
V ar(U) = (b2n + σ
2
1)(µ
2
2 + σ
2
2)− [(µ1 + bn)µ2]
2
= b2nµ
2
2 + b
2
nσ
2
2 + σ
2
1 − (µ1 + bn)
2µ22
= b2nσ
2
2 + σ
2
1µ
2
2 + σ
2
1σ
2
2 − µ
2
1µ
2
2 − 2bnµ1µ
2
2
e
V ar(V ) = b2nV ar(X2) = b
2
nσ
2
2
então virá
V ar(U)
V ar(V )
= 1 +
σ21µ
2
2
b2nσ
2
2
+
σ21
b2n
−
µ21µ
2
2
b2nσ
2
2
−
2µ1µ22
bnσ22
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pelo que
V ar(U)
V ar(V )−−−−→bn→∞
1 (2.2.2)

Representemos agora a onvergênia quase erta por
qc
→ e estabeleçamos a
Proposição 2.2 Se bn → +∞ , qualquer que seja a variável aleatória Z tem-se
Z
bn
qc
−−−−−→
n→+∞0
Dem: Qualquer que seja k > 0 existe n¯ tal que, para n > n¯, bn > k pelo que,
om ǫ > 0, −kǫ≤Zn≤kǫ impliará
⋂+∞
n=n¯(−bnǫ≤Zn≤bnǫ), tendo-se, om FZ a
distribuição de Z
pr(
⋂+∞
n=n¯(
∣∣∣Znbn
∣∣∣≤ǫ)) = pr(⋂+∞n=n¯(−bnǫ≤Zn≤bnǫ))≥pr(−kǫ≤Zn≤kǫ) = F (kǫ) −
F (−kǫ)
Assim qualquer que seja k, ter-se-á
pr(
⋃∞
m=1
⋂∞
m=n(
∣∣∣Znbn
∣∣∣≤ǫ))≥F (kǫ)− F (−kǫ)
vindo, qualquer que seja ǫ > 0
pr(
⋃∞
m=1
⋂∞
m=n(
∣∣∣Znbn
∣∣∣≤ǫ)) = 1
Para ompletar a demonstração basta observar que, ver Loéve(1961),⋃∞
m=1
⋂∞
m=n(
∣∣∣Znbn
∣∣∣≤ǫ)) é o limite inferior da suessão {An(ǫ)} de aonteimentos
ujo termo geral veria-se se e só se
∣∣∣Znbn
∣∣∣≤ǫ. 
Corolário 2.1 Dado um par qualquer X1,X2 de variáveis aleatórias normais
independentes tem-se, aso bn→+∞,
(X1+bn)X2
bnX2
qc
−−−−−→
n→+∞1
Dem: Basta observar que
(X1+bn)X2
bnX2
= 1 + X1
bn
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Além disso as simulações efetuadas mostram que se Xℓ∼N(µℓ, σℓ); ℓ = 1, 2, e o
oeiente de variação for suientemente pequeno então X1X2∼N(µ1µ2, µ1σ2).

2.3 Simulações
Apresentam-se nesta seção os resultados dum onjunto de simulações realizadas
utilizando a apliação R. Para ada ombinação de parâmetros foram geradas
1000 amostras onstituídas por 100 pares de valores para X1 e X2, dos quais re-
sultam 100 valores para U = X1X2. A normalidade dessas amostras foi testada
usando o teste Kolmogorov-Smirnov orrespondente. Na geração das amostras
assumimos que Xℓ∼N(µℓ, σℓ),ℓ = 1, 2 tendo sido onsideradas as propriedades
bem onheidas da distribuição normal.
No primeiro onjunto de simulações tomámos µℓ ∈ {1, 2, 5, 7, 10, 15, 20, 25, 30} e
σℓ ∈ {1, 10, 100}, ℓ = 1, 2. Os números de rejeições ao nível de signiânia de
1% são apresentados nas tabelas 2.1, 2.2 e 2.3. Na primeira e segunda tabelas
veriamos que quando µ1 predomina sobre µ2 o número de rejeições ai lara-
mente.
Tal queda não se veria no aso apresentado na Tabela 2.3. Este omporta-
mento é onordante om o que seria de esperar, uma vez que os oeientes de
variação são muito maiores no aso da tabela 2.3.
Observe-se que o predominio de µ1 sobre µ2 orresponderá a ter-se oeiente de
variação menor para X1 do que para X2.
Tabela 2.1: Número de rejeições para (α = 1%), σ1 = σ2 = 1
µ2
µ1 1 2 5 7 10 15 20 25 30
1 756 999 1000 1000 1000 1000 1000 1000 1000
2 123 463 1000 1000 1000 1000 1000 1000 1000
5 12 22 218 714 994 1000 1000 1000 1000
7 8 11 64 216 761 998 1000 1000 1000
10 8 10 17 65 214 807 996 1000 1000
15 5 8 12 13 44 211 621 928 992
20 4 7 8 12 20 69 189 500 800
25 7 16 10 10 11 26 75 197 433
30 9 5 6 9 15 20 40 100 185
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Tabela 2.2: Número de rejeições para (α = 1%), σ1 = σ2 = 10
µ2
µ1 1 2 5 7 10 15 20 25 30
1 1000 1000 1000 1000 1000 1000 1000 1000 1000
2 1000 1000 1000 1000 1000 1000 1000 1000 1000
5 235 279 696 946 1000 1000 1000 1000 1000
7 54 96 472 740 956 999 1000 1000 1000
10 66 100 320 501 759 966 996 1000 1000
15 61 50 136 204 335 567 864 960 996
20 38 35 62 80 154 286 460 720 882
25 21 19 23 41 62 132 233 377 609
30 9 7 16 15 33 57 107 184 343
Tabela 2.3: Número de rejeições para (α = 1%), σ1 = σ2 = 100
µ2
µ1 1 2 5 7 10 15 20 25 30
1 1000 1000 1000 1000 1000 1000 1000 1000 1000
2 1000 1000 1000 1000 1000 1000 1000 1000 1000
5 1000 1000 1000 1000 1000 1000 1000 1000 1000
7 1000 1000 1000 1000 1000 1000 1000 1000 1000
10 1000 1000 1000 1000 1000 1000 1000 1000 1000
15 1000 1000 1000 1000 1000 1000 1000 1000 1000
20 1000 999 1000 999 1000 999 999 1000 1000
25 996 997 991 996 992 988 993 996 997
30 916 924 934 930 926 937 944 949 967
Em seguida realizou-se uma segunda série de simulações, tomando omo ante-
riormente σ1 = σ2 ∈ {1, 10, 100}. Agora µ1[µ2] toma os valores inteiros de 1 a
100[1 a 20℄. Neste aso optámos por uma representação gráa dos resultados
que se apresentam nas guras 2.1, 2.2 e 2.3.
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Figura 2.1: Número de rejeições para (α = 1%); σ1 = σ2 = 1;µ1 =
1, 2, ..., 100;µ2 = 1, 2, ..., 20
Figura 2.2: Número de rejeições para (α = 1%); σ1 = σ2 = 10;µ1 =
1, 2, ..., 100;µ2 = 1, 2, ..., 20
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Figura 2.3: Número de rejeições para (α = 1%); σ1 = σ2 = 100;µ1 =
1, 2, ..., 100;µ2 = 1, 2, ..., 20
A queda abrupta no número de rejeições é mais uma vez bem visível. A geometria
assoiada a esta queda revela-se interessante. Quando se onsideram valores
resentes de θ = µ1
µ2
tem-se um primeiro onjunto para o qual existem muitas
rejeições, após isso tem-se a queda. A projeção desta queda na horizontal situa-
se aproximadamente ao longo da linha reta µ1 = µ2. Para ompletar o estudo
da aproximação à normalidade tomou-se um tereiro onjunto de simulações,
onsiderando novamente σ1 = σ2 ∈ {1, 10, 100} e agora µℓ = 1 + 100·i; i =
0, 1, 2, ..., 100 , ℓ = 1, 2. Deste modo obtivemos as guras 2.4, 2.5 e 2.6.
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Figura 2.4: Número de rejeições para (α = 1%); σ1 = σ2 = 1;µℓ = 1 + 100.i; i =
0, 1, 2, ..., 100; ℓ = 1, 2
Figura 2.5: Número de rejeições para (α = 1%); σ1 = σ2 = 10;µℓ = 1+100.i; i =
0, 1, 2, ..., 100; ℓ = 1, 2
2.3. SIMULAÇÕES 10
Figura 2.6: Número de rejeições para (α = 1%); σ1 = σ2 = 100;µℓ = 1+100.i; i =
0, 1, 2, ..., 100; ℓ = 1, 2
As guras sugerem a existênia de dois valores θ′ e θ′′ tais que quando µ1
µ2
<θ′[>θ′′℄
o ráio das rejeições da normalidade é muito alto[baixo℄. A queda no ráio das
rejeições oorre para valores intermédios de θ = µ1
µ2
. Os valores de θ′′ tendem a
aproximar-se de 1.
Capítulo 3
Análise Conjunta de Regressões
3.1 Enquadramento histório da ACR
Aastveit e Mejza (1992) ao onsiderarem os resultados estatístios para estudo
da interação genótipo x ambiente oloaram a Análise Conjunta de Regressões,
ACR no grupo dos métodos baseados na Análise de Regressões.
Históriamente a análise de regressões tem sido utilizada para interpretar redes
de ensaios destinados à omparação de ultivares. O nome da ténia provinha
de se ajustar uma regressão linear por ultivar. A ténia foi originalmente de-
srita por Mooers (1921) tendo sido introduzida por Yates & Cohran (1938),
que alularam a média total de todos os ultivares em determinado ambiente e
designaram essa medida por índie ambiental. Os autores estudavam o ompor-
tamento dum ultivar através da regressão linear das produções do mesmo nos
índies ambientais.
Na déada de sessenta suessivas investigações em ACR onduzem a grandes
avanços da ténia, permitindo a sua utilização na omparação do desempenho
de ultivares quando sujeitos a um vasto leque de apaidades produtivas dos
pares (loal, ano). Salientam-se os ontributos dos trabalhos de Finlay & Wilkin-
son (1963), de Eberlhart & Russel (1966) e de Perkins & Jinks (1968).
Apesar das inúmeras vantagens apresentadas pelo uso das ténias de ACR, estas
têm algumas limitações, por exemplo as apontadas no trabalho de Romagosa &
Fox (1993), que salientam a fragilidade da ACR quando os ambientes testados
são restritos em número e em diversidade, quando os ultivares inluídos foram
já alvo de forte seleção ou quando não são suientemente representativos para
adequação ao modelo.
Wesott (1986) e Lin et al. (1986) ritiam também o fato de a ACR não onsid-
11
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erar variáveis ambientais espeías, e alertam para o fato de que om a esolha
da média de todos os ultivares em ada ondição omo índie ambiental, poder
não de veriar a independênia entre as variáveis espeialmente se o número de
ultivares for inferior a quinze. No entanto outros autores ontra-argumentaram
e onsideram essa rítia pouo relevante, por exemplo Beker & Leon (1988).
De fato a ténia ACR tem-se revelado extremamente útil, quer no que respeita
à análise da interação ultivar versus ambiente relativamente à produtividade
ou rendimento, quer na abordagem aos problemas de estabilidade. A questão
da estabilidade foi já bastante estudada e de entre os vários métodos desenvolvi-
dos nesta área destaa-se o método de Toler (1990). Com base num modelo de
regressão não linear nos parâmetros, este método surge omo uma das alterna-
tivas para ontornar os problemas de estimação do índie ambiental, permitindo
também a realização de inferênia no que respeita aos parâmetros, sendo poste-
riormente desenvolvido em Toler & Burrows (1998). Fazemos ainda referênia a
outros importantes trabalhos: Nguyen et al. (1980), Gray, E. (1982), Zobel et
al. (1988), Jalalaluddin, M.D. e Harrison, S.A. (1993), Branourt-Humel, M.,
Leomte, C. (1994). Embora o problema da estabilidade seja extremamente im-
portante, atualmente reveste-se de ênfase espeial a proura de ultivares om
boas apaidades de produção sendo neste aspeto que onentraremos o nosso
estudo.
Em Portugal a investigação na área da ACR omeça a evideniar-se nos anos
oitenta, om os trabalhos de Gusmão(1985), (1986a), (1986b). Entre outros re-
sultados, o autor mostra que a onsideração de índies ambientais distintos para
os diferentes bloos, em vez de um únio índie ambiental por ensaio, onduz a
uma forte melhoria da preisão dos ajustamentos. São exemplos de outros tra-
balhos relevantes no âmbito da investigação em Portugal: Gusmão et al. (1991a),
(1991b), (1992a), (1992b), (1993a), (1993b), (1995), Ferreira et al. (1990), Maçãs
et al. (1990), Mexia et al. (1991) e Dias (2000).
Os trabalhos iniialmente apresentados por Gusmão (1985) e (1986a) reetiam
apliações da ACR a redes de ensaios em bloos asualizados, em que os índies
ambientais orrespondiam aos rendimentos médios dos diversos bloos. Assim,
para ada bloo era alulada a média das produções ajustando-se, ultivar a ul-
tivar, regressões lineares das produções nas médias. Uma limitação desta ténia
surge pelo fato de a sua apliação apenas ser possível em situações de bloos
ompletos asualizados e para além disso surgem algumas objeções quanto à
onsideração das produções médias omo valores de uma variável ontrolada.
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Estas limitações foram ultrapassadas no trabalho de Mexia et al. (1999), om
a introdução dos índies ambientais L2 e extensão das ténias de ACR aos
planos em bloos inompletos. Na dissertação de Pereira (2004) desenvolve-se de
forma sistemátia a ACR utilizando índies ambientais L2. A apliação destes
índies aos bloos inompletos é onretizada por um algoritmo e a sua utilização
para além de permitir obter estimadores de máxima verosimilhança dos índies
ambientais, permite a obtenção destes estimadores para outros parâmetros e a
realização de testes de razão de verosimilhanças. Desta forma onsegue-se a inte-
gração da ACR na inferênia estatístia. Em Pinto (2006) é feita uma abordagem
da ACR em planos de melhoramento de trigo mole em Portugal.
No âmbito da investigação internaional note-se que em Digby (1979) é apresen-
tado um método numério iterativo para ajustamento de um modelo de regressão
onjunta, para o aso de uma tabela inompleta de dupla entrada sem repetições,
sem no entanto serem investigadas as propriedades estatístias dos estimadores
obtidos. No trabalho de Ng & Grunwald (1997) são também desenvolvidos méto-
dos iterativos para o ajustamento onjunto de regressões e em Ng & Williams
(2001) é feita uma omparação dos dois métodos - o método de Ng & Grun-
wald (1997) revela-se franamente vantajoso no que onerne à veloidade de
onvergênia, para além da vantagem de permitir a realização de inferênia.
Reentemente, Pinto(2006) mostrou omo utilizar a ACR na ondução de planos
de melhoramento. Apliou os seus resultados ao plano português de melhora-
mento de trigo mole (1986-2000).
Seguiremos este trabalho na medida que apliaremos os nossos resultados ao
plano português de melhoramento da aveia. Como veremos adiante ompleta-
mos a teoria da ACR de forma a podermos inorporar informação adiional para
além dos rendimentos. No entanto neste apítulo limitar-nos-emos a apresentar
a ACR "lássia".
3.2 Considerações prévias
Abordaremos de seguida o aso geral e o aso ompleto. No aso geral não é
exigido que todos os ultivares estejam presentes em todos os bloos. Nesse
aso, as observações serão afetadas por pesos pi,j atribuídos ao j-ésimo ul-
tivar, j=1,...,J, no i-ésimo bloo, i=1,...,b. Duma forma simpliada os pesos
poderão assumir os valores 0[1℄ respetivamente quando o j-ésimo ultivar esteja
ausente[presente℄ no i-ésimo bloo, sendo este o ritério que adoptaremos nas
abordagens efetuadas.
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No aso ompleto teremos todos os ultivares presentes em todos os bloos,
veriando-se pi,1 = pi,2 = ... = pi,J = pi, i=1,...,b.
Estes pesos são usados para se ter em onsideração a importânia agronómia
do loal, tendo sido introduzidos por Dias (2000).
Na ausênia dessa informação toma-se pi = 1, i=1,...,b. Noutros asos, a o-
laboração om os ténios agrónomos deve permitir a atribuição de pesos mais
espeíos que traduzam a importânia dos bloos. Admitem-se desde já os pres-
supostos de normalidade, independênia e homoedasteidade para os vetores
das produções que onsideramos.
Em qualquer dos asos, geral ou ompleto, o modelo será
E(yi,j) = αj + βjxi, i = 1, ..., b, j = 1, ..., J (3.2.1)
onde se pretende estimar os parâmetros
αJ = (α1, ..., αJ),βJ = (β1, ..., βJ),xb = (x1, ..., xb). (3.2.2)
3.3 Variáveis não observáveis
O problema das variáveis não observáveis e das variáveis erroneamente observadas
reveste-se de grande importânia omo nova área de investigação estatístia.
Trata-se de variáveis para as quais não se dispõe à partida de qualquer medida.
Esta é uma situação distinta daquela em que se têm medidas sujeitas a erro. No
nosso estudo surge-nos uma variável não observável: o índie ambiental. Esta
variável ontrolada, mede, para ada par (loal, ano), a respetiva apaidade
produtiva. Sendo estes valores desonheidos, terão de ser estimados, o que
faremos através do algoritmo zig-zag, de que falaremos mais tarde.
3.4 Caso geral
Vamos ver omo realizar o ajustamento omeçando por estudar a função obje-
tivo que pretendemos minimizar. Os argumentos desta função serão os índies
ambientais e os oeientes das regressões. Em seguida, apresentaremos o algo-
ritmo zig-zag. Este algoritmo é iterativo. Observe-se que o estudo que faremos
da função objetivo permite, no m de ada iteração, transformar os índies am-
bientais ajustados de maneira a manter invariante o seu intervalo de variação.
O algoritmo zig-zag foi onstruído para realizar o ajustamento em redes de en-
saios onetadas. Mais adiante apresentaremos esse oneito.
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3.4.1 Função Objetivo
Tal omo referimos atrás tomemos pi,j = 0[1] se no i-ésimo bloo não estiver
[estiver℄ presente o j-ésimo ultivar prourando-se minimizar
S(xb,αJ ,βJ) =
J∑
j=1
b∑
i=1
pi,j(yi,j − αj − βjxi)
2
(3.4.3)
sendo yi,j a produção do j-ésimo ultivar no i-ésimo bloo, aso o ultivar esteja
presente.
Quando o ultivar j não está presente no bloo i, tem-se omo se referiu pi,j = 0,
signiando que yi,j poderá assumir qualquer valor.
A esolha dos valores iniiais para as omponentes do vetor xb, no aso em
que o delineamento é do tipo α-design, desrito no Apêndie A, pode ser feita
atribuindo-se a ada bloo o valor do rendimento médio para o super-bloo em
que o bloo está integrado. Sendo x0i , i=1,...,b , os valores iniiais para os índies
ambientais, iniiamos om a minimização de
S(αJ ,βJ) =
J∑
j=1
b∑
i=1
pi,j(yi,j − αj − βjx
0
i )
2
(3.4.4)
em ordem aos vetores αJ = (α1, ..., αJ) e βJ = (β1, ..., βJ).
Consideremos agora os vetores (xb,αJ ,βJ) pertenentes a IRb × IRJ × IRJ e
estabeleçamos
Lema 3.1 Sendo (xb,αJ ,βJ)τ(x
′
b,α
′
J ,β
′
J), quando existirem ε e δ 6= ∅ tal que

x′b = δxb + ε1b
α′J = αJ −
ε
δ
βJ
β′J =
1
δ
βJ
(3.4.5)
estabelee-se uma relação de equivalênia τ entre trios de vetores pertenentes
a IRb × IRJ × IRJ .
Dem: Considerando o aso em que δ = 1 e ε = 0 teremos para todo o trio
(xb,αJ ,βJ) τ (xb,αJ ,βJ), e portanto τ goza da propriedade reexiva. Ad-
mitindo agora que (xb,αJ ,βJ) τ (x
′
b,α
′
J ,β
′
J), e existindo δ 6= ∅ e ε tais que
?? se veria, então sendo δ′ = δ−1 e ε′ = − ε
δ
tem-se
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

xb = δ
′x′b + ε
′
1b
αJ = α
′
J −
ε′
δ′
β′J
βJ =
1
δ′
β′J
(3.4.6)
onluindo-se que τ goza da propriedade simétria. Por último, admitamos que
(xib,α
i
J ,β
i
J) τ (x
i+1
b ,α
i+1
J ,β
i+1
J ), existindo δi 6= 0 e εi, tais que (??) se veria
quando i = 1, 2. Sendo agora, δ = δ1δ2 6= ∅ e ε = ε1δ2 + ε2, as expressões (??)
veriam-se para o par [(x1b ,α
1
J ,β
1
J), (x
3
b ,α
3
J ,β
3
J)] o que mostra que τ goza da
propriedade transitiva, ando assim ompleta a demonstração. 
O estabeleimento desta relação de equivalênia é importante na medida em que
a função objetivo toma valor onstante para todos os trios de vetores numa
lasse de equivalênia τ .
Consideremos agora
• [(xb,αJ ,βJ)]τ a lasse de equivalênia τ a que (xb,αJ ,βJ) pertene;
• x0 =
1
b
b∑
i=1
xi;
• D(xb) =
√√√√ b∑
i=1
(xi − x0)
2
Teremos D(xb) = 0 se e só se todas as omponentes do vetor xb forem iguais,
ou seja, quando xb pertener ao espaço imagem R(1b) da matriz oluna 1b.
Estabeleçamos agora o
Lema 3.2 Se xb ∈ R(1b), [(xb,αJ ,βJ)]τ não tem nenhum trio de vetores em
V =
(xb,αJ ,βJ) : (x0 = 0) ∧ (‖ xb ‖= 1)} mas se xb /∈ R(1b), [(xb,αJ ,βJ)]τ terá
dois trios de vetores em V.
Dem: Se xb ∈ R(1b) temos x1 = x2 = · · · = xb = x0 = 0, pelo que quando
x0 = 0 temos xb = 0b e desse modo [(xb,αJ ,βJ)] não pode ter nenhum trio em
V.
Por outro lado se xb /∈ R(1b) e (xb,αJ ,βJ)τ(x
′
b,α
′
J ,β
′
J) tem-se x
′
b = ε1b + δxb
de forma que x′0 =
1
b
b∑
i=1
x′i = δx0 + ε e D(x
′
b) =| δ | D(xb).
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Para (x′b,α
′
J ,β
′
J) ∈ V, é neessário e suiente que (x
′
0 = 0 e D(x
′
b) = 1), o
que aontee se e só se (δ = ±D(xb)
−1
e ε = −δx0) e portanto [(xb,αJ ,βJ)]τ
onterá dois trios em V. 
Segue-se a
Proposição 3.1 A função objetivo
S(xb,αJ ,βJ) =
J∑
j=1
b∑
i=1
pi,j(yi,j − αj − βjxi)
2
(3.4.7)
assume valor onstante nas lasses de equivalênia τ , e toma todos os seus val-
ores, para xb /∈ R(1b), em V. O mínimo absoluto da função objetivo é saturado
para τ sendo a união de lasses de equivalênia τ que intersetam V.
Dem: Quando (xb,αJ ,βJ)τ(x
′
b,α
′
J ,β
′
J), veria-se que yi,j − αj − βjxi =
yi,j − α
′
j − β
′
jx
′
i, i = 1, ..., b, j = 1, ..., J , pelo que S(xb,αJ ,βJ) = S(x
′
b, α
′
J , β
′
J)
e portanto a função objetivo toma valor onstante nas lasses de equivalênia τ
e de aordo om o lema 3.2, toma todos os seus valores, para xb /∈ R(1b), em V.
Se xb ∈ R(1b), om δ = 1 e ǫ = −x0, teremos x
′
b = 1xb − x01b = 0b, α
′
J =
αJ − x0βJ e β
′
J = βJ . Agora om (xb,αJ ,βJ) ∈ V, temos S(xb,αJ ,βJ) ≥
S(xb, α˜J(xb), β˜J(xb)) om α˜J(x
′′
b) e β˜J(x
′′
b) estimadores de mínimos quadra-
dos dos vetores de oeientes. O mínimo da função objetivo a existir orre-
sponde ao mínimo absoluto de S(xb,αJ ,βJ) para xb /∈ R(1b).
Provemos agora que o mínimo absoluto existe, fazendo S˜(xb) = S(xb, α˜J(xb), β˜J(xb))
tem-se
S(xb,αJ ,βJ) ≥ S˜(xb), pelo que bastará mostrar que existe um mínimo abso-
luto para S˜(xb), om xb /∈ R(1b). Utilizando raioínio análogo ao utilizado
para obter 3.4.6 obtém-se om δ 6= 0, α˜J(δxb + ǫ1b) = α˜J(xb) +
ǫ
δ
β˜J(xb) e
β˜J(δxb + ǫ1b) =
1
δ
βJ(xb), vindo S˜(δxb + ǫ1b) ∈ A om A = {xb : (x0 =
0) ∧ (‖xb = 1‖)}.
Deste modo, S˜(xb) tomará todos os seus valores para xb /∈ R(1b), em A. Como
A é ompato, pelo teorema de Weirstrass, vê-se que S˜(xb) atinge um mínimo
em A. Este mínimo oinidirá om os mínimos de S˜(xb) e de S(xb,αJ ,βJ) para
xb ∈ R(1b), o qual será o mínimo absoluto de S(xb,αJ ,βJ). 
Continuando om o estudo da função objetivo observe-se que o gradiente e a
matriz hessiana de S serão
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grad(S) =


∂S
∂x1
.
.
.
∂S
∂xb
∂S
∂α1
.
.
.
∂S
∂αJ
∂S
∂β1
.
.
.
∂S
∂βJ


= −2


J∑
j=1
p1,j(y1,j − αj − βjx1)βj
.
.
.
J∑
j=1
pb,j(yb,j − αj − βjxb)βj
b∑
i=1
pi,1(yi,1 − α1 − β1xi)
.
.
.
b∑
i=1
pi,J(yi,J − αJ − βJxi)
b∑
i=1
pi,1(yi,1 − α1 − β1xi)xi
.
.
.
b∑
i=1
pi,J(yi,J − αJ − βJxi)xi


(3.4.8)
e
Hess(S) =


∂2S
∂x21
· · · ∂
2S
∂x1∂xb
∂2S
∂x1∂α1
· · · ∂
2S
∂x1∂αJ
∂2S
∂x1∂β1
· · · ∂
2S
∂x1∂βJ
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂2S
∂xb∂x1
· · · ∂
2S
∂x2b
∂2S
∂xb∂α1
· · · ∂
2S
∂xb∂αJ
∂2S
∂xb∂β1
· · · ∂
2S
∂xb∂βJ
∂2S
∂α1∂x1
· · · ∂
2S
∂α1∂xb
∂2S
∂α21
· · · ∂
2S
∂α1∂αJ
∂2S
∂α1∂β1
· · · ∂
2S
∂α1∂βJ
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂2S
∂αJ∂x1
· · · ∂
2S
∂αJ∂xb
∂2S
∂αJ∂α1
· · · ∂
2S
∂α2J
∂2S
∂αJ∂β1
· · · ∂
2S
∂αJ∂βJ
∂2S
∂β1∂x1
· · · ∂
2S
∂β1∂xb
∂2S
∂β1∂α1
· · · ∂
2S
∂β1∂αJ
∂2S
∂β21
· · · ∂
2S
∂β1∂βJ
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∂2S
∂βJ∂x1
· · · ∂
2S
∂βJ∂xb
∂2S
∂βJ∂α1
.
.
.
∂2S
∂βJ∂αJ
∂2S
∂βJ∂β1
· · · ∂
2S
∂β2J


=
[
S11 S12
S21 S22
]
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onde
S11 = 2


J∑
j=1
p1,jβ
2
j · · · 0
.
.
.
.
.
.
.
.
.
0 · · ·
J∑
j=1
pb,jβ
2
j


, (3.4.9)
S22 = 2


b∑
i=1
pi,1 · · · 0
b∑
i=1
pi,1xi · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · ·
b∑
i=1
pi,j 0 · · ·
b∑
i=1
pi,jxi
b∑
i=1
pi,1xi · · · 0
b∑
i=1
pi,1x
2
i · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · ·
b∑
i=1
pi,jxi 0 · · ·
b∑
i=1
pi,jx
2
i


, (3.4.10)
S12 =


p11β1 · · · p1JβJ p1,1[x1β1 − (y1,1 − α1 − β1x1)] · · · p1,J [x1βJ − (y1,J − αJ − βJx1)]
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
pb,1β1 · · · pb,JβJ pb,1[xbβ1 − (yb,1 − α1 − β1xb)] · · · pb,J [xbβJ − (yb,J − αJ − βJxb)]


e
S21 = (S12)
′
(3.4.11)
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Proposição 3.2 As matrizes Hess(S11) e Hess(S22), são denidas positivas.
Dem: Relativamente à matriz Hess(S11) temos a forma quadrátia
1
2
[g1 · · · gb]Hess(S11)[g1 · · · gb]
′ =
b∑
i=1
J∑
j=1
pi,jg
2
i β
2
j > 0 (3.4.12)
para qualquer vetor não nulo [g1 · · · gb]
′
e logo Hess(S11) é denida positiva.
Para a matriz Hess(S22) temos a orrespondente forma quadrátia
1
2
[g1 · · · gJt1 · · · tJ ]2Hess(S22)[g1 · · · gJt1 · · · tJ ] =
J∑
j=1
(g2j
b∑
i=1
pi,j + 2gjtj
b∑
i=1
pi,jxi + t
2
j
b∑
i=1
pi,jx
2
i )
=
b∑
i=1
J∑
j=1
pi,j(g
2
j + 2xigjtj + x
2
i t
2
j )
=
b∑
i=1
J∑
j=1
pi,j(gj + xitj)
2 > 0 (3.4.13)
para qualquer vetor [g1 · · · gJ t1 · · · tJ ]
′
não nulo, o que ompleta a demon-
stração. 
Pereira (2004) e Pinto (2006), apresentam uma simpliação para se poder aprox-
imar a matriz hessiana de S pela matriz
D = 2


J∑
j=1
p1,jβ˜
2
j · · · 0 p1,1β˜1 · · · p1,J β˜J p1,1β˜1x˜1 · · · p1,J β˜J x˜1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · ·
J∑
j=1
pb,jβ˜
2
j pb,1β˜1 · · · pb,J β˜J pb,1β˜1x˜b · · · pb,J β˜J x˜b
p1,1β˜1 · · · pb1β˜1
b∑
i=1
pi,1 · · · 0
b∑
i=1
pi,1x˜i · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
p1,J β˜J · · · pb,J β˜J 0 · · ·
b∑
i=1
pi,J 0 · · ·
b∑
i=1
pi,J x˜i
p1,1β˜1x˜1 · · · pb,1β˜1x˜b
b∑
i=1
pi,1x˜i · · · 0
b∑
i=1
pi,1x˜
2
i · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
p1,J β˜J x˜1 · · · pb,J β˜J x˜b 0 · · ·
b∑
i=1
pi,J x˜i 0 · · ·
b∑
i=1
pi,J x˜
2
i


.
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Esta simpliação tem por base a suposição de que após algumas iterações do
algoritmo zig-zag se obtém um bom ajustamento, sendo obtidos os estimadores
dos índies ambientais x˜i, i = 1, ..., b e dos oeientes de regressão ajustados
(α˜j , β˜j), j = 1, ..., J .
A boa qualidade do ajustamento permitirá onluir que os valores dos resíduos
ri,j = pi,j(yi,j − α˜j − β˜j x˜i), i = 1, ..., b;j = 1, ..., J
serão próximos de zero.
Podemos então reesrever as derivadas pariais
∂2S
∂xi∂βj
de forma bem mais sim-
ples, vindo
∂2S
∂xi∂βj
= −2pi,j(yi,j − α˜j − β˜j x˜i) + 2pi,jβjxi ≈ 2pi,jβ˜j x˜i
Demonstra-se de seguida que a matriz D é denida positiva, sendo de prever
um bom desempenho do método. Sendo u′b+2J = [g
′
b, t
′
J , s
′
J ], virá a forma
quadrátia
u′b+2JDub+2J = 2[
b∑
i=1
(
J∑
j=1
pi,jβ˜
2
j )g
2
i +
J∑
j=1
(
b∑
i=1
pi,j)t
2
j +
J∑
j=1
(
b∑
i=1
pi,jx˜
2
i )s
2
j ]
+2× 2[
b∑
i=1
J∑
j=1
pi,jβ˜j x˜gisj +
b∑
i=1
J∑
j=1
pi,jβ˜j x˜igitj +
J∑
j=1
(
b∑
i=1
pi,jx˜i)tjsj]
= 2
b∑
i=1
J∑
j=1
pi,j [β˜
2
j g
2
i + 2β˜jgi(tj + sjx˜i) + t
2
j + 2tjsj x˜i + s
2
j x˜
2
i ]
= 2
b∑
i=1
J∑
j=1
pi,j[β˜jgi + (tj + sjx˜i)]
2 > 0
onluindo-se que numa vizinhança do óptimo podemos onsiderar a matriz Hess
(S) denida positiva e nesse aso será de esperar um bom omportamento do
algoritmo zig-zag.
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3.4.2 Redes Conetadas
Uma rede de ensaios pode ser onsiderada omo um únio ensaio, o qual pode
ser onetado ou não. No aso do ensaio não ser onetado pode ser deomposto
em sub-ensaios onetados e podemos dizer que a rede de ensaios foi deomposta
em sub-redes onetadas.
Na minimização desrita no algoritmo zig-zag, obtém-se uma sequênia de míni-
mos, existindo um mínimo absoluto se a rede for onetada. Vamos agora seguir
Pereira (2004) e Pinto (2006) para estabeleer a
Proposição 3.3 Quando a rede de ensaios é não onetada, os onjuntos de ul-
tivares presentes nas várias sub-redes onetadas, são disjuntos, existindo míni-
mos absolutos para a função objetivo que não são equivalentes τ .
Dem: Se uma rede se divide em duas sub-redes onetadas, aso as mesmas
tenham um ou mais ultivares em omum a rede global será onetada, ver Bose
(1950), Raghavarao (1971) e Kageyama (1984). Assim é neessário e suiente
que os onjuntos de ultivares presentes nas duas sub-redes onetadas sejam
disjuntos, para que a rede global não seja onetada. Sejam Aℓ, ℓ = 1, ..., L, os
onjuntos dos índies dos bloos para as sub-redes onetadas, om L≥2, nas
quais a rede de ensaios se divide.
Teremos então S(xb,αJ ,βJ) =
L∑
ℓ=1
Sℓ(xb,αJ ,βJ) om
Sℓ(xb,αJ ,βJ) =
∑
i∈Aℓ
J∑
j=1
pi,j(yi,j − αj − βjxi)
2
, ℓ = 1, ..., L
Uma vez veriar-se os bloos e os ultivares serem distintos para as diferentes
sub-redes o mínimo de S será a soma dos mínimos para Sℓ, ℓ = 1, ..., L.
Através da proposição 3.1 podemos observar que os mínimos para as Sℓ, ℓ =
1, ..., L, podem ser esolhidos satisfazendo as ondições
∑
i∈Aℓ
xi = aℓ e
∑
i∈Aℓ
x2i =
gℓ, ℓ = 1, ..., L, om
L∑
ℓ=1
aℓ = 0 e
L∑
ℓ=1
gℓ = 1.
Juntando estes mínimos pariais, obtemos mínimos para S que pertenem a
V, mas não são equivalentes τ o que estabelee a tese. 
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Conlui-se que, para se efetuar uma análise global duma rede de ensaios é ex-
igível que a mesma seja onetada. Caso o não seja, deve proeder-se à sua
deomposição em sub-redes onetadas maximais e proeder-se a uma análise
individual.
3.4.3 Algoritmo zig-zag
O algoritmo zig-zag baseia-se num proesso iterativo onde as minimizações alter-
nam entre os oeientes de regressão e os regressores não observáveis: os índies
ambientais. Frequentemente é usado no ajustamento de regressões lineares dos
rendimentos nos índies ambientais, apresentando em geral um bom desempenho.
Neste ponto é feita a desrição do algoritmo e apresentadas as justiações que
nos permitem garantir a boa qualidade dos ajustamentos.
Tal omo vimos na seção 3.4.1 prouramos minimizar a função
S(xb,αJ ,βJ) =
J∑
j=1
b∑
i=1
pi,j(yi,j − αj − βjxi)
2
onde yi,j é o rendimento do j-ésimo ultivar no i-ésimo bloo se pi,j e b o número
de pares (loal,ano). Para tal devemos omeçar por esolher valores iniiais para
as omponentes do vetor de estrutura xb.
No aso de se ter ensaios om bloos ompletos, onsideram-se os rendimentos
médios dos bloos, omo valores iniiais para os índies ambientais.
Se tivermos um delineamento do tipo α-design, ver Patterson e Williams(1976),
os bloos estão agrupados em superbloos, onde ada ultivar estará represen-
tado α vezes. Nesta situação atribui-se a ada bloo, o rendimento médio para o
super-bloo a que pertene, omo valor iniial para o respetivo índie ambiental.
Tomaremos a opção de onsiderar os rendimentos médios dos bloos omo val-
ores iniiais para os respetivos índies ambientais, e sendo x0i , i = 1, ..., b, os
respetivos valores iniiais, omeçaremos por minimizar
S1(αJ ,βJ) =
J∑
j=1
b∑
i=1
pi,j(yi,j − αj − βjx
0
i )
2
em ordem aos vetores αJ = (α1, ..., αJ),βJ = (β1, ..., βJ).
Os estimadores usuais dos mínimos quadrados permitem obter o mínimo (α˜1j , β˜
1
j ),
j = 1, ..., J . Os índies superiores signiam que se trata dos resultados relativos
à primeira iteração.
Seguidamente proede-se à minimização do vetor xb, sendo neste aso a função
objetivo
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S1(xb) =
J∑
j=1
b∑
i=1
pi,j(yi,j − α˜
1
j − β˜
1
jx
1
i )
2 =
b∑
i=1
h1i (x
1
i )
om
h1i (x) =
J∑
j=1
pi,j(yi,j − α˜
1
j − β˜
1
jx)
2
, i = 1, ..., b
sendo as omponentes dos mínimos dadas por
x˜1i =
J∑
j=1
pi,jβ˜
1
j yi,j −
J∑
j=1
pi,jα˜
1
j β˜
1
j
J∑
j=1
pi,j(β˜
1
j )
2
, i = 1, ..., b.
repetindo-se as iterações até a soma de quadrados dos resíduos estabilizar.
Segue-se uma desrição esquemátia do algoritmo
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Esquema 1 - Algoritmo Zig-Zag
Cálulo dos valores iniiais dos índies ambientais x0i , i = 1, ..., b
↓
Estabeleer a0 = min[x
0
1, ..., x
0
b ] e b0 = max[x
0
1, ..., x
0
b ]
↓
Minimizar S1(αJ ,βJ) =
J∑
j=1
b∑
i=1
pi,j(yi,j − αj − βjx
0
i )
2
↓
(α˜1j , β˜
1
j ), j = 1, ..., J
↓
Para a minimização de S1(xb) =
J∑
j=1
b∑
i=1
pi,j(yi,j − α˜
1
j − β˜
1
jxi)
2
↓
Minimizar h1i (x) =
J∑
j=1
pij(yij − α˜
1
j − β˜
1
jx)
2, i = 1, ..., b)
↓
Obtenção do novo vetor de índies ambientais estimado x˜b1
↓
Estandardização do vetor de índies ambientais a1 = min{x˜
1
1, ..., x˜
1
b}, b1 = max{x˜
1
1, ..., x˜
1
b}
↓
x1i = a0 +
b0−a0
b1−a1 (x˜
1
i − a1), i = 1, ..., b
Repete-se o proedimento até que as suessivas somas das somas dos quadrados
dos resíduos diram a menos de uma onstante suientemente pequena previa-
mente xada.
Com a apliação suessiva do proesso desrito, obtém-se uma suessão deres-
ente. Veria-se no entanto, tal om vimos atrás, que só existirá um mínimo
absoluto de S se a rede de ensaios for onetada.
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Em Pereira (2004) é realçada a importânia da onexão da rede de ensaios por
esta razão, e porque só assim se pode efetuar uma análise integrada da mesma.
Aontee porém que mesmo para as redes de ensaios sejam onetadas, podemos
ter mínimos absolutos S que não são equivalentes τ .
Para que os mínimos de S sejam equivalentes τ é neessário e suiente, ver
Pereira(2004), que
i) A rede de ensaios seja onetada;
ii) J ≤ Int(n−b
2
+ 1), onde n é o número total de parelas existentes nos b
bloos.
A partir daqui estamos nas ondições para onstruir o algoritmo para obtermos
o mínimo (x˜b, α˜J , β˜J) da função objetivo S(xb, αJ , βJ)
3.4.4 Análise dos Resíduos
A Análise Conjunta de Regressões (ACR) é, omo já referido atrás, uma ténia
bem onheida em problemas de omparação de ultivares. Os índies ambientais
em ACR orrespondem a um regressor não observável que mede a produtividade
dos bloos nos ampos de ensaio. Em geral o algoritmo zig-zag desrito no ponto
anterior é usado no ajustamento. Neste algoritmo as minimizações para os oe-
ientes de regressão alternam om os adequados aos índies ambientais. O algo-
ritmo revela um exelente desempenho, ver Mexia e Pinto(2004), Pereira(2004),
Pereira e Mexia(2003), Pereira e Mexia(2003a) e Pinto(2006), embora se enontre
ainda em aberto o problema da demonstração da sua onvergênia para o mínimo
absoluto da soma dos quadrados dos resíduos. Apresentaremos uma validação
dos ajustamentos usando o algoritmo zig-zag, através dum modelo linear para os
resíduos, e respetiva disussão.
Modelo para os desvios
Pode pensar-se que se o ajustamento for defeituoso tal que, om (αj, βj) e
xi[(α˜j, β˜j) e x˜i] os exatos[ajustados℄ oeientes de regressão e índies ambi-
entais, teriamos
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

αj = α˜j + γj
βj = β˜j + ηj ; j = 1, ..., J , i = 1, ..., b
xi = x˜i + ui
(3.4.14)
onde γj, ηj e ui são os desvios orrespondentes respetivamente a αj , βj e xi. So-
mos então onduzidos a testar a signiânia destes desvios. Para estabeleer
estes testes onsideremos o modelo para os resíduos de regressão
y˚i,j = yi,j − (α˜j + β˜jx˜i) (3.4.15)
Substituindo os (α˜j, β˜j)e x˜i pelas suas expressões obtemos
y˚i,j = γj + x˜iηj + β˜jui + ηjui (3.4.16)
Assumindo que os termos ηjui, podem ser desprezados podemos reesrever o
modelo na forma matriial
y˚ =
˚˚
Xθ′ + e (3.4.17)
onde 

y˚ =
[
y˚
′
1
...˚y
′
J
]
˚˚
X =
[
IJ ⊗ X˚ β˜ ⊗ Ib
]
θ′ = (γ1, η1, ..., γj, ηj, u1, ..., ub)
(3.4.18)
e e representa o vetor do erro assoiado a yi,j, assumindo-se os usuais pressu-
postos.
Temos ainda
X˚ =


1 x˜1
.
.
.
.
.
.
1 x˜b

 (3.4.19)
O estimador dos mínimos quadrados para θ será
θ˜ = (
˚˚
X
˚˚
X )−1 ∗
˚˚
X
′
y˚ (3.4.20)
e a soma dos quadrados dos resíduos para o modelo ajustado dada por
SSmodelo = y˚
′
y˚ − y˚
′ ˚˚
Xθ˜ (3.4.21)
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Para avaliarmos a qualidade do ajustamento obtida pelo algoritmo zig-zag pode-
mos alular
R2 = 1− (SSmodelo/SSzig−zag) (3.4.22)
onde SSzig−zag representa a soma dos quadrados dos resíduos originais obtidos
pelo algoritmo zig-zag. Contrariamente ao que é usual estamos neste aso interes-
sados em obter valores baixos de R2, pois isso signiará um melhor ajustamento
do modelo. Este resultado será indiador de que não se extraiu uma informação
signiativa pelo modelo ajustado para os resíduos. Esta falta de informação
assoiada aos desvios valida o modelo iniial ajustado uma vez que ele teria re-
tirado toda a informação relevante.
Apliação
O aso estudado baseia-se em dados de produção de aveia, obtidos em ensaios
realizados nos anos de 1993 a 1997, pela Estação Naional de Melhoramento de
Plantas, que gentilmente nos autorizou a sua análise. Nestas experiênias, foram
ensaiados, em ada loal/ano o mesmo número de ultivares (11), distribuídos em
ada loal por um mesmo número de bloos (4). Convém salientar que, de ano
para ano, os loais, o número de loais, os ultivares e o número de observações
variam. Na tabela 3.1 indiam-se os loais e anos dos ensaios.
Tabela 3.1: Loais e anos dos ensaios
Loal / Estação Experimental Ano
Elvas(ENMP) 1993,94,95,97
Elvas(Herdade da Comenda) 1994,96,97
Benavila 1994
Évora 1993,94,95,96,97
Beja 1993,94,95,96,97
Pegões 1993,95,96
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Apliando o algoritmo zig-zag para ada ano e ada bloo obtemos usando
(3.4.17), os oeientes de regressão e os índies ambientais ajustados. Esses
resultados estão nas Tabelas 3.2 e 3.3
Tabela 3.2: Coeientes de regressão ajustados
1993 1994 1995 1996 1997
Cultivar α˜ β˜ α˜ β˜ α˜ β˜ α˜ β˜ α˜ β˜
AE8901 -108.46 1.270 - - - - - - - -
AE9004 -137.07 1.205 207.10 0.928 - - - - - -
AE8902 -37.35 1.026 - - - - - - - -
AE9005 -7.76 1.01 -342.74 1.248 - - - - - -
S.VICENTE -8.26 0.988 - - - - - - - -
AE9002 12.96 0.982 -231.79 1.11 67.51 0.972 -595.26 1.255 374.19 0.884
ST
ALEIXO
49.60 0.95 196.52 0.886 32.11 1.004 679.48 0.906 220.15 1.128
AE9001 59.11 0.909 9.94 0.911 - - - - - -
AE9003 67.56 0.897 13.94 1.005 -79.20 1.235 886.51 0.914 -186.81 1.457
AE8801 91.26 0.890 - - - - - - - -
AVON 60.58 0.815 90.6 0.928 73.46 0.903 128.66 0.933 -69.67 0.919
AE9303 - - -122.87 1.082 0.12 1.01 67.49 0.970 -111.66 1.01
AE9101 - - -85.04 0.969 -249.91 1.210 63.97 0.947 -42.37 0.943
AE9302 - - 170.78 0.948 -24.32 1.010 -197.36 1.117 -14.22 1.103
AE9301 - - 168.33 0.936 130.79 0.910 835.84 0.728 234.15 0.682
AE9401 - - - - -72.59 1.052 -1079.9 1.263 -356.53 1.179
AE9402 - - - - 68.19 0.872 -156.39 0.991 -32.65 0.891
AE9403 - - - - 73.46 0.713 -268.83 0.824 -40.4 0.891
3.4. CASO GERAL 30
Tabela 3.3: Índies ambientais
Ano 1993 1994 1995 1996 1997
Número
de bloos
16 20 16 16 16
818.59 3073.93 1502.61 4353.88 1163.740
681.89 3715.50 1357.96 4787.51 1512.78
692.94 3793.97 1084.18 4835.70 1544.79
684.85 3891.24 1347.66 4897.19 1306.06
512.38 3376.61 1182.01 1976.45 1928.69
583.62 3290.09 1452.43 3693.10 2061.29
564.36 3934.71 1513.96 3638.71 2183.35
606.74 3838.16 1465.87 3573.67 2384.54
1362.70 4112.04 1394.12 2517.13 813.82
1298.35 5032.46 1848.48 3087.93 995.58
1325.97 5004.31 1881.31 3287.93 1090.89
1539.50 4888.40 1680.99 3516.68 935.58
134.34 642.85 614.40 1807.90 1450.49
147.60 949.77 774.51 1988.30 2103.36
161.45 847.68 389.83 1807.13 2535.30
169.13 913.36 380.41 1634.20 2836.36
3289.87
2976.09
2673.59
3492.01
De seguida usamos os índies ambientais no ajustamento dos modelos. Na tabela
seguinte apresentamos os oeientes ajustados obtidos através do software Mat-
Lab.
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Tabela 3.4: Coeientes ajustados
1993 1994 1995 1996 1997
γj ηj ui γj ηj ui γj ηj ui γj ηj ui γj ηj ui
68.6 0.02 17.2 -10.8 0.02 -48.0 -3.0 -0.07 -39.7 -4.6 0.00 17.5 -17.6 -0.01 -7.1
-35.1 0.05 -36.6 -48.1 0.00 -84.8 -13.4 -0.05 -9.0 3.8 0.00 -2.8 4.9 0.00 17.6
7.9 0.07 21.8 4.4 0.00 -178.8 -0.6 -0.09 7.0 3.6 0.00 -12.3 -0.3 0.01 7.9
42.5 0.02 26.3 -40.8 0.00 -123.4 -76.4 -0.01 14.7 5.4 0.00 -13.8 -5.6 0.01 9.2
45.7 -0.02 -3.8 19.0 -0.02 -138.4 48.0 0.07 -10.1 6.7 0.00 1.8 -7.5 -0.01 24.2
34.3 0.01 -63.0 -3.7 0.01 -20.5 -1.7 -0.03 -44.2 10.3 0.00 -8.7 -25.3 0.01 -3.7
48.0 -0.02 17.8 -9.5 -0.01 -41.4 87.1 0.03 -12.9 -14.1 0.00 -6.1 -12.1 -0.03 -17.8
31.9 -0.01 11.1 -12.4 -0.01 142.5 28.6 0.03 20.0 13.9 0.01 4.0 7.9 0.00 -11.0
58.9 0.02 2.3 14.3 0.04 49.1 33.0 -0.06 -8.9 26.4 0.00 14.0 47.0 -0.03 0.00
-1.3 -0.05 5.5 -3.5 0.03 185.4 -56.3 0.04 -138.2 6.9 0.01 -22.5 -5.2 0.01 30.4
37.5 -0.08 -2.9 -27.9 -0.01 106.7 26.8 0.02 -54.8 3.6 0.00 -3.0 -0.6 0.00 5.7
3.2 -175.1 -26.8 -17.0 -0.9
-6.2 31.2 48.5 19.1 -6.0
85.3 6.0 14.2 -1.3 -3.0
28.4 30.7 -18.6 6.2 30.1
-5.5 17.2 -37.7 -0.1 -26.0
-0.6
18.8
7.4
-8.9
Por último na tabela 3.5 apresentam-se a soma dos quadrados dos resíduos obti-
dos pelo zig-zag e pelo modelo e ainda os oeientes R2. Os resultados obtidos
evideniam uma validação do algoritmo neste aso.
Tabela 3.5: Somas de quadrados dos resíduos e oeientes R2
1993 1994 1995 1996 1997
Soma de quadrados (zig − zag) 1.9283 ∗ 106 5.4068 ∗ 107 1.0998 ∗ 107 3.1286 ∗ 107 2.0115 ∗ 107
Soma de quadrados (modelo) 1.9283 ∗ 106 5.4067 ∗ 107 1.0998 ∗ 107 3.1285 ∗ 107 2.0104 ∗ 107
R2 1.4 ∗ 10−5 1.8 ∗ 10−5 4.9 ∗ 10−7 2.6 ∗ 10−5 5.5 ∗ 10−4
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3.5 Caso ompleto
No iníio a ACR foi apliada a redes de ensaios em bloos asualizados. Nesse
ontexto em Gusmão(1985), (1986a) e (1986b) são utilizados os índies ambien-
tais orrespondentes aos diferentes bloos medidos pelos respetivos rendimentos
médios, mostrando-se que a preisão das análises dos delineamentos em bloos
asualizados aumenta de modo signiativo se forem onsiderados índies am-
bientais por bloo em vez de um só índie ambiental por ensaio, expliando-se
que tal se deve ao fato de haver um aumento do número de pontos obtidos por
regressão.
Neste aso a ténia lássia ajusta ultivar a ultivar, regressões lineares das
produções nas médias obtidas para ada bloo. Este tipo de proedimento tem
no entanto duas desvantagens:
i) não ser de todo orreto onsiderar as produções médias omo valores duma
variável ontrolada;
ii) ser apliável apenas no aso ompleto.
Veria-se no entanto, apesar de algumas diuldades, que a ténia tem sido
apliada om bons resultados. Como alternativa pode apliar-se o algoritmo
zig-zag ou a ténia de dupla minimização que a seguir se desreve.
3.5.1 Dupla minimização
Abordaremos este problema onsiderando que todos os ultivares estão presentes
em todos os bloos. Neste aso teremos a função objetivo
S(xb,αJ ,βJ) =
J∑
j=1
b∑
i=1
pi(yi,j − αj − βjxi)
2
onde os pesos pi orrespondem a bloos do mesmo ensaio.
Consideremos agora as somas
Tx =
b∑
i=1
pixi ; Tjy =
b∑
i=1
piyi,j ; j = 1, ..., J
Sxx =
b∑
i=1
pix
2
i ; Sjxy =
b∑
i=1
pixiyi,j ; Sjyy =
b∑
i=1
piy
2
i,j
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e as somas orrigidas
sxx = Sxx −
(
b∑
i=1
pixi)
2
b∑
i=1
pi
=
b∑
i=1
pi(xi −
b∑
i=1
pixi
b∑
i=1
pi
)2
sjxy = Sjxy −
1
b∑
i=1
pi
b∑
i=1
pixi
b∑
i=1
yi,j =
b∑
i=1
pi(xi −
b∑
i=1
pixi
b∑
i=1
pi
)(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
) ;
j = 1, ..., J
sjyy = Sjyy −
1
b∑
i=1
pi
(
b∑
i=1
piyi,j)
2 =
b∑
i=1
pi(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
)2 ; j = 1, ..., J
Agora onheendo-se o vetor xb podemos obter os estimadores ondiionais dos
oeientes
β˜j(xb) =
sjxy
sxx
=
b∑
i=1
pixiyi,j
b∑
i=1
pix
2
i
; j = 1, ..., J
e
α˜j(xb) =
1
b∑
i=1
pi
(Tjy − β˜j(xb)Tx) =
1
b∑
i=1
pi
(
b∑
i=1
piyi,j − β˜j(xb)
b∑
i=1
pixi) ;
j = 1, ..., J
assim omo o mínimo ondiional para a soma dos quadrados dos resíduos
S(xb) = S(xb, α˜J(xb), β˜J(xb)) =
b∑
i=1
J∑
j=1
pi(yi,j − α˜J(xb), β˜J(xb)xi)
2 =
J∑
j=1
sjyy −
J∑
j=1
s2jxy
sxx
3.5. CASO COMPLETO 34
Para minimizarmos S(xb), dado que
J∑
j=1
sjyy não depende de xb, temos que
maximizar
J∑
j=1
s2jxy
sxx
.
Quando se onsideram as restrições
b∑
i=1
pixi = 0 e
b∑
i=1
pix
2
i = 1, virá sxx = 1,
pelo que o problema reduz-se à maximização
M(xb) =
J∑
j=1
s2jxy =
J∑
j=1
(
b∑
i=1
pi(xi −
b∑
i=1
pixi
b∑
i=1
pi
)(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
))2
=
J∑
j=1
(
b∑
i=1
pixi(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
))2
veriando-se
b∑
i=1
pi(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
) = 0 ; j = 1, ..., J
e sendo Y +j b o vetor de omponentes pi(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
), i = 1, ..., b, j = 1, ..., J
, temos
M(xb) =
J∑
j=1
(
b∑
i=1
pixi(yi,j −
b∑
i=1
piyi,j
b∑
i=1
pi
))2 =
J∑
j=1
(x′bY
+b
j )
2 =
J∑
j=1
(x′bY
+b
j )(Y
+b
j xb)
=
J∑
j=1
x′b(Y
+b
j Y
′+b
j )xb = x
′
b(
J∑
j=1
Y +bj Y
′+b
j )xb
Proposição 3.4 O vetor xb que satisfaz as restrições
b∑
i=1
pixi = 0 e
b∑
i=1
pix
2
i =
1, maximiza M(xb) é o primeiro vetor próprio da matriz (
J∑
j=1
Y +bj Y
′+b
j )
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Dem: Dado que
b∑
i=1
pi(yi,j−
b∑
i=1
piyi,j
b∑
i=1
pi
) = 0 ; j = 1, ..., J , então temos (
J∑
j=1
Y +bj Y
′+b
j )(
1
b1/2
1b) =
J∑
j=1
Y +bj (Y
′+b
j
1
b1/2
1b) = 0, e logo
1
b1/2
1b será um vetor próprio de (
J∑
j=1
Y +bj Y
′+b
j )
estando-lhe assoiado um valor próprio nulo.
Agora tendo-se u′
J∑
j=1
Y +bj Y
′+b
j ub =
J∑
j=1
(u′bY
+b
j )(Y
′+b
j ub) =
J∑
j=1
(u′bY
+b
j )
2 ≥ 0,
onstata-se que (
J∑
j=1
Y +bj ) é semi-denida positiva.
Como (
J∑
j=1
Y +bj ) não é matriz nula, o seu maior valor próprio λ, a que estará
assoiado o primeiro vetor próprio ν1,b será positivo (ver Pollok, 1979).
Agora ν1,b terá de ser ortogonal a
1
b1/2
1b, tendo soma das omponentes nula (ver
Giraldes et al., 1995). A demonstração a ompleta observando que ‖ν1,b‖ = 1, e
dado que ν1,b satisfaz as ondições
b∑
i=1
pixi = 0 e
b∑
i=1
pix
2
i = 1 e maximizaM(xb)
na família de todos os vetores, que satisfazem a segunda destas ondições. 
3.5.2 Estimadores de máxima verosimilhança
Dentro dos vários proedimentos tendo omo objetivo a obtenção dos melhores
estimadores, destaam-se o método dos mínimos quadrados, o método dos mo-
mentos e o método da máxima verosimilhança. Em partiular este último tem
espeial importânia na inferênia estatístia.
Admitamos que as produções são realizações de variáveis normais, independentes,
om variânias inversamente proporionais aos pesos e sejam, N = bJ o número
de observações, x1, ..., xb o vetor dos índies ambientais e σ
2
um fator de pro-
porionalidade das variânias.
Teremos a função de verosimilhança
L(αJ ,βJ ,xb, σ
2) = e
−
1
2σ2
b∑
i=1
∑
j∈Di
pi(yi,j − αj − βjxi)
2
(2π)N/2σN
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e logaritmizando vem
ln(αJ ,βJ ,xb, σ
2) = − 1
2σ2
b∑
i=1
J∑
j=1
pi(yi,j − αj − βjxi)
2 + C
om
C = −N
2
(ln(2π) + ln(σ2)).
Comeemos por deduzir o estimador de σ2 fazendo
∂ln(αj ,βj ,xb,σ
2)
∂σ2
= 1
2σ4
b∑
i=1
J∑
j=1
pi(yi,j − αj − βjxi)
2 −
N
2σ2
e igualando a zero virá
σˆ2 = 1
N
b∑
i=1
J∑
j=1
pi(yi,j − αˆj − βˆj xˆi)
2
Agora para obter (αˆj, βˆj), j = 1, ..., J e xˆi, i = 1, ..., b teremos que minimizar
b∑
i=1
J∑
j=1
pi(yi,j − αj − βjxi)
2
.
Sendo assumida a normalidade os estimadores de mínimos quadrados são também
estimadores de máxima verosimilhança.
3.5.3 Testes de razão de verosimilhanças
No aso ompleto temos, o número de observações N = bJ e os pesos iguais a
pi, j = 1, ..., J e i = 1, ..., b. No que se segue, restringir-nos-emos a regressões
lineares, om pares de oeientes (αj, βj), j = 1, ..., J .
Começaremos por testar a hipótese
H0 : β1 = ... = βJ = β
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sendo β o valor omum a estes oeientes quando H0 se veria. Para obtermos
o supremo da verosimilhança assoiado a H0 teremos que maximizar
ln(αJ , β1J , xb, σ
2) = − 1
2σ2
b∑
i=1
J∑
j=1
pi(yi,j − αj − βxi)
2 −
N
2
(ln(2π) + ln(σ2)
alulando
∂ln(αJ ,β1J ,xb,σ
2)
∂σ2
= 1
2(σ2)2
b∑
i=1
J∑
j=1
pi(yi,j − αj − βxi)
2 −
N
2σ2
e igualando a zero, teremos
σˆ2w =
1
N
b∑
i=1
J∑
j=1
pi(yi,j − αˆjw − βˆwxˆiw)
2
.
Para se obter (αˆj , βˆj), j = 1, ..., J e xˆi, i = 1, ..., b vamos minimizar Sw(αJ , β,xb) =
b∑
i=1
J∑
j=1
pi(yi,j − αˆjw − βˆwxˆiw)
2
. Apliando o algoritmo zig-zag, minimiza-se em
ada iteração, primeiro em ordem a (αj, βj) e em seguida em ordem a xb.
Como valores iniiais podemos onsiderar x1b = xˆb, ou seja, os valores dos esti-
madores de máxima verosimilhança sem restrições para os índies ambientais.
Derivando a função Sw em ordem aos oeientes obtemos

∂Sw
∂αj
= −2
b∑
i=1
pi(yi,j − αj,w − βwxi,w) ; j = 1, ..., J
∂Sw
∂β
= −2
b∑
i=1
pixi,w(yi,j − αj,w − βwxi,w)
Igualando a zero as primeiras derivadas
∂Sw
∂αj
, j = 1, ..., J , vem
−2
b∑
i=1
pi(yi,j − αj,w − βwxi,w) = 0
pelo que
βw =
b∑
i=1
piyi,j −
b∑
i=1
piαj,w
b∑
i=1
pixi,w
, om αj,w = α1 + dj,w , j = 2, ..., J
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sendo
djw =
b∑
i=1
piyi,j
b∑
i=1
pixiw
−
b∑
i=1
piyi,1
b∑
i=1
pixi,w
b∑
i=1
pi
b∑
i=1
pixi,w
=
b∑
i=1
pi(yi,j − yi,1)
b∑
i=1
pi
, j = 2, ..., J
Análogamente igualando a zero as derivadas
∂Sw
∂β
, vem
−2
b∑
i=1
J∑
j=1
pixi,w(yi,j − αj,w − βwxi,w) = 0
pelo que virá
βw =
b∑
i=1
J∑
j=1
pixi,wyi,j −
b∑
i=1
(
J∑
j=1
pixi,w)(α1 + dj,w)
b∑
i=1
pix
2
i,w
De ambas as expressões para βw, onlui-se que α1 =
A1−A2
B1−B2 , om

A1 =
b∑
i=1
pi
J∑
j=1
yi,j −
b∑
i=1
pi
J∑
j=1
dj,w
J
b∑
i=1
pixi,w
A2 =
b∑
i=1
J∑
j=1
pixi,wyi,j −
b∑
i=1
pixi,w
J∑
j=1
dj,w
J
b∑
i=1
pix
2
i,w
B1 =
b∑
i=1
pi
b∑
i=1
pixi,w
B2 =
b∑
i=1
pixi,w
b∑
i=1
pix
2
i,w
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A partir daqui obtêm-se os α2, ..., αJ e o β orrespondente à primeira iteração
passando-se de seguida à maximização em ordem aos índies ambientais. A
função a maximizar é
b∑
i=1
hi(xi) =
b∑
i=1
J∑
j=1
pi(yi,j − αj − βxi)
2
, i = 1, ..., b.
Derivando em ordem a xi e igualando a zero vem
J∑
j=1
pi(yi,j − αj − βxi) = 0
e logo
xi =
J∑
j=1
(yi,j − αj)
Jβ
, i = 1, ..., b.
Passemos de seguida ao teste
H0 : α1 = ... = αJ = α
onde α representa o valor omum das ordenadas na origem, quando H0 se veri-
a, e w o espaço paramétrio orrespondente.
Neste aso teremos
σˆ2w =
1
bJ
b∑
i=1
pi
J∑
j=1
(yi,j − αˆw − βˆj,wxˆi,w)
2
o que nos leva a minimizar através do algoritmo zig-zag a função
Sw(α, βJ , xb) =
b∑
i=1
J∑
j=1
pi(yi,j − α− βj,wxi,w)
2
para obter αˆw, βˆw e xˆw,b.
Será βj,w = β1 + dj,w , j = 2, ..., J ,
3.5. CASO COMPLETO 40
om
dj,w =
b∑
i=1
piyi,jxi,w
b∑
i=1
pixi,w
−
b∑
i=1
piyi,1xi,w
b∑
i=1
pixi,w
b∑
i=1
pix
2
i,w
b∑
i=1
pixi,w
=
b∑
i=1
pixi,w(yi,j − yi,1)
b∑
i=1
pix
2
i,w
, j = 2, ..., J
vindo 

A1 =
b∑
i=1
pixi,w
J∑
j=1
yi,j −
b∑
i=1
pix
2
i,w
J∑
j=1
dj,w
J
b∑
i=1
pixi,w
A2 =
b∑
i=1
pi
J∑
j=1
yi,j −
b∑
i=1
pixi,w
J∑
j=1
dj,w
J
b∑
i=1
pi
B1 =
b∑
i=1
pix
2
i,w
b∑
i=1
pixi,w
B2 =
b∑
i=1
pixi,w
b∑
i=1
pixi,w
Na segunda parte, ou seja na maximização em ordem aos índies ambientais pode
tomar-se
xi =
J∑
j=1
(yi,j − α)βj
J∑
j=1
β2j
, i = 1, ..., b
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Por último vamos testar
H0 :
{
α1 = ... = αJ = α
β1 = ... = βJ = β
Neste aso
σˆ2w =
1
bJ
b∑
i=1
pi
J∑
j=1
(yi,j − αˆw − βˆj,wxˆi,w)
2
e vamos minimizar
Sw(α, β,xb) =
b∑
i=1
pi
J∑
j=1
(yi,j − α− βxi,w)
2
Derivando agora a função Sw em ordem aos oeientes, obtemos

∂Sw
∂α
= −2
b∑
i=1
pi(yi,j − α− βxi,w) ; j = 1, ..., J
∂Sw
∂β
= −2
b∑
i=1
J∑
j=1
pixi,w(yi,j − α− βxi,w)
e igualando as derivadas a zero obtemos um sistema do tipo
{
a11α + a12β = b1
a21α + a22β = b2
uja solução será
{
α = a21b1−a12b2
d
β = a11b2−a12b1
d
Neste aso, tem-se a11 = J
b∑
i=1
pi ; a12 = a21 = J
b∑
i=1
pixi,w ;
a22 = J
b∑
i=1
pix
2
i,w ; b1 =
b∑
i=1
pi
J∑
j=1
yi,j e b2 =
b∑
i=1
pixi,w
J∑
j=1
yi,j,
vindo
d = J2[(
b∑
i=1
pi)(
b∑
i=1
pix
2
i,w)− (
b∑
i=1
pixi,w)
2]
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Na segunda parte da iteração obtém-se diretamente
xi =
1
Jβ
J∑
j=1
(yi,j − α) ; i = 1, ..., b
3.6 Redes Fraionalmente Completas
Consideremos ensaios de omparação de ultivares integrados em redes de ensaios
que podem ser deompostas em sub-redes onetadas. O plano será onstituído
por várias sub-redes, ada uma om os respetivos onjuntos de loais e de ul-
tivares utilizados denidos. A título ilustrativo uma rede de ensaios pode ser
onstituída por observações de vários anos e ada ano pode onstituir uma sub-
rede(ada ano terá informação dos loais e ultivares utilizados).
Denição: Dada uma sub-rede dizemos que estamos perante o aso ompleto,
quando o onjunto dos ultivares afeto a essa sub-rede é o mesmo para todos os
loais da sub-rede.
Denição: Uma rede diz-se fraionalmente ompleta se ada sub-rede que a
onstitui for ompleta.
Uma rede ompleta terá o mesmo onjunto de ultivares em todos os loais e
portanto uma rede pode ser fraionalmente ompleta sem ser ompleta, uma
vez que o onjunto de ultivares pode variar de sub-rede para sub-rede.
Considere-se uma rede global e sejam as sub-redes que a onstituem numeradas
de 1 a L. Temos assim
Proposição 3.5 Se sub-redes ontíguas duma rede fraionalmente ompleta tiverem
ultivares em omum, a rede global diz-se onetada.
Dem: Dados os bloos bi [b
′
i] pertenentes à sub-rede respetiva ri [r
′
i], para
onstruir uma adeia do primeiro para o segundo bloo é possivel onstruir uma
adeia que passe suessivamente em todas as adeias intermédias. Sendo as sub-
redes onetadas, todos os pares de de sub-redes intermédias têm um ultivar
em omum havendo sempre um par de bloos, ada bloo pertenente a uma
sub-rede, ontendo pelo menos um ultivar omum. 
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No aso das redes fraionalmente ompletas onetadas, existe onexão na rede
global e pode proeder-se a um ajustamento onjunto em simultâneo om o
ajustamento sub-rede a sub-rede.
Considere-se as funções objetivo das sub-redes de uma rede fraionalmente
ompleta, S1, ..., SL e seja S a orrespondente função objetivo da rede global.
Denote-se por S∗o mínimo da função objetivo global e por S∗1 , ..., S
∗
L os mínimos
das funções objetivo pariais. Como visto em Pinto(2006), o mínimo da função
objetivo global é superior à soma dos mínimos das funções objetivo pariais,
ou seja
S∗ >
L∑
ℓ=1
S∗ℓ (3.6.23)
3.7 Método do Contorno Superior
A utilização do método do ontorno superior na omparação e seleção de ul-
tivares foi introduzida por Mexia at al. (1997). Na abordagem a este assunto
seguiremos de perto esse trabalho assim omo os de Pereira (2004) e Pinto (2006)
onde o mesmo tema é desenvolvido. Comeemos então por onsiderar j regressões
ajustadas
y˜j = α˜j + β˜jx ; j = 1, ..., J
uma por ultivar e seja [θmin; θmax] o intervalo ujos extremos são exatamente
o mínimo e o máximo dos índies ambientais ajustados. De entre todas as
regressões, teremos no intervalo [θmin; θmax] as regressões dominantes que são
aquelas que orrespondem às produções máximas, logo integrando o ontorno
superior. Os ultivares assoiados às regressões dominantes serão naturalmente
os ultivares dominantes. Na seleção dos ultivares a reomendar, deve ob-
viamente ser dada prinipal atenção aos que orrespondem às regressões que
integram o ontorno superior. Estes serão omparados om todos os restantes,
e no aso de algum destes ser signiativamente dominado, deverá ser eliminado
do proesso de seleção.
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3.7.1 Geometria do ontorno superior
Sendo as regressões ajustadas do tipo linear, o ontorno superior será uma polig-
onal aberta omposta por segmentos de reta.
Atribuindo índies j om j = 1, ..., J , a essas regressões ajustadas, e ordenando-
as por ordem deresente dos seus delives ará
β˜1>β˜2>β˜J
tendo-se α˜j > α˜j+1 no aso partiular em que se tenha β˜j = β˜j+1. No aso
de termos retas paralelas apenas a que tiver maior ordenada na origem fará
parte do ontorno superior e onsequentemente apenas esse ultivar poderá ser
dominante, omo se pode observar na gura seguinte om o exemplo de duas
retas paralelas
Figura 3.1: Retas paralelas
Vamos prosseguir a análise deste assunto estabeleendo a
Proposição 3.6 O ontorno superior é uma poligonal aberta onvexa.
Dem: O ontorno superior é uma poligonal aberta onstituída por segmentos
de reta pertenentes às regressões dominantes. Quando duas retas j e j′ se
intersetam no ponto de abissa θj,j′ e temos a relação entre delives β˜1 > β˜2,
então à direita desse ponto veria-se α˜j + β˜jx > α˜j′ + β˜j′x. Deste modo, temos
as inlinações dos segmentos de reta que formam o ontorno superior a reser
da esquerda para a direita o que ompleta a demonstração. 
Quando duas retas têm delives diferentes, ou seja β˜j 6= β˜
′
j, temos
θ˜j,j′ =
α˜j − α˜j′
β˜j′ − β˜j
, j 6= j′ e j, j′ = 1, ..., J (3.7.24)
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e o ponto de interseção terá as oordenadas (θ˜j,j′, α˜j + β˜j θ˜j,j′). Na gura 3.2
ilustramos o aso que aabamos de desrever om j < j′.
Figura 3.2: Interseção das retas ajustadas de índies j e j′
Para a determinação da poligonal que forma o ontorno superior, apresenta-
se a disussão de três das situações mais omuns, exempliando-se om ino
ultivares. Como ponto de partida sugere-se o seguinte proedimento
i) Determinar θ1 = max{θ˜1,j , j = 2, ..., J}
ii) Loalizar θ1 no intervalo [θmin, θmax]
e de seguida estaremos perante um dos seguintes asos:
1
o
Caso - θ1 < θmin
Nesta situação o ontorno superior orresponde exatamente à primeira reta de
regressão ajustada α˜1+β˜1x e apenas o primeiro ultivar será dominante onforme
se ilustra na gura 3.3, para J = 5.
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Figura 3.3: Traçado do ontorno superior para θ1 ≤ θmin
2
o
Caso - θmin < θ1 < θmax
Neste aso, no intervalo [θ1, θmax], ter-se-á α˜j + β˜jx < α˜1 + β˜1x, j = 2, ..., J ,
pelo que o ultivar 1 é dominante. Haverá para além do primeiro mais ultivares
dominantes no intervalo [θmin, θ1]. Neste intervalo o ultivar om índie j é
dominante e para se averiguar da existênia de mais ultivares dominantes terá
de se obter
θ2 = max{θ˜j,j′, j
′ = j + 1, ..., J}
Para os intervalos seguintes terá de se proeder de forma análoga até que o
ontorno superior esteja ompletamente denido.
Na gura 3.4, apresentamos um exemplo para J = 5, onde se veria a existênia
de quatro ultivares dominantes.
Figura 3.4: Traçado do ontorno superior para θmin < θ1 ≤ θmax
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3
o
Caso - θ1 > θmax
Neste aso a reta ajustada om índie 1 não faz parte do ontorno superior, pelo
que, o ultivar orrespondente não é dominante. Teremos assim que averiguar
relativamente ao onjunto de retas om índies j = 2, ..., J determinado
i) θ2 = max{θ2, j = 3, ..., J}
ii) se θ2 ≥ θmax o ultivar om índie 2 não é dominante e passamos a analisar
as retas sobrantes
iii) se θ2 ∈ [θmin, θmax] deve seguir-se o proedimento apresentado no 2
oCaso
iv) ontinua-se o proesso até que todo o ontorno superior esteja denido.
Na gura 3.5, apresenta-se um exemplo para J = 5, onde se veria a existênia
de três ultivares dominantes.
Figura 3.5: Traçado do ontorno superior para θ1 ≥ θmax
Tendo em atenção as diferentes possibilidades que podem oorrer no 2oCaso, in-
teressa averiguar om mais detalhe alguns aspetos que se revelam importantes.
Estabeleçamos então a
Proposição 3.7 Se θ1 = θ˜1,j′ e para j 6= 1, j', θ˜1,J ′ > θ˜1,j o ultivar j
′
é
dominante.
Dem: Tendo-se j 6= 1, j′ e θ˜1,j < x < θ˜1,j′ veriam-se as desigualdades α˜j +
β˜jx < α˜1+β˜1x < α˜j′+β˜j′x e portanto omo deste modo o ultivar j
′
é dominante
veria-se a tese. 
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Suponhamos agora que no ponto (θ1, α˜1 + β˜1θ1) a reta de índie 1 é interse-
tada por mais do que uma reta de regressão. Seja Λ o onjunto dos índies
dessas retas de regressão ajustadas e j′ o maior dos índies desse onjunto Λ.
Estabeleçamos a proposição seguinte
Proposição 3.8 Se j′ é o maior índie para o qual θ1 = θ˜1,j′ o ultivar om
índie j′ é dominante.
Dem: A proposição estabelee que das retas que intersetam a reta α˜1 + β˜1x,
em θ1 pertenerá ao ontorno superior à esquerda de θ1 aquela que tiver menor
inlinação. Além disso, se 1 < j < j′ então β˜j′ < β˜j , j = 2, ..., j
′ − 1, pois
aso ontrário ter-se-ia (α˜j′ < α˜j) ∧ (θ˜1,j′ < θ˜1,j) o que é impossível dado que
neste aso θ1 = θ˜1,j′. Se Λ for o onjunto dos índies das regressões ajustadas
que intersetam a reta α˜1 + β˜1x em θ1, o maior índie em Λ é j
′
. Se j é outro
índie de Λ, tem-se β˜j′ < β˜j , pelo que α˜j + β˜jx < α˜j′ + β˜j′x para x < θ1 ∧ j ∈ Λ.
Finalmente, se j /∈ Λ, temos θ˜1,j < θ˜1,j′ = θ1 e sempre que θ˜1,j < x < θ˜1,j′ = θ1,
veria-se α˜j′ + β˜j′x > α˜1+ β˜1x > α˜j+ β˜jx. Deste modo onstata-se a existênia
à esquerda de θ1 dum intervalo de dominânia para o ultivar om índie j. 
Proposição 3.9 Sendo 1 < j < j′, om j′ o maior índie no onjunto Λ, o
ultivar om índie j não é dominante.
Dem: Tem-se β˜1 > β˜j > β˜j′ e também α˜j + β˜jθ1 ≤ α˜j′ + β˜j′θ1 = α˜1+ β˜1θ1, pelo
que quando x < θ1 ter-se-á α˜j + β˜jx < α˜j′ + β˜j′x e no aso de x > θ1 ter-se-á
α˜j + β˜jx < α˜1 + β˜1x, veriando-se de imediato que em nenhum dos asos o
ultivar om índie j é dominante, o que estabelee a tese. 
3.7.2 Comparação e seleção de ultivares
Seguindo Pereira(2004) onde na abordagem a este assunto, se admite a utilização
de índies ambientais L2 e assumindo que
[α˜j , β˜j]
′∼N([αj , βj]
′; σ2Wj), j = 1, ..., J (3.7.25)
sendo Wj = (X
′
jDjXj)
−1
, j = 1, ..., J independente de S∼σ2χ2g e om g =
J∑
j=1
bj − 2J .
Vimos que sendo j′ o índie de um dos ultivares dominantes e [θj
′
min, θ
j′
max] o
respetivo intervalo de dominânia, há que onsiderar os seguintes asos
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Caso geral
Teremos que analisar as hipóteses
Hj,j
′
0 (θ0) : Uj(θ0) = Uj′(θ0) (3.7.26)
versus
Hj,j
′
1 (θ0) : Uj(θ0) < Uj′(θ0) (3.7.27)
sendo
Uj(θ0) = αj + βjθ0, j = 1, ..., J (3.7.28)
Uj′(θ0) = α
′
j + β
′
jθ0, j
′ = 1, ..., J (3.7.29)
e j 6=j′.
Para testar as hipóteses onsideradas deverá ser usada a estatístia de teste
tj,j′(θ0) =
U˜j(θ0)− U˜j′(θ0)√
S
g
[kj(θ0) + kj′(θ0)]
(3.7.30)
que quando H0 se veria tem distribuição t entral, om g graus de liberdade e
sendo kj(θ0) = [1
.
.
.θ0]Wj[1
.
.
.θ0]
′, j = 1, ..., J .
1
o
Caso partiular : j′ < j
Para estes asos teremos βj′ > βj signiando que no intervalo [θ
j′
min, θ
j′
max] as
retas estão mais próximas quando x = θj
′
min. Assim, será de testar a hipótese
Hj,j
′
0 : αj + βjθ
j′
min = αj′ + βj′θ
j′
min
versus
Hj,j
′
1 : αj + βjθ
j′
min < αj′ + βj′θ
j′
min
2
o
Caso partiular : j′ > j
Aqui temos βj > βj′ e portanto neste aso e onsiderando o mesmo intervalo de
dominânia [θj
′
min, θ
j′
max] as retas estão mais próximas quando x = θ
j′
max.
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Na omparação dos ultivares j′ e j somos então levados a testar a hipótese
Hj,j
′
0 : αj + βjθ
j′
max = αj′ + βj′θ
j′
max
versus
Hj,j
′
1 : αj + βjθ
j′
max < αj′ + βj′θ
j′
max
No aso do primeiro ultivar dominante temos θj
′
max = θmax devendo onsiderar-
se apenas o primeiro par de hipóteses, enquanto que no aso do último ultivar
dominante será θj
′
min = θmin e deve onsiderar-se apenas o segundo par de hipóte-
ses.
Por forma a obter-se uma maior robustez podemos apliar os métodos de om-
paração múltipla de Sheé, de Bonferroni e de Tukey, que passamos a desrever.
Método de omparação múltipla de Sheé
Seguindo Sheé(1959, págs 66 a 70), onsiderando f1−α,g1,g o valor rítio da
distribuição F de Snedeor ao nível de signiânia α, om g1 e g graus de
liberdade, teremos
i) U1(θ0), ..., Uj′−1(θ0) que veriquem
|U˜j(θ0)−U˜j′ (θ0)|√
S
g
(j′−1)(kj(θ0)+kj′ (θ0))f1−α,j′−1,g
> 1, j = 1, ..., j′ − 1
são signiativamente inferiores a Uj′(θ0) ao nível de signiânia α, e por outro
lado
ii) Uj′+1(θ0), ..., UJ(θ0) que veriquem
|U˜j(θ0)−U˜j′ (θ0)|√
S
g
(J−j′)(kj(θ0)+kj′ (θ0))f1−α,J−j′,g
> 1, j = j′ + 1, ..., J
são signiativamente inferiores a Uj′(θ0) ao nível de signiânia α.
Método de omparação múltipla de Bonferroni
Em ertos asos em que há possibilidade de melhorar os resultados obtidos
pelo método de omparação múltipla de Sheé, podemos usar a desigualdade
de Bonferroni. Quando o objetivo é a omparação de pares de observações
podemos substituir nas expressões anteriores, ver (Seber, 2003) as quantidades√
(j′ − 1)f1−α,j′−1,g e
√
(J − j′)f1−α,J−j′,g pelos quantis da distribuição t de Stu-
dent om g graus de liberdade, nos níveis de signiânia α
2(j′−1) e
α
2(J−j′) respe-
tivamente.
3.7. MÉTODO DO CONTORNO SUPERIOR 51
Então teremos
i) U1(θ0), ..., Uj′−1(θ0) que veriquem
|U˜j(θ0)−U˜j′ (θ0)|√
S
g
(kj(θ0)+kj′ (θ0))t1− α
2(j′−1)
,g
> 1, j = 1, ..., j′ − 1
são signiativamente inferiores a Uj′(θ0) ao nível de signiânia
α
2(j′−1) , e por
outro lado
ii) Uj′+1(θ0), ..., UJ(θ0) que veriquem
|U˜j(θ0)−U˜j′ (θ0)|√
S
g
(kj(θ0)+kj′ (θ0))t1− α
2(J−j′)
,g
> 1, j = j′ + 1, ..., J
são signiativamente inferiores a Uj′(θ0) ao nível de signiânia
α
2(J−j′) .
Método de omparação múltipla de Tukey
No aso ompleto, ver Sheé(1959) é possível apliar o método de Tukey. Neste
aso os U1(θ0), ..., Uj′−1(θ0) para os quais se veria a ondição
|U˜j(θ0)−U˜j′ (θ0)|√
S
g
k(θ0)(t1−α,j′,g)
2
> 1, j = 1, ..., j′ − 1
onde t1−α,g1,g representa o quantil da distribuição t de Student om g1 e g graus
de liberdade ao nível de signiânia α, são onjunta e signiativamente inferi-
ores a Uj′(θ0) ao nível de signiânia α.
Por outro lado os Uj′+1(θ0), ..., UJ(θ0) que veriquem
|U˜j(θ0)−U˜j′ (θ0)|√
S
g
k(θ0)(t1−α,J−j′+1,g)
2
> 1, j = j′ + 1, ..., J
são onjunta e signiativamente inferiores a Uj′(θ0) ao nível de signiânia α.
Uma vez onsiderado o aso ompleto teremos
k(θ0) = [1 θ0]W [1 θ0]
′
ondeW = (X′DX)−1, sendo X = [1n
.
.
. xn]′ e D a matriz diagonal dos pesos
dos bloos.
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3.8 Estabilidade dos Cultivares
A existênia de estabilidade no omportamento dos ultivares é traduzida pela
ausênia de diferenças signiativas nos oeientes angulares das regressões
ajustadas. Esta araterístia tem grande importânia na medida em que do
ponto de vista da ondução de um plano de melhoramento é valorizada a obtenção
de ultivares que tenham boa estabilidade de resposta às variações dos índies
ambientais.
Para veriação de existênia de estabilidade dos ultivares ao longo dos anos
apresenta-se o seguinte teste
H0,j : βj,i1 = ... = βj,ij , j = 1, ..., J (3.8.31)
onde {i1, ..., ij} representa o onjunto dos índies relativos aos anos em que o
j-ésimo ultivar foi utilizado. Por forma a hegarmos à estatístia do teste ome-
emos por estabeleer
Lema 3.3 Seja K uma matriz denida positiva e A uma matriz que se obtém
quando é retirada a primeira linha igual a
1√
m
1m a uma matriz ortogonal. As
matrizes AKA′ e (AKA′)−1 são denidas positivas.
Dem: SendoK umamatriz denida positiva, podemos esreverK = P ′D(r1, ..., rm)P
om P matriz ortogonal e ri > 0, i = 1, ..., m os valores próprios positivos de
K. A matriz K1/2 = P ′D(r
1/2
1 , ..., r
1/2
m )P também é denida positiva e tem-se
K1/2K1/2 = K. Deste modo temos AKA′ = AK1/2A′ = (AK1/2)(AK1/2)′.
e omo K1/2 é regular ter-se-á, ver Silvey(1975), Car(AK1/2) = car(AKA′) =
car(A) = m−1 pelo que AKA′ será regular e sendo para ∀w 6=0, w′(AKA′)w =∥∥∥AK1/2w∥∥∥2 > 0, então AKA′ será denida positiva. A demonstração a om-
pleta observando-se que se uma matriz é denida positiva a sua inversa também
o é, ver Judge(1985). 
Estabeleçamos agora
Proposição 3.10 Seja Zm∼N(ηm, σ
2K) om K matriz denida positiva, in-
dependente de S∼σ2χ2g e A a matriz obtida no Lema 3.3.
A estatístia
F =
g
r
·
(AZm)
′(AKA′)−1AZm
S
(3.8.32)
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tem distribuição F de Snedor om r e g graus de liberdade e parâmetro de
não entralidade δ = 1
σ2
(Aη
m
)′(AKA′)−1(Aη
m
) que se anula se e só se as
omponentes de η
m
são idêntias.
Dem: Em Seber (1980, pág. 5), podemos ver que AZm ∼ N(Aηm, σ
2AKA′),
pelo que, ver Mexia (1995, pág. 52), (AZm)
′(AKA′)−1AZm ∼ σ
2χ2m−1,δ in-
dependente de S ∼ σ2χ2g, donde resulta a primeira parte da tese. Atendendo
ao Lema 3.3, a matriz AKA′ é denida positiva, pelo que podemos esrever,
AKA′ = P˙
′
D(r1, ..., rm−1)P˙ , om P˙ matriz ortogonal sendo ri > 0, i = 1, ..., r,
os valores próprios de AKA′. Ter-se-á então, (AKA′)−1 = P˙
′
D(r−11 , ..., r
−1
r )P˙ ,
vindo δ = 0 se e só se P˙Aη
m
= 0r, o que, por P˙ ser regular, equivale a ter-se
Aη
m
= 0r. Ora, A é onstituída por r linhas duma matriz ortogonal de or-
dem m, tendo-se pois Car(A) = r e sendo N(A) o espaço de nulidade de A,
dim(N(A)) = m−Car(A) = 1. Basta agora observar que por onstrução, 1√
m
1m
é ortogonal aos vetores linha de A, para se ver que os vetores de N(A) são do
tipo
c√
m
1m. Teremos então, δ = 0 se e só se ηm =
c√
m
1m, o que estabelee a
segunda parte da tese. 
Na abordagem prátia, iremos apliar ao aso em que temos oeientes ajustados
em ada ano, pelo que sendo as somas dos quadrados dos desvios para a média
dos índies ambientais ajustados nesse ano sal , em que al, l = 1, ..., mj é o índie
orrespondente, para o j-ésimo ultivar tomamos
K =D(
1
sal
, ...,
1
samj
) (3.8.33)
e
Z ′m =
[
β˜j,al, ..., β˜j,amj
]
(3.8.34)
De notar ainda que S representa a soma das somas dos quadrados dos resíduos
dos índies ambientais e o número de graus de liberdade r = m− 1.
Capítulo 4
Análise Conjunta de Regressões
Lineares Completadas
4.1 Cultivares om Resposta Óptima
No presente apítulo, o prinipal objetivo é estabeleer a forma para seleionar
ultivares om apaidade óptima de resposta em índies ambientais altos. Para
tal surge-nos um problema, onde não só se deve atender à produção físia omo
também ao valor da mesma. A abordagem, passará pela onsideração dos val-
ores de outra variável, neste aso o peso espeío, estimando-se oeientes que
traduzam o valor da produção dos vários ultivares. Deste modo, passa-se a
apliar a Análise Conjunta de Regressões às produções orrigidas dadas pelos
produtos dos oeientes estimados pelas produções físias.
Interessará averiguar se o método lássio e o método orrigido onduzem à es-
olha do mesmo ultivar omo tendo apaidade óptima de resposta. Na presente
análise vamos apliar dois métodos distintos
• o método do ontorno superior apliado às regressões ajustadas para as
produções físia e orrigida, orrespondentes aos diferentes ultivares.
• o método da inlinação máxima que onduz à "seleção"do ultivar om
inlinação máxima. Aplia-se este método aos dois onjuntos de regressões.
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4.2 Método do Contorno Superior
4.2.1 Reparametrização e interseção de retas
Estabeleendo θ = α
β
passamos a ter
y = α+ βx = β(x+ θ)
onde −θ é a abissa de interseção da reta α + βx om o eixo dos XX.
Por outro lado
y′ = cy = β ′(x+ θ)
om β ′ = cβ, vendo-se que θ é invariante. Dado o par de retas βi(x+θi), i = 1, 2
a respetiva interseção é
x(1) = α2−α1
β1−β2
enquanto que a interseção de β1(x+ θ1) om cβ2(x+ θ2), é
x(c) = cα2−α1
β1−cβ2 =
α2−α1c
β1
c
−β2
vindo
dx(c)
dc
= α2β1−α1β2
(β1−cβ2)2 = β1β2
θ2−θ1
(β1−cβ2)2
É interessante observar que ter
dx(c)
dc
≥ 0 é equivalente a θ2 ≥ θ1 e por outro
lado ter
dx(c)
dc
≤ 0 é equivalente a θ2 ≤ θ1. Veria-se que
dx(c)
dc
tem sinal on-
stante estando denida para c 6= c′ − β1
β2
, pois para este valor x(c) e x′(c) têm
desontinuidade. Se θ1 < θ2, então
dx(c)
dc
> 0 e temos
Enquanto que, se θ1 > θ2
É imediato que x(c)→ −θ2 quando c→∞ e x(c)→ −θ1 quando c→ 0.
Ora neste aso interessa-nos sobretudo as interseções em que βj > 0, j = 1, 2,
que se têm om 0 < θmin < x(c) < θmax, sendo θmin e θmax respetivamente o
mínimo e o máximo dos índies ambientais nas apliações que vamos onsiderar.
Se β1 > β2 e θ1 ≥ θ2 ter-se-á α2 < α1 e x(1) < 0, pelo que a interseção não se
daria no intervalo [u; v].
Assim para se ter θmin≤x(1)≤θmax terá de se ter θ1 < θ2 vindo
dx(c)
dc
> 0, e
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Figura 4.1: Gráo da função x(c) om θ1 < θ2
Figura 4.2: Gráo da função x(c) om θ1 > θ2
Figura 4.3: Representação gráa da interseção das retas quando θ1 < θ2
Sejam c′ e c′′ tais que
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{
x(c′) = θmin
x(c′′) = θmax
então vê-se que se tem de ter
c′ < c < c′′
para que
θmin ≤ x(c)≤θmax.
Veria-se ainda {
c′ = α1+β1θmin
α2+β2θmin
= β1(θmin+θ1)
β2(θmin+θ2)
c′′ = α1+β1θmax
α2+β2θmax
= β1(θmax+θ1)
β2(θmax+θ2)
logo para se ter
c′ < 1 < c′′
terá que se veriar
β1
β2
( θmin+θ1
θmin+θ2
) < 1 < β1
β2
( θmax+θ1
θmax+θ2
)
ou seja
θmin+θ1
θmin+θ2
< β2
β1
< θmax+θ1
θmin+θ2
.
Podemos então armar que c(β2x+ θ2) e β1x+ θ2 se intersetam em [θmin; θmax]
se e só se
β1
β2
( θmin+θ1
θmin+θ2
) < c < β1
β2
( θmax+θ1
θmax+θ2
).
Observe-se ainda que
c′ − c′′ = β1(θmin+θ1)
β2(θmin+θ2)
− β1(θmax+θ1)
β2(θmax+θ2)
= β1β2(θmin+θ1)(θmax+θ2)−β1β2(θmin+θ2)(θmax+θ1)
β22(θmin+θ2)(θmax+θ2)
= β1
β2(θmin+θ2)(θmax+θ2)
[θminθmax + θ2θmin + θ1θmax + θ1θ2 − θminθmax − θ1θmin −
θ2θmax − θ1θ2]
= β1
β2(θmin+θ2)(θmax+θ2)
[θ2 − θ1(θmin − θmax)]
Dado que a diferença θmin − θmax é sempre negativa, ter c
′≥c′′ é equivalente a
θ1≥θ2 o que orresponde a ter-se
dx(c)
dc
≤0.
Por outro lado c′≤c′′ é equivalente a θ1≤θ2 o que signia ter-se
dx(c)
dc
≥0
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4.2.2 Reparametrização e interseção de várias retas
Comeemos por admitir que β1 > β2 > ... > βJ e θ1 < min {θ2, ..., θJ}. As
interseções entre as retas β1(x+ θ1) e as cjβj(x+ θj), j = 2, ..., J são dadas por
xj(c) =
cαj−α1
β1−cβj , j = 2, ..., J
veriando-se a ondição
dxj(c)
dc
> 0 , j = 2, ..., J .
Seja agora
{
xj(c
′
j) = θmin
xj(c
′′
j ) = θmax , j = 2, ..., J
om c′j < c
′′
j , j = 2, ..., J .
Ora veria-se que
{
c′j =
β1
βj
(θmin+θ1)
(θmin+θj)
< β1
βj
c′′j =
β1
βj
(θmax+θ1)
(θmax+θj)
< β1
βj
, j = 2, ..., J
vindo c′j < c
′′
j <
β1
βj
, j = 2, ..., J .
Figura 4.4: Interseção de várias retas
Basta-nos então atender aos aj =
cj
c′′j
, j = 2, ..., J mantendo-se o ultivar 1
omo dominante à direita desde que se tenha
max{
cj
c′′j
, j = 2, ..., J} < 1
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Observe-se que temos os ajustamentos iniiais c′′2, ..., c
′′
J e a interação adiional
c2, ..., cJ , o que sugere a utilização da quase normalidade.
Admitindo que o ultivar que interessava foi "substituído", há que repetir o
proedimento lássio om os oeientes orrigidos para determinar os novos
ultivares dominantes e os respetivos intervalos de dominânia.
4.3 Comparações múltiplas para os oeientes
orrigidos
Passaremos a abordar nesta seção, o problema da omparação de ultivares
numa perspetiva inovadora, na medida em que são introduzidos oeientes de
orreção.
Na seção 3.7.2 estabeleemos as omparações de ultivares em que sabendo-se os
que são dominantes e onheendo-se os respetivos oeientes angulares ajusta-
dos, assim omo o intervalo de dominânia, proediamos a testes de omparação
entre o primeiro ultivar dominante e os restantes e também entre o último ul-
tivar dominante e os restantes.
Como referido no íniio do presente apítulo agora o prinipal objetivo é a se-
leção de ultivares om apaidade de resposta em índies ambientais altos.
Assim bastará onsiderar os oeientes estimados V˜ e os produtos V˜ β˜∼βV˜ .
Sejam V1,j, ..., Vmj ,j os valores da variável omplementar que se têm para o ulti-
var j, j = 1, ..., J . Tomemos
V •, j = 1
mj
mj∑
i=1
Vi,j, j = 1, ..., J
e
SQV =
J∑
j=1
mj∑
i=1
V 2i,j −
J∑
j=1
mjV
2
•,j
Admitamos agora que
i) os valores da variável omplementar têm variânias σ˙2 e valores médios que
dependem apenas do ultivar;
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ii) σ˙2 é muito superior às V ar(β˜j) , j=1,...,J
Podemos então estimar σ˙2 através de
˜˙σ2 = SQV
g˙
om g˙ =
J∑
j=1
mj − J ,
e utilizar os resultados do apitulo 2 para tratar os produtos β˜jV•,j, j = 1, ..., J ,
omo variáveis normais independentes om variânias
β˜2j
σ˙2
mj
, j = 1, ..., J
Dada a sua robustez utilizaremos o método de Sheé para omparar estas var-
iáveis. Então diferirão signiativamente ao nível α os pares tais que∣∣∣β˜jV•,j − β˜j′V•,j′∣∣∣√
(J − 1)f1−α,J−1,g˙(
β˜2j
mj
+
β˜2
j′
m′j
)˜˙σ2
> 1 (4.3.1)
Veria-se que estes quoientes têm uma interessante propriedade de invariânia.
Teorema 1 Os quoientes
|β˜jV•,j−β˜j′V•,j′ |√
(J−1)f1−α,J−1,g(
β˜2
j
mj
+
β˜2
j′
m′
j
)˜¨σ2
gozam da propriedade de in-
variânia para transformações lineares.
Dem: Comeemos por onsiderar a substituição da variável V por W = c+ bV .
Nesse aso teremos
σ¨2 = V ar(W ) = b2V ar(V ) = b2σ˙2
assim omo
W•,j = c+ bV•,j , j = 1, ..., J
vindo
˜¨σ2 = b2 ˜˙σ2
e teremos
|β˜jW•,j−β˜j′W•,j′|√
(J−1)f1−α,J−1,g(
β˜2
j
mj
+
β˜2
j′
m′
j
)˜¨σ2
=
|β˜jV•,j−β˜j′V•,j′ |√
(J−1)f1−α,J−1,g(
β˜2
j
mj
+
β˜2
j′
m′
j
)˜˙σ2
om j 6=j′.
Assim é indiferente utilizar a variável omplementar V ou a variável omplemen-
tar W .
Capítulo 5
Análise de um Plano de
Melhoramento de Aveia
5.1 Considerações Prévias
Na apliação que se segue, pretendemos apliar os resultados até aqui apresen-
tados. Utilizaremos dados de produção de aveia, obtidos a partir de ensaios
realizados pela Estação Naional de Melhoramento de Plantas, nos anos de 1984
a 1999 onde se tinha 4 bloos por ensaio e um total de 11 ultivares por bloo e
2000,2002,2003 e 2004 om 2 bloos por ensaio e um total de 22 ultivares por
bloo. Estamos assim a tratar um onjunto de dados bastante mais alargado
daquilo que é usual em ACR. No plano estabeleido, optámos por uma análise
ano a ano, permitindo-nos assim obter onlusões om mais pormenor ontrári-
amente às obtidas numa análise global. Em ada ano há entrada e saída de
ultivares, portanto a lista de ultivares não é xa. Os loais dos ensaios tam-
bém variam de ano de para ano. Como é usual nestes asos a utilização da
ACR aree de validação. Iniiaremos o nosso estudo om a veriação de duas
ondições neessárias para essa validação.
i) existênia de orrelação linear positiva elevada entre os índies ambientais
ajustados;
ii) existênia de estabilidade dos ultivares ao longo do plano de melhoramento.
Para a veriação da primeira ondição usaremos o oeiente de orrelação usual
omo medida da onordânia entre os dois onjuntos de estimadores.
Tal omo sugerido por Pinto(2006) se quiser testar a existênia de onordânia
signiativa, pode-se utilizar o oeiente de orrelação ordinal de Spearman.
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Para ser viável a utilização da ACR dever-se-á ter alta onordânia entre os
dois onjuntos de estimadores para os índies ambientais assim omo estabilidade
para uma fração onsiderável dos ultivares utilizados em mais dum ano. Devem
portanto estas ondições ser veriadas para o plano em análise. Proeder-se-á,
à lassiação e seleção dos ultivares, utilizando os resultados da análise ano a
ano. Os ultivares serão divididos em dominados e dominantes e estes últimos,
de aordo om a sua posição no seu intervalo de dominânia, serão designados
por dominantes à direita, intermédios ou dominantes à esquerda. Na análise
ano a ano é possível identiar de forma muito lara, ertas situações menos
objetivas respeitantes à entrada e saída de ultivares do plano. Entre estas, é
de onsiderar que a eliminação de ultivares dominantes, para índies ambientais
mais baixos, é perfeitamente aeitável. O mesmo não se poderá dizer, quanto à
eliminação de ultivares num determinado ano em que os mesmos tinham sido
β-estáveis, dominantes à direita. A prátia usual onsiste em obter ultivares
que tenham apaidade de aproveitar índies ambientais elevados, razão pela
qual, os ultivares dominantes à direita, devem ser mantidos no programa pela
sua ontribuição positiva para o alane de bons resultados. A introdução dos
oeientes de orreção permitirá obter resultados representativos não só da
apaidade produtiva mas também do valor dessa produção. Apresentam-se de
seguida a tabela 5.1 om lista dos ultivares ensaiados, a tabela 5.2 om indiação
dos loais e anos onde foram efetuados os ensaios e a tabela 5.3 om indiação
da presença[1℄/ausênia[0℄ dos ultivares nos vários anos.
Tabela 5.1: Lista dos ultivares ensaiados
AVON S.MATEUS SWAN S.VICENTE
S.ROMO ST.ALEIXO AE8006 AE8007
AE8301 AE8302 AE8303 AE8401
AE8501 AE8602 AE8601 OBER8132
AE8701 AE8801 AE8901 AE8902
AE9001 AE9002 AE9003 AE9004
AE9005 AE9101 AE9301 AE9302
AE9303 AE9401 AE9402 AE9403
AE9701 AE9702 AE9703 STA EULÁLIA
87SA29 COBER79-19 S.VICENTExAE8303 S.VICENTExCOBER
QR772 QR720 AVONxS.MATEUS COBER79-19xAVON
X2795/LjuiL1743 TX88AB1494
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Tabela 5.2: Loais e anos onde se realizaram os ensaios
Experiênia Loais Anos
1 Évora 1986,87,89,92,93,94,95,96,97,99,00,02,04
2 Coruhe 1984,86,87,89
3 Herdade da Comenda 1988,94,96,97,99,00,03,04
4 E.N.M.P. 1984,85,86,87,88,89,90,91,92,93,94,95,97,98,99,00,02,03,04
5 Beja 1984,85,88,89,90,91,92,93,94,95,96,97,98,99,00,02,04
6 Benavila 1994,00,02
7 Portalegre 2003
8 Pegões 1990,91,92,93,95,96
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Tabela 5.3: Presença/ausênia dos ultivares nos vários anos
84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 02 03 04
AVON 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0
S.MATEUS 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1 1 1 1 1 1
SWAN 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S.VICENTE 1 1 1 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0
S.ROMO 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
ST.ALEIXO 1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
AE8006 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8007 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8301 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8302 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8303 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8401 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8501 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
AE8602 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8601 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
OBER8132 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8701 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
AE8801 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0
AE8901 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0
AE8902 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0
AE9001 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0
AE9002 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0
AE9003 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 1 0 0 0
AE9004 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0
AE9005 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0
AE9101 0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0
AE9301 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1
AE9302 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1
AE9303 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1
AE9401 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
AE9402 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
AE9403 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
AE9701 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1
AE9702 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1
AE9703 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1
STA.EULÁLIA 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
87SA29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
COBER79-19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
S.VICENTExAE8303 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
S.VICENTExCOBER 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
QR772 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
QR720 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
AVONxS.MATEUS 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
COBER79-19xAVON 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
X2795/IJUiL1743 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1
TX88AB1494 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
Previamente onvém referir que estamos a perante um plano de melhoramento
onde se trabalha om um onjunto de ultivares que em ada ano se mantém xo
em todos os loais ensaiados. Os ensaios têm quatro repetições nos anos de 1984
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a 1999 e duas repetições nos anos de 2000,2002,2003 e 2004. Neste aso temos
uma rede que se designa de anualmente ompleta, para a qual podemos obter
índies lássios, alulando as médias dos bloos para ada ano. Apresentamos
na tabela 5.4 os valores das médias dos índies ambientais L2 anuais e índies
lássios obtidos
Tabela 5.4: Médias dos índies ambientais por bloo
Ano, Loal Ind. Amb. L2 Ind. Clássio Ano, Loal Ind. Amb. L2 Ind. Clássio
1984, ENMP 786.217 795.461 1984, Beja 1744.976 1745.113
1984, Beja 1744.976 1745.113 1984, Coruhe 465.904 469.909
1985, ENMP 1072.415 1054.642 1985, Beja 523.382 539.751
1986, Évora 651.587 659.955 1986, ENMP 1093.780 1098.430
1986, Coruhe 215.744 217.364 1987, Évora 649.682 684.137
1987, ENMP 768.781 758.885 1987, Coruhe 509.213 543.409
1988, Beja 569.264 613.501 1988, ENMP 495.576 484.546
1988, Elvas(H. de Comenda) 731.976 723.079 1989, Évora 847.771 846.489
1989, ENMP 893.761 891.212 1989, Coruhe 91.443 91.572
1989, Beja 1484.040 1483.414 1990, ENMP 646.238 645.561
1990, Beja 548.247 547.213 1990, Pegões 79.796 80.560
1991, ENMP 1189.636 1192.584 1991, Beja 1262.827 1267.587
1991, Pegões 333.238 331.196 1992, ENMP 348.439 346.508
1992, Beja 447.291 442.370 1992, Évora 527.126 527.192
1992, Pegões 199.659 200.283 1993, ENMP 719.5679 723.130
1993, Évora 566.775 569.839 1993, Beja 1381.627 1375.475
1993, Pegões 153.131 152.665 1994, ENML 3617.923 3610.030
1994, Elvas(H. de Comenda) 3650.038 3636.364 1994, Benavila 4758.4803 4752.430
1994, Évora 838.163 843.611 1994, Beja 3107.144 3091.485
1995, ENML 1323.103 1305.061 1995, Évora 1403.569 1383.479
1995, Beja 1701.225 1687.860 1995, Pegões 539.789 541.396
1996, Elvas(H. de Comenda) 4718.569 4695.618 1996, Évora 3220.480 3227.814
1996, Beja 3102.389 3057.359 1996, Pegões 1809.380 1823.593
1997, ENMP 1381.841 1424.000 1997, Elvas (H. de Comenda) 2139.467 2131.841
1997, Évora 958.968 959.2274 1997, Beja 2231.379 2252.500
1998, ENMP 4068,375 4062.819 1998, Beja 1706.539 1707.455
1999, ENMP 2216.763 2251.614 1999, Elvas (H. de Comenda) 3239.127 3281.818
1999, Évora 4101.058 4138.227 1999, Beja 5067.539 5071.728
2000, ENMP 2435.816 2477.682 2000, Elvas(H. Comenda) 2589.281 1697.77
2000, Benavila 969.694 978.084 2000, Évora 1328.387 1323.051
2000, Beja 1462.88 1468.48 2002, ENMP 5106.903 5111.016
2002, Benavila 2456.913 2458.932 2002, Évora 2801.642 2848.89
2002, Beja 3162.086 3258.75 2003, ENMP 1818.332 1794.98
2003, Elvas(H. Comenda) 1769.112 1775.7 2003, Portalegre 776.482 792.41
2004, ENMP 4826.662 4816.75 2004, Elvas(H. Comenda) 2008.002 2009.045
2004, Évora 2307.344 2327.659 2004, Beja 2416.578 2436.5
Proedemos ao álulo dos oeientes de orrelação linear usual e de Spearman
tendo sido obtidos os seguintes resultados
Tabela 5.5: Soma dos quadrados dos Resíduos para a média dos índies ambien-
tais
Coeiente de orrelação de Spearman Coeiente de orrelação linear
L2 anual / Índies lássios 0.9775 0.9855
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Conlui-se pela observação da tabela 5.4 que os valores obtidos para as médias dos
índies ambientais L2 e índies lássios são bastante próximos, onrmando-se
esta forte relação através dos valores elevados (próximos da unidade) dos oe-
ientes de orrelação obtidos. Estes resultados onrmam a ideia já apresentada
por (Pereira, 2004) e (Pinto, 2006) relativamente a esta questão. Vamos agora
abordar em pormenor a questão da estabilidade dos ultivares, através da análise
dos oeientes angulares das retas de regressão ajustadas. Comeemos por ob-
servar os resultados obtidos
Tabela 5.6: Coeientes angulares ajustados
Cultivares 1984 1985 1986 1987 1988 1989 1990 1991 1992 93 94 95
AVON 1.139 0.956 1.116 1.026 0.916 0.949 1.051 0.941 0.965 0.815 0.928 0.903
S.MATEUS 1.004 1.649 0.992 1.320 1.623 1.073 1.170
SWAN 0.805 0.930
S.VICENTE 0.855 0.702 1.197 0.536 0.959 0.988
S.ROMO 1.036 0.708 0.984 1.147 1.231 0.988 0.985
ST.ALEIXO 1.051 1.381 0.981 1.018 1.080 0.998 0.950 0.886 1.004
AE8006 0.887 0.637 1.158
AE8007 1.029 0.825 0.697 0.537
AE8301 0.858 1.167 0.490
AE8302 1.157 1.134 1.004
AE8303 1.134 0.727 1.244 0.473 0.418 1.010
AE8401 0.963 1.226 1.558 1.108 0.897
AE8501 0.954 1.345 0.971 0.969 0.940 1.060
AE8602 1.669 1.637 1.028 1.196
AE8601 0.495 0.691 1.133 0.782
OBER8132 0.276 -0.916
AE8701 0.883 0.957 1.061
AE8801 1.007 0.859 0.705 1.258 0.890
AE8901 0.977 1.102 1.359 1.270
AE8902 0.923 1.013 0.691 1.026
AE9001 1.055 0.924 0.909 0.911
AE9002 1.131 0.872 0.982 0.757 0.972
AE9003 0.885 0.697 0.897 1.248 1.235
AE9004 1.077 1.075 1.205 0.899
AE9005 1.023 1.210 1.009 0.910
AE9101 1.11 1.21
AE9301 1.00 0.910
AE9302 0.948 1.010
AE9303 1.082 0.993
AE9401 1.052
AE9402 0.872
AE9403 0.713
AE9701
AE9702
AE9703
STA.EULÁLIA
87SA29
COBER79-19
S.VICENTExAE8303
S.VICENTExCOBER
QR772
QR720
AVONxS.MATEUS
COBER79-19xAVON
X2795/IJUiL1743
TX88AB1494
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Tabela 5.7: Coeientes angulares ajustados (ont.)
Cultivares 1996 1997 1998 1999 2000 2002 2003 2004
AVON 0.933 0.919
S.MATEUS 1.059 1.144 0.823 1.1442 1.218 0.98
SWAN
S.VICENTE
S.ROMO
ST.ALEIXO 0.906 1.089 0.819 1.068 1.039 0.5982 1.146 1.114
AE8006
AE8007
AE8301
AE8302
AE8303
AE8401
AE8501
AE8602
AE8601
OBER8132
AE8701
AE8801
AE8901
AE8902
AE9001
AE9002 1.255 0.884
AE9003 0.915 1.457 0.937
AE9004
AE9005
AE9101 0.947
AE9301 0.728 0.682 1.026 0.886 1.085 1.277 0.731 1.033
AE9302 1.116 1.103 0.912 1.041 0.913 1.292 0.802 1.064
AE9303 0.970 1.010 0.943 0.881 0.974 1.042 1.685 0.926
AE9401 1.263 1.179 0.949 0.875 0.644 1.172 0.843 0.881
AE9402 0.991 0.891 1.202 1.236 1.106 0.994 0.626 0.724
AE9403 0.824 0.891 0.968 1.046 1.037 1.30 0.347 1.036
AE9701 1.104 0.927 0.888 0.837 0.347 0.709
AE9702 1.057 1.048 1.058 0.866 0.783 1.079
AE9703 0.934 0.772 0.973 1.004 0.771 1.186
STA.EULÁLIA 0.824 0.823 1.125 0.982
87SA29 1.148 0.694 1.952 1.39
COBER79-19 1.09 1.359 1.202 1.101
S.VICENTExAE8303 0.941 1.411 0.62 1.064
S.VICENTExCOBER 1.119 1.01 0.793 0.923
QR772 0.995 0.566 1.514 1.072
QR720 1.337 0.602 1.491 0.985
AVONxS.MATEUS 1.194 0.903 0.844 0.925
COBER79-19xAVON 0.939 0.834 0.53 0.82
X2795/IJUiL1743 0.784 0.984 1.383 1.102
TX88AB1494 1.059 0.73 0.734
Segue-se a tabela ontendo as somas dos quadrados dos resíduos obtidos em ada
ano, onde se onstata haver aqui uma erta uniformidade nos valores, pelo que
será de onsiderar todos os ultivares presentes nas omparações a efetuar aos
oeientes angulares.
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Tabela 5.8: Soma dos quadrados dos Resíduos para a média dos índies ambien-
tais obtidos
Ano 1984 1985 1986 1987 1988 1989 1990
s 2.051×106 4.629 × 106 6.677 × 106 3.284 × 106 4.148 × 106 3.958 × 106 1.066 × 106
Ano 1991 1992 1993 1994 1995 1996 1997
s 5.379 × 106 2.187 × 106 3.190 × 106 7.865 × 107 1.142×107 4.855 × 107 3.214 × 107
Ano 1998 1999 2000 2002 2003 2004
s 2.536 × 107 5.376 × 107 4.038 × 107 3.121 × 107 1.601 × 107 3.238 × 107
Usaremos agora o estabeleido em 3.8 para realizar os testes orrespondentes.
Efetuados todos os álulos neessários foram obtidos os seguintes resultados
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Tabela 5.9: Resultados obtidos através dos testes F
Cultivar Valor do teste F
AVON 0.5483
S.MATEUS 0.9871
SWAN 0.0035
S.VICENTE 0.2748
S.ROMO 0.7521
ST.ALEIXO 0.7949
AE8006 0.0371
AE8007 0.0462
AE8301 0.0421
AE8302 0.0039
AE8303 0.3994
AE8401 0.4764
AE8501 0.5884
AE8602 0.7165
AE8601 0.2768
OBER8132 (*)
AE8701 0.0018
AE8801 0.1774
AE8901 0.4128
AE8902 0.4714
AE9001 0.0305
AE9002 0.6218
AE9003 0.6179
AE9004 0.0211
AE9005 0.0181
AE9101 0.0001
AE9301 0.6833
AE9302 1.0840
AE9303 0.7610
AE9401 0.9233
AE9402 0.7344
AE9403 0.6863
AE9701 0.4280
AE9702 0.7967
AE9703 0.6246
STA.EULÁLIA 0.1338
87SA29 0.2491
COBER79-19 0.9191
S.VICENTExAE8303 0.8992
S.VICENTExCOBER 0.0657
QR772 0.0761
QR720 0.0706
AVONxS.MATEUS 0.2850
COBER79-19xAVON 0.0823
X2795/IJUiL1743 0.0777
TX88AB1494 0.0241
Veria-se haver apenas um aso, indiado por (*) num total de quarenta e seis
ultivares em que existem diferenças signiativas ao nível signiânia de 5%.
Assim onlui-se estarmos em ondições de proeder à análise através da ACR.
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5.2 Análise do ontorno superior
Apliando o método do ontorno superior atrás desrito obtivemos os resultados
que se apresentam na tabela seguinte. Os gráos dos ontornos superiores que
serviram de base para a análise efetuada enontram-se no Apêndie B. Neste
aso assinalamos a presença dum ultivar om (P), ultivar dominante à esquerda
om (E), ultivar dominante à direita om (D) e ultivar dominante intermédio
om (I).
Tabela 5.10: Composição dos ontornos superiores ano a ano
Cultivares 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 02 03 04
AVON P I P P I P P P P P P P P P
S.MATEUS P D P P P P D P P P P P P
SWAN P P
S.VICENTE E P P P P P
S.ROMO P P P P P P P
ST.ALEIXO P P P P P P P E P P E P P P P P P
AE8006 P P I
AE8007 I P E P
AE8301 P P P
AE8302 P P P
AE8303 D E D P E P
AE8401 P P P P P
AE8501 P P P E P P
AE8602 D D P P
AE8601 P I D E
OBER8132 E P
AE8701 P P P
AE8801 I P P P E
AE8901 P I D D
AE8902 P P P P
AE9001 P P P P
AE9002 P P P P P P P
AE9003 P E P D D E D I
AE9004 P I P P
AE9005 P P P P
AE9101 P P P P
AE9301 P E P P P E P P P P
AE9302 P P P P P P P P P P
AE9303 P P P P P D P P I I
AE9401 P D P P P P P P P
AE9402 P P P D P E P P P
AE9403 P P P P I P P E P
AE9701 P P P P P P
AE9702 P P P P P P
AE9703 P P P E P P
STA.EULÁLIA P P P P
87SA29 P P D D
COBER79-19 P P P P
S.VICENTExAE8303 P P P P
S.VICENTExCOBER P P P P
QR772 I P P P
QR720 D P P P
AVONxS.MATEUS P P P P
COBER79-19xAVON P D P P
X2795/IJUiL1743 P P P P
TX88AB1494 P P E
Podemos desde já referir alguns aspetos relevantes da análise efetuada aos re-
sultados.
5.3. CONTORNO SUPERIOR E SELECÇO 71
Assim, veria-se que os ultivares AVON(14 anos), S.Mateus(13 anos) e St.Aleixo(17
anos) foram os que permaneeram mais tempo na rede de ensaios, sendo que a
média de permanênia de todos os ultivares é aproximadamente 5.7 anos.
O ultivar S. Mateus dominante à direita em 1985 e em 1990 foi no entanto elim-
inado, tendo sido reintroduzido em 1998.
O ultivar AE8006 foi eliminado após ter sido dominante intermédio em 1986.
O ultivar AE8901 foi dominante à direita em 1992 e 1993 e foi eliminado.
O ultivar AE9003 foi dominante nos anos 1994, 1995, 1996 e 1997 e foi elimi-
nado.
O ultivar AE9003 foi reintroduzido em 2000 foi dominante intermédio nesse ano
e foi eliminado.
5.3 Contorno superior e seleção
A tabela 5.11 ontém os oeientes ajustados α˜ e β˜, e os valores dos oeientes
de determinação R2 para as regressões ajustadas referentes aos anos 1994, 1995,
1996 e 1997. A partir de agora iremos estudar om mais pormenor as regressões
ajustadas respeitantes a estes anos, uma vez que aqui temos informação relati-
vamente ao valor eonómio da produção. Será interessante fazer em primeiro
lugar uma análise lássia do problema e posteriormente fazer a introdução do
método através da utilização dos oeientes angulares orrigidos.
Tabela 5.11: Resultados obtidos no ajustamento
1994 1995 1996 1997
Cultivar α˜ β˜ R2 α˜ β˜ R2 α˜ β˜ R2 α˜ β˜ R2
AE9003 13.939 1.248 0.920 −79.201 1.235 0.666 886.51 0.914 0.883 −186.81 1.457 0.89
AE9101 −85.038 0.969 0.899 −249.908 1.210 0.837 63.97 0.947 0.848 −42.37 0.943 0.917
AE9401 −72.591 1.052 0.904 −1079.91 1.263 0.943 −356.53 1.179 0.931
AE9302 170.78 0.948 0.933 −24.321 1.010 0.778 −197.36 1.117 0.844 −14.22 1.103 0.865
ST ALEIXO 196.52 0.886 0.757 32.114 1.004 0.823 679.48 0.906 0.874 220.15 1.089 0.664
AE9303 −122.87 1.082 0.869 0.116 1.010 0.771 67.49 0.97 0.908 −111.66 1.01 0.81
AE9002 −231.79 0.757 0.963 67.513 0.972 0.813 −595.26 1.255 0.891 374.19 0.884 0.757
AE9301 168.33 1.000 0.910 130.786 0.910 0.805 835.84 0.728 0.75 234.15 0.682 0.733
AVON 90.600 0.928 0.876 73.456 0.903 0.711 128.66 0.933 0.821 −69.67 0.919 0.582
AE9402 68.185 0.872 0.725 −156.39 0.991 0.89 −32.65 0.891 0.88
AE9403 73.456 0.713 0.660 −269.83 0.824 0.89 −40.4 0.891 0.891
AE9001 9.94 0.911 0.823
AE9004 207.1 0.899 0.848
AE9005 −342.74 1.005 0.924
Tendo em atenção os valores apresentados para R2, podemos onsiderar que estas
regressões estão bem ajustadas.
As retas de regressão estão representadas graamente, por ano, no Apêndie B,
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sendo possível observar quais são os ultivares dominantes à esquerda, à direita
e intermédios.
É importante agora proeder a testes de omparação múltipla para veriar
da existênia de ultivares signiativamente dominados. Conheidos os ulti-
vares dominantes e os intervalos de dominânia nos anos onsiderados vamos em
primeiro lugar proeder à realização de testes t unilaterais ao nível de signiân-
ia de 5%, de aordo om o estabeleido em 3.7.2. obtiveram-se os seguintes
resultados
Tabela 5.12: Cultivares dominantes e dominados: resultados da apliação do
teste t
Cultivar dominante Intervalo de dominânia Cultivares dominados ao nível de 5%
Ano 1994
AE9003 [1717.76 ; 5032.46℄ AE9101,AE9303,AE9301,AE9302
AVON,ST.ALEIXO,AE9001,AE9005
AE9004,AE9002
St Aleixo [642.86 ; 1717.76℄ AE9003,AE9101,AE9303
AE9301,AE9302,AVON
Ano 1995
AE9003 [647.34 ; 1881.31℄ AE9401,AE9302,ST.ALEIXO,AE9303
AE9002,AE9301,AVON,AE9402,AE9403
AE9301 [380.41 ; 647.34℄ AE9401,AE9302,ST.ALEIXO
AE9303,AE9002
Ano 1996
AE9002 [4347.98 ; 4897.19℄ AE9402,AE9303,AE9101
AVON,ST.ALEIXO
AE9003 [1634.2 ; 4347.98℄ AE9002,AE9302
Ano 1997
AE9003 [1107.21 ; 2836.36℄ AE9302,ST.ALEIXO,AVON,AE9002
St Aleixo [813.82 ; 1107.21℄ AE9003,AE9401,AE9302
Apresentam-se agora na tabela 5.13 os resultados obtidos através dos métodos de
omparação múltipla de Sheé e de Bonferroni. O método de Sheé sendo um
método bastante onservador, tal omo seria de esperar apresenta uma grande
perentagem de asos onde predomina a ausênia de diferenças signiativas.
Apenas no ano de 1996 se veria que o ultivar AE9003 domina no respetivo
intervalo o ultivar AE9403, enquanto o mesmo se passa relativamente ao ulti-
var AE9002 sobre o ultivar AE9302, AE9101 e AE9401.
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Tabela 5.13: Resultados dos métodos de omparação múltipla de Sheé e de
Bonferroni ao nível de 5% - Anos 1994,1995,1996,1997
1994 1994 1995 1995 1996 1996 1997 1997
Método St Aleixo AE9003 AE9301 AE9003 AE9003 AE9002 St Aleixo AE9003
Sheé nenhum nenhum nenhum nenhum AE9403 AE9302 nenhum nenhum
AE9101
AE9401
Bonferroni AE9303 AE9303 AE9101 AE9101 AE9101 AE9101 AE9401 AE9101
AE9001 AE9403 AE9401 AE9401 AE9401
AE9302 AE9302 ST.ALEIXO
AE9402 AE9303
AE9403 AE9002
AE9301
AVON
AE9403
5.4 Classiação e seleção dos ultivares om o-
eientes angulares orrigidos
Finalmente vamos apliar o método aproximado de omparações múltiplas de
Sheé estabeleido na seção 4.3., tendo presente que se veria a propriedade
de invariânia do método para transformações lineares das variáveis omple-
mentares.
Agora serão onsiderados os oeientes angulares e os oeientes de orreção
assoiados às produções. Tal omo referido, agora interessa a seleção de ulti-
vares om apaidade de resposta em índies ambientais altos. Segue-se a tabela
5.14 onde se mostram para os anos estudados os ultivares em análise, assim omo
os valores de mj , V•,j, β˜jV•,j, j = 1, ..., J e SQV , obtidos de aordo om o estab-
eleido na seção 4.3 e onde Q traduz os valores dos quoientes das desigualdades
4.3.1 .
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Tabela 5.14: Comparações múltiplas om oeientes orrigidos
1994 1995 1997
Cultivar mj V•,j β˜jV•,j Q mj V•,j β˜jV•,j Q mj V•,j β˜jV•,j Q
AE9003 20 42.58 42.79 16 32.31 39.90 4 41.18 60.00
AE9101 20 43.75 42.39 0.09 16 35.68 43.17 0.38 4 41.80 39.42 3.26
AE9401 16 33.28 35.01 0.61 4 43.47 51.25 1.26
AE9302 20 41.74 39.57 0.69 16 31.91 32.23 0.97 4 42.50 46.88 1.95
ST ALEIXO 20 43.11 38.11 1.03 16 34.13 34.27 0.72 4 43.39 47.25 1.90
AE9303 20 44.78 48.45 1.13 16 34.43 34.77 0.65 4 42.85 43.28 2.58
AE9002 20 44.5 49.4 1.30 16 33.96 33.01 0.89 4 43.49 38.45 3.49
AE9301 20 43.63 40.84 0.42 16 33.27 30.28 1.27 4 43.01 29.33 5.36
AVON 20 42.52 39.46 0.72 16 33.59 30.33 1.27 4 42.34 38.91 3.37
AE9402 16 32.44 28.29 1.56 4 41.06 36.58 3.78
AE9403 16 32.64 23.30 2.36 4 43.34 38.62 3.45
AE9001 20 41.16 37.5 1.15
AE9004 20 43.25 40.14 0.57
AE9005 20 42.52 53.06 1.89
SQV 2547.7 3404.7 105.52
Após apliação do método orrigido apresentam-se na tabela 5.15 os ultivares
dominantes à direita e os signiativamente dominados por estes.
Tabela 5.15: Resultados do método aproximado de omparação múltipla de
Sheé ao nível de 5% - Anos 1994,1995,1996,1997
1994 1995 1997
ultivar dominante AE9003 AE9003 AE9003
ultivares dominados ST ALEIXO AVON AE9101
AE9002 AE9403 AE9401
AE9001 AE9301 AE9302
AE9303 AE9402 ST ALEIXO
AE9005 AE9303
AE9002
AE9301
AVON
AE9402
AE9403
Note-se que nestes três anos o ultivar agora dominante à direita é o AE9003.
Embora nem todos os outros ultivares estejam signiativamente dominados nos
anos de 1994 e 1995, para índies ambientais altos, a permanênia do AE9003
na posição imeira é um resultado de grande interesse prátio. Este ultivar é
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eliminado em 1997 o que é difíil de justiar.
5.5 Notas rítias
Vimos na alínea anterior ser difíil de justiar a eliminação do ultivar AE9003
a partir de 1997, tanto mais que em 1997 onlui-se que domina quase todos os
outros ultivares, quando apliamos o método de Bonferroni e domina todos os
outros ultivares quando apliamos o método de Sheé aproximado. Além disso
é também difíil de aeitar:
i) a eliminação do ultivar AE8901 em 1993 quando tinha sido dominante à
direita.
ii) a não eliminação do ultivar AE9403 que é signiativamente dominado em
três anos onseutivos.
Positivamente vemos as eliminações efetuadas aos ultivares AVON em 1997 e
AE9002 também em 1997. Fae a isto vê-se que a ACR e a ACR ompletada que
podem ser apliadas ano a ano, onstituem instrumentos válidos para a ondução
de planos de melhoramento.
Esta também era a onlusão para a ACR de Pinto(2006) na análise do plano de
melhoramento de trigo.
Observe-se ainda que nos anos estudados a omparação dos βV revelou maior
poder separador que os métodos de Sheé e de Bonferroni.
Capítulo 6
Desenvolvimentos futuros
Embora a ténia desenvolvida tenha interesse prátio e fosse perfeitamente
válido apliá-la a outras ulturas é verdade que a mesma foi possivel devido
a ter-se podido mostrar que o produto de duas variáveis normais é, desde que
uma delas tenha oeiente de variação pequeno, aproximadamente normal.
Aliás a normalidade aproximada tem reentemente permitido tratar problemas
que doutra forma seriam pouo manejáveis, ver por exemplo Ramos(2007).
Assim, teniono dediar-me ao desenvolvimento da quase-normalidade ontin-
uando a olaborar om o meu orientador.
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Introdução aos α-Designs
Iniialmente os delineamentos usados nas experimentações através de redes de
ensaios eram do tipo de bloos asualizados. Os delineamentos em bloos inom-
pletos tiveram a sua grande divulgação e utilização a partir da déada de 70,
onretamente através da vasta apliação nos ensaios de variedades realizados no
Reino Unido. Atualmente na Europa, os α-designs são os delineamentos mais
usados tendendo a ser ada vez mais utilizados na omparação de ultivares.
Utilizando-se bloos inompletos é onveniente onsiderarmos delineamentos nos
quais os bloos se agrupam em super-bloos. Nestes delineamentos os bloos
ontêm apenas uma parte dos ultivares, enquanto que os super-bloos deverão
onter uma vez ada ultivar. Nestas ondições, om α = 1, podemos armar que
estes delineamentos são resolúveis no sentido de Shrikhande & Raghavarao(1963
e 1964).
Em Patterson & Williams (1976) é desenvolvido o novo tipo de delineamentos em
bloos inompletos - os α-designs. Sendo usado um proesso ílio na sua on-
strução, estes delineamentos apresentam a grande vantagem de serem exíveis.
Em geral os α-designs podem ser usados sempre que o número de ultivares J
seja múltiplo da dimensão nb dos super-bloos e nesse aso, ada ultivar estará
presente α vezes em ada super-bloo.
É no entanto usual onsiderar-se α = 1 por duas razões fundamentais:
• permite a redução da dimensão dos super-bloos
• aumenta a homogeneidade no interior dos super-bloos
A onstrução destes delineamentos foi no iníio diultada pela falta de reursos
omputaionais que progressivamente foram surgindo. Patterson, Williams &
Hunter (1978) apresentam um atálogo dos α-designs mais eientes, hegando
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a 100 parelas por bloo e 4 super-bloos. Mais tarde são riados potentes al-
goritmos apazes de gerar quaisquer planos om fatores de eiênia bastante
elevados, por exemplo em Paterson & Patterson (1984) e em Patterson, Wild &
Williams (1988).
Os avanços tenológios proporionaram então uma notória evolução, nomeada-
mente no ampo dos algoritmos, tornando possível a onstrução dos mais variados
tipos de delineamentos. Atualmente a tarefa prinipal passa a ser o da esolha
das melhores soluções tendo em atenção o problema que se pretende resolver.
Baseado em John & Williams (1995) foi desenvolvido no CSIRO (Commonwealth
Sienti & Industrial Researh Organisation) por D. Whitaker, E.R. Williams
e J.A. John, um dos programas omputaionais que permitem a onstrução de
muitas lasses de delineamentos. Este software permite a geração de α-designs
utilizando um proesso aleatório e atribui a ada delineamento gerado o respe-
tivo fator de eiênia. Este proesso failita a proura de um delineamento óp-
timo a adaptar a diferentes realidades prátias. Informações detalhadas aera do
CyDesigN enontram-se disponíveis em www.p.siro.au/tigr/software/ydesign/
ou www.ydesign.o.nz/. Mais reentemente, D. Whitaker, E.R. Williams e J.A.
John apresentam o trabalho "CyDesigN Version 2.0: a pakage for the omputer
generation of experimental designs", orrespondente a uma nova versão que per-
mite a onstrução de delineamentos para o aso espaial.
Apêndie B
Gráos om retas ajustadas
Figura B.1: Análise onjunta de regressões - 1984
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Figura B.2: Análise onjunta de regressões - 1985
Figura B.3: Análise onjunta de regressões - 1986
Figura B.4: Análise onjunta de regressões - 1987
Figura B.5: Análise onjunta de regressões - 1988
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Figura B.6: Análise onjunta de regressões - 1989
Figura B.7: Análise onjunta de regressões - 1990
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Figura B.8: Análise onjunta de regressões - 1991
Figura B.9: Análise onjunta de regressões - 1992
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Figura B.10: Análise onjunta de regressões - 1993
Figura B.11: Análise onjunta de regressões - 1994
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Figura B.12: Análise onjunta de regressões - 1995
Figura B.13: Análise onjunta de regressões - 1996
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Figura B.14: Análise onjunta de regressões - 1997
Figura B.15: Análise onjunta de regressões - 1998
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Figura B.16: Análise onjunta de regressões - 1999
Figura B.17: Análise onjunta de regressões - 2000
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Figura B.18: Análise onjunta de regressões - 2002
Figura B.19: Análise onjunta de regressões - 2003
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Figura B.20: Análise onjunta de regressões - 2004
Apêndie C
Programas de Simulação
Os programas de simulação foram esritos em linguagem R. Esta linguagem é
esrita numa apliação que orre em plataforma Windows a qual foi usada neste
trabalho.
A página prinipal deste projeto que ontém toda a informação disponivel é
http://www.r-projet.org
C.1 Grupo 1
Número de rejeições para α = 1%; σ1 = σ2∈{1, 10, 100};µ1, µ2∈1, 2, 5, 7, 10, 15, 20, 25, 30
sigma < - (1,10,100) # Vetor om os valores dos parâmetros σ1 e σ2
miu1 < - (1,2,5,7,10,15,20,25,30) # Vetor om os valores do parâmetro µ1
miu2 < - (1,2,5,7,10,15,20,25,30) # Vetor om os valores do parâmetro µ2
for (iz in sigma){
for (ix in miu1){
for (iy in miu2){
# Geração de 1000 amostras obtidas a partir do produto dos valores de duas
variáveis om distribuição normal
for (j in 1:1000){
v < - (ix,iz,iy,iz)
# Geração de NPAs de uma variável normal de parâmetros µ = 0 e σ = 1
xx < - rnorm(200, mean=0, sd=1)
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# Cálulo dos valores da variáveis X1, X2 e da variável produto
for (i in 1:100){
x[i℄=xx[2*i-1℄*v[2℄+v[1℄
y[i℄=xx[2*i℄*v[4℄+v[3℄
z[i℄=x[i℄*y[i℄}
sort (z)
zz < - sort(z) # Ordenação da amostra
res < - ks.test(zz,"pnorm", mean=v[1℄*v[3℄, sd=v[1℄*v[4℄) #Apliação do teste
de Kolmogorov-Smirnov
r < - bind("p-value=",round(res$p.value,4))
a[j℄ < - (round(res$p.value,4))
if (a[j℄<0.01) ont1=ont1+1 # Contagem do número de asos em que a normal-
idade é rejeitada
# Esrita em heiro de dados
write(t(ont1),le="rejeioestabelas.txt",append=TRUE,nol=20)
}}}
C.2 Grupo 2
Número de rejeições para α = 1%; σ1 = σ2 = 1, 100;µ1 = 1, 2, ..., 100;µ2 =
1, 2, ..., 20
sigma < - (1,100) # Vetor om os valores dos parâmetros σ1 e σ2
miu1 < - seq(1,100,by=1) # Vetor om os valores do parâmetro µ1
miu2 < - seq(1,20,by=1) # Vetor om os valores do parâmetro µ2
for (iz in sigma){
for (ix in miu1){
for (iy in miu2){
# Geração de 1000 amostras obtidas a partir do produto dos valores de duas
variáveis om distribuição normal
for (j in 1:1000){
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v < - (ix,iz,iy,iz)
# Geração de NPAs de uma variável normal de parâmetros µ = 0 e σ = 1
xx < - rnorm(200, mean=0, sd=1)
# Cálulo dos valores da variáveis X1, X2 e da variável produto
for (i in 1:100){
x[i℄=xx[2*i-1℄*v[2℄+v[1℄
y[i℄=xx[2*i℄*v[4℄+v[3℄
z[i℄=x[i℄*y[i℄}
sort (z)
zz < - sort(z) # Ordenação da amostra
res < - ks.test(zz,"pnorm", mean=v[1℄*v[3℄, sd=v[1℄*v[4℄) #Apliação do teste
de Kolmogorov-Smirnov
r < - bind("p-value=",round(res$p.value,4))
a[j℄ < - (round(res$p.value,4))
if (a[j℄<0.01) ont1=ont1+1 # Contagem do número de asos em que a normal-
idade é rejeitada
# Esrita em heiro de dados
write(t(ont1),le="rejeioesgraf12.txt",append=TRUE,nol=20)
}}}
C.3 Grupo 3
Número de rejeições para α = 1%, σ1 = σ2 = 1, 100;µ1 = 1 + 100 ∗ i;µ2 =
1 + 100 ∗ i; i = 0, 1, 2, ..., 100
sigma < - (1,100) # Vetor om os valores dos parâmetros σ1 e σ2
miu1 < - seq(1,10001,by=100) # Vetor om os valores do parâmetro µ1
miu2 < - seq(1,10001,by=100) # Vetor om os valores do parâmetro µ2
for (iz in sigma){
for (ix in miu1){
for (iy in miu2){
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# Geração de 1000 amostras obtidas a partir do produto dos valores de duas
variáveis om distribuição normal
for (j in 1:1000){
v < - (ix,iz,iy,iz)
# Geração de NPAs de uma variável normal de parâmetros µ = 0 e σ = 1
xx < - rnorm(200, mean=0, sd=1)
# Cálulo dos valores da variáveis X1, X2 e da variável produto
for (i in 1:100){
x[i℄=xx[2*i-1℄*v[2℄+v[1℄
y[i℄=xx[2*i℄*v[4℄+v[3℄
z[i℄=x[i℄*y[i℄}
sort (z)
zz < - sort(z) # Ordenação da amostra
res < - ks.test(zz,"pnorm", mean=v[1℄*v[3℄, sd=v[1℄*v[4℄) #Apliação do teste
de Kolmogorov-Smirnov
r < - bind("p-value=",round(res$p.value,4))
a[j℄ < - (round(res$p.value,4))
if (a[j℄<0.01) ont1=ont1+1 # Contagem do número de asos em que a normal-
idade é rejeitada
# Esrita em heiro de dados
write(t(ont1),le="rejeioesgraf34.txt",append=TRUE,nol=20)
}}}
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