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Abstract
Inverse reinforcement learning (IRL) is an ill-posed inverse problem since expert
demonstrations may infer many solutions of reward functions which is hard to
recover by local search methods such as a gradient method. In this paper, we
generalize the original IRL problem to recover a probability distribution for reward
functions. We call such a generalized problem stochastic inverse reinforcement
learning (SIRL) which is first formulated as an expectation optimization problem.
We adopt the Monte Carlo expectation-maximization (MCEM) method, a global
search method, to estimate the parameter of the probability distribution as the first
solution to SIRL. With our approach, it is possible to observe the deep intrinsic
property in IRL from a global viewpoint, and the technique achieves a considerable
robust recovery performance on the classic learning environment, objectworld.
1 Introduction
IRL addresses an ill-posed inverse problem that expert demonstrations may yield a reward function in
a Markov decision process (MDP) [1]. The recovered reward function will quantify how good or bad
the certain actions are. With the knowledge of reward function, agents can perform better. However,
not all reward functions will provide a succinct, robust, and transferable definition of the learning
task, and a policy may be optimal for many reward functions [1]. For example, any given policy is
optimal for the constant reward function in an MDP. Thus, the core of IRL is to explore the regular
structure of reward functions.
Many existing methods impose the regular structures of reward functions in a combination of
hand-selected features. Formally, a set of real-valued feature functions {φi(s)}Mi=1 is given by a
hand-selection of experts as basis functions of the reward function space in an MDP. Then, the reward
function is approximated by a linear or nonlinear combination of the hand-selected feature functions
φi(s). The goal of this approach is to find the best-fitting weights of the feature functions in reward
functions. One novel framework in this approach is to formulate the IRL problem as a numerical
optimization problem [1, 2, 3, 4], and the other is based on maximizing a posteriori in a probabilistic
approach [5, 6, 7, 8].
In this paper, we propose a generalized perspective of studying the IRL problem called stochastic
inverse reinforcement learning (SIRL) which is formulated as an expectation optimization problem
aiming to recover a probability distribution of the reward function from expert demonstrations.
Typically, the solution to classic IRL is not always best-fitting because a highly nonlinear inverse
problem with limited information from a collection of expert behavior is very likely to get trapped
in a secondary maximum for a partially observable system. Thus, we employ the MCEM approach
[9], which adopts a Monte Carlo mechanism for exhaustive search as a global search method, to
give the first solution to the SIRL problem in a model-based environment, and then we obtain the
desired reward conditional probability distribution which can generate more than one weight for
reward feature functions as composing alternative solutions to IRL problem. The most benefit of our
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generalized perspective gives a method that allows analysis and display of any given highly nonlinear
IRL problem with a large collection of pseudorandomly generated local likelihood maxima. In view
of the successful application of IRL in imitation learning and apprenticeship learning in the industry
[4, 10, 11, 12], our generalized method demonstrates a great potential practical value.
2 Preliminary
An MDP is defined as a tupleM := (S,A, T , R, γ), where S is the set of states, A is the set of
actions, and the transition function T := P(st+1 = s′
∣∣st = s, at = a) for s, s′ ∈ S and a ∈ A
records the probability of being current state s, taking action a and yielding next state s′. Reward
R(s) is a real-valued function and γ ∈ [0, 1) is the discount factor. A policy pi, which is a map from
states to actions, has two formulations. The stochastic policy refers to a conditional distribution
pi(a|s), and the deterministic policy is represented by a deterministic function a = pi(s). Sequential
decisions are recorded in a series of episodes which consist of states, actions, and rewards. The
goal of a reinforcement learning task is to find the optimal policy pi∗ that optimizes the expected
total reward E
[∑∞
t=0 γ
t · R(st)
∣∣∣pi]. In an IRL problem setting, we have an MDP without a reward
function, denoted as an MDP\R, and a collection of expert demonstrations ζE := {ζ1, · · · , ζm}.
Each demonstration ζi consists of sequential state-action pairs representing the behavior of an expert.
The goal of IRL problem is to estimate the unknown reward functionR(s) from expert demonstrations
for an MDP\R. The learned complete MDP yields an optimal policy that acts as closely as the expert
demonstrations.
2.1 MaxEnt and DeepMaxEnt
In this section, we provide a small overview of the probabilistic approach for the IRL problem
under two existing kinds of the regular structure on reward functions. One kind is of a linear
structure on the reward function. A reward function is always written as R(s) = ∑Mi αi · φi(s),
where φi : S → Rd are a d-dimensional feature functions given by a hand-selection of experts [1].
Ziebart et al. [6] propose a probabilistic approach dealing with the ambiguity of the IRL problem
based on the principle of maximum entropy, which is called Maximum entropy IRL (MaxEnt). In
MaxEnt, we always assume that trajectories with higher rewards are exponentially more preferred
P(ζ|R) ∝ exp∑s∈ζ R(s), where ζ is one trajectory from expert demonstrations. The objective
function for MaxEnt is derived from maximizing the likelihood of expert trajectory under the
maximum entropy, and it is always convex for deterministic MDPs. Typically, the optimum is
obtained by a gradient-based method. The other kind is of a nonlinear structure on the reward
function which is of the form R(s) = F(φ1(s), · · · , φM (s)), where F is a nonlinear function of
feature basis {φi(s)}Mi=1. Following the principle of maximum entropy, Wulfmeier et al. [7] extend
MaxEnt by adopting a neural network-based approach approximating the unknown nonlinear reward,
which is called Maximum entropy deep IRL (DeepMaxEnt).
To generalize the classic regular structures on the reward function, we propose a stochastic regular
structure on the reward function in the following section.
2.2 Problem Statement
Formally, we are given an MDP\R= (S,A, T , γ) with a known transition function T = P(st+1 =
s′
∣∣st = s, at = a) for s, s′ ∈ S and a ∈ A and a hand-crafted reward feature basis {φi(s)}Mi=1.
A stochastic regular structure on the reward function assumes weights W of the reward feature
functions φi(s), which are random variables with a reward conditional probability distribution
DR(W|ζE) conditional on expert demonstrations ζE . Parametrizing DR(W|ζE) with parameter Θ,
our aim is to estimate the best-fitting parameter Θ∗ from the expert demonstrations ζE , such that
DR(W|ζE ,Θ∗) more likely generates weights to compose reward functions as the ones derived from
expert demonstrations, which is called stochastic inverse reinforcement learning problem.
In practice, expert demonstration ζE can be observed but lack of sampling representativeness [13].
For example, one driver’s demonstrations encode his own preferences in driving style but may not
reflect the true rewards of an environment. To overcome this limitation, we introduce a representative
trajectory class CE such that each trajectory element set O ∈ CE is a subset of expert demonstrations
2
ζE with the cardinality at least  · |ζE |, where  is a preset threshold and |ζE | is the number of expert
demonstrations, and it is written as CE :=
{O∣∣∣O ⊂ ζE with |O| ≥  · |ζE |}.
We integrate out unobserved weightsW , and then SIRL problem is formulated to estimate parameter
Θ on an expectation optimization problem over the representative trajectory class as follows:
Θ∗ := arg max
Θ
EO∈CE
[ ∫
W
fM(O,W|Θ)dW
]
, (1)
where trajectory element set O assumes to be uniformly distributed for the sake of simplicity in
this study but usually known from the rough estimation of the statistics in expert demonstrations in
practice, and fM is the conditional joint probability density function of trajectory element O and
weightsW for reward feature functions conditional on parameter Θ.
In the following section, we propose a novel approach to estimate the best-fitting parameter Θ∗ in
Equation 1, which is called the two-stage hierarchical method, a variant of MCEM method.
3 Methodology
3.1 Two-stage Hierarchical Method
The two-stage hierarchical method requires us to write parameter Θ in a profile form Θ := (Θ1,Θ2).
The conditional joint density fM(O,W|Θ) in Equation 1 can be written as the product of two
conditional densities gM and hM as follows:
fM(O,W|Θ1,Θ2) = gM(O|W,Θ1) · hM(W|Θ2). (2)
Take the log of both sides in Equation 2, and we have
log fM(O,W|Θ1,Θ2) = log gM(O|W,Θ1) + log hM(W|Θ2). (3)
We optimize the right side of Equation 3 over the profile parameter Θ in the expectation-maximization
(EM) update steps at the t-th iteration independently as follows,
Θt+11 : = arg max
Θ1
E
(
log gM(O|W,Θ1)
∣∣∣CE ,Θt); (4)
Θt+12 : = arg max
Θ2
E
(
log hM(W|Θ2)
∣∣∣Θt). (5)
3.1.1 Initialization
We randomly initialize profile parameter Θ0 := (Θ01,Θ
0
2) and sample a collection of N0 rewards
weights {WΘ01 , · · · ,WΘ
0
N } ∼ DR(W|ζE ,Θ02). The reward weightsWΘ
0
i compose reward RWΘ0i
in each learning taskM0i := (S,A, T , RWΘ0i , γ) for i = 1 · · ·N0.
3.1.2 First Stage
In the first stage, we aim to update parameter Θ1 for the intractable expectation in Equation 4 in
each iteration. Specifically, we take a Monte Carlo method to estimate model parameters Θt+11 in an
empirical expectation at the t-th iteration,
E[ log gM(O|W,Θt+11 )∣∣∣CE ,Θt] := 1Nt ·
Nt∑
i=1
log gMti(Oti |WΘ
t
i ,Θ
t+1
1 ), (6)
where reward weights at the t-th iterationWΘti are randomly drawn from the reward conditional prob-
ability distribution DR(W|ζE ,Θt) and compose a set of learning tasksMti := (S,A, T , RWΘti , γ)
with a trajectory element set Oti uniformly drawn from representative trajectory class CE , for
i = 1, · · · , Nt.
The parameter Θt+11 in Equation 6 hasNt coordinates written as Θ
t+1
1 :=
(
(Θt+11 )1, · · · , (Θt+11 )Nt
)
.
For each learning taskMti, the i-th coordinate (Θt+11 )i is derived from maximization of a posteriori,
the same trick as the ones in MaxEnt and DeepMaxEnt [6, 7], as follows:
(Θt+11 )i := arg max
θ
log gMti
(Oti |WΘti , θ),
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which is a convex formulation optimized in a gradient ascent method.
In practice, we move m steps uphill to the optimum in each learning taskMti. The update formula of
m-step reward weightsWmΘti is written as
WmΘti :=WΘ
t
i +
m∑
i=1
λti · ∇(Θ1)i log gMti
(Oti |WΘti , (Θ1)i),
where the learning rate λti at the t-th iteration is preset. Hence, the parameter Θ
t+1
1 in practice is
represented as Θt+11 :=
(
WmΘt1 , · · · ,WmΘ
t
Nt
)
.
3.1.3 Second Stage
In the second stage, we aim to update parameter Θ2 for the intractable expectation in Equation 5 in
each iteration. Specifically, we consider the empirical expectation at the t-th iteration as follows,
E( log hM(W|Θt+12 )∣∣∣Θt) := 1Nt ·
Nt∑
i=1
log hMti(Wm
Θt
i |Θt+12 ). (7)
where hM is implicit but fitting a set of m-step reward weights {WmΘ
t
i }Nti=1 in a generative
model yields a large empirical expectation value. The reward conditional probability distribu-
tion DR(W|ζE ,Θt+12 ) is the generative model formulated in a Gaussian Mixture Model (GMM) in
practice, i.e.
DR(W|ζE ,Θt+12 ) :=
K∑
k=1
αk · N (W|µk,Σk)
with αk ≥ 0,
∑K
k=1 αk = 1, and parameter set Θ
t+1
2 := {αk;µk,Σk}Kk=1.
We estimate parameter Θt+12 in GMM via an EM approach and initialize GMM with the t-th iteration
parameter Θt2. The EM procedures are given as follows: for i = 1, · · · , Nt,
• Expectation Step: Compute responsibility γij for m-step reward weightWmΘ
t
i ,
γij :=
αj · N (WmΘ
t
i |µj ,Σj)∑K
k=1 αk · N (WmΘ
t
i |µk,Σk)
.
• Maximization Step: Compute weighted mean µj and variance Σj ,
µj : =
∑Nt
i=1 γij · WmΘ
t
i∑Nt
i=1 γij
; αj :=
1
Nt
·
Nt∑
i=1
γij ;
Σj : =
∑Nt
i=1 γij · (WmΘ
t
i − µj) · (WmΘ
t
i − µj)T∑Nt
i=1 γij
.
After the EM converges, parameter Θt+12 := {αk;µk,Σk}Kk=1 of GMM in this iteration, and profile
parameter Θt+1 := (Θt+11 ,Θ
t+1
2 ).
Finally, when the two-stage hierarchical method converges, our desired best-fitting parameter Θ∗ in
DR(W|ζE ,Θ∗) is parameter Θ2 in profile parameter Θ.
3.2 Termination Criteria
In this section, we will talk about the termination criteria in our algorithm. An ordinary EM algorithm
terminates usually when the parameters do not substantively change after enough iterations. For
example, one classic termination criterion in the EM algorithm terminates at the t-th iteration
satisfying,
max
|θt − θt−1|
|θt|+ δEM < EM
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for user-specified δEM and EM , where θ is the model parameter in the EM algorithm.
However, such a termination criterion in MCEM has the risk of terminating early because of the
Monte Carlo error in the update step. Hence, we adopt a practical method in which the following
similar stopping criterion holds in three consecutive times,
max
|Θt −Θt−1|
|Θt|+ δMCEM < MCEM
for user-specified δMCEM and MCEM [14]. For various other stopping criteria of MCEM in the
literature refers to [15, 16].
3.3 Convergence Issue
The convergence issue of MCEM is more complicated than ordinary EM. In light of model-based
interactive MDP\R, we can always increase the sample size of MCEM per iteration. We require the
Monte Carlo sample size per iteration in practice satisfy the following inequality,∑
t
1
Nt
<∞.
An additional requirement is that parameter space should be compact for the convergence property.
For a comprehensive proof, refer to [16, 17].
A pseudocode of our approach is given in Algorithm 1.
Algorithm 1: Stochastic Inverse Reinforcement Learning
Input: Model-based environment (S,A, T ) and expert demonstrations ζE , Monte Carlo sample size
N0, and preset thresholds δMCEM and MCEM .
Output: Reward conditional probability distribution DR(W|ζE ,Θ∗).
Initialization: Randomly initialization of profile parameter Θ0 := (Θ01,Θ02);
while stopping criteria not satisfied (refer to Section 3.2) do
Draw Nt reward weightsWΘti ∼ DR(W|ζE ,Θt2) to compose learning taskMti with uniformly
drawn trajectory element set Oti ;
# First Stage: Monte Carlo estimation of weights for reward function;
for Mti do
Evaluate∇(Θ1)i log gMti
(Oti |WΘti , (Θ1)i) ;
Compute updated weight parameter
WmΘti ←WΘ
t
i +
∑m
i=1 λ
t
i · ∇(Θ1)i log gMti
(Oti |WΘti , (Θ1)i) ;
end
Update Θt+11 ← {WmΘ
t
i }Nti=1 ;
# Second Stage: Fit GMM with m-step reward weight {WmΘti }Nti=1 with EM parameter
initialization Θt2 ;
while EM not converge do
Expectation Step: γij ← αj ·N (W
mΘt
i |µj ,Σj)∑K
k=1 αk·N (WmΘ
t
i |µk,Σk)
;
Maximization Step:
µj ←
∑Nt
i=1 γij · WmΘ
t
i∑Nt
i=1 γij
; αj ← 1
Nt
·
Nt∑
i=1
γij ;
Σj ←
∑Nt
i=1 γij · (WmΘ
t
i − µj) · (WmΘ
t
i − µj)T∑Nt
i=1 γij
;
end
Update Θt+12 and profile parameter Θ
t+1 ← (Θt+11 ,Θt+12 );
end
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4 Experiments
We evaluate our approach on an environment, objectworld, which is a particularly challenging
environment with a large number of irrelevant features and the highly nonlinearity of the reward
functions. We employ the expected value difference (EVD) to be the metric of optimality as follows:
EVD(W) := E[ ∞∑
t=0
γt ·R(st)
∣∣∣pi∗]− E[ ∞∑
t=0
γt ·R(st)
∣∣∣pi(W)],
which is a measure of the difference between the expected reward earned under the optimal policy
pi∗, given by the true reward, and the policy derived from the rewards sampling from our reward con-
ditional probability distribution D(W|ζE ,Θ∗). Notice that we use Θ∗ to denote the best estimation
parameter in our approach.
4.1 Objectworld
The objectworld is an IRL environment proposed by Levine et al. [5] which is an N ×N grid board
with colored objects placed in randomly selected cells. Each colored object is assigned one inner
color and one outer color from C preselected colors. Each cell on the grid board is a state, and
stepping to four neighbor cells (up, down, left, right) or staying in place (stay) are five actions with a
30% chance of moving in a random direction.
The ground truth of reward function is defined in the following way. Suppose two primary colors
of C preselected colors are red and blue. The reward of a state is 1 if the state is within 3 steps of
an outer red object and 2 steps of an outer blue object, -1 if the state is within 3 steps of an outer
red object, and 0 otherwise. The other pairs of inner and outer colors are distractors. Continuous
and discrete versions of feature basis functions are provided. For the continuous version, φ(s) is
a 2C-dimensional real-valued feature vector. Each dimension records the Euclidean distance from
the state to objects. For example, the first and second coordinates are the distances to the nearest
inner and outer red object respectively, and so on through all C colors. For the discrete version,
φ(s) is a (2C ·N)-dimensional binary feature vector. Each N -dimensional vector records a binary
representation of distance to the nearest inner or outer color object with the d-th coordinate 1 if the
corresponding continuous distance is less than d.
4.2 Evaluation Procedure and Analysis
In this section, we design several tasks to evaluate our generative model, reward conditional proba-
bility distribution D(W|ζE ,Θ∗). For each task, the environment setting is as follows. The instance
of 10 × 10 objectworld has 25 random objects with 2 colors and 0.9 discount factor. 200 expert
demonstrations are generated according to the true optimal policy for the recovery. The length of
each expert demonstration is 5 grid size trajectory length. We have four algorithms in the evaluation
including MaxEnt, DeepMaxEnt, SIRL, and DSIRL. SIRL and DSIRL are implemented as in Algo-
rithm 1 with an assumption of the linear and nonlinear structure of reward functions respectively, i.e.
the drawn weights from reward conditional probability distribution will compose the coefficients in a
linear or nonlinear combination of feature functions.
In our evaluation, SIRL and DSIRL start from 10 samples and double the sample size per iteration
until it converges. In the first stage, the epochs of algorithm iteration are set to 20 and the learning
rates are 0.01. The parameter  in representative trajectory set OE is preset to 0.95. In the second
stage, GMM in both SIRL and DSIRL has three components with at most 1000 iterations before
convergence. Additionally, the neural networks for DeepMaxEnt and DSIRL are both implemented
in a 3-layer fully-connected architecture with the sigmoid function as the activation function.
4.2.1 Evaluation Platform
All the methods are implemented in Python 3.5 and Theano 1.0.0 with a machine learning distributed
framework, Ray [18]. The experiments are conducted on a machine with Intel(R) Core(TM) i7-7700
CPU @ 3.60GHz and Nvidia GeForce GTX 1070 GPU.
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4.2.2 Recovery Experiment
In this experiment, we aim to compare the ground truth of the reward function, the optimal policy,
and the optimal value with the ones derived from four algorithms on objectworld. For SIRL and
DSIRL, the mean of reward conditional probability distribution is used as the comparison object.
In Figure 1, we notice that the mean of DSIRL performs better than DeepMaxEnt, and the mean of
SIRL is better than MaxEnt because of our Monte Carlo mechanism, a global search approach, in our
algorithm. Both MaxEnt and DeepMaxEnt are very likely to get trapped in a secondary maximum.
Because of highly nonlinear ground truth, the mean of DSIRL beats the mean of SIRL in this task.
Our generalized perspective can be regarded as an average of all outcomes which is prone to imitate
the true optimal value from finite expert demonstrations.
Figure 1: Results for recovery experiment. The EVD values, which is the difference of optimal values in last
row, for four algorithms are 48.9, 31.1, 33.7 and 11.3 respectively. The covariances of GMM model for SIRL
and DSIRL are limited up to 5.53 and 1.36 on each coordinate respectively.
4.2.3 Generative Experiment
In this experiment, we aim to evaluate the generativeness of the reward conditional probability
distribution D(W|ζE ,Θ∗) which will generate more than one reward function as the solution for the
IRL problem. Each optimal value derived from the drawn reward has a small EVD value compared
with the true original reward. We design an generative algorithm to capture robust solutions. The
pseudocode of generative algorithm is given in Algorithm 2, and for experimental result refers to
Figure 2.
In the generative algorithm, we always
use the Frobenius norm to measure
the distance between weights (matrices)
drawn from the reward conditional prob-
ability distribution, given by
||W||F :=
√
Tr(W ·WT ).
Each drawn weightW ∼ D(W|ζE ,Θ∗)
in the solution set G should satisfy
||W −W ′||F > δ and EVD(W) < ,
whereW ′ represents any other member
in the solution set G, and δ,  are the
preset thresholds in the generative algo-
rithm.
Algorithm 2: Generative Algorithm
Input: D(W|ζE ,Θ∗), required solution set size N , and
preset thresholds  and δ.
Output: Solution set G := {Wi}Ni=1.
while i < N do
W ∼ D(W|ζE ,Θ∗) ;
for anyW ′ ∈ S do
if ||W −W ′||F > δ and EVD(W) <  then
G ← W;
end
end
i← i+ 1;
end
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Figure 2: Results for the generative experiment. The right four columns are generated from four drawn weights
in the solution set G with EVD values around 10.2. We notice that each recovered reward function in the first
row has a different appearance in the pattern. It implies our generative model can generate robust and more than
one solution for an IRL problem.
4.2.4 Hyperparameter Experiment
In this experiment, we aim to evaluate the effectiveness of our approach under the influence of preset
variant quantities and qualities of expert demonstrations. The amount of information carried in expert
demonstrations will compose a specific learning environment, and hence has an impact on the effec-
tiveness of our generative model. Due to page limit, we only verify three hyperparameters including
the number of expert demonstrations in Figure 3, the trajectory length of expert demonstrations in
Figure 4 and the portion size in representative trajectory class CE in Figure 5 on objectworld. The
Shadow of the line in the figures represents the standard error for each experimental trail. Notice that
the EVDs for SIRL and DSIRL are both decreasing as the number and the trajectory length of expert
demonstrations, and the portion size in the representative trajectory class are increasing.
Figure 3: Results under 40, 80,
160, 320, 640, 1280 and 2560 ex-
pert demonstrations.
Figure 4: Results under 1, 2, 4, 8,
16, 32, and 64 grid size trajectory
length of expert demonstrations.
Figure 5: Results under 0.65,
0.70, 0.75, 0.80, 0.85, 0.90, and
0.95 portion size in CE .
5 Conclusion
In this paper, we propose a generalized perspective for IRL problem called stochastic inverse
reinforcement learning problem. We formulate it as an expectation optimization problem and adopt
the MCEM method to give the first solution to it. The solution to SIRL gives a generative model to
produce more than one reward function for original IRL problem, making it possible to analyze and
display highly nonlinear IRL problem from a global viewpoint. The experimental results demonstrate
the recovery and generative ability of the generative model under the comparison metric EVD. We
then show the effectiveness of our model under the influence of a set of hyperparameters of expert
demonstrations.
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