Introduction
A subgraph in a colouring of the edges of the complete graph K n is polychromatic if the colours on its edges are distinct; it is a polychromatic copy of H if it is also isomorphic to H. Let n be a positive integer, and let F be a family of graphs. We study the anti-Ramsey number f(n, F); this is the maximum number of colours in a colouring of E(K n ) that has no polychromatic copy of any graph in F. (The classical 'Ramsey problem' can be interpreted as finding the minimum number of colours in a colouring of E(K n ) that avoids monochromatic copies of graphs in F.) We write f(n, H) for f(n, {H}).
Erdős, Simonovits and Sós [6] introduced anti-Ramsey numbers. By relating them to Turán numbers, they showed that f(n, F)/( When r = 2, the limit yields only f(n, H) = o(n 2 ) . This leaves open the asymptotics of anti-Ramsey numbers for bipartite graphs, for graphs that become bipartite upon deletion of an edge, and for families of such graphs. Exact formulas or asymptotics are known for f(n, H) when H is a path [12] , a star [8] , some types of trees [10] , the family of all trees of fixed size [10] , or K 2,t [2, 7] .
Erdős, Simonovits and Sós [6] initiated the study of f(n, C k ). For fixed k with k 3, they conjectured that f(n, C k ) = k − 2 2 + 1 k − 1 n + O (1) and proved this for k = 3. Alon [1] proved it for k = 4, showing that f(n, C 4 ) = 4n/3 − 1. It is proved for k 7 in [9] . In Section 6 we explain the relationship between that result and our general bounds.
For general k, Alon [1] proved that f(n, C k ) (k − 2)n − (
2 ). In this paper, we improve this bound to f(n, C k )
, and for even k we improve it further to f(n, C k ) k 2 n − (k − 2). We also prove that the bound conjectured for f(n, C k ) does hold when we further restrict the colourings on E(K n ) by also forbidding slightly longer cycles. In particular, we prove that f(n, {C k , C k+1 , C k+2 })
Preliminaries

Given a graph G, we use n(G) for |V (G)|, e(G) for |E(G)|, and G[S] for the subgraph induced by vertex set S. A u, v-path is a path with endpoints u and v. We use the following notions.
Definition. Given a graph G and a colouring c of E(G), a representing graph for c is a spanning subgraph L of G having exactly one edge of each colour under c (L may have isolated vertices). For a family F, an F-good colouring is a colouring of the edges of a complete graph with no polychromatic copy of any graph in F. We write H-good for {H}-good.
We begin with the Erdős-Simonovits-Sós construction. When r = k − 1, the number of colours equals k − 2 2 + 1 k − 1 n − 1, and the construction never uses more than
Proof. Partition the vertices into sets V 1 , . . . , V q of size k − 1 and one set V q+1 of size r. The edges with endpoints in the same set receive q k − 1 2 + ( r 2 ) distinct colours. On the remaining edges are q additional colours c 1 , . . . , c q , with colour c min{i,j} on the edges with endpoints in V i and V j when i = j. The total q k − 1 2 + ( r 2 ) + q equals the given formula when n = (k − 1)q + r.
Each V i is too small to contain C k , and every cycle that visits more than one of the subsets has two edges of colour c i , where V i is the smallest-indexed set that it visits. Hence the colouring is C k -good.
In this construction, deleting a polychromatic copy of K k−1 yields the analogous construction for n − k + 1 vertices. The difference in the number of colours is (
. The idea of deleting (roughly) k − 1 vertices and using induction motivates our proof. We use this approach in proving the conjecture for k 4, which also serves as a basis for induction on k in our general result.
Lemma 2.2. ([1])
Every colouring of E(K n ) having no polychromatic k-cycle or l-cycle also has no polychromatic (k + l − 2)-cycle. In particular, every C k -good colouring is also C 2+s(k−2) -good, for every positive integer s.
Proof. Let C be a (k + l − 2)-cycle in such a colouring. Let x and y be vertices at distance k − 1 along C. The edge xy completes cycles of lengths k and l with the two x, y-paths along C. Since neither of these is polychromatic, C is also not polychromatic.
The second claim is now immediate by induction on s.
The proof of Lemma 2.2 is essentially the same as in Alon [1] . Theorem 2.3 was proved for C 3 in [6] and for C 4 in [1] ; the proof here is simpler. Proof. For k 4, the construction of Theorem 2.1 uses exactly
For k = 3, Lemma 2.2 implies that a C 3 -good colouring has no polychromatic cycles of any length. Hence a representing graph has at most n − 1 edges.
For k = 4, we use induction on n. If n 3, then ( In applying induction on the number of vertices, we will want to limit the number of edges between a cycle and the rest of the vertices in a representing graph when some cycle lengths are forbidden. Our basic lemma for this setting is of independent interest.
For vertex-disjoint subgraphs J, J in a graph G, let E G [J, J ] denote the set of edges having one endpoint in V (J) and the other in V (J ), and let e G (J, J ) denote its size. We write J as v when the subgraph is a single vertex v. We drop the subscript when only one graph is being discussed. Lemma 2.4. Let C be a cycle of length p in a graph G, and let P be a path in G − V (C). If G has no cycle whose length is congruent to 2 modulo p, then e(P , C) p. , then x i and x j have neighbours on C that are separated by distance r along C. Replacing this portion of C with the edges from its endpoints to x i and x j and the x i , x j -path along P yields a cycle in G with length congruent to 2 modulo p (see Figure 1) . Therefore The hypothesis on G in Lemma 2.4 can be weakened when a bound is placed on the length of P . That is, the result e(P , C) p holds whenever G has no (p + 2)-cycle if P has length at most p. We will need only the form proved above.
A greedy structure
increases with k, in our induction step we can restrict attention to colourings of E(K n ) with polychromatic cycles shorter than C k . We will use length k − 2 when F = {C k } and length k − 1 when F = {C k , C k+1 , C k+2 }. We focus first on
Definition. Let C be a polychromatic (k − 2)-cycle in a C k -good colouring c of E(K n ), and let H be a representing graph containing C. Let a be the number of chords of C in H, and let b be the number of edges of H with exactly one endpoint in V (C). The list (C, H, F) is C k -greedy in c if C and H are chosen to lexicographically maximize the ordered pair (a, b) and F is a component of H − V (C) with maximum order.
From the defining conditions, a C k -greedy (C, H, F) has the following properties.
(1) Every colour on an edge of K n induced by V (C) is on some edge of H induced by V (C). (2) Every colour on an edge of K n incident to V (C) is on some edge of H incident to V (C). (3) No colour appearing in F appears on any edge of K n incident to V (C).
When we use these properties, we say 'by greediness'.
Property (1) of greediness is used in Theorem 5.5 and in the proofs of the optimal bounds for k 7 in [9] . Property (2) is used heavily in the subsequent lemmas here. Most of the lemmas do not use property (3); we use this when reducing the proof of the bound for general k (Theorem 4.1) to the case where H − V (C) has no edges. The variations in the lemmas for even k are used for the improvement of the general bound for even k (again Theorem 4.1).
Lemma 3.1. Let (C, H, F) be C k -greedy in c. Let P be an x, y-path in F, and let u be a vertex of C. If the length of P is a multiple of k − 2, then c(ux) = c(uy). If k is even, ux ∈ E(H), and the length of P is an odd multiple of (k − 2)/2, then c(ux) = c(u y), where u is the vertex opposite u on C.
Proof. The first statement does not assume that ux or uy lies in E(H). Nevertheless, greediness implies that c(ux) and c(uy) do not appear on the edges of P . If c(ux) = c(uy),
then adding ux and uy to P produces a polychromatic cycle whose length is congruent to 2 modulo k. Lemma 2.2 forbids this, so c(ux) = c(uy).
For the second statement, greediness again forbids c(u y) from the edges of P . Also, c(u y) appears on at most one of the u, u -paths in C. If c(ux) = c(u y), then adding one of these paths plus ux and u y to P yields a polychromatic cycle forbidden by Lemma 2.2.
Proof. Let ux be an edge of H with u ∈ V (C) and x ∈ V (F) − V (C ). Let P be a shortest path in F from x to V (C ). Since C has length at least q, we can extend P along C to obtain a path P whose length is a multiple of q. Let y be the endpoint of P on C . By repeated application of Lemma 3.1, there is a vertex v ∈ V (C) such that c(ux) = c(vy). Replace ux with vy. Replacing all of E H [C, F − V (C )] yields the desired graph H .
The circumference of a graph is the length of its longest cycle (or is ∞ if the graph is acyclic). Our final tool is based on Woodall's proof [13] (see [3, pp. 137-8] for an exposition) of the Erdős-Gallai bound [5] on the number of edges in a n-vertex graph with circumference at most l. When W is a set of vertices in a graph G, let e G (W ) denote the number of edges of G incident to W . Let W = {x i : x i+1 ∈ N F (x 1 )}; note that |W | = d and x 1 ∈ W and v / ∈ W . We claim that e H (W ) λ |W |. Note that e H (W ) = e H (W , C) + e F (W ).
For x i ∈ W , let Q i be the path formed by the v, x i+1 -path in P , the edge x i+1 x 1 , and the x 1 , x i -path in P . If x i has a neighbour in F outside V (P ), then Q i extends, contradicting the choice of P . Therefore, N F (W ) ⊆ V (P ). Since Q i has the same length as P , the choice of
• 
The bound for general k
Our general bound for odd k is valid for all k, but for even k we prove a stronger bound.
Proof. We use induction on n + k. By Theorem 2.3, we may assume that k 5. When 2 n k − 1, we have f(n, C k ) = ( n 2 ). Here it suffices to show that
The left side is 2β k − k + 1 when n = 2 and is 1 + (2β k − k)(k − 1)/2 when n = k − 1. Both values are nonnegative when k 3 whether k is odd or even, and hence this quadratic inequality holds for 2 n k − 1.
Hence we may assume that n k 5. Let c be a C k -good colouring of E(K n ). Since the desired bound exceeds f(n, C k−2 ), we may assume that c has a polychromatic (k − 2)-cycle.
Hence we may select a C k -greedy (C, H, F). We define long cycle to be a cycle of length at least q as defined in Lemma 3.2 (q = k − 2 when k is odd, and q = (k − 2)/2 when k is even).
Case 1:
F has a long cycle C . By Lemma 3.2, we may assume that all of E H [C, F] is incident to V (C ). Since V (C ) lies on a path in F, Lemma 2.4 yields e H (C, F) k − 2.
Consider the colourings obtained by restricting c to V (F) and to V (H) − V (F). Since n(F) 2 and n(H − V (F)) 2, the induction hypothesis applies. Since F and H − V (F) are contained in representing graphs for these colourings, we have the desired bound: 
H) − W to obtain the desired bound on e(H).
Case 3: F is a tree with at least two vertices. Let v be a vertex of F having the most neighbours in H on C. Let P be a maximal path in F starting at v; let u be its other endpoint. By Lemma 2.4, e(P , C) k − 2. The choice of v yields e H (u, C) (k − 2)/2. Also u has exactly one neighbour in F, so d H (u) k/2. We let W = {u} and delete W as in Case 2. 
, and we finish as in Case 3.
Forbidding cycles of lengths
. This is optimal infinitely often, since the construction of Theorem 2.1 shows that equality holds whenever k − 1 divides n. The proof uses many of the ideas in our general bound on f(n, C k ), but we need analogues of the lemmas in that proof. We say that (C, H, F) is C k -greedy in c if it is C k+1 -greedy in c; in particular, C will be a polychromatic (k − 1)-cycle. We start with a stronger version of Lemma 2.4. Lemma 5.1. Let C be a cycle of length p in a graph G having no cycle with length greater than 3 and congruent to any of {1, 2, 3} modulo p, and let P be a path in G − V (C).
(1) If u is an endpoint of P , then e(P , C) + e(u, C) p. As in Lemma 2.4, in Lemma 5.1 the hypothesis on G can be weakened to having no cycle with length in {p, p + 1, p + 2} when the length of P is at most p − 1, but we only need the statement proved above.
We will apply Lemma 5.1 to a graph with an edge-colouring having no polychromatic cycle with length in {p + 1, p + 2, p + 3}. By Lemma 2.2, such a colouring has no polychromatic non-triangle cycle with length congruent to one of {1, 2, 3} modulo p, so we may apply Lemma 5.1 to a representing graph.
We also need variants of Lemmas 3.1 and 3.2. Henceforth, let q = (k − 1)/2 .
Lemma 5.2. Let (C, H, F) be C k -greedy in c. Let P be an x, y-path in F, and let u be a vertex of C. If the length of P is a multiple of k − 1, then c(ux) = c(uy). If ux ∈ E(H), and the length of P is congruent to q modulo k − 1, then c(ux) = c(u y), where u is a vertex at distance q from u on C.
Proof. The first claim holds by Lemma 3.1 because (C, H, F) is C k+1 -greedy in c.
For the second claim, the first allows us to assume that P has length q. Now C k+1 -greediness forbids c(u y) from the edges of P , and c(u y) can appear on only one of the two u, u -paths in C. If c(ux) = c(u y), then adding one of these paths plus ux and u y to P produces a polychromatic cycle of length k or k + 1, both of which are forbidden. Lemma 5.3. Let (C, H, F) be C k -greedy in c. If F has a cycle C of length at least q, then there exists H such that (C, H , F) is C k -greedy in c and all of E H [C, F] is incident to C .
Proof.
Let ux be an edge of H with u ∈ V (C) and x ∈ V (F) − V (C ). Let P be a shortest path in F from x to V (C ). Since C has length at least q, we can extend P along C to obtain a path P whose length is congruent to q modulo k − 1. Let y be the endpoint of P on C . By Lemma 5. Proof. We use induction on n; the claim is immediate for n = 4.
For n > 4, suppose first that e(G) n − 4. Since at most n − 4 edges are missing and K n has n − 2 edge-disjoint u, v-paths of length 2, there is a u, v-path of length 2 in G.
If v is not isolated in G, then e(G − v) n − 5. Since e(G) n − 4, in G − u there is a neighbour x of v. By the induction hypothesis, for 2 l n − 2 there is a u, x-path of length l in G − v. Append v to obtain the desired path in G.
If v is isolated in G, then e(G − v) (n − 1) − 3. By the induction hypothesis, G − v has a spanning cycle. Append v to the end of a path of length l − 1 along the cycle from u.
Finally, we need a spanning cycle when e(G) = n − 3. This yields δ(G) 2. Since the complement of a graph with maximum degree at most 1 has a spanning cycle, we may assume that some vertex x has degree at least 2 in G. Select y, z ∈ N G (x). Since e(G − x) n − 5, we can add the path z, x, y to a spanning y, z-path in G − x to complete a spanning cycle in G.
To facilitate the inductive proof of our bound on f(n, C k ), we need a stronger bound in the case when a If n = k − 1, then ( n 2 ) = α k n − 1, and the bound holds with equality. Furthermore, the stronger bound holds if the stronger condition holds. If k 4, then q = 1, and Theorem 2.3 yields both desired statements.
Proof. We use induction on
We may thus assume that n k 5. This yields α k−1 n − 1 α k n − q, so it suffices to consider colourings with polychromatic (k − 1)-cycles. Hence we may let (C, H, F) be C k -greedy in c. Also let H = H[V (C)], and let long cycle mean a cycle of length at least q + 1. For x ∈ V (C ), let x denote its successor on C , and let y be the vertex q steps after x on C . If x, x ∈ N H (u) for some u ∈ V (C), then let u denote a vertex at distance q from u on C. By Lemma 5.2, c(u y) = c(ux). Since H is a representing graph, the colours on u y, ux , and the x , y-path of length q − 1 on C are distinct and do not appear on C. Combining these edges with the u, u -path of length k − 1 − q on C yields a polychromatic k-cycle.
Hence we may assume that no two consecutive vertices on C have a common neighbour in H on C. Applying Lemma 5.1(2) to a spanning path in C yields e H (C , C) q.
Let F = H − V (F). Since n(F) 2 and n(F ) 2, we can apply the induction hypothesis to the colourings obtained by restricting c to V (F) and to V (F ). If e(H ) ( k − 1 2 ) − q, then greediness of (C, H, F) implies that both F and F have no polychromatic (k − 1)-cycle inducing more than ( k − 1 2 ) − q edges. Hence we can apply the tighter bound in the induction hypothesis, obtaining
2 ) − q, then we obtain e(F) α k n(F) − 1 and e(F ) α k n(F ) − 1. If e(F) α k n(F) − q, then applying the induction hypothesis as above yields e(H) α k n(H) − 1, which suffices. If e(F) > α k n(F) − q and n(F) k, then the inequality α k−1 n(F) − 1 α k n(F) − q allows us to assume that F contains a (k − 1)-cycle; we take this as C . On the other hand, if n(F) < k, then certainly n(C ) k − 1.
We are left with e(F) α k n(F) − 1 and e(F ) α k n(F ) − 1 and n(C ) k − 1. To obtain the desired bound on e(H), it suffices to show that e H (C, C ) 1. We show first that all of E H [C , C] is incident to one vertex of C.
We have e(H ) q − 1. Regardless of whether y ∈ N H (u) and/or b ∈ {x, z, u, v}, in all cases we can replace {wx, xy} or {xy, yz} or {yz, za} with a detour through {u, v} to complete a polychromatic k-cycle.
Hence d H (u) q − 1 when u / ∈ V (C), except for at most one vertex. This reduces the upper bound by n − k, which is sufficient.
Concluding remarks
Our results suggest several approaches to proving the full Erdős-Simonovits-Sós conjecture. With Theorem 5.5, it suffices to show that an optimal C k -good colouring also has no polychromatic (k + 1)-cycle or (k + 2)-cycle. This condition holds in the construction of Theorem 2.1.
Another approach is to study a greedy structure based on a polychromatic (k − 1)-cycle as in Theorem 5.5. Again Lemma 5.4 makes it possible to bound e H (F, C) tightly when e(H ) k − 5, but there remain many cases when e(H ) is larger. This approach is used in [9] to prove the conjecture for k 7. For larger k, stronger results about nearly panconnected graphs may make it possible to handle the cases.
