architecture are organized hierarchically: a group of threads constitute a block, and 9 blocks are aggregated to form a grid. A set of threads constituting a grid are executed 10 together on the GPU.
11
Our parallel algorithm is given in Fig. 4 . Due to the limitation on the maximum 12 (allowed) number of blocks in a grid, a limited number of input groups are labeled 13 simultaneously for each iteration of the outermost parallel loop (steps 2-16). The inner 14 loop (steps 3-11) consists of two stages: In the first stage, the SKLDs are computed in 15 parallel (steps 4-6). In the second stage, the resulting SKLDs are used for determining 16 the bundle for which each subject votes (steps 7-10). In the remainder of the outermost 17 loop (steps 12-16), the label of each input group is decided. To execute the algorithm on 18 the GPU, the data such as mean vectors, covariance matrices, and inverse covariance 19 matrices, for each input group and example group, are copied to the GPU memory. A 20 single block is assigned to the computation of an SKLD.
21
Let B be the maximum (allowed) number of blocks in a grid and M the sum of the 22 numbers of groups in all example subjects. Since M blocks are required to compute all 23
SKLDs for an input tract group, the number of input groups N that can be processed
24

PLOS
1/3 simultaneously with the grid is given as follows: 
31
Each block (i, j) calculates the SKLD between an input tract group g i and an 32 example tract group b j using the following equation (also see Eq. (14)):
To compute this equation in parallel, the number of threads in a block is set to the the result in the t-th location of an array mem in the GPU shared memory:
where S(t, ·) and S(·, t) are the t-th row vector and the t-th column vector of a matrix 
