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Abstract
Finite automata with weights in the max-plus semiring are considered. The main result is: it is
decidable whether a series that is recognized by a ﬁnitely ambiguous max-plus automaton is unam-
biguous, or is sequential. Furthermore, the proof is constructive. A collection of examples is given to
illustrate the hierarchy of max-plus series with respect to ambiguity.
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1. Introduction
A max-plus automaton is a ﬁnite automaton with multiplicities in the max-plus semiring
Rmax = (R ∪ {−∞},max,+). Roughly speaking, it is an automaton with two tapes: an
input tape labelled by a ﬁnite alphabet , and an output tape weighted in Rmax. The weight
of a word in ∗ is the maximum over all successful paths of the sum of the weights along
the path.
Max-plus automata, and their min-plus counterparts, are studied under various names in
the literature: distance automata, ﬁnance automata, cost automata. They have also appeared
in various contexts: to study logical problems in formal language theory (star height, ﬁnite
power property) [13,23], to model the dynamic of some discrete event systems (DES)
[10,12], or in the context of automatic speech recognition [18].
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Two automata are equivalent if they recognize the same series, i.e. if they have the same
input/output behavior. The problemof equivalence of twomax-plus automata is undecidable
[15]. The same problem for ﬁnitely ambiguous max-plus automata is decidable [14,25].
The sequentiality problem is deﬁned as follows: given a max-plus automaton, is there an
equivalent max-plus automaton which is sequential (i.e. deterministic in input). Let us give
some motivations on why the sequentiality problem is important. In the case of a sequential
automaton, the time complexity of computing the output is roughly linear in the length of
the input. This time efﬁciency is central in speech processing, see [18]. Consider now a
DES modelled by a max-plus automaton. If the automaton is unambiguous, or a fortiori
sequential, then one can compute the optimal, as well as the average behavior, of the DES,
see [10,11].
Sequentiality is decidable for unambiguousmax-plus automata [18]. In the present paper,
we prove that sequentiality is decidable for ﬁnitely ambiguous max-plus automata. To the
best of our knowledge, it is not known if the ﬁnite ambiguity of a max-plus series (deﬁned
via an inﬁnitely ambiguous automaton) is a decidable problem. In particular, the status
of the sequentiality problem is still open for a general max-plus automaton (even if the
multiplicities are restricted to be in Zmax, Nmax or Z−max). In [18, Sections 3.2 and 3.5],
it is claimed that any max-plus automaton admits an effectively computable equivalent
unambiguous one. If that was true, it would imply the decidability of the sequentiality for
general max-plus automata and the present paper would be void. However, the statement
is erroneous and counter-examples are provided in Section 3 of the present paper. (The
version of [18] available on the author’s website differs from the published version, and has
this point correctly modiﬁed.)
The sequentiality problem can be asked for automata over any semiringK. For transduc-
ers, i.e. whenK is the set of rational subsets of a free monoid (with union and concatenation
as the two laws), the problem is completely solved in the functional case (when, for every
input, the output is a language of cardinality at most one) [3,7,8]. For a general transducer,
the problem is wide open. Observe that the semiring {an, n ∈ N} = {ana∗, n ∈ N} is
isomorphic toNmin : ana∗ + ama∗ = amin(n,m)a∗ and ana∗ · ama∗ = an+ma∗. Similarly,
the semiring {an, n ∈ N} is isomorphic to Nmax (where an = {ε, a, . . . , an}). Hence
automata over Nmax or Nmin translate into transducers, but not functional ones. Also, the
translation does not work for automata over Rmax. Hence, the vast literature on transducers
is of limited use in our context.
In the present paper, we work with Rmax. Decidability and complexity should be inter-
preted under the assumption that two real numbers can be added or compared in constant
time.
2. Preliminaries
2.1. Max-plus semiring and series
The free monoid over a ﬁnite set (alphabet)  is denoted by ∗ and the empty word is
denoted by ε. The structure Rmax = (R ∪ {−∞},max,+) is a semiring, which is called
the max-plus semiring. It is convenient to use the notations ⊕ = max and ⊗ = +. The
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neutral elements of ⊕ and ⊗ are denoted, respectively, by 0 = −∞ and 1 = 0. The
subsemirings Nmax, Zmax, …, are deﬁned in the natural way. The min-plus semiring Rmin
is obtained by replacing max by min and−∞ by+∞ in the deﬁnition ofRmax. The results
of this paper can be easily adapted to the min-plus setting. Observe that the subsemiring
B = ({0, 1},⊕,⊗) is isomorphic to the Boolean semiring. FormatricesA,B of appropriate
sizes with entries inRmax, we set (A⊕B)ij = Aij ⊕Bij , (A⊗B)ij =⊕k Aik ⊗Bkj , and
for a ∈ Rmax, (a ⊗ A)ij = a ⊗ Aij . We usually omit the ⊗ sign, writing for instance AB
instead of A⊗ B.
Consider the setRmax〈〈∗〉〉 of (formal power) series (over ∗ with coefﬁcients inRmax),
that is the set of maps from ∗ to Rmax. We denote by 〈S, u〉 the coefﬁcient of the word
u in the series S. The support of a series S is the set Supp S = {u ∈ ∗ | 〈S, u〉 = 0}.
It is convenient to use the notation S = ⊕u∈∗〈S, u〉u = ⊕u∈Supp (S)〈S, u〉u. Equipped
with the addition (⊕) and the Cauchy product (⊗), the set Rmax〈〈∗〉〉 forms a semiring.
The image of  ∈ Rmax by the canonical injection into Rmax〈〈∗〉〉 is still denoted by .
In particular, the neutral elements of Rmax〈〈∗〉〉 are 0 and 1. The characteristic series of a
language L is the series 1L such that 〈1L,w〉 = 1 if w ∈ L, and 〈1L,w〉 = 0 otherwise.
2.2. Max-plus automaton
LetQ and  be two ﬁnite sets. Amax-plus automaton of set of states (dimension)Q over
the alphabet, is a tripleA = (,,), where  ∈ R1×Qmax ,  ∈ RQ×1max , andwhere  : ∗ →
RQ×Qmax is a morphism of monoids. The morphism  is uniquely determined by the family
of matrices {(a), a ∈ }, and for w = a1 · · · an, we have (w) = (a1) ⊗ · · · ⊗ (an).
The series recognized (or realized) byA is by deﬁnition S(A) =⊕u∈∗((u))u. This is
just a specialization to the max-plus semiring of the classical notion of an automaton with
multiplicities over a semiring [4,9,17]. By the Kleene–Schützenberger Theorem [21], the
set of series recognized by a max-plus automaton is equal to the set of rational series over
Rmax. We denote it by Rat.
A state i ∈ Q is initial, resp. ﬁnal, if i = 0, resp. i = 0.As usual a max-plus automaton
is represented graphically by a labelled weighted digraphwith ingoing and outgoing arcs for
initial and ﬁnal states, see e.g. Fig. 6 (the input or output weights equal to 1 are omitted). In
this graph, there is an arc from i to j with label a if and only if (a)ij = 0. The terminology
of graph theory is used accordingly (e.g. (simple) path or circuit of an automaton, union
of automata, …). A path which is both starting with an ingoing arc and ending with an
outgoing arc is called a successful path. The label of a path is the concatenation of the
labels of the successive arcs (so called transitions), the weight of a path is the product (⊗)
of the weights of the successive arcs (including the ingoing and the outgoing arc, need it
be). We denote by weight () the weight of the path . We use the following notations for
paths in an automaton A = (,,):
p → q, → p → q, p → q →, p u|x−→q,
[
p
u|x−→q
]
A, if (u)pq = x in A.
The ﬁrst example is a path (of any length) from p to q, the second also includes an ingoing
arc, the third an outgoing arc, in the fourth the weight and the label are added and in the
ﬁfth the underlying automaton is recalled.
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Fig. 1. A heap automaton.
An automaton is trim if any state belongs to at least one successful path.
Let I be a ﬁnite set. The tensor product automaton of (Ai = (i ,i ,i ))i∈I , denoted
by i∈IAi , is deﬁned as follows. It is the max-plus automaton (A,M,B) of dimension
Q =∏i Qi , whereQi is the dimension of Ai , and such that
∀p, q ∈ Q, Ap =⊗
i∈I

i
pi
, ∀a ∈ , M(a)p,q =⊗
i∈I

i
(a)pi ,qi , Bp =
⊗
i∈I

i
pi
.
2.3. Heap model
A heap orTetris model [24], consists of a ﬁnite set of slotsR, and a ﬁnite set of rectangular
pieces . Each piece a ∈  is of height 1 and occupies a determined subset R(a) of the
slots. To a word u = u1 · · · uk ∈ ∗ is associated the heap obtained by piling up in order
the pieces u1, . . . , uk , starting with a horizontal ground and according to the Tetris game
mechanism (pieces are subject to gravity and fall down vertically until they meet either a
previously piled up piece or the ground). Consider the morphism generated by the matrices
M(a) ∈ RR×Rmax , a ∈ , deﬁned by
M(a)ij =


1 if i, j ∈ R(a),
0 if i = j /∈ R(a),
−∞ otherwise.
Let x(u)i be the height of the heap u on slot i ∈ R. We have [5,11,12]: x(u)i = 1M(u)i ,
where 1 = (1, . . . , 1) ∈ R1×Rmax and i ∈ RR×1max is deﬁned by (i )j = 1 if j = i and 0
otherwise. In other words, the application x(·)i : ∗ → Rmax is recognized by the max-
plus automaton (1,M, i ). We call (1,M, ),  = ⊕i∈I i , I ⊆ R, a heap automaton
(associatedwith the heapmodel).Amongmax-plus automata, heap automata are particularly
convenient and playful, due to the underlying geometric interpretation. Here, they are used
as a source of examples and counter-examples, e.g. Figs. 3, 4 and 7.
We represent a heap automaton graphically as in Fig. 1.
2.4. Ambiguity and sequentiality
Consider a max-plus automaton A = (,,) of dimension Q over . The automaton
is sequential if there is a unique initial state and if for all i ∈ Q, and for all a ∈ , there
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is at most one j ∈ Q such that (a)ij = 0. In the case of a Boolean automaton, we also
say deterministic for sequential. The automatonA is unambiguous if for any word u ∈ ∗,
there is at most one successful path of label u. The automaton is ﬁnitely ambiguous if there
exists some k ∈ N such that for any word u ∈ ∗, there are at most k successful paths of
label u. The minimal such k is called the degree of ambiguity of the automaton. Clearly,
‘sequential’ implies ‘unambiguous’ which implies ‘ﬁnitely ambiguous’. The automaton is
inﬁnitely ambiguous if it is not ﬁnitely ambiguous.
Consider a series S ∈ Rat. The series is sequential (resp. unambiguous, ﬁnitely ambigu-
ous) if there exists a sequential (resp. unambiguous, ﬁnitely ambiguous) max-plus automa-
ton recognizing it. The series is inﬁnitely ambiguous if there exists no ﬁnitely ambiguous
max-plus automaton recognizing it. The degree of ambiguity of a ﬁnitely ambiguous series
is the minimal degree of ambiguity of an automaton recognizing it. The sets of sequential,
unambiguous, and ﬁnitely ambiguous series are denoted, respectively, by Seq, NAmb, and
FAmb. Deﬁne FSeq = {S | ∃k, ∃S1, . . . , Sk ∈ Seq, S = S1 ⊕ · · · ⊕ Sk}.
Consider a total order on ∗. Given a series S = 0, deﬁne the normalized series (S)
by (S) =⊕u∈∗(〈S, u〉 − 〈S, u0〉)u, where u0 is the smallest word of Supp S. The (left)
quotient of a series S by a wordw is the seriesw−1S deﬁned byw−1S =⊕u∈∗ 〈S,wu〉u.
A series S is rational if and only if the semi-module of series 〈w−1S,w ∈ ∗〉 is ﬁnitely
generated, i.e. if there exists S1, . . . , Sk, such that
∀w ∈ ∗, ∃1, . . . , k ∈ Rmax, w−1S =⊕
i
iSi .
A series S is sequential if and only if the set of series {(w−1S),w ∈ ∗} is ﬁnite. This is a
folklore result. There is a one-to-onemapping between the elements of {(w−1S),w ∈ ∗}
and the states of the minimal deterministic automaton.
Proposition 1. A trim automaton A of dimension Q is inﬁnitely ambiguous if and only if
there exist p, q ∈ Q,p = q, and v ∈ ∗, such that p v−→p, p v−→ q, q v−→ q. This can
be checked in polynomial time.
For a proof, see [27] and the references therein. Observe that the (in)ﬁnite ambiguity
is independent of the underlying semiring. Next result is due to Mohri [18] and is a gen-
eralization of a classical result of Choffrut on functional transducers, see [3,7,8] (for the
decidability) and [2,26] (for the polynomial complexity).
Theorem 2. Let A be an unambiguous max-plus automaton. There exists a polynomial
time algorithm to decide whether S(A) is a sequential series.
If A is unambiguous and S(A) is sequential, a sequential automaton recognizing the
series can be effectively constructed from A using an analog of the subset construction of
Boolean automata [1,6,18].
It is useful to detail Theorem 2. We need to introduce several deﬁnitions. Given two
words u, v ∈ ∗, let u ∧ v be the longest common preﬁx of u and v, and deﬁne d(u, v) =
|u|+|v|−2|u∧v|. It is easy to check that d(., .) is a distance on∗.A series S isM-Lipschitz
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(M ∈ R+) if
∀u, v ∈ Supp S, |〈S, u〉 − 〈S, v〉|Md(u, v)
and S is Lipschitz if it isM-Lipschitz for someM. The set of Lipschitz series is denoted by
Lip. Consider a trim max-plus automatonA of dimensionQ. Two states p, q ∈ Q are twins
if [
x0−→ iu1|x1−→pu2|x2−→p, y0−→ ju1|y1−→qu2|y2−→q
]
⇒ [x2 = y2].
If all the states are twins, the automaton A is said to satisfy the twin property. We denote
the set of all such automata by Twin. The following implications hold:
[A ∈ Twin] ⇒ [S(A) ∈ Seq] ⇒ [S(A) ∈ Lip] . (1)
Furthermore,[A ∈ NAmb, S(A) ∈ Lip] ⇒ [A ∈ Twin] . (2)
The twin property can be checked in polynomial time; hence, Theorem 2 follows from the
above implications.
3. Hierarchy of series
The examples in this section illustrate the classes of series on which we work.
3.1. A series in Seq ∩ NAmb ∩ FSeq
An example over a one-letter alphabet is provided in Fig. 2. The recognized series is
〈S, an〉 =
{ 0 if n is odd,
n if n is even.
The series is not Lipschitz, since |〈S, an+1〉 − 〈S, an〉|n, and consequently the series
cannot be sequential (see (1)). It is clear that it is an unambiguous series (the only successful
path of label an is the right or left one depending on the parity of n) and a sum of sequential
series. In fact, any max-plus rational series over a one-letter alphabet is unambiguous and
a sum of sequential series [16,19].
3.2. A series in FSeq ∩ NAmb
The series 〈S, u〉 = |u|a ⊕|u|b over the alphabet {a, b} is a sum of two sequential series:
the heap automaton of Fig. 3 recognizes this series.
I. Klimann et al. / Theoretical Computer Science 327 (2004) 349–373 355
Fig. 2. Seq ∩ NAmb ∩ FSeq.
Fig. 3. FSeq ∩ NAmb.
Assume that S is unambiguous. The series S is 1-Lipschitz. So it has to be sequential, see
(2) and (1). Consequently, there exist series S1,…Sk such that
∀u ∈ ∗, ∃i, ∃u ∈ Rmax u−1S = u ⊗ Si.
By the pigeon-hole principle, there must exist i ∈ {1, . . . , k} and two integers m < n such
that
∃n, m (an)−1S = n ⊗ Si, (am)−1S = m ⊗ Si.
Consequently, we have
〈(an)−1S, bm+1〉 − 〈(an)−1S, ε〉 = 〈(am)−1S, bm+1〉 − 〈(am)−1S, ε〉.
However,
〈(an)−1S, bm+1〉 − 〈(an)−1S, ε〉 = 〈S, anbm+1〉 − 〈S, an〉 = n− n = 0
〈(am)−1S, bm+1〉 − 〈(am)−1S, ε〉 = 〈S, ambm+1〉 − 〈S, am〉 = m+ 1−m = 1.
This is a contradiction, consequently S is not sequential and thus cannot be an unambiguous
series.
3.3. Series in NAmb ∩ FSeq
(a) The ﬁrst example is the series S given by the heap automaton of Fig. 4(a), or equiva-
lently by the automaton of Fig. 4(b).
Consider the series S˜ deﬁned by 〈S˜, w〉 = 〈S,w〉 − |w|. An automaton recognizing S˜
can clearly be obtained from an automaton recognizing S by removing 1 from each output
weight. Hence, S and S˜ are both sum of sequential series or none of them is.
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Fig. 4. NAmb ∩ FSeq.
Fig. 5. NAmb ∩ FSeq.
The series S˜ is recognized by the automaton of Fig. 5. Suppose that S˜ = S1⊕S2⊕· · ·⊕Sk ,
where k ∈ N and the Si are sequential series.
Since the Si are sequential series, they are Lipschitz. Let N be the maximal Lipschitz
coefﬁcient of the Si . Let (Ni)i0 be a sequence of integers such that
N0 > N, N(Nk−1 + 1) < Nk −Nk−1 for all k1.
The coefﬁcient of abNk in S˜ is−Nk , and it comes, for instance, from S1. The coefﬁcient of
abNkabNk−1 is −Nk−1. We have
d(abNk , abNkabNk−1) = Nk−1 + 1 and
|〈S˜, abNk 〉 − 〈S˜, abNkabNk−1〉| = Nk −Nk−1.
The coefﬁcient of abNkabNk−1 in S˜ does not come from S1, since
|〈S1, abNk 〉 − 〈S1, abNkabNk−1〉|N(Nk−1 + 1)
< Nk −Nk−1 = |〈S1, abNk 〉 − 〈S˜, abNkabNk−1〉|.
In the same way, we prove that any two words of the set
{abNk , abNkabNk−1 , . . . , abNkabNk−1 · · · abN0}
cannot be recognized by the same Si . But this set has cardinality k + 1 and thus there is a
contradiction.
(b) The second example is the series given by the automaton of Fig. 6. The series recog-
nized by this automaton is
〈S, am1bn1 · · · ampbnp 〉 = ∑
mi even
mi,
where m1 ∈ N, mk+1 ∈ N − {0}, nk ∈ N − {0} for 1kp − 1, and np ∈ N. The
automaton is clearly unambiguous. Furthermore, it is not a ﬁnite sum of sequential series.
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Fig. 6. NAmb ∩ FSeq.
To simplify notations, let us prove that S is not the sum of two sequential series. Suppose
that S = S1 ⊕ S2, with S1, S2 ∈ Seq.
The series Si , i ∈ {1, 2}, are sequential, so they are Lipschitz by (1). Let N be such that
Si , i ∈ {1, 2}, are N-Lipschitz. Let us consider words of the form arbnas , with n > 0. We
discuss on the parity of r and s. The coefﬁcient of the word a2p+1bna2q+1 in S, which is
equal to 0, comes from one of the Si . For instance
〈S, a2p+1bna2q+1〉 = 0 = 〈S1, a2p+1bna2q+1〉. (3)
Set q > N . Since S1 is N-Lipschitz and d(a2p+1bna2q+1, a2p+1bna2q) = 1, we have
〈S, a2p+1bna2q〉 = 2q = 〈S2, a2p+1bna2q〉. (4)
Fix q and n. Since S1 and S2 are Lipschitz, there exists an integer M such that
∀u, v ∈ Supp Si, d(u, v)2n+ 4q + 2 ⇒ |〈Si, u〉 − 〈Si, v〉|M. (5)
We have
d(a2pbna2q, a2p+1bna2q+1) = 2n+ 4q + 2 and
d(a2pbna2q, a2p+1bna2q) = 2n+ 4q + 1.
So, by Eq. (5), we know that
• If a2pbna2q ∈ Supp S1, then
2p + 2q = |〈S1, a2pbna2q〉 − 〈S1, a2p+1bna2q+1〉|M,
which is wrong for p large enough.
• If a2pbna2q ∈ Supp S2, then
2p = |〈S2, a2pbna2q〉 − 〈S2, a2p+1bna2q〉|M,
which is also wrong for p large enough.
Consequently, S is not the sum of two sequential series. To extend the result to the sum of
m sequential series, one has to consider words of the form ar1bn1ar2 · · · arm−1bnm−1arm .
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Fig. 7. NAmb ∩ FSeq ∩ FAmb.
Fig. 8. NAmb ∩ FSeq ∩ FAmb.
3.4. Series in NAmb ∩ FSeq ∩ FAmb
(a) Consider the heap automaton given in Fig. 7(a). The corresponding series is at most
two-ambiguous since it is also recognized by the two-ambiguous automaton of Fig. 7(b). It
cannot be unambiguous: on {a, b}∗, since it coincides with the series of Fig. 3 which is in
NAmb. It cannot be a ﬁnite sum of sequential series: on {b, c}∗, it coincides with the series
of Fig. 4 which is in FSeq.
(b) Another example is provided by the automaton A of Fig. 8.
Denote by S the series recognized by this automaton, by S1 the series recognized by the
left part, say A1, of the automaton, and by S2 the series recognized by the right part, say
A2.
The automaton A1 is the one introduced in Section 3.3 and the automaton A2 is the
same one after permutation of the a’s and b’s in the labels. Recall that A1 and A2 are
unambiguous, so S is at most two-ambiguous.
Let us prove that S is not a ﬁnite sum of sequential series. Denote by L the language of
words whose blocks of b’s have odd length. Let u be a word of L: in A2, the b-blocks of u
are always read in the upper part of the automaton, so 〈S2, u〉 = 0. Since the coefﬁcient of
u inA1 is at least 0, we have S1L = S11L. Suppose that S is a ﬁnite sum of sequential
series. Then so is S  1L and S1  1L. And this is false since one can choose an odd n in
the proof of Section 3.3 for the automaton of Fig. 6.
I. Klimann et al. / Theoretical Computer Science 327 (2004) 349–373 359
Fig. 9. FAmb ∩ Rat.
Let us prove that S is not unambiguous. Let M be the rational language of words whose
a-blocks and b-blocks have even lengths and let u be a word ofM. InA1, the a-blocks have
to be read in the lower part ofA1 and so 〈S1, u〉 = |u|a . In the same way: 〈S2, u〉 = |u|b. So
we have S  1M = S′  1M , where S′ is the series recognized by the automaton of Fig. 3.
Consequently, if S is unambiguous, so is S′  1M . We now apply the arguments of Section
3.2 to show that S′  1M is not unambiguous.
(c) Besides,Weber has given examples of series which are k-ambiguous and not (k− 1)-
ambiguous [25, Theorem 4.2].
3.5. Series in FAmb ∩ Rat
Consider the series S recognized by the automaton of Fig. 9. Assume that S is ﬁnitely
ambiguous. Using the result of Corollary 8 below, S is recognized by a ﬁnite union of
unambiguous automata with the same support, say A1, . . . ,Ak .
Denote by Si the series recognized byAi , for 1 ik, and by n the maximal dimension
of an automatonAi . Observe that Supp S = ∗. Since all the Si have the same support, we
have Supp Si = ∗.
Now, consider the word w0 =
(
anbnc
)k
. For any i, there is a single successful path
labelled by w0 in Ai . Note that a path of length n contains necessarily a circuit.
So, each automaton Ai contains a path of the form
For every j ∈ {1, . . . , k}, we choose in the subpath labelled by the jth factor an (resp. bn)
a circuit that is called the jth a-loop (resp. the jth b-loop).
The coefﬁcient of a word in S is less than or equal to its length, it is thus the same for
its coefﬁcients in the Si . Consequently, the mean weights of the loops of i are less than
or equal to 1. Denote by av (i , a, j) the mean weight of the jth a-loop in the path i , and
deﬁne av (i , b, j) similarly.
Set j ∈ {1, . . . , k}. For  ∈ N− {0}, consider the word
w = (anbnc) · · · (anbnc) (an+n!bn+n!c)︸ ︷︷ ︸
j th block
(anbnc) · · · (anbnc).
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This word can be read on each path i by turning into the jth a- and b-loops, whose lengths
are less than or equal to n and so divide n!.
Let i ∈ {1, . . . , k} be such that 〈S,w0〉 = 〈Si, w0〉.We have 〈S,w〉−〈S,w0〉 = n!, and
so 〈Si, w〉 − 〈Si, w0〉n!. But 〈Si, w〉 − 〈Si, w0〉 = (av (i , a, j)+ av (i , b, j))n!,
consequently
av (i , a, j)+ av (i , b, j) 1. (6)
Consider any u in {01, 10}k . For all p ∈ N− {0}, let us deﬁne the word
vp(u) = (an+1n!bn+1n!c) · · · (an+j n!bn+j n!c) · · · (an+kn!bn+kn!c),
where (j ,j ) = (p, 0) if (u2j−1, u2j ) = (1, 0) (we say then that the dominant jth loop
is the jth a-loop) and (j ,j ) = (0, p) otherwise (the dominant jth loop is the jth b-loop),
for any j ∈ {1, . . . , k}.
By the pigeon-hole principle, for some i, there are inﬁnitely many words of the form
vp(u) such that 〈S, vp(u)〉 = 〈Si, vp(u)〉 = k + nk + kpn!. Such words are read on the
path i . The dominant jth loop in i has then necessarily mean weight 1, and by Eq. (6),
the nondominant jth loop in i has mean weight less than or equal to 0.
Consequently, we have built an injection from the language {01, 10}k into the set of paths
{i}. But the language has cardinality 2k and the set of paths has cardinality k. So we have
a contradiction.
3.6. Rational and nonrational series (Rat)
A max-plus series is nonrational as soon as its support is a nonrational language. Here,
we present a less trivial example of nonrational max-plus series.
In this section, it is necessary to distinguish between Rmin and Rmax: for R = Rat or
NAmb, we use the respective notations RminR, RmaxR. If S ∈ Rmax〈〈∗〉〉, we identify
S with S˜ ∈ Rmin〈〈∗〉〉 such that 〈S˜, w〉 = 〈S,w〉 if w ∈ Supp S and 〈S˜, w〉 = +∞ if
〈S,w〉 = −∞.
Clearly, we have
RmaxNAmb = RminNAmb = NAmb.
On the other hand, it is easy to ﬁnd S ∈ RminFSeq ∩ RminNAmb such that S ∈ RmaxRat.
Consider for instance the series S = min(|w|a, |w|b) (recognized by the automaton of
Fig. 3 seen as a min-plus automaton). Let us prove that S does not belong to RmaxRat.
If it does: let S1, . . . , Sn be a minimal generating family of 〈u−1S, u ∈ ∗〉 (see Sec-
tion 2.4), we have ∀u ∈ ∗, ∃(u)1 , . . . (u)n , u−1S =
⊕
i 
(u)
i ⊗ Si . The restrictions of
the quotients of S to b∗ are bounded, hence so are the restrictions of the Si . Let ki be
such that 〈Si, bki 〉 = maxk〈Si, bk〉. It follows that for any word u: maxk 〈u−1S, bk〉 =
maxki 〈u−1S, bki 〉.
Consider k > maxi ki . Then arises a contradiction:
max
l
〈(ak)−1S, bl〉 = k > max
ki
〈(ak)−1S, bki 〉 = max
i
ki .
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3.7. Ambiguity vs. sequentiality and ambiguity vs. Lipschitz
Here are some examples of series that are in several classes described in Section 3:
4. From ﬁnitely ambiguous to union of unambiguous
Weber [25] has proved that a ﬁnitely ambiguous Nmax-automaton can be turned into a
union of unambiguous ones.We present a completely different and simpler proof that holds
in any semiring, in particular Rmax.
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In this section, we work on the structure of the automata. So we consider simply Boolean
automata.
Below, given a set S, we identify the vectors of BS with the subsets of S, i.e. x ∈ BS is
identiﬁed with {i ∈ S | xi = 1}.
LetA = (,,) be a trim automaton. The past of a state p is the set of words that label
a path from some initial state to p. The future of p is the set of words that label a path from
p to some ﬁnal state. We write
PastA(p) = {w ∈ ∗ | ((w))p = 1},
FutA(p) = {w ∈ ∗ | ((w))p = 1}.
Let A = (, : ∗ → BQ×Q,) be an automaton. Let us recall the usual determinization
procedure of A via the subset construction. Let R be the least subset of BQ inductively
deﬁned by
 ∈ R, X ∈ R ⇒ ∀a ∈ , X(a) ∈ R.
LetD = D(A) = (J, 	 : ∗ → BR×R,U) be the determinized automaton ofA deﬁned by
J = {}, U = {P ∈ R | P = 1}, 	(a)P,P ′ = 1⇐⇒ P ′ = P(a).
Lemma 3. (i) Let A be an automaton and D its determinized automaton. Then for each
state P of D,
PastD(P ) ⊆
⋂
p∈P
PastA(p) and FutD(P ) =
⋃
p∈P
FutA(p).
(ii) LetA and B be two automata andAB their tensor product (cf. Section 2.4), then,
for all state (p, q) of A B,
PastAB(p, q) = PastA(p)∩PastB(q),
FutAB(p, q) = FutA(p) ∩ FutB(q).
The constructions and results given in Propositions 4 and 6 are inspired bySchützenberger
[22]. They have been explicitly stated by Sakarovitch in [20].
Let A be an automaton and D its determinized automaton. The trim part of the product
AD is called the Schützenberger covering S of A.
Proposition 4. LetA = (,,) be a trim automaton, D its determinized automaton and
S its Schützenberger covering:
(i) The states of S are exactly the pairs (p, P ), where P is a state of D and p ∈ P .We
call the set {(p, P ) | p ∈ P } of states of S a column (in gray in Fig. 10).
(ii) The canonical surjection 
 from the transitions of S onto the transitions of A induces
a one-to-one mapping between the successful paths of S and A.
(iii) Let P be a state of D. Then, for every p in P,
PastS(p, P ) = PastD(P ), FutS(p, P ) = FutA(p).
Thus, all the states of a given column have the same past, and all the states of a same line
have the same future.
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Fig. 10.A (left), the determinized automaton (top) and the Schützenberger covering.
Proof. (i) A state (p, P ) of S is initial if and only if p is initial in A (i.e. p ∈ ) and P is
initial in D (i.e. P = {}). Now, let (p, P ) be a state of S such that p ∈ P and (q,Q) a
successor of (p, P ) by a. Then, there exist two transitions:
[
p
a−→ q
]
A and
[
P
a−→Q
]
D.
By deﬁnition of D, q belongs thus toQ.
Conversely, let P be a state of D and p an element of P . For every w in PastD(P ), w
belongs to PastA(p) (Lemma 3). Therefore, there is a path in S from an initial state to
(p, P ).
(ii) Let  be a successful path of A, with label w = w1w2 · · ·wn. Let  be the (unique)
successful path with label w in D:
 =
[
→p0 w1−→p1 w2−→ . . . wn−→pn→
]
A,
 =
[
→P0 w1−→P1 w2−→ . . . wn−→Pn→
]
D.
There is a path in S : ′ = → (p0, P0) w1−→ (p1, P1) w2−→ . . . wn−→ (pn, Pn)→.
The function  "→ ′ is obviously one-to-one.
(iii) By results from Lemma 3:
PastS(p, P ) = PastA(p) ∩ PastD(P )
∀ p ∈ P,PastD(P ) ⊆ PastA(p)
}
⇒ ∀p ∈ P,PastS(p, P ) = PastD(P ).
FutS(p, P ) = FutA(p) ∩ FutD(P )
∀ p ∈ P,FutA(p) ⊆ FutD(P )
}
⇒ ∀p ∈ P,FutS(p, P ) = FutA(p). 
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Fig. 11. An unambiguous automaton equivalent to S.
Deﬁnition 5. InS, different transitionswith the same label, the same destination andwhose
origins belong to the same column are said to be competing. Likewise, different ﬁnal states
of the same column are competing.A competing set is amaximal set of competing transitions
or competing ﬁnal states.
Let U be an automaton obtained from S by removing all transitions except one in every
competing set and by turning all ﬁnal states of a column, except one, into nonﬁnal states.
The choice of the transition (or the ﬁnal state) to keep in a competing set is arbitrary.
For instance, the covering S of Fig. 10 has two competing sets (drawn with double
lines); the ﬁrst one contains two transitions with label b that arrive in (r, {r}), the second
one contains the states (p, {p, r}) and (r, {p, r}) which are both ﬁnal. The above selection
principle gives rise to four possible automata, the automaton of Fig. 11 being one of them.
Proposition 6. Let S and U be two automata deﬁned as above. Then,
(i) ∀P,∀p ∈ P, PastU (p, P ) = PastS(p, P ).
(ii) Futures of states in a column of U are disjoint and
∀P,∀p ∈ P, ⋃
p∈P
FutU (p, P ) =
⋃
p∈P
FutS(p, P ).
Consequently, the automaton U is unambiguous and equivalent to A.
Proof. (i) The proof is by induction on the length of words. If (p, P ) is initial in S, it is still
initial in U . Let wa be a word of PastS(p, P ) and  a path labelled by this word from an
initial state to (p, P ). We consider the last transition of :
[
(q, P ′) a−→(p, P )
]
S .
If this transition does not belong to a competing set, it still appears in U and, by induction,
w ∈ PastU (q, P ′), thus wa ∈ PastU (p, P ). If this transition belongs to a competing set,
there exist q ′ ∈ P ′ and a transition
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[
(q ′, P ′) a−→(p, P )
]
S ,
which still appears in U , and by induction, since PastS(q, P ′) = PastS(q ′, P ′), w ∈
PastU (q ′, P ′), so wa ∈ PastU (p, P ).
(ii)We prove this by induction on the length of words. If there are several ﬁnal states in a
column of S, exactly one remains in U , so there is at most one state whose future contains
the empty word. Now let (p, P ) and (p′, P ′) be two states in the same column such that
the word au belongs to FutA(p) and FutA(p′):[
p
a−→ q u−→ t→
]
A[
p′ a−→ q ′ u−→ t ′ →
]
A
Both transitions p a−→ q and p′ a−→ q ′ correspond to the same transition inD. Thus, q and
q ′ belong to the same column and, by induction, q = q ′. Since there is no competing set in
U , p = p′.
Obviously FutU (p, P ) ⊆ FutS(p, P ). If au is in the future of a state (p0, P0) of S, there
exist a state (p1, P1) and a transition (p0, P0)
a−→(p1, P1), such that u is in FutS(p1, P1).
By induction, there existsp′1 inP1 such thatu is inFutU (p′1, P1), and there exists a transition
(p′0, P0)
a−→(p′1, P1), thus au is in FutU (p′0, P0).
Letw be aword accepted byA. For any factorization uv ofw, there is exactly one column
P of U such that, for every p in P , u is in PastU (p, P ) and there is exactly one state (p, P )
in this column such that v is in FutU (p, P ). This characterizes the only successful path
with label w in U . 
We show now how the Schützenberger covering can be used to convert a ﬁnitely ambigu-
ous automaton A into a ﬁnite union of unambiguous automata, each of them recognizing
the same language as A.
Proposition 7. Let S be the Schützenberger covering of a ﬁnitely ambiguous automaton.
Then, competing transitions ofS do not belong to any circuit ofS.Thus, a path ofS contains
at most one transition of each competing set.
Proof.Assume that a competing transition  belongs to a circuit
→ i u−→(p, P ) a−→

(q,Q)
w−→(p, P ) a−→

(q,Q)
v−→ t→ .
Hence, u(aw)∗ is a subset of PastA(p). Let ′ be another transition that belongs to the
same competing set: (p′, P ) a−→
′
(q,Q). From Lemma 3, u(aw)∗ is a subset of PastA(p′).
Thus, for every n, for every k in {0, . . . , n}, there exists a path:
→ i u(aw)
k
−→ (p′, P ) a−→
′
[
(q,Q)
w−→(p, P ) a−→

(q,Q)
]n−k v−→ t→ .
Therefore, there are at least n + 1 successful paths with label u(wa)nv in S, which is in
contradiction with the ﬁnite ambiguity of S and A.
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If there exists a path of S that contains two competing transitions  and ′:
(p, P )
a−→

(q,Q)
w−→(p′, P ) a−→
′
(q,Q),
then ′ belongs to a circuit, which is impossible. 
Assume that A is ﬁnitely ambiguous. As a consequence of Proposition 7, for every path
in S (and thus for every path in A), one can compute an unambiguous automaton U that
contains this path. Consider the following algorithm.
As they do not belong to any circuit, competing sets of S are partially ordered.
• Compute C, the set of maximal competing sets of S (there is no path from any element
of C to another competing set).
• Let S1 and S2 be two copies of S. For every competing set X in C, let x be an element
of X;
• if x is a transition, remove every transition of X\{x} in S1 and remove x in S2;
• if x is a ﬁnal state, make every state of X\{x} in S1 nonﬁnal and make x in S2 nonﬁnal.
• Apply inductively this algorithm to S1 and S2.
The result is a ﬁnite set of unambiguous automata. Each of them recognizes the language
ofA and every path of S appears in at least one of these automata. Note that the cardinality
of this set may be larger than the degree of ambiguity of A. Denote by F the automaton
obtained by taking the union of the automata in this set.
Assume now that A is any automaton with multiplicities over an idempotent semiring.
Since there is a canonical mapping from the transitions (resp. initial states, resp. ﬁnal states)
of the Schützenberger covering S onto the transitions (resp. initial states, resp. ﬁnal states)
of A, one can decorate every transition (resp. initial state, resp. ﬁnal state) of S with the
corresponding multiplicity inA. This decoration can be carried out in the same way on the
automaton F .
Obviously, since there is a one-to-one mapping between the successful paths of A and
those of S, the series realized by S is equal to the one realized by A.
Furthermore, as every path of S appears in F , the automaton F realizes the same series
as A. Note that a path of S may appear several times in F , with no consequence since the
semiring is idempotent.
The construction of F could be modiﬁed in order to get a one-to-one relation between
paths of A and paths of F , but then the automata in the union would not have the same
support, which would be less convenient in the sequel.
Corollary 8. A ﬁnitely ambiguous max-plus automaton can be effectively turned into an
equivalent ﬁnite union of unambiguous max-plus automata, all with the same support.
5. The decidability result
In this section, we show that a series, realized by a ﬁnite union of unambiguous automata
having the same support, is unambiguous if and only if a certain property denoted by (P)
holds.Associated with Theorem 2 and Corollary 8, this enables to prove Theorem 14, stated
at the end of the paper.
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Consider a ﬁnite family of max-plus automata (Ai )i∈I with respective dimensions
(Qi)i∈I . Set Ai = (i ,i ,i ). The corresponding product automaton P is an automa-
ton with multiplicities in the product semiring RImax, deﬁned as follows.
SetQ =∏i∈I Qi and consider A,B ∈ (RImax)Q,M : ∗ → (RImax)Q×Q with
∀ p,q ∈ Q, Ap = (ipi )i∈I ,
∀ a ∈ , M(a)p,q =
{
(i (a)pi ,qi )i∈I if ∀i, i (a)pi ,qi = 0
(0, . . . , 0) otherwise
Bp = (ipi )i∈I .
A state q ∈ Q is initial if ∀i, (Aq)i = 0. A state q ∈ Q is ﬁnal if ∀i, (Bq)i = 0. The
trim part of (A,M,B) with respect to the above deﬁnition of initial and ﬁnal states is the
product automaton P .
Clearly, if the automata (Ai )i∈I are unambiguous and all have the same support, then the
product automaton P is also unambiguous and satisﬁes
∀ u ∈ ∗,∀i ∈ I, 〈S(P), u〉i = ii (u)i
⇒ ⊕
i∈I
〈S(P), u〉i = 〈⊕
i∈I
S(Ai ), u〉 =⊕
i∈I

i

i
(u)
i
.
Deﬁnition 9. Let  be a simple circuit of P , whose weight is (xi )i∈I . The set of victorious
coordinates of , denoted by Vict (), is the set of coordinates on which the weight of  is
maximal, i.e. Vict
(

) =
{
i ∈ I | xi = max
j∈I {x
j }
}
.
This deﬁnition is extended in a natural way to a strongly connected subgraph C of P: the
set of victorious coordinates of C is the intersection of the sets of victorious coordinates of
the simple circuits of C. We also extend the deﬁnition to a path  of P: the set of victorious
coordinates of  is the intersection of the sets of victorious coordinates of the strongly
connected subgraphs of P crossed by .
Let us deﬁne the ‘dominance’ property (P):
For each successful path  of the product automaton P, the set of victorious coordinates
of  is not empty.
Obviously, the number of simple circuits is ﬁnite. Hence, (P) is a decidable property.
Let (Ai = (i ∈ RQimax,i : ∗ → RQi×Qimax ,i ∈ RQimax))i∈I be a ﬁnite family of
unambiguous trim automata, all with the same support, and let P be the product automaton
with set of statesQ ⊆ i∈IQi . We assume that P satisﬁes the dominance property (P).
LetN = |Q| andM = max( max
i,a,p,q
i (a)p,q,max
i,p

i
p)−min( min
i,a,p,q
i (a)p,q,min
i,p

i
p),
where the minima are taken over non-0 terms. In words, M is the difference between the
largest and the smallest noninitial weights appearing in the automata.
Weuse the following notations as shortcuts. Forx = (xi )i∈I ∈ RImax, set xˇ = mini∈I {xi |
xi = −∞} and x = x − (xˇ, . . . , xˇ).
Set I = {1, . . . , n}.We now deﬁne an automaton U that is shown to be unambiguous and
to realize the series
⊕
i∈I S(Ai ).
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The states of U belong to Rnmax ×Q.
Initial states: All the initial states are deﬁned as follows. If q = (q1, . . . , qn) is a tuple
such that qi is an initial state of Ai , and if we set  = (1
q1
, . . . , n
qn
), then (,q) is an
initial state of U and the weight of the ingoing arc is ˇ.
States and transitions: If (z,p) is a state of U , then for each transition inP of type: p a|x→q
such that xi = −∞ for all i, there is a transition in U leaving p, labelled by the letter a, and
that we nowdescribe. Set t = z+x. LetV be the set of victorious coordinates of themaximal
strongly connected subgraph of q in P . Since P satisﬁes (P), the set V ∩ {tk = −∞} is
nonempty. Let j ∈ V be such that tj = mink∈V {tk | tk = −∞}, and let y ∈ Rnmax be
deﬁned by
∀i, yi =
{
−∞ if ti < tj −NM ,
ti otherwise.
Now (y,q) is a state of U and we have the following transition:
[
(z, p)
a|yˇ−→(y, q)
]
U .
Final states: All the ﬁnal states are deﬁned as follows. If (z,q) is a state of U , and if qi is a
ﬁnal state of Ai for all i, then (z,q) is a ﬁnal state of U and the weight of the outgoing arc
is maxi∈I {zi + i
qi
}.
Lemma 10. The set of states of U is ﬁnite.
Proof. First, given a state (z1,q) of U , we show that there are ﬁnitely many states of the
form (z2,q) that can be reached from (z1,q).
Observe that a path leading from (z1,q) to (z2,q) in U corresponds to a circuit leading
from q to q inP that can be fully decomposed into simple circuits belonging to the strongly
connected component of q. Let V be the set of victorious coordinates of the strongly
connected component of q. By deﬁnition of victorious coordinates, for all i ∈ V the value
of zi2 − zi1 is a constant, that we denote by x, and for all i ∈ V one has zi2zi1 + x.
Let C be the (ﬁnite) set of simple circuits of P . For a circuit  ∈ C, let the weight
of the circuit in P be denoted by (weight ()1 , . . . ,weight ()n). Set also weight () =
maxin weight
(

)i
. Now deﬁne
 = min
∈C
[
weight
(

)−max
i
{weight ()i | weight ()i < weight ()}
]
.
By deﬁnition, we have  > 0. By construction, for i /∈ V , either zi2 = zi1 + x, or zi2zi1 +
x − . Furthermore, there is at least one index i and one index j such that zi1 = 0 and
zj2 = 0. At last, for j /∈ V , we have by construction zj2  mini∈V zi2 −NM , or zj2 = −∞.
Altogether, it shows that there are ﬁnitely many possible values for z2 = (z12 , . . . , zn2 ).
Consequently, any acyclic path in U is of ﬁnite length. Since the number of initial states
is ﬁnite, it follows easily from König Lemma that the number of states of U is ﬁnite. 
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Fig. 12. The properties of the map.
Lemma 11. The automaton U is unambiguous.
Proof. Deﬁne the surjective map
 : U −→ P
(z,p) "−→ p .
By construction of U , the following properties hold (Fig. 12):
(i) The map  restricted to the initial states of U deﬁnes a bijection between the initial
states of U and P .
(ii) Consider
[
p a−→q
]
P . Then ∀(z,p) ∈ 
−1(p), ∃!(z′,q) ∈ −1(q) such that[
(z,p) a−→ (z′,q)
]
U .(iii) A state (z,q) is a ﬁnal state of U if and only if q is a ﬁnal state of P .
These three properties together imply that there is a bijection between successful paths in
P and successful paths in U . As P is unambiguous, so is U . 
Lemma 12. The automaton U recognizes the series⊕i∈I S(Ai ).
Proof. Let - be an integer and u = a0a1 · · · a-−1 be a word in the common support of the
series S(Ai ).
By Lemma 11, there exists exactly one successful path labelled by u in the automaton U :
 =
[
→ (z0,q0) a0−→(z1,q1) a1−→· · · a-−2−→(z-−1,q-−1) a-−1−→ (z-,q-)→
]
U .
• Fix i ∈ {1, . . . , n}. Assume that zi- = −∞.
Then i is not a victorious coordinate of . Let j be a victorious coordinate, we show that
〈S(Ai ), u〉 < 〈S(Aj ), u〉. Hence, the coefﬁcient of u in⊕i∈I S(Ai ) is not realized by the
coordinate i, which means that there is no damage in having zi- = −∞.
In the path , there exists a minimal state qh such that the coordinate z
i
h is equal to−∞.
That means that the difference between zih and z
j
h would have been larger than NM . Let
′ in P be the path that corresponds to  (by the proof of Lemma 11, there is a canonical
bijection between successful paths of U andP) and let q ′h be the state of ′ that corresponds
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to qh. Let ′h be the end of ′ from q ′h onwards (including the ﬁnal arrow). Let us prove that
the difference of weights on ′h between the coordinates i and j is smaller thanNM , that is
weight
(
′h
)i − weight (′h)j NM. (7)
Actually, on every circuit, the weight with respect to i is smaller than or equal to the weight
with respect to j (which is victorious), and, if we delete all the circuits in ′h, we obtain
an acyclic path that is necessarily shorter than N − 1. On every transition, the difference
between the weights of the coordinates i and j is at most M . Likewise, the difference
between terminal functions is smaller than M . Hence we proved (7). It means that the
weight of coordinate i cannot catch up with the one of coordinate j . In particular, we have
〈S(Ai ), u〉 < 〈S(Aj ), u〉〈⊕i∈I S(Ai ), u〉.
• Assume that zi- = −∞. Set  = (i
q
i
0
)i∈I and  = (i
q
i
-
)i∈I . Let ′ be the path in P
that corresponds to :
′ =
[
→q0a0|x0−→q1a1|x1−→· · · a-−1|x-−1−→ q- →
]
P .
We have, by construction of the automaton U :
〈S(Ai ), u〉 = i
q
i
0
+
-−1∑
k=0
x
i
k + iqi-
= ˇ+ zi0 +
-−1∑
k=0
(yk + zik+1 − zik )+ iqi-
= ˇ+
-−1∑
k=0
yk + zil + iqi- ,
Therefore, 〈S(Ai ), u〉 = 〈⊕j∈I S(Aj ), u〉 if and only if zi-+iqi- = maxj [z
j
- +
j
q
j
-
]. Now
observe that by construction,
〈U, u〉 = ˇ+
-−1∑
k=0
yk +max
i
[zi- + iqi- ].
The equality 〈⊕i∈I S(Ai ), u〉 = 〈U, u〉 follows easily. 
We now have all the ingredients to prove the proposition below.
Proposition 13. Consider a ﬁnite family (Ai )i∈I of trim and unambiguous max-plus au-
tomata having the same support. LetP be the corresponding product automaton. The series⊕
i∈I S(Ai ) is unambiguous if and only if P satisﬁes the property (P). In this case, the
automaton U deﬁned above is ﬁnite, unambiguous, and realizes the series⊕i∈I S(Ai ).
Proof. Lemmas 10–12 show that (P) is a sufﬁcient condition for⊕i∈I S(Ai ) to be unam-
biguous. Let us prove that (P) is also a necessary condition.
By way of contradiction, assume that S =⊕i∈I S(Ai ) is recognized by an unambiguous
automaton U and that (P) does not hold. There exists a path  of P that can be decomposed
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into0, 1,1, 2, . . . ,r , where every i is a circuit and
⋂
i Vict
(
i
) = . Letui be the la-
bel of i and vi the label of i . Let s be themaximal integer such thatV =⋂i s Vict (i) =
. Let wk,l = u0vk1u1 · · · vks usvls+1us+1us+2 · · · ur . For every k, l, wk,l is accepted by P
and thus byU (with an unique successful path). Let k0, l0 be greater than the number of states
d of U . By the pigeon-hole principle, every path in U labelled by vk0i (for i ∈ {1, . . . , s})
has a sub-circuit labelled by vkii (with ki < d). Likewise, the path labelled by vl0s+1 has a
sub-circuit labelled by vl1s+1. It means that there exist (gi, ki, di)i∈[1,s] and (gs+1, l1, ds+1)
such that the successful path labelled by wk0,l0 in U has the following shape:
Let K = ∏i s ki . Since U is unambiguous, for every pair of integers (,), the word
wk0+K,l0+l1 is accepted by a path that has the same shape; hence, there exist x =〈S,wk0,l0〉,  and  such that, for every (,) ∈ N×N, 〈S,wk0+K,l0+l1〉 = x++.
The word wk0+K,l0+l1 labels in P a successful path that is the concatenation of 0,
(k0 + K) times 0, 1, . . . ,s , (l0 + l1) times s+1, . . .. Therefore, for every , there
exists N such that, for every  > N, the successful coordinates of the path labelled by
wk0+K,l0+l1 belong toV and the weight is equal to y+1+1, where y is a constant, 1
is the sum of themaximal weights of the circuits 1 to s , and 1 = maxi∈V weight
(
s+i
)i
.
Likewise, for every , there exists M such that, for every  > M, the successful
coordinate of the path labelled by wk0+K,l0+l1 is a victorious coordinate of s+1 and the
weight of this path is equal to z + 2 + 2, where z is a constant, 2 is the maximum
over the victorious coordinates of s+1 of the sums of the weights of the circuits 1 to s ,
and 2 is the maximal weight of s+1.
To summarize, the following equalities hold:
∀ ,, 〈S,wk0+K,l0+l1〉 = x + + ,
∀ ,∀ > N, 〈S,wk0+K,l0+l1〉 = y + 1 + 1,
∀ ,∀ > M, 〈S,wk0+K,l0+l1〉 = z+ 2 + 2.
Therefore, 1 =  = 2 and 1 =  = 2. Thus, there exists a coordinate that belongs to
V and that is victorious on s+1; this contradicts the maximality of s.
It would be possible to use an argument similar to the one in Section 3.6, to prove the
above. 
The main result is now a corollary of Proposition 13:
Theorem 14. One can decide in an effective way,whether the series recognized by a ﬁnitely
ambiguous max-plus automaton is unambiguous, and whether it is sequential.
More precisely, turn ﬁrst the ﬁnitely ambiguous automaton into an equivalent ﬁnite
union of unambiguous automata, all having the same support (Corollary 8). Then check
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the property (P) on the new family of automata. If (P) is satisﬁed the series is unambiguous;
build the unambiguous automaton U (Proposition 13), then decide the sequentiality of U
(Theorem 2).
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