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Abstract 
In this paper, a non-orthogonal multiple-relaxation-time (MRT) lattice Boltzmann (LB) method for 
simulating incompressible thermal flows is presented. In the method, the incompressible Navier-Stokes 
equations and temperature equation are solved separately by two different MRT-LB equations, which 
are developed based on non-orthogonal basis vectors obtained from the combinations of the lattice 
velocity components. The macroscopic governing equations of incompressible thermal flows can be 
recovered from the method through the Chapman-Enskog analysis in the incompressible limit. 
Numerical simulations of several typical two-dimensional problems are carried out to validate the 
proposed method. It is found that the present results are in good agreement with the analytical solutions 
and/or other numerical results reported in the literature. Furthermore, the non-orthogonal MRT-LB 
model shows better numerical stability in comparison with the BGK-LB model, and the grid 
convergence tests indicate that the present MRT-LB method has a second-order convergence rate in 
space. 
Keywords: lattice Boltzmann method; multiple-relaxation-time; non-orthogonal; incompressible flows; 
thermal flows. 
1. Introduction 
The lattice Boltzmann (LB) method [1-3], as a mesoscopic numerical approach based on the 
kinetic theory, has achieved great success in simulating fluid flow and heat transfer problems in the last 
two decades [4-11]. Historically, the LB method originated from the lattice-gas automata (LGA) 
method [12], which can be viewed as a simplified fictitious molecular dynamics (MD) method utilizing 
discrete lattice, discrete time, and discrete particle velocities. Later He and Luo [13] demonstrated that 
the LB equation can be rigorously obtained from the continuum Boltzmann equation for single-particle 
distribution function by using a small Mach number expansion. Unlike the traditional numerical 
methods based on a direct discretization of the macroscopic continuum equations, the LB method is 
based on the mesoscopic kinetic equation for single-particle distribution function. Owing to its kinetic 
background, the LB method has some attractive advantages over the traditional numerical methods [4, 
14]: (i) non-linearity (the collision process) is local and non-locality (the streaming process) is linear, 
whereas the transport term u u  in the Navier-Stokes (N-S) equations is non-linear and non-local at 
a time; (ii) the pressure of the LB method is simply calculated by an equation of state, while in 
traditional numerical methods it is usually necessary and costly to solve a Poisson equation for the 
pressure field of the incompressible N-S equations; (iii) complex boundary conditions can be easily 
formulated in terms of the elementary mechanical rules; (iv) nearly ideal for parallel computing with 
very low communication/computation ratio.  
In the LB community, the Bhatnagar-Gross-Krook (BGK) LB model [15, 16] is still the most 
frequently used model because of its extreme simplicity. Since its introduction 25 years ago, the 
BGK-LB method has been widely employed to study incompressible isothermal and thermal flows. 
However, the simplicity of the BGK-LB model comes at the expense of inaccuracy in implementing 
boundary conditions [17, 18] and numerical instability at low viscosity [19]. The above mentioned 
shortcomings of the BGK-LB model can be easily addressed by using the multiple-relaxation-time 
(MRT) model proposed by d’Humières [20] in 1992 , which is an important extension of the relaxation 
LB method developed by Higuera et al. [2, 3]. In the MRT model, the collision process is mapped onto 
the moment space through a transformation matrix, while the streaming process is still executed in the 
velocity space. It has been widely accepted that the MRT collision model can significantly improve the 
numerical stability of the LB schemes by carefully separating the relaxation rates of the hydrodynamic 
(conserved) and kinetic (non-conserved) moments [19, 21-24]. In recent years, the MRT-LB method 
has also been used to simulate convective heat transfer problems in the framework of the 
double-distribution-function (DDF) approach [25-29]. The DDF-based MRT-LB method [25-29] 
utilizes two different MRT-LB equations: a D2Q9 MRT-LB equation for the flow field and a D2Q5 
MRT-LB equation for the temperature field. The DDF-based MRT-LB method for incompressible 
thermal flows with the Boussinesq approximation has a second-order rate of convergence in space [27], 
and it is expected to exhibit better numerical stability at low thermal diffusivity than the BGK-LB 
method. 
To the authors’ knowledge, the existing DDF-based MRT-LB models for incompressible thermal 
flows are developed based on orthogonal basis vectors obtained from the combinations of the lattice 
velocity components, i.e., the transformation matrix is an orthogonal one which can be constructed via 
the Gram-Schmidt orthogonalization process. From this point of view, most of the existing MRT-LB 
models can be viewed as classical orthogonal MRT-LB schemes. It is noted that the transformation 
matrix of the MRT-LB model is not necessary to be an orthogonal one [30-32]. The MRT-LB model 
can be developed based on non-orthogonal transformation matrix (non-orthogonal MRT-LB model), 
and therefore the Gram-Schmidt orthogonalization process is not needed. As pointed out by Geier et al. 
[32], the non-orthogonal MRT-LB model for incompressible isothermal flows provides solutions that 
are asymptotically consistent with the N-S equations to second-order in diffusive scaling. Compared 
with the orthogonal transformation matrix, the non-orthogonal transformation matrix contains more 
zero elements, and it is expected that the non-orthogonal MRT-LB model is computationally more 
efficient than the orthogonal MRT-LB model. Hence, the aim of this work is to present a 
non-orthogonal MRT-LB method for simulating incompressible thermal flows in the framework of the 
DDF approach. Numerical simulations of several typical two-dimensional (2D) problems are carried 
out to validate the present method. Moreover, the spatial accuracy and numerical stability of the present 
method are also discussed.  
The rest of this paper is organized as follows. In Section 2, the 2D non-orthogonal MRT-LB 
method for incompressible thermal flows is presented in detail. In Section 3, numerical simulations of 
several typical 2D problems, including the fully developed channel flow driven by a constant body 
force, the lid-driven cavity flow, the thermal flow in a channel with wall injection, and the natural 
convection flow in a square cavity, are carried out to validate the present MRT-LB method. Finally, 
some conclusions are made in Section 4. 
2. Non-orthogonal MRT-LB method 
In this section, a non-orthogonal MRT-LB method for incompressible thermal flows is presented 
in detail. In the method, two MRT-LB models for the incompressible N-S equations and temperature 
equation are developed based on non-orthogonal basis vectors. For incompressible thermal flows, the 
macroscopic governing equations can be expressed as follows: 
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where u , p  and T  are the velocity, pressure and temperature of the fluid, respectively, 0  is the 
reference density,   is the kinematic viscosity,   is the thermal diffusivity, and  = ,x yF FF  is the 
body force due to the presence of external force fields. Based on the Boussinesq approximation, the 
body force F  is given by 
  0= + g T TF j a ,            (4)        
where g  is the gravitational acceleration,   is the thermal expansion coefficient, 0T  is the 
reference temperature, j  is the unit vector in the y-direction, and a  is the body force induced by an 
external force. 
2.1 MRT-LB model for the flow field 
In this subsection, a D2Q9 MRT-LB model for the flow field is presented. The nine discrete 
velocities  0,1, , 8i ie  of the D2Q9 lattice are given by [16] 
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where 
x tc    is the lattice speed, in which t  and x  are the discrete time step and discrete 
lattice spacing, respectively. The lattice speed c  is set to be 1  (
x t  ) in this work. 
The MRT-LB equation with a semi-implicit treatment of the source term can be written as  
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where  ,if tx  is the density distribution function,  ,
eq
if tx  is the equilibrium density distribution 
function, iS  is the source term, and Λ  is the collision matrix. Eq. (6) is implicit and cannot be 
directly implemented in simulations. By using a transformed distribution function 0.5 i i t if f S  [5], 
the explicit MRT-LB equation can be written in general as the following [23, 33, 34]: 
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The MRT-LB equation (7) consists of two processes: the collision process and streaming process. 
Through a transformation matrix M , the collision process can be executed in the moment space: 
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while the streaming process is still executed in the velocity space: 
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where  1 0 1 8= =diag , , ,s s s
Λ MΛM  is a diagonal relaxation matrix ( 1M  is the inverse matrix of 
M  and  is  are relaxation rates), I  is the identity matrix, and the bold-face symbols m , m , 
eq
m  
and S  denote 9-dimensional column vectors of moments as follows: 
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denote a 9-dimenaional column vector, e.g.,  0 1 8, , ,m m m m
T
. The post-collision distribution 
functions  *if  can be determined by * 1 * *f f mM . 
The transformation matrix M  transforms a vector in the velocity space  (spanned by f ) 
into a vector in the moment space  (spanned by m ). In the present work, the transformation 
matrix M  is constructed based on nine non-orthogonal basis vectors as 
 0 1 2 3 4 5 6 7 8, , , , , , , ,   M M M M M M M M MM
T
.    (11) 
where the nine non-orthogonal basis vectors are obtained from the combinations of the lattice velocity 
components ( p qix iye e ,  , 0,1, 2p q ) in an ascending order as follows ( 1c  ) [30]: 
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Explicitly, the non-orthogonal transformation matrix M  can be expressed as 
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With the transformation matrix M  given above, the moments m  and m  are defined as follows: 
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where x xj u  and y yj u  are x- and y-components of the momentum  ,  x yj ju , and 
0.5  tm m S  ( 0.5 i i t if f S ). For m , only the density   and the two components of the 
momentum (
xj  and yj ) are conserved moments, while the other moments are non-conserved 
quantities. The equilibrium moments  0,1, ,8eqim i  are given by 
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The components of the source term S  in the moment space are given as follows:  
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The macroscopic fluid density   and velocity u  can be calculated by 
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The pressure p  is defined as 
2
sp c , where sc  is the lattice sound speed of the D2Q9 model and 
2 2 3 1 3sc c  . For incompressible flows considered in this work, the so-called incompressible 
approximation [35] can be employed in the present MRT-LB model, i.e., the density 
0 0       
(  is the density fluctuation), 
0x xj u , and 0y yj u . 
The diagonal relaxation matrix Λ  is given by  
   0 1 2 3 4 5 6 7 8=diag , , , , , , , ,Λ s s s s s s s s s .              
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Through the Chapman-Enskog analysis [30, 36], the macroscopic governing equations (1) and (2) can 
be recovered from the MRT-LB model in the incompressible limit. The kinematic viscosity   and 
bulk viscosity   are defined by  2 1 0.5  s tc s  and  2 1 0.5  s e t= c s , respectively.  
In the D2Q9 non-orthogonal MRT-LB model, the strain rate tensor ( ) 2
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obtained from the non-equilibrium part of the velocity moments, i.e., (1)  neq eqm m m m . The 
components of the strain rate tensor can be expressed in terms of (1)3m , 
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The equilibrium distribution function eq
if  (
1=eq eqf mM ) in the velocity space is given by [16] 
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The weight coefficient 
i  is given by 0 4 9  , 1~4 1 9  , and 5~8 1 36  .  
2.2 MRT-LB model for the temperature field 
In this subsection, a passive scalar thermal MRT-LB model is proposed for the temperature field. 
The MRT-LB equation can be expressed as 
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where  ,ig tx  is the temperature distribution function,  ,
eq
ig tx  is the equilibrium temperature 
distribution function, Q  is a relaxation matrix, and N  is a transformation matrix. Through the 
transformation matrix N , the collision process of the MRT-LB equation (23) can be executed in the 
moment space: 
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The streaming process is still executed in the velocity space: 
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Here, n  and eqn  are vectors defined by n n gN  and 
eq eq eqn n gN , respectively. The 
post-collision distribution functions  *ig  are determined by * 1 * *g g nN  ( 1N  is the inverse 
matrix of N  given in Appendix A).  
The transformation matrix N  projects a vector (in the velocity space) onto the moment space. 
For the temperature field, the D2Q5 lattice is employed (the five discrete velocities  0, 1, , 4i i e  
are given in Eq. (5)), and the non-orthogonal transformation matrix N  can be defined as ( 1c  ) 
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In the model, 
0n  is the only conserved moment and the temperature T  is computed by 
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The equilibrium moments  0,1, , 4eqin i  for the moments  0,1, , 4in i  are defined as 
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where  0, 1   is a parameter of the model. 
For incompressible thermal flows with isotropic thermal diffusivity, the relaxation matrix Q  is a 
diagonal one and is given by 
 0 1 2 3 4=diag ζ ,ζ , ζ , ζ , ζQ . 
  =diag 1,ζ , ζ , ζ , ζ  e .         (29) 
Through the Chapman-Enskog analysis of the MRT-LB equation (23) in the moment space (see 
Appendix B for details), the temperature equation (3) can be recovered. The thermal diffusivity   is 
defined as  2 1= ζ 0.5sT tc    , in which 2 2sTc  ( sTc  is the lattice sound speed of the D2Q5 
model). The equilibrium temperature distribution function eqig  (
1=eq eqg nN ) in the velocity space is 
given by 
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We would like to point out that the thermal MRT-LB model for the temperature field can also be 
developed based on the D2Q9 lattice. In what follows, the thermal D2Q9 MRT-LB model is briefly 
introduced. The equilibrium moments  0,1, ,8eqin i   can be obtained via eq eqn gN , in which 
the equilibrium temperature distribution function eqig  is given by 
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where  0,1  . The diagonal relaxation matrix Q  is given by 
  =diag 1,ζ , ζ , ζ , ζ , ζ , ζ , ζ , ζe q q    Q .         (32) 
The thermal diffusivity   is defined as  2 1= ζ 0.5s tc    . Through the Chapman-Enskog analysis, 
the following macroscopic equation can be obtained 
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As compared with the temperature equation (3), Eq. (33) contains a deviation term 
      
1
1ζ 0.5t t T T 
       u uu  . In most cases, this deviation term can be ignored for 
incompressible thermal flows. 
3. Numerical simulations 
In this section, numerical simulations of several typical 2D problems are carried out to validate the 
effectiveness and accuracy of the MRT-LB method. In the present study, we set 
0 1  , 
1x y t      ( 1c  ), and 1 2   (
2 1 4sTc  ). Unless otherwise specified, the non-equilibrium 
extrapolation scheme [37] is employed to treat the velocity and temperature boundary conditions in 
simulations. 
3.1 Fully developed channel flow driven by a constant body force 
We first consider the fully developed flow in a channel between two parallel plates driven by a 
constant body force to validate the accuracy of the D2Q9 MRT-LB model presented in Section 2.1. The 
length and width of the channel are L  and H , respectively. A constant body force  = ,0xaa  is 
imposed in the flow direction (x-direction). The analytical solution of this problem is given by [38] 
    
2
0 1   x c
u y u y l ,             (34) 
where 0 x L  , 2 2H y H   , and  20 2 x cu a l  is the maximum velocity ( cl  is the 
characteristic length and 2cl H ). The Reynolds number is defined by 0 cRe u l  . The 
non-equilibrium extrapolation scheme is employed to treat the no-slip velocity boundary condition at 
the upper and bottom plates, and periodic boundary conditions are imposed at the inlet and outlet of the 
channel. The relaxation rates 
4s  and 5s  ( 4,5s s ) are set to be 1.754 , while the remaining 
relaxation rates are set to be 1.0  in our simulations. A grid size of 6 60x yN N    is adopted to 
resolve the computational domain.  
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Fig. 1. Velocity profiles for different values of body force 
xa  (symbols represent MRT-LB results and 
lines represent analytical solutions). 
The profiles of the non-normalized horizontal velocity  xu y  for different values of body force 
xa  are plotted in Fig. 1. It can be seen from Fig. 1 that the numerical results agree well with the 
analytical solutions. To quantify the difference between the numerical and analytical solutions, the 
relative global errors of velocity for different values of body force 
xa  are measured. The relative 
global error of velocity is calculated by  
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2
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A LB
A
E x
u
x
u x u x
u x
,             (35) 
where Au  and LBu  are the analytical and numerical solutions, respectively, and 2  denotes the 
L2-norm. The relative global errors for different values of body force xa  are listed in Tab. 1. As 
shown in Tab. 1, the relative global errors are rather small, and for the parameters and resolution given 
above, the relative global error  3~ 10E O u . 
Tab. 1. Relative global errors of velocity for different values of body force 
xa . 
Body force (
xa )  Reynolds number ( Re ) Relative global error ( Eu ) 
62 10  49.4146  
31.2600 10  
64 10  98.8292  31.2585 10  
66 10  148.244  
31.2560 10  
68 10  197.658  
31.2524 10  
In what follows, numerical simulations are carried out to evaluate the spatial accuracy of the 
present MRT-LB model for different parameters at 49.4146Re  . Three different values of s  are 
considered (1.60 ,1.754 , and 1.90 ), and for each case, the lattice spacing 1 x yN  varies from 
1 30  to 1 150 . The relative global errors of velocity for different relaxation rates and lattice spacings 
are computed and listed in Tab. 2. As shown in Tab. 2, for a given lattice spacing, the relative global 
errors at different relaxation rates are comparable to each other. Furthermore, the relative global errors 
of velocity for different relaxation rates and lattice spacings are plotted logarithmically in Fig. 2. The 
slopes of the fitting lines in Fig. 2 are about 1.9889 , 1.9902 , and 1.9912  for 1.60s  , 1.754 , and 
1.90 , respectively. These results indicate that the D2Q9 MRT-LB model is of second-order accuracy in 
space.  
Tab. 2. Relative global errors of velocity for fully developed flow in a channel driven by a 
constant body force at 49.4146Re  . 
 
Relaxation rate ( s ) 
Relative global error ( E
u
) 
1 30 x  1 60 x  1 90 x  1 120 x  1 150 x  
1.60 34.2709 10  
31.0804 10  
44.8184 10  
42.7148 10  
41.7391 10  
1.754 34.9910 10  
31.2600 10  
45.6177 10  
43.1674 10  
42.0270 10  
1.90 35.5980 10  
31.4119 10  
46.2932 10  
43.5450 10  
42.2715 10  
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Fig. 2. Relative global error of velocity versus lattice spacing for fully developed flow in a channel 
driven by a constant body force at 49.4146Re  . 
3.2 Lid-driven cavity flow                                                                     
The 2D lid-driven cavity flow is a standard benchmark problem for testing numerical schemes. 
The top wall of the cavity moves from left to right (x-direction) with a uniform velocity 
0u , while the 
left, bottom, and right walls are fixed. This flow is characterized by the Reynolds number 
0 Re Lu , 
where L  is the length of the cavity, and H  is the height of the cavity ( 1H L  ). The D2Q9 
MRT-LB model is used to study the flow at 1000Re . In simulations, the driven velocity 0u  is set 
to be 0.1, and a 192 192  uniform mesh is adopted. The relaxation rate s  is determined by 
 1 200.5 s ts Lu c Re    , and the remaining relaxation rates are chosen as follows: 0 1 2 1  s s s , 
3 1.6s , 6 7 1.2  qs s s , and 8 1.8s . The horizontal velocity component xu  at the vertical 
midplane ( 0.5x L ) and the vertical velocity component yu  at the horizontal midplane ( 0.5y H ) 
are shown in Fig. 3. The benchmark solutions of Ghia et al. [39] are also included in the figure for 
comparison. Clearly, the present results are in good agreement with the benchmark data. 
The comparison of the numerical stability between the BGK model and the non-orthogonal MRT 
model is made at 1200Re  on a 80 80  uniform mesh. The streamlines and the contour lines of 
the velocity field predicted by both models are shown in Figs. 4 and 5, respectively. It is found that the 
streamlines and the contour lines of the velocity field predicted by the BGK model at 1200Re  on a 
80 80  uniform mesh have unphysical oscillations, while those predicted by the non-orthogonal MRT 
model are still smooth. These results indicate that the non-orthogonal MRT model has a better 
numerical stability than the BGK model with the same boundary treatment. Furthermore, it is found 
that the computation time of the non-orthogonal MRT model is about 4%  less than that of the 
classical orthogonal MRT model [19]. 
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Fig. 3. Velocity profiles through the center of the cavity at 1000Re  on a 192 192  uniform mesh. 
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                       (a)                               (b) 
Fig. 4. Streamlines of the cavity flow at 1200Re  on a 80 80  uniform mesh: (a) BGK model and 
(b) present non-orthogonal MRT model. 
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Fig. 5. Contour lines of the velocity field at 1200Re  on a 80 80  uniform mesh: (a) BGK model 
and (b) present non-orthogonal MRT model. 
3.3 Thermal flow in a channel with wall injection 
In this subsection, the MRT-LB method is applied to simulate the fully developed thermal flow in 
a channel [6, 40], where the upper hot plate (
hT T ) moves along the x-direction with a uniform 
velocity 
0u , and a constant normal flow of fluid is injected (with velocity 0v ) through the static 
bottom cold plate (  cT T ) and withdrawn from the upper plate at the same rate. In steady state, the 
analytical solution of the velocity field is given by [38] 
  
 
 0
exp 1
exp 1
 


x
Re y H
u y u
Re
,             (36) 
where Re  is the Reynolds number defined by 0 Re= Hv , and H  is the width of the channel. The 
temperature profile in steady state is given by [6, 40] 
 
exp( ) 1
exp( ) 1
c
PrRe y H
T T T
PrRe
 
  

,            (37) 
where 
h cT T T    is the temperature difference. 
In simulations, we set 0.71Pr , 0 0 0.01u v  , 1hT , and 0cT . The non-equilibrium 
extrapolation scheme is employed to the upper and bottom plates for the velocity and temperature 
boundary conditions, and periodic boundary conditions are imposed at the inlet and outlet of the 
channel. A grid size of 30 60  x yN N  is employed, and the relaxation rates s  and ζ  are 
determined by  1 200.5    s ts Hv c Re  and    1 2 1 2ζ 0.5 0.5    s sTc s c Pr , respectively. 
The remaining relaxation rates are set to be 1.0  in simulations. The velocity and temperature 
profiles for different Reynolds numbers at 0.71Pr  are plotted in Fig. 6. It is found that our 
results are in excellent agreement with the analytical solutions.  
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(b)  
Fig. 6. Velocity (a) and temperature (b) profiles of thermal flow in a channel with wall injection for 
different Reynolds numbers at 0.71Pr  (symbols represent MRT-LB results and lines represent 
analytical solutions). 
In what follows, numerical simulations are carried out to evaluate the convergence rate of the 
present MRT-LB method. In the simulations, the Reynolds number Re  and relaxation rate s  are 
fixed at 10  and 0.8 , respectively. The lattice spacing 1 x yN  varies from 1 30  to 1 150 . The 
relative global error of temperature ( T ) is defined by  
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where 
AT  and LBT  are the analytical and numerical solutions, respectively, and the summation is 
over the entire domain. The relative global error of velocity is calculated by Eq. (35). The relative 
global errors of velocity and temperature for different lattice spacings are plotted logarithmically in Fig. 
7. The slopes of the fitting lines in Fig. 7(a) and Fig. 7(b) are about 1.9670  and 1.9948 , respectively. 
The results indicate that the present MRT-LB method has a second-order convergence rate in space. 
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(a) 
Fig. 7. Relative global errors of the velocity u  (a) and temperature T  (b) versus lattice spacings at 
0.71Pr  and 10Re .  
3.4 Natural convection in a square cavity 
In this subsection, the present MRT-LB method is employed to simulate natural convection flow in 
a square cavity. The horizontal walls of the cavity are adiabatic, while the left and right walls are kept 
at constant temperatures 
hT  and cT , respectively ( h cT T ). The width and height of the cavity are L  
and H  (for square cavity 1H L  ), respectively. The flow is characterized by the Prandtl number 
Pr    and Rayleigh number  3Ra g TL   , where h cT T T    is the temperature 
difference (characteristic temperature). The average Nusselt number Nu  of the left (or right) wall is 
defined by  
 
0
( )
H
Nu Nu y dy H  ,                  (39) 
where  
wall
( ) =Nu y L T x T     is the local Nusselt number. According to Ref. [41], the relaxation 
rates s  and ζ  can be determined by  
 1
1 3
2
t
MaL Pr
s
c Ra


   , 
 2 1
1
2
0.51
ζ
2
s
sT
c s
c Pr





  ,            (40) 
respectively, where 3c s cMa u c u   is the Mach number ( cu g TL   is the characteristic 
velocity). The remaining relaxation parameters are chosen as follows: 
0 1 2 1  s s s , 3 1.6s , 
6 7 1.2  qs s s , 8 1.8s , 0ζ 1 , and 3 4ζ ζ 1.9  . 
In simulations, we set 0.71Pr  , 21hT  , = 1cT ,  0 2 11h cT T T   , and = 0.1Ma . 
Through the grid-dependence study, the grid sizes of 128 128  for 
310Ra  , 192 192  for 
410Ra  , 256 256  for 
510Ra , and 256 256  for 
610  are employed to resolve the 
computational domain. The streamlines and isotherms for 
3 610 ~ 10Ra   are shown in Figs. 8 and 9, 
respectively. The temperature profiles at the horizontal midplane of the square cavity ( 0.5y H  ) for 
3 610 ~ 10Ra   are plotted in Fig. 10. All the results agree well with those reported in previous works 
[6, 40-43]. To quantify the results, the following quantities are computed: the maximum horizontal 
velocity component 
,maxxu  in the vertical midplane 2x L  and its location maxy ; the maximum 
vertical velocity component 
maxy,u  in the horizontal midplane 2y H  and its location maxx ; the 
average Nusselt number Nu  along the right wall (cold wall), its maximum value 
maxNu  and the 
location 
Nuy  where it occurs. The results predicted by the present MRT-LB method are compared 
with the results of previous works [6, 40, 42, 43] in Table 3. The present results are found to be in good 
agreement with the LB results [6, 40] and benchmark solutions [42, 43] reported in previous works.  
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(c)                         (d) 
Fig. 8. Streamlines of natural convection flow in a square cavity: (a) 
310Ra  , (b) 
410Ra  , (c) 
510Ra   and (d) 
610Ra  . 
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(c)                         (d) 
Fig. 9. Isotherms of natural convection flow in a square cavity: (a) 
310Ra  , (b) 
410Ra  , (c) 
510Ra   and (d) 
610Ra  . 
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
(T

T
c)
/
T
x/L
 Ra=10
3
 Ra=10
4
 Ra=10
5
 Ra=10
6
 
 
 
Fig. 10. Temperature profiles at the horizontal midplane of the square cavity ( 0.5y H  ) for 
3 610 ~ 10Ra  . 
Tab. 3. Comparisons of the present results with the LB results [6, 40] and benchmark solutions [42, 43] 
for 
3 610 ~ 10Ra  . 
Ra   ,maxxu  maxy  maxy,u  maxx  maxNu  Nuy  Nu  
10
3
 LB [6] 3.650 0.810 3.704 0.180 - - 1.117 
 LB [40] 3.6493 0.8125 3.7010 0.1797 1.5017 0.9063 1.1169 
 FDM [42] 3.649 0.813 3.697 0.178 - - - 
 Present 3.6528 0.8125 3.7004 0.1797 1.5005 0.9141 1.1161 
10
4
 LB [6] 16.146 0.820 19.593 0.120 - - 2.241 
 LB [40] 16.1722 0.8229 19.6098 0.1198 3.5351 0.8594 2.2452 
 FVM [43] 16.1802 0.8265 19.6295 0.1193 3.5309 0.8531 2.2448 
 Present 16.177 0.8229 19.6184 0.1198 3.5301 0.8542 2.2447 
10
5
 LB [6] 34.315 0.855 68.012 0.065 - - 4.508 
 LB [40] 34.7362 0.8555 68.4954 0.0664 7.7500 0.9219 4.5219 
 FVM [43] 34.7399 0.8558 68.6396 0.0657 7.7201 0.9180 4.5216 
 Present 34.6891 0.8555 68.5034 0.0664 7.7480 0.9219 4.5273 
10
6
 LB [6] 63.671 0.852 217.57 0.040 - - 8.737 
 LB [40] 64.8687 0.8516 219.334 0.0391 17.6140 0.9648 8.7926 
 FVM [43] 64.8367 0.8505 220.461 0.0390 17.5360 0.9608 8.8251 
 Present 64.6968 0.8516 219.149 0.0391 17.6722 0.9648 8.8258 
 
4.Conclusions 
In this paper, a non-orthogonal MRT-LB method for simulating incompressible thermal flows is 
developed in the framework of the DDF approach. In the method, the incompressible N-S equations 
and temperature equation are solved separately by two different non-orthogonal MRT-LB equations, 
which are developed based on non-orthogonal basis vectors obtained from the combinations of the 
lattice velocity components. The present non-orthogonal MRT-LB method retains the computational 
efficiency and simplicity of the BGK-LB method. Numerical simulations of the fully developed 
channel flow driven by a constant body force, the lid-driven cavity flow, the thermal flow in a channel 
with wall injection, and the natural convection flow in a square cavity are carried out to validate the 
effectiveness and accuracy of the MRT-LB method. It is found that the present results are in good 
agreement with the analytical solutions and/or other numerical results reported in the literature. 
Numerical simulations of the lid-driven cavity flow indicate that the non-orthogonal MRT model has a 
better numerical stability than the BGK model, and the computation time of the non-orthogonal MRT 
model is less than that of the classical orthogonal MRT model. Furthermore, the grid convergence tests 
indicate that the present MRT-LB method has a second-order convergence rate in space. The extensions 
of the present method to simulate three-dimensional incompressible thermal flows will be considered in 
our future studies.  
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Appendix A: The inverse matrices of N  and M  
         
 
Appendix B: Chapman-Enskog analysis of the D2Q5 MRT-LB model 
The Chapman-Enskog expansion approach [36] is adopted to derive the temperature equation (3) 
from the D2Q5 MRT-LB equation (23) in the moment space. To this end, the following expansions in 
time and space are introduced [35]: 
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where  is a small expansion parameter. With the above expansions, we can derive the following 
equations from Eq. (23) as consecutive orders of the parameter : 
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where 
1 11 1 1i t i t ij j
D e       e  ( ,j x y ). The above equations can be transformed into the 
moment space as follows: 
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where  = ,x yE E E , in which 10 1 4diag( , , , )j j j je e e    E N N  ( ,j x y ) are given explicitly by 
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Writing out the equations for the conserved moment 
0n  of Eqs. (B7)-(B9), the following equations 
can be obtained:  
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,          (B12)  
According to Eq. (B10), we have  0 0
k
n   ( 0k  ), then Eqs. (B11) and (B12) can be rewritten as 
follows: 
 1 :    
1 1 1
0     t x x y yT u T u T ,                    (B13)  
                    2 : 
 
 2
1
1 1
1 1
2 2
1 ζ 2 0
0
0 1 ζ 2
t
n
T
n
   
           
.                 (B14) 
From Eq. (B8), we can get  
 
   
1
1
1 1
1ζ 2
t
t x xn u T T
  
     
 
,          (B15) 
 
   
1
1
2 1
2ζ 2
t
t y yn u T T
  
     
 
.     (B16) 
Substituting Eqs. (B15) and (B16) into Eq. (B14), we have 
          2 : 
 
 
1
2
1
1
1
1
1
2
1
0.5 0
ζ 2
1
0 0.5
ζ 2
t x x
t t
t y y
u T T
T
u T T



         
       
         
   
.                 (B17) 
Combining Eq. (B13) with Eq. (B17), the following macroscopic equation can be obtained 
      
1
1ζ 0.5 
        
 t t t
T T T Tu u   ,           (B18) 
where  2 1= ζ 0.5sT tc     is the thermal diffusivity ( 1 2ζ =ζ =ζ ), in which 2 2 2 2sTc c     ( sTc  
is the lattice sound speed of the D2Q5 model). As compared with the temperature equation (3), Eq. 
(B18) contains a deviation term    
1
1ζ 0.5t t T
   
 
u . For incompressible thermal flows, this 
deviation term can be ignored, and then the temperature equation (3) can be recovered. However, in 
certain cases (e.g., the pseudopotential multiphase LB model is adopted to solve the flow field) this 
deviation term may lead to considerable numerical errors [9], and then such a deviation term must be 
eliminated in simulations. The approach in Ref. [10] can be used to eliminate the deviation term based 
on the D2Q5 lattice model. 
 
References 
[1] G.R. McNamara, G. Zanetti, Use of the Boltzmann equation to simulate lattice-gas automata, Phys. 
Rev. Lett. 61(20) (1988) 2332-2335. 
[2] F.J. Higuera, J. Jimenez, Boltzmann approach to lattice gas simulation, Europhys. Lett. 9(7) (1989) 
663-668. 
[3] F.J. Higuera, S. Succi, R. Benzi, Lattice gas dynamics with enhanced collisions, Europhys. Lett. 
9(7) (1989) 345-349. 
[4] S. Chen, G.D. Doolen, Lattice Boltzmann method for fluid flows, Annu. Rev. Fluid Mech. 30(1) 
(1998) 329-364. 
[5] X. He, S. Chen, G.D. Doolen, A novel thermal model for the lattice Boltzmann method in 
incompressible limit, J. Comput. Phys. 146(1) (1998) 282-300. 
[6] Y. Peng, C. Shu, Y.T. Chew, Simplified thermal lattice Boltzmann model for incompressible 
thermal flows, Phys. Rev. E 68(2) (2003) 026701. 
[7] S. Gong, P. Cheng, A lattice Boltzmann method for simulation of liquid-vapor phase-change heat 
transfer, Int. J. Heat Mass Transfer 55(17) (2012) 4923-4927. 
[8] S. Gong, P. Cheng, Lattice Boltzmann simulation of periodic bubble nucleation, growth and 
departure from a heated surface in pool boiling, Int. J. Heat Mass Transfer 64 (2013) 122-132. 
[9] Q. Li, K.H. Luo, Effect of the forcing term in the pseudopotential lattice Boltzmann modeling of 
thermal flows, Phys. Rev. E 89(5) (2014) 053022. 
[10] R. Huang, H. Wu, Lattice Boltzmann model for the correct convection-diffusion equation with 
divergence-free velocity field, Phys. Rev. E 91(3) (2015) 033302. 
[11] Q. Li, Q.J. Kang, M.M. Francois, Y.L. He, K.H. Luo, Lattice Boltzmann modeling of boiling heat 
transfer: The boiling curve and the effects of wettability. Int. J. Heat Mass Transfer 85 (2015) 
787-796. 
[12] U. Frisch, B. Hasslacher, Y. Pomeau, Lattice-gas automata for the Navier-Stokes equation, Phys. 
Rev. Lett. 56(14) (1986) 1505-1508. 
[13] X. He, L.-S. Luo, Theory of the lattice Boltzmann method: from the Boltzmann equation to the 
lattice Boltzmann equation, Phys. Rev. E 56(6) (1997) 6811-6817. 
[14] S. Succi, Lattice Boltzmann across scales: from turbulence to DNA translocation, Eur. Phys. J. B 
64(3-4) (2008) 471-479. 
[15] H. Chen, S. Chen, W.H. Matthaeus, Recovery of the Navier-Stokes equations using a lattice-gas 
Boltzmann method, Phys. Rev. A 45(8) (1992) R5339-R5342. 
[16] Y.H. Qian, D. d’Humières, P. Lallemand, Lattice BGK models for Navier-Stokes equation, 
Europhys. Lett. 17(6) (1992) 479-484. 
[17] I. Ginzburg, D. d’Humières, Multireflection boundary conditions for lattice Boltzmann models, 
Phys. Rev. E 68(6) (2003) 066614. 
[18] C. Pan, L.-S. Luo, C.T. Miller, An evaluation of lattice Boltzmann schemes for porous medium 
flow simulation, Comput. Fluids 35(8-9) (2006) 898-909. 
[19] P. Lallemand, L.-S. Luo, Theory of the lattice Boltzmann method: Dispersion, dissipation, 
isotropy, Galilean invariance, and stability, Phys. Rev. E 61(6) (2000) 6546-6562. 
[20] D. d’Humières, Generalized lattice-Boltzmann equations, in: B.D. Shizgal, D.P. Weaver (Eds.), 
Rarefied Gas Dynamics: Theory and Simulations, in: Prog. Astronaut. Aeronaut., Vol. 159, AIAA, 
Washington, DC, 1992, pp. 450-458. 
[21] D. d’Humières, I. Ginzburg, M. Krafczyk, P. Lallemand, L.-S. Luo, Multiple-relaxation-time 
lattice Boltzmann models in three dimensions, Philos. Trans. R. Soc. Lond. A 360(1792) (2002) 
437-451. 
[22] P. Lallemand, L.-S. Luo, Theory of the lattice Boltzmann method: Acoustic and thermal properties 
in two and three dimensions, Phys. Rev. E 68(3) (2003) 036706. 
[23] Q. Li, Y.L. He, G.H. Tang, W.Q. Tao, Improved axisymmetric lattice Boltzmann scheme, Phys. 
Rev. E 81(5) (2010) 056707. 
[24] L.-S. Luo, W. Liao, X. Chen, Y. Peng, W. Zhang, Numerics of the lattice Boltzmann method: 
Effects of collision models on the lattice Boltzmann simulations, Phys. Rev. E 83(5) (2011) 
056710. 
[25] A. Mezrhab, M.A. Moussaoui, M. Jami, H. Naji, M. Bouzidi, Double MRT thermal lattice 
Boltzmann method for simulating convective flows, Phys. Lett. A 374(34) (2010) 3499-3507. 
[26] M.A. Moussaoui, A. Mezrhab, H. Naji, A computation of flow and heat transfer past three heated 
cylinders in a vee shape by a double distribution MRT thermal lattice Boltzmann model, Int. J. 
Therm. Sci. 50(8) (2011) 1532-1542. 
[27] J. Wang, D. Wang, P. Lallemand, L.-S. Luo, Lattice Boltzmann simulations of thermal convective 
flows in two dimensions, Comput. Math. Appl. 66(2) (2013) 262-286. 
[28] B. Trouette, Lattice Boltzmann simulations of a time-dependent natural convection problem, 
Comput. Math. Appl. 66(8) (2013) 1360-1371. 
[29] D. Contrino, P. Lallemand, P. Asinari, L.-S. Luo, Lattice-Boltzmann simulations of the thermally 
driven 2D square cavity at high Rayleigh numbers, J. Comput. Phys. 275 (2014) 257-272. 
[30] K.N. Premnath, S Banerjee, Incorporating forcing terms in cascaded lattice Boltzmann approach 
by method of central moments, Phys. Rev. E 80(3) (2009) 036702. 
[31] D. Lycett-Brown, K.H. Luo, Multiphase cascaded lattice Boltzmann method, Comput. Math. 
Appl. 67(2) (2014) 350-362. 
[32] M. Geier, M. Schönherr, A. Pasquali, M. Krafczyk, The cumulant lattice Boltzmann equation in 
three dimensions: Theory and validation, Comput. Math. Appl. 70(4) (2015) 507-547.  
[33] M.E. McCracken, J. Abraham, Multiple-relaxation-time lattice-Boltzmann model for multiphase 
flow, Phys. Rev. E 71(3) (2005) 036701. 
[34] Q. Liu, Y.L. He, Q. Li, W.Q. Tao, A multiple-relaxation-time lattice Boltzmann model for 
convection heat transfer in porous media, Int. J. Heat Mass Transfer 73 (2014) 761-775. 
[35] X. He, L.-S. Luo. Lattice Boltzmann model for the incompressible Navier-Stokes equation, J. Stat. 
Phys. 88(3-4) (1997) 927-944. 
[36] S. Chapman, T.G. Cowling, The Mathematical Theory of Non-Uniform Gases, Cambridge 
University Press, London, 1970. 
[37] Z.L. Guo, C.G. Zheng, B.C. Shi, Non-equilibrium extrapolation method for velocity and pressure 
boundary conditions in the lattice Boltzmann method, Chin. Phys. 11(4) (2002) 366. 
[38] D.R. Noble, S. Chen, J.G. Georgiadis, R.O. Buckius, A consistent hydrodynamic boundary 
condition for the lattice Boltzmann method, Phys. Fluids 7(1) (1995) 203-209. 
[39] U. Ghia, K.N. Ghia, C.T. Shin, High-Re solutions for incompressible flow using the Navier-Stokes 
equations and a multigrid method, J. Comput. Phys. 48 (1982) 387-411. 
[40] Z. Guo, B. Shi, C. Zheng, A coupled lattice BGK model for the Boussinesq equations, Int. J. 
Numer. Meth. Fluids 39(4) (2002) 325-342. 
[41] Q. Li, Y.L. He, Y. Wang, G.H. Tang, An improved thermal lattice Boltzmann model for flows 
without viscous heat dissipation and compression work, Int. J. Mod. Phys. C 19(1) (2008) 125-150. 
[42] G. de Vahl Davis, Natural convection of air in a square cavity: a bench mark numerical solution, 
Int. J. Numer. Meth. Fluids 3 (1983) 249-264. 
[43] M. Hortmann, M. Perić, G. Scheuerer, Finite volume multigrid prediction of laminar natural 
convection: bench-mark solutions, Int. J. Numer. Meth. Fluids 11 (1990) 189-207. 
 
