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I. INTRODUCTION
Attosecond pulse trains ͑APTs͒ are currently produced and characterized on a regular basis in many laboratories ͓1-8͔. The attosecond pulses are synthesized in the extreme ultraviolet ͑XUV͒ wavelength region from high-order harmonics generated in the interaction between a gas and an intense infrared ͑IR͒ laser pulse ͓9͔. The complete reconstruction of an APT requires knowledge of both the spectral amplitude and phase of all the frequency components ͑har-monics͒ used to synthesize the train. Though the amplitudes are easily measured, the spectral phases are not. The method most commonly used to characterize APTs is therefore based on a two-step process. First, the individual XUV photon wave packets ͑the pulses in the train͒ are converted into electron wave packets by ionization of a rare gas, and then the energy-dependent phase of the electron wave packets is measured ͓7͔. Characterizing the electron wave packets turns out to be easier than characterizing the APT directly. The usefulness of this method crucially depends on the ability to relate the measured electron phase to the desired XUV spectral phase. The electron and XUV phases are related via the atomic dipole phase which characterizes the ionization process, and it is the calculation of this atomic phase which is our main concern in this paper.
When an attosecond XUV pulse ionizes an atom, the resulting electron wave packet ͑EWP͒ acquires an energydependent phase. This phase has two contributions, one from the spectral phase of the ionizing radiation at the excitation frequency, as well as a phase due to the atomic dipole transition which connects the bound electron to its final continuum state ͓10͔. The total phase, the sum of these contributions, can be measured via a two-photon interference process which is illustrated in Fig. 1 .
Since APTs are synthesized from a number of odd harmonics of an IR field, the electron spectrum that results from using an APT to ionize an atom is a series of peaks separated by twice the IR photon energy. When the ionization takes place in the presence of a weak IR probe field, additional IR photons can be absorbed or emitted by the electron after reaching the continuum, which results in sidebands on each of the principal peaks in the photoelectron spectrum ͓11-13͔. Spectral interference between absorption and emission pro-FIG. 1. ͑Color online͒ Schematic energy diagram illustrating the photoionization process. The inset depicts the APT with respect to the IR field for two different time delays. cesses which start from consecutive harmonics and that lead to the same final energy cause an oscillation of the sideband intensity as a function of the time delay between the IR and XUV pulses. The oscillatory part of the sideband intensity is proportional to cos͑2 1 + ⌬ ͒, where ⌬͑E͒ is the phase difference of two spectral components of the EWP which contribute to the sideband at energy E ͓1,7͔. By concatenating the phase differences from several consecutive sidebands we can reconstruct ͑up to a trivial overall phase͒ the total energy-dependent phase of the EWP, ͑E͒. Once the electron phase is known, the spectral phases needed for APT reconstruction can be extracted by subtracting from the total phase the phase inherited from the ionization process, the so-called atomic dipole phase. This phase has so far not been measured directly and hence must be calculated. Previously this has been done via second-order time-independent perturbation theory ͓14͔.
In this article we present a time-dependent method for calculating the atomic contributions to the properties of the electron wave packets. Our approach closely mirrors the method used experimentally to characterize APT's. Photoelectron spectra resulting from the ionization of atoms by high-order harmonics in the presence of an IR probe field are calculated for different time delays between the IR and harmonic pulses. In the experiments the electron phase is measured and the atomic dipole phase subtracted to yield the APT spectral phase. In our calculations we use perfectly phase-locked harmonics with equal amplitudes, which means that the APT spectral phase is zero. The calculated electron phase is therefore the atomic dipole phase. With this approach the electron phase can be calculated over a broad energy range from only a few time-dependent calculations and we are not limited to low IR intensities.
We study electron wave packets generated in helium, neon, and argon atoms, since these are commonly used in APT characterization experiments. For low IR intensities we find that our calculated atomic dipole phases agree well with previously published results based on perturbation theory ͓1,14͔. Since our method is nonperturbative, we can also use it to investigate the dependence of the calculated atomic dipole phase on the IR probe intensity, which in an experiment must be of sufficient strength to produce a measurable interference signal. At moderate IR probe intensities, we find that the dipole phase can still be reliably determined using twophoton interference, even when higher-order processes are non-negligible.
For neon and helium the dipole phase is largest at threshold and rapidly decreases as the electron energy increases. Argon, however, is an exception to this generic behavior because of the presence of a Cooper minimum in the 3p → d one-photon ionization channel. We show how this structure influences the atomic phase near the minimum. We find that the Cooper minimum also significantly affects the probability for sideband generation ͑the probability to emit or absorb IR photons upon reaching the continuum͒ over a range of energies centered around the Cooper minimum. Thus we find an experimentally accessible signature of the Cooper minimum in the two-photon ionization spectra. Wellcharacterized APT's may therefore have an application in the study of continuum structures in atoms and molecules.
This article is organized as follows. In Sec. II the method of calculating the photoelectron spectra for different pulses and atoms is briefly outlined. In Sec. III the method of extracting the atomic dipole phases from the calculated spectra is presented together with the results for the different atoms. We also show how the structure of the bound-free matrix element affects the atomic dipole phase in argon. In Sec. IV we examine effects due to the IR intensity, and in Sec. V we show how the probability for sideband generation varies with photoelectron energy and how this probability is affected by structures in the continuum.
II. METHOD
The spectra of the electron wave packets, generated by an APT in the presence of an IR field, are calculated by solving the time-dependent Schrödinger equation ͑TDSE͒ in the single-active-electron ͑SAE͒ approximation for the mixed, multicolor field using pseudopotentials to represent the atoms ͓15,16͔. The harmonics used to produce the APT are perfectly phase locked, and the phase of the electron wave packets therefore corresponds directly to the atomic dipole phase. A trapezoidal envelope has been used to model the multicolored pulse with an envelope given by
where T 1 is the IR period and q is the harmonic order ͑q = 1 for the IR pulse͒. The envelopes of the IR and harmonic pulses are overlapped, and the time delay between the pulses is then added to the harmonic part of the total electric field:
where the IR field is written as
and the individual harmonics as
where 1 is the IR frequency, = ͑ /2͒T 1 is the time delay of the APT with respect to the IR field, and q is the phase of the qth harmonic ͑usually set to zero for all q͒. The time delay is added to the APT rather than the IR field in order to decrease numerical errors arising from the one-cycle turn-on of the IR field. Depending on the ground-state configuration, different ionization paths are possible for the atoms studied in this article, as illustrated in Fig. 2 . The spin-orbit coupling for argon and neon is relatively minor and therefore ignored in the model, which results in four equivalent electrons with m = ͉1͉ and two equivalent electrons with m = 0. The total photoelectron spectra are calculated by adding together the contributions from the different states weighted by the number of electrons.
The one-photon ionization cross section nl depends on the radial overlap between the ground-state wave function and the final continuum wave function:
where P nl ͑r͒ and P ⑀,l±1 ͑r͒ are the ground-state and continuum-state radial wave functions. When the final state is in the continuum the dipole matrix element ͓which is the radial integral in Eq. ͑5͔͒ is complex and can be described as ⑀g e i at , where ⑀g is the norm of the ground-state-tocontinuum-dipole-matrix element and at the atomic phase. If the dipole matrix element is zero for a particular energy, this yields a Cooper minimum in the cross section ͓17͔. The effect of a Cooper minimum on the one-photon ionization cross section is well known. In this article we show that it also affects the two-photon ionization spectra.
The pseudopotentials used to represent the argon need to be carefully chosen in order to accurately take the Cooper minimum in the 3p → d one-photon ionization channel into account. As with helium and neon, the argon potentials are calculated using a Hartree-Fock method ͓16͔ and optimized so that the different bound-state energy levels are correctly described. This procedure, however, does not automatically ensure that the position of the Cooper minimum is correct. The argon potential can be adjusted to take account of the minimum by introducing a phase shift of the continuum d states. This is achieved by introducing a small change ␦V in the d potential close to the core. When changing the potential the remaining atomic properties should be affected as little as possible and we therefore introduce the following constraints on ␦V.
͑i͒ The Cooper minimum should be correctly positioned. ͑ii͒ ͗d 0 ͉␦V͉d 0 ͘ = 0, which means that there should be no shift in the lowest d-state energy.
͑iii͒ ͐␦V · r 2 dr = 0, which means that there should be no change in the low energy scattering strengths.
The potentials in argon are defined on a grid, where the first grid point is located at 0.125 atomic units ͑a.u.͒ and the grid spacing is 0.25 a.u. In order to simultaneously fulfill the three constraints, the d potential was modified at the three grid points closest to the core. The pseudopotentials used to represent argon are shown in Fig. 3 together with the cross sections for the different m channels.
III. CALCULATING THE ATOMIC PHASES
To extract ⌬ from the calculated photoelectron spectra we measure the strength of each sideband as a function of and fit the results to the following function:
The additional is introduced because we have defined our IR field as sin͑ 1 t͒, as opposed to the cosine convention used in Ref. ͓1͔. Note that the sideband intensity is maximized when the attosecond pulses and the IR field maximum coincide, and that the sidebands oscillate with a frequency of 2 1 . It is therefore sufficient to vary between 0 and to recover a complete sideband oscillation with a maximum approximately in the center. Alternatively ⌬ can be found by finding the minimum Eq. ͑6͒ since ‫ץ‬f͑ 0 ͒ ‫ץ‬ = 2 sin͑2 0 + + ⌬͒ = 0 ⇒⌬ = − 2 0 , ͑7͒
as illustrated in Fig. 4 . The method to calculate ⌬ has been validated by adding known phase differences between the harmonics before calculating the photoelectron spectra. Using the method described above, the added phases were correctly retrieved after subtracting the relative atomic dipole phases.
The photoelectron spectra are calculated for the different final states separately and added together before the total atomic dipole phase is extracted. The total phase is, of course, the most interesting and experimentally accessible phase, but further insight into the origin of the atomic dipole phase can be gained if the different final states are analyzed separately. In Fig. 5 the calculated atomic dipole phases in helium, neon, and argon are shown. Both the total phases and the individual results for the different final states are shown. The atomic dipole phase in helium, shown in Figs. 5͑a͒ and 5͑b͒, has previously been calculated using perturbation theory ͓3͔ and our results are in excellent agreement with those data. Furthermore, it can be seen from Fig. 5͑a͒ that the two possible final states in helium have very similar phases, which is expected since there is only one possible onephoton ionization path. For neon, with several possible ionization paths, the results are shown in Figs. 5͑c͒-5͑f͒ ͑the different possible paths are presented in Fig. 2͒ . It is interesting to note here that the three final states ͓with ͑l , m͒ = ͑f ,0͒, ͑f ,1͒, and ͑p ,1͔͒ that are reached through the same one-photon ionization channel have very similar phases. In the fourth state ͓with ͑l , m͒ = ͑p ,0͔͒, which can be reached through two different one-photon ionization paths, the absolute value of the atomic dipole phase is significantly increased. This increase can either be caused by interference between the two paths or simply because the atomic dipole phase of the s state is FIG. 4 . ͑Color online͒ Partial photoelectron spectra in the m =0, ᐉ = 1 continuum state in neon as a function of time delay between the pulses; the IR intensity used in the calculation was I IR =1ϫ 10 11 W/cm 2 . This state is only populated by sidebands. The symbols mark the positions where the sideband intensity is minimized ͑proportional to the difference in atomic phases͒.
FIG. 5. The calculated ⌬ at for He ͑a͒, ͑b͒, Ne ͑c͒-͑f͒, and Ar ͑g͒-͑j͒ as a function of final electron energy. Helium: ⌬ at for the two different final states ͓͑d ,0͒ and ͑s ,0͒;͔ are presented in ͑a͒ and the total ⌬ at is presented in ͑b͒. ⌬ at for the different final states in neon are presented in ͑c͒ ͑f ,0͒ and ͑f ,1͒, ͑d͒ ͑p ,1͒, ͑e͒ ͑p ,0͒, and ͑f͒ the total ⌬ at . ⌬ at for the different final states in argon are presented in ͑g͒ ͑f ,0͒ and ͑f ,1͒, ͑h͒ ͑p ,1͒, ͑i͒ ͑p ,0͒, and ͑j͒ the total ⌬ at . For more details see the text. greater than that of the d state. To find the cause for the increase we have performed calculations for neon where we artificially close the ionization path through the d state in the calculations. These calculations indicate that the main contribution to ⌬ at in the ͑p ,0͒ state comes from the ionization through the s state.
For argon ͓Figs. 5͑g͒-5͑j͔͒ the effect of the Cooper minimum is striking. The three final states that can only be reached through the np → d channel ͓Figs. 5͑g͒ and 5͑h͔͒ nicely follow the generic structure except for the position where there is a harmonic on either side of the Cooper minimum in which case there is clearly a phase jump. The phase jump originates from the change of sign of the dipole matrix element ͓Eq. ͑5͔͒ when passing the Cooper minimum. The change of sign can equally well be described as an additional phase term e i added to the dipole matrix elements on either side of the Cooper minimum. With one harmonic on either side of the Cooper minimum this induces a phase shift. In the final state ͑p ,0͒ that can be reached through two different paths, the structure of ⌬ at deviates from the generic structure over a broad energy range centered around the Cooper minimum. This deviation is a result of interference between the two paths, which have different amplitudes and phases. In addition to the phase jump in the ͑p → d͒ path there may also be an absolute phase difference between the two paths, which is not accessible with the method used, but will affect the resulting shape of the relative phase curve. At high energies ⌬ at again shows the generic behavior discussed in the Introduction, approaching zero even in the ͑p ,0͒ final state.
We have conducted a more detailed study of argon with the emphasis on the region around the Cooper minimum using longer pulses ͑1-10-1 cycles͒ in order to get more welldefined spectral structure and we have tuned the wavelength so that one sideband is positioned exactly on the Cooper minimum. In Fig. 6 the modulation of this sideband is shown for the m = 0 and m = 1 final states. With m = 1 all possible ionization channels have the Cooper minimum and the oscillation is clearly out of phase with that of m = 0 curve, which is dominated by the channel without the Cooper minimum, due to the significantly higher one-photon absorption cross section in that channel. This shows that the phase jump is exactly at the Cooper minimum.
IV. INTENSITY EFFECTS
Attosecond pulse characterization experiments are frequently performed in a moderate intensity regime in order to achieve a sufficiently strong sideband signal. At these IR intensities it is not sufficient to use perturbation theory to predict the experimental outcome. The method presented in this article to calculate the atomic phases by solving the TDSE is, however, nonperturbative, which enables us to investigate what effect the IR intensity may have on the resulting photoelectron spectra. The time-dependent sideband modulation is effected by the IR intensity in two ways: ͑i͒ there is an increased amount of electrons transferred to the sidebands which leads to depletion of the main peak and to the production of higher-order sidebands, and ͑ii͒ the ionization process is modified by the strong field, which may alter the atomic dipole phase. An increasing amount of electrons transferred to the sidebands results in a deviation from the sinusoidal time dependence of the sideband signal, whereas any effect the IR intensity may have on the atomic dipole phase will yield a temporal shift of the sideband modulation.
We find that when increasing the IR intensity the changes to the sideband modulation are, by far, dominated by the increased transfer of electrons from the main peaks to the sidebands. Already at IR intensities close to 1 ϫ 10 11 W/cm 2 ͑an intensity frequently used in experi-ments͒, the shape of the sideband population as a function of time delay is distorted due to depletion of the principal peak and due to interference between higher-order sidebands. Since the probability to transfer electrons from the principal peaks to the sidebands increases with increasing electron energy ͑see next section͒, sidebands at higher photoelectron energies will be more distorted compared to those generated at lower energies, for a given IR intensity. Even when the sideband modulation deviates from a sinusoidal shape, however, we find that the position of the minimum remains unaffected ͓see Eq. ͑7͔͒, which means that the phases can still be extracted.
In order to study the effect that the IR intensity may have on the atomic dipole phase, it has first to be disentangled from the more pronounced distortions that come from the increased transfer of electrons to the sidebands. We do this by limiting the XUV field to include only two harmonics ͑15 and 17͒ and calculate the retrieved phase in argon for different IR intensities. We find that the relative phase is in fact affected by the IR intensity, and that the magnitude of ⌬ at increases as the square of the IR intensity ͑see Fig. 7͒ .
Experimentally, problems arising from distortions of the sideband modulation are easily avoided by reducing the IR intensity so that the strengths of the sidebands never exceed ϳ50% of the strengths of the neighboring principal peaks, thereby reducing the intensity effects to acceptable levels. The phases of the electron wave packets are usually retrieved by taking the Fourier transform of the sideband signal and identifying the phase of the 2 oscillation. This procedure will yield the correct value of the electron phase even when the sidebands are slightly distorted since higher-frequency components will be filtered out. The proposed constraint on the IR intensity will also ensure that the effect on the atomic phase is negligible, since the relative strength of the sidebands exceeds 50% for intensities well below what is needed to see a change in ⌬ at . This type of APT measurement is therefore very robust against intensity fluctuations in the probe pulses.
V. RELATIVE CROSS-SECTIONS
The strengths of the sidebands in a two-color experiment such as we have been discussing are, of course, related to the strengths of the principal electron peaks. They also depend, however, on the final electron energy. In the absence of a structure in the ground-state-to-continuum-dipole-matrix element, the probability for the electron to emit or absorb additional IR photons increases linearly with increasing final energy ͓18͔. Sidebands originating from absorbing a photon are therefore usually stronger than the sidebands generated by emitting a photon. Structures in the continuum may, however, alter this trend. In this section we show how the probability to generate sidebands is affected by a Cooper minimum in one of the ionization paths.
We calculate the probability to generate the sidebands by comparing the strength of the sideband with that of the unperturbed principal photoelectron peak. The calculations are done with low IR intensities in order to avoid depletion of the main peak and to avoid the generation of higher-order sidebands. If only one harmonic is used to ionize the atom, the relative cross section for the first-order sidebands is defined as
where R up ͑E͒ ͓R down ͑E͔͒ is the probability of absorbing ͓emitting͔ an IR photon in addition to the absorption of an XUV photon with the energy E = qប 1 . In most experimental cases, however, each sideband is generated from two consecutive harmonics and we therefore define an average relative cross section as
In this case the signal has to be averaged over delays spanning at least half an IR cycle or effects of the relative harmonic-atomic phase may affect the results. We have compared the results obtained using one XUV field with the case of several XUV fields and find that they agree very well even though the probability to absorb one IR photon is slightly higher than the probability to emit an IR photon. In Fig. 8 the calculated values of R as a function of electron energy for helium, neon, and argon are shown, together with the values expected for a flat continuum ͓18͔. For He and Ne, R increases linearly, with slopes close to the prediction based on a flat continuum. For Ar, however, there is clearly a deviation from this trend. In the region around 30 eV, R actually decreases. The anomalous behavior is centered around the Cooper minimum, and we attribute the deviation from a straight line to the presence of a Cooper mini- mum in the 3p → d channel. By analyzing the different possible final states individually ͑Fig. 9͒ it is clear that the anomalous behavior is only present in the final state that is reached through two different ionization paths. Interference between the two different paths that lead to the same final state results in a delicate balance that is strongly affected by the presence of the Cooper minimum.
Experimentally R is an easily accessible parameter, and it is therefore promising that it is so clearly affected by atomic structures. Since R is measured by comparing the strength of the sidebands to that of the neighboring principal peaks, the measurement will be very robust against experimental errors. The energy dependence of the detection will, for instance, cancel out since it is a relative measurement. Fluctuations are, for the same reason, not of major concern either. The effect is presumably even larger in atoms that have an s ground-state configuration and a Cooper minimum in the ns → p ionization channel ͑the alkali-metal atoms for in-stants͒.
VI. CONCLUSION
In this article we have presented a nonperturbative, timedependent method to calculate the intrinsic properties of electron wave packets ionized by APT's. The method has been used to calculate the experimentally important atomic dipole phases of helium, neon, and argon. It has further been used to study what influence a Cooper minimum in one of the ionization channels has on the properties of the ionized wave packets. The Cooper minimum is found to introduce a phase jump in the atomic dipole phase, and it also affects the relative sideband strengths, thereby producing an experimentally easily accessible signature of the Cooper minimum in the two-photon ionization spectra. Since the method is nonperturbative, we have been able to study intensity effects and found that the experimental method used to characterize APT's is rather insensitive to variations in the IR intensity in the intensity regime where most experiments of this type are performed ͑I IR is typically less than 10 11 W/cm 2 ͒.
