Eilenberg-MacLane mapping algebras and higher distributivity up to
  homotopy by Baues, Hans-Joachim & Frankland, Martin
ar
X
iv
:1
70
3.
07
51
2v
3 
 [m
ath
.A
T]
  2
8 O
ct 
20
17
EILENBERG–MACLANE MAPPING ALGEBRAS AND HIGHER
DISTRIBUTIVITY UP TO HOMOTOPY
HANS-JOACHIM BAUES AND MARTIN FRANKLAND
Abstract. Primary cohomology operations, i.e., elements of the Steenrod algebra, are given
by homotopy classes of maps between Eilenberg–MacLane spectra. Such maps (before taking
homotopy classes) form the topological version of the Steenrod algebra. Composition of
such maps is strictly linear in one variable and linear up to coherent homotopy in the other
variable. To describe this structure, we introduce a hierarchy of higher distributivity laws,
and prove that the topological Steenrod algebra satisfies all of them. We show that the
higher distributivity laws are homotopy invariant in a suitable sense. As an application of
2-distributivity, we provide a new construction of a derivation of degree −2 of the mod 2
Steenrod algebra.
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1. Introduction
The elements of the Steenrod algebra are primary cohomology operations, which are given
by homotopy classes of maps between Eilenberg–MacLane spectra. Richer information in
contained in the mapping spaces between Eilenberg–MacLane spectra, which form a topolog-
ical version of the Steenrod algebra that encodes secondary and all higher order cohomology
operations. One of the great successes of algebraic topology was the complete computation of
the Steenrod algebra, and the study of its algebraic properties [30] [1]. In contrast, the alge-
braic nature of higher order cohomology operations remained lesser known. Only secondary
operations were studied in detail, notably in [2], [22], [23], [24], [21], [17], and [4].
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One of the difficulties with higher order cohomology operations is that they do not form
an algebra. While composition of elements in the Steenrod algebra is bilinear, composition
in the topological Steenrod algebra is not bilinear, but left linear (strictly) and right linear
up to coherent homotopy.
In this paper, we introduce the notion of nth order distributivity (for n ≥ 0), which is
similar to the notion of nth order associativity or nth order commutativity. Stasheff described
higher order associativity via A∞-spaces, based on associahedra [34] [26, §I.1.6, II.1.6]. Other
polytopes have been used to describe homotopy coherent algebraic structure, such as permu-
tahedra, which encode higher order commutativity [37], or permuto-associahedra, which mix
higher order associativity and commutativity [19]. A different (less strict) notion of higher
distributivity is studied in [14, §6] using distributahedra. The higher order distributivity that
we consider turns out to be based on higher dimensional cubes.
Our main result can be roughly stated as follows.
Theorem 1.1. The topological Steenrod algebra satisfies infinitely many higher order coherent
distributivity laws up to homotopy.
Organization. In Section 3, we introduce the notion of weakly bilinear mapping theory
(Definition 3.6), which has an addition, a multiplication, left linearity, but might not be
strictly right linear. The motivational example is the Eilenberg–MacLane mapping theory
EM, given be finite products of Eilenberg–Maclane spectra and mapping spaces between
them (Definition 3.3 and Proposition 3.4).
In Section 4, we define higher distributivity via higher dimensional cubes (Definition 4.10)
and reformulate it as an inductive construction (Lemma 4.21). Our main result is that a
weakly bilinear mapping theory is ∞-distributive, in a canonical way (Theorem 5.10 and
Proposition 5.9).
Section 5 studies additional properties that the distributivity data might satisfy. These
are used in the proof of the main result.
In Section 6, we study applications of higher distributivity to the mod 2 Steenrod al-
gebra A. We recall how the Kristensen derivation κ : A → A can be obtained from the
1-distributivity of EM; Kristensen’s original construction used cochain operations. Using
the 2-distributivity of EM, we provide a new construction of a derivation λ : A → A of
degree −2 (Proposition 6.15). We leave for future research an explicit algebraic formula for
this derivation.
In Section 7, we show that n-distributivity is homotopy invariant in some appropriate
sense. More precisely, our notion of higher distributivity has some strict structure built
in: a strict addition, a strictly associative multiplication, and left linearity holding strictly.
Corollary 7.13 says that n-distributivity is invariant with respect to Dwyer–Kan equivalences
that preserve addition and multiplication strictly.
Appendix A collects for convenience some facts about Eilenberg–MacLane spectra.
Related work. By applying the fundamental groupoid functor Π1 to EM, one obtains a
groupoid-enriched theory Π1EM which encodes secondary cohomology operations, and was
computed in [4]. One motivation for studying secondary operations was to compute the
classical Adams differential d2 [6]; c.f. Remark 3.10. This paper does not address applications
to the Adams spectral sequence. The paper [9] was about the Adams d3, without using the
additive structure of EM.
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One of the steps in [4] was a structural result: replacing the track category Π1EM by a
weakly equivalent DG-category over Z/p2, using the 1-distributivity of EM. We revisit that
strictification result in [10]. The current paper does not address strictification. However,
as groundwork towards the strictification problem for tertiary operations, we study the 2-
distributivity of EM in more detail in Section 6.
Acknowledgments. We thank the referee for their helpful comments. The second author
thanks the Max-Planck-Institut fu¨r Mathematik Bonn for its generous hospitality, as well as
Tobias Barthel, David Blanc, Yae¨l Fre´gier, Lennart Meier, Fernando Muro, Irakli Patchkoria,
Stefan Schwede, and Marc Stephan for useful conversations. The second author was partially
funded by a grant of the DFG SPP 1786: Homotopy Theory and Algebraic Geometry.
2. Notations and conventions
Let Top denote a convenient category of topological spaces, for instance compactly gener-
ated weakly Hausdorff spaces, so that internal hom objects Y X exist for all objects X and Y
of Top. Let Top∗ denote the category of pointed spaces, with basepoints generically denoted
by 0 ∈ X .
Enrichment in Top∗ will mean with respect to the smash product X ∧ Y as symmetric
monoidal structure. Following the terminology of [20, §1.2], we call a Top∗-enriched category
a Top∗-category for short, and likewise for functors. In a Top∗-category C, we denote the
composition map by
µ : C(B,C) ∧ C(A,B)→ C(A,C)
and write µ(x, y) = xy for short. Equivalently, this can be described by the map
µ : C(B,C)× C(A,B)→ C(A,C)
satisfying µ(0, y) = 0 and µ(x, 0) = 0 for all x and y.
Notation 2.1. We write x ∈ C if x is a morphism in C, i.e., x ∈ C(A,B) for some objects A
and B of C. From now on, whenever an expression such as xy appears, it is understood that
x and y must be composable, i.e., the target of y is the source of x.
3. Eilenberg–MacLane mapping algebras
In this section, we describe our main object of interest: a topologically enriched category
EM that encodes cohomology operations of all higher orders.
3.1. Topologically enriched Steenrod algebra.
Notation 3.1. Let Spec denote the category of Bousfield–Friedlander spectra, viewed as a
Top∗-category. Details are given in Appendix A.
Notation 3.2. Fix a prime number p and let Fp denote the field of order p. Let A denote
the mod p Steenrod algebra, with grading A∗ = HF∗pHFp. For a spectrum X , the mod p
cohomology H∗(X ;Fp) is viewed as a left A-module.
Definition 3.3. For every n ∈ Z, let Kn be a spectrum of the homotopy type of Σ
nHFp
as in Corollary A.8. The mod p Eilenberg–MacLane mapping theory EM is the full
subcategory of Spec consisting of finite products
A = Kn1 × . . .×Knk .
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The mapping theory EM is a topological refinement of the Steenrod algebra A. In fact,
the category π0EM of path components of EM is equivalent to the opposite of the category
of finitely generated free A-modules, so that π0EM is the theory of A-modules.
Proposition 3.4. The Top∗-category T := EM has the following properties.
(1) It has finite products.
(2) All mapping spaces T (A,B) are topological abelian groups, with the basepoint 0 being
the additive identity.
(3) Composition is left linear, i.e., satisfies (x+ x′)y = xy + x′y.
(4) For all objects A,B, Z of T the map
T (A×B,Z)
(i∗
A
,i∗
B
)
// T (A,Z)× T (B,Z)
is a trivial fibration, i.e., a Serre fibration and a weak equivalence. Here, iA : A →
A × B and iB : B → A × B denote the inclusion maps given by iA = (1A, 0) and
iB = (0, 1B).
Proof. By construction, T has finite products, which are the same as in the ambient category
Spec. Since each object A of T is an abelian group object in Spec, the mapping space
Spec(X,A) is a topological abelian group, with pointwise addition in the target A, which
makes composition left linear.
For objects A and B in T , the natural map ι : A ∨ B → A × B is a cofibration in Spec,
by Lemma A.5. Since Spec is a simplicial model category, the restriction map
Spec(A× B,Z)
(i∗A,i
∗
B) **❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
ι∗ // Spec(A ∨ B,Z)
∼=

Spec(A,Z)× Spec(B,Z)
is a Kan fibration for any fibrant object Z in Spec, in particular for any object in T .
Moreover, the map ι : A ∨ B
∼
−→ A × B is a weak equivalence. Hence, the restriction map
ι∗ is a weak equivalence [16, Lemma II.4.2]. To conclude, use the fact that the geometric
realization of a Kan fibration is a Serre fibration [16, Theorem 10.10]. 
Remark 3.5. Consider the full subcategory EM of Spec with objects the bounded below
degreewise finite products K =
∏
iKni. This category EM also has the properties listed in
Proposition 3.4. It appears notably in the context of HFp-based Adams resolutions [9, §7].
Let us give names to the features appearing in the proposition. For our main result, we
will not use commutativity or additive inverses in the mapping spaces T (A,B). However, we
will still use additive notation.
Definition 3.6. A Top∗-category T is called:
(a) a mapping theory if it is small and has finite products.
(b) left linear if all mapping spaces T (A,B) are topological monoids, with the basepoint
0 being the additive identity, and composition is left linear.
A mapping theory is weakly bilinear if it is left linear and satisfies property (4) from
Proposition 3.4.
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A morphism of left linear Top∗-categories is a Top∗-functor F : S → T such that for all
objects A,B of S, the induced map
F : S(A,B)→ T (FA, FB)
is a monoid homomorphism (i.e., preserves addition strictly).
3.2. Topologically enriched cohomology.
Definition 3.7. Given a cofibrant spectrum X , the mod p Eilenberg–MacLane mapping
algebra of X consists of EM together with the functor FX : EM → Top∗ represented by
X , given by FX(A) := Spec(X,A).
Note that FX is a topological refinement of the cohomology of X as an A-module, which
is recovered as
π0FX(Kn) = [X,Kn] = H
n(X ;Fp).
The notion of a mapping algebra can be described formally as follows; variants appear in
[5, §8], [3, §1], and [11].
Definition 3.8. (1) A model of a mapping theory T is a Top∗-functor F : T → Top∗
which preserves finite products (strictly).
(2) A mapping algebra (T , F ) consists of a mapping theory T together with a model
F of T .
Remark 3.9. The data of a mapping algebra (T , F ) can be encoded into a Top∗-category
T {F}, whose objects are those of T plus a distinguished object ⋆, and mapping spaces
are given by
T {F}(A,B) =

T (A,B) if A,B ∈ ObT
F (B) if A = ⋆, B ∈ ObT
∗ if A ∈ Ob T , B = ⋆
{0, 1⋆} if A = B = ⋆.
Since F preserves finite products, the product A×B in T is still a product in T {F}. However,
T {F} does not have products involving the distinguished object ⋆.
Using this construction, statements about mapping theories will have analogues about
mapping algebras. The arguments apply as long as we never map into the distinguished
object ⋆. Likewise, the notion of left linearity in Definition 3.6 has a straightforward analogue
for mapping algebras.
Remark 3.10. Denote the Eilenberg–MacLane mapping algebra of a spectrumX by EM{X} :=
EM{FX}. In [8], it was shown how the classical Adams spectral sequence
Es,t2 = Ext
s,t
A (H
∗(X ;Fp),Fp)⇒ πt−sX
∧
p
can be derived from EM{X}, more specifically, how the Postnikov section PnEM{X} de-
termines the spectral sequence up to the En+2 term. In particular, the secondary cohomology
Π1EM{X} of the spectrum X determines the E3 term of the spectral sequence.
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3.3. A generalization. For the record, we extract a more general statement from the proof
of Proposition 3.4.
Proposition 3.11. Let C be a pointed simplicial model category [31, §II.2] [16, §II.3]. View
C as a Top∗-category by taking the geometric realization of the simplicial mapping spaces.
Assume that C satisfies the following: For any cofibrant objects X and Y , the map ι : X∨Y →
X × Y is a cofibration.
Let G ⊆ Ob C be a set of monoid objects in C which are fibrant and cofibrant. Assume
moreover that for any A,B in G, the map A ∨ B → A × B is a weak equivalence. Then
the full subcategory TG of C consisting of finite products of objects of G is a weakly bilinear
mapping theory.
Note that every object in TG is fibrant and cofibrant as an object in C, so that the mapping
spaces C(A,B) are derived mapping spaces.
Example 3.12. Proposition 3.4 also holds for the integral Eilenberg–MacLane mapping
theory, using Z instead of Fp as coefficient group.
4. Higher distributivity
4.1. Cubes in a space. In this subsection, we fix some notation about cubes in a space or
a topologically enriched category.
Definition 4.1. Let X be a topological space.
An n-cube in X is a map γ : In → X , where I = [0, 1] is the unit interval. For example, a
0-cube in X is a point of X , and a 1-cube in X is a path in X . In this case, we also denote
γ as an arrow γ : γ(0)→ γ(1).
An n-track in X is a homotopy class, relative to the boundary ∂In, of an n-cube. If
γ : In → X is an n-cube in X , denote by {γ} the corresponding n-track in X , namely the
homotopy class of γ rel ∂In.
Definition 4.2. Let X be a pointed space, with basepoint 0 ∈ X . The constant map
0: In → X with value 0 ∈ X is called the trivial n-cube.
The equality Im+n = Im × In allows us to define an operation on cubes.
Definition 4.3. Let µ : X × X ′ → X ′′ be a composition map in a Top∗-category C. For
m,n ≥ 0, consider cubes {
a : Im → X
b : In → X ′.
The ⊗-composition of a and b is the (m+ n)-cube a⊗ b defined as the composite
(4.4) a⊗ b : Im+n = Im × In
a×b
−−→ X ×X ′
µ
−→ X ′′.
For m = n, the pointwise composition of a and b is the n-cube defined as the composite
(4.5) ab : In
(a,b)
−−→ X ×X ′
µ
−→ X ′′.
The pointwise composition is the restriction of the ⊗-composition along the diagonal:
In
∆ //
ab
::I
n × In
a⊗b // X ′′.
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Similarly, let X be a topological monoid. The external addition of cubes a : Im → X and
b : In → X is the (m+ n)-cube a⊕ b defined as the composite
(4.6) a⊕ b : Im+n = Im × In
a×b
−−→ X ×X
+
−→ X.
For m = n, the pointwise addition of a and b is the n-cube defined as the composite
(4.7) a + b : In
(a,b)
−−→ X ×X
+
−→ X.
As an abuse of notation, we will also write xy := x ⊗ y and x + y := x⊕ y if deg(x) = 0 or
deg(y) = 0 holds.
Lemma 4.8. Let T be a left linear Top∗-category. Then the ⊗-composition with a 0-cube is
left linear with respect to the external addition. More precisely, consider cubes in a mapping
space in T {
a : Im → T (A,B)
b : In → T (A,B)
and a map x : X → A. Then the equality
(a⊕ b)x = (ax)⊕ (bx)
holds, where both sides are (m+ n)-cubes in T (X,B).
4.2. Definition of higher distributivity. Before defining higher distributivity in general,
let us look at some low-dimensional cases.
Definition 4.9. Let T be a left linear Top∗-category. Then T is called 1-distributive if
for all a, x, y ∈ T , there is a path
a(x+ y) ax+ ay.ϕx,ya
in T . A choice of such paths for a, x, y ∈ T is denoted ϕ1 = {ϕx,ya | a, x, y ∈ T } and is called
a 1-distributor for T . Per Notation 2.1, here we mean for all a, x, y ∈ T such that a(x+ y)
is defined. Also, ϕ1 is required to be continuous in the inputs a, x, y. More precisely, for all
objects X,A,B of T , the map
T (A,B)× T (X,A)2
ϕ1
// T (X,B)I
(a, x, y) ✤ // ϕx,ya
is continuous.
Next, T is called 2-distributive if it admits a 1-distributor ϕ1 such that for all a, x, y, z ∈
T , the map ∂I2 → T defined as in the diagram of paths
a(x+ y + z)
a(x+ y) + az
ax+ a(y + z).
ax+ ay + az
ϕx,y+za
ϕx,ya + az
ϕx+y,za ax+ ϕ
y,z
a
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admits an extension ϕx,y,za : I
2 → T . A choice of such 2-cubes for a, x, y, z ∈ T is denoted
ϕ2 = {ϕx,y,za | a, x, y, z ∈ T }
and is called a 2-distributor for T , based on the 1-distributor ϕ1. As before, the 2-
distributor ϕ2 is required to be continuous in the inputs a, x, y, z ∈ T .
Definition 4.10. A left linear Top∗-category T is called n-distributive if there are collec-
tions of cubes ϕ0, ϕ1, . . . , ϕn, where
ϕm = {ϕx0,...,xma | a, x0, . . . , xm ∈ T }
is a collection of m-cubes ϕx0,...,xma : I
m → T , satisfying the following:
• ϕ0 is the collection of 0-cubes ϕxa = ax.
• For 1 ≤ m ≤ n, the following boundary conditions hold:
(4.11)
ϕx0,...,xma (t1, . . . , tm) =
{
ϕ
x0,...,xj−1+xj ,...,xm
a (t1, . . . , t̂j , . . . , tm) if tj = 0
ϕ
x0,...,xj−1
a (t1, . . . , . . . , tj−1)⊕ ϕ
xj ,...,xm
a (tj+1, . . . , tm) if tj = 1.
Such a collection ϕn of n-cubes in T is called an n-distributor for T , based on the
(n − 1)-distributor ϕn−1. The n-distributor ϕn is required to be continuous in the inputs
a, x0, . . . , xn ∈ T . More precisely, for all objects X,A,B of T , the map
T (A,B)× T (X,A)n+1
ϕn
// T (X,B)I
n
(a, x0, . . . , xn)
✤ // ϕx0,...,xna
is continuous. Note that the case n = 2 agrees with Definition 4.9.
The case n = ∞ is allowed: An ∞-distributor for T is a sequence {ϕm}m≥0 of families
of cubes satisfying the above conditions, for all m ≥ 0.
This definition is closely related to the notion of A∞ morphisms. The connection is de-
scribed more precisely in Section 7.2.
Remark 4.12. In the data of an n-distributor, we only retain the n-cubes ϕn, since the
lower dimensional cubes ϕk (for 0 ≤ k ≤ n− 1) are determined by the boundary condition
ϕx0,...,xm−1,0a (t1, . . . , tm−1, 0) = ϕ
x0,...,xm−1+0
a (t1, . . . , tm−1)
= ϕx0,...,xm−1a (t1, . . . , tm−1).
4.3. Inductive construction of distributors. Applying the boundary conditions of ϕn in
Equation (4.11) repeatedly, one can find the restriction ϕn|C : C → T to any face C ⊆ I
n of
dimension less than n. We now describe this formula explicitly.
Notation 4.13. Let n ≥ 1. The cells (or subcubes) of the cube In consist of the subsets
C ⊆ In of the form
X1 × . . .×Xn ⊆ I
n
where each Xi is {0} or {1} or I = [0, 1]. These cells are in bijection with functions
σ : {1, . . . , n} → {0, 1, I}, which we call codes for convenience, and sometimes write as
a sequence of values (σ(1), . . . , σ(n)). Denote by Cσ the cell corresponding to σ.
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The subcube Cσ has dimension |σ
−1(I)|, the number of free coordinates. Because of this,
we also denote dim σ := |σ−1(I)|. The entire cube is In = C(I,...,I), while its boundary is the
union of proper faces
∂In =
⋃
σ∈{0,1,I}n
σ 6=(I,...,I)
Cσ.
The vertices of the cube In will parametrize different ways of going from a(x0 + . . . + xn)
to ax0 + . . . + axn by distributing the product over the sums. These expressions contain
n symbols +, and we will interpret the value σ(i) as telling whether the ith symbol + has
been brought outside, with 1 or 0 meaning yes or no, respectively. For example, (1, 0, 0, 1)
corresponds to ax0 + a(x1 + x2 + x3) + ax4.
Example 4.14. Consider the case n = 2. The subcubes of the cube I2 are assigned distrib-
utors as in Figure 4.1.
a(x0 + x1 + x2)
a(x0 + x1) + ax2
ax0 + a(x1 + x2).
ax0 + ax1 + ax2
ϕx0,x1+x2a
ϕx0,x1a + ax2
ϕx0+x1,x2a ax0 + ϕ
x1,x2
aϕ
x0,x1,x2
a
Figure 4.1. The distributors assigned to subcubes of a 2-cube.
If a 1-distributor ϕ1 is given, then this defines the obstruction map O(ϕ1) : ∂I2 → T of
Definition 4.19.
Note that the product axi is itself the 0-distributor ϕ
xi
a . Also note that the pointwise sum
of 0-cubes ax0 + ax1 is also an external sum ax0 ⊕ ax1, and the expression ϕ
x0,x1
a + ax2 is
shorthand notation for the external sum ϕx0,x1a ⊕ ax2.
Definition 4.15. Let n ≥ 1 and let ϕm be an m-distributor for T . Let Cσ ⊆ I
n be a proper
subcube of dimension dim σ ≤ m. The face formula associates to each a, x0, . . . , xn ∈ T
(such that the expression a(x0 + . . .+ xn) is defined) a map
ϕm[σ]x0,...,xna : Cσ → T
as follows.
Step 1 : By convention, extend the code σ by σ(0) = 1. Let
{0, 1, . . . , n} = J0 ⊔ J1 ⊔ . . . ⊔ Jt
be the partition into intervals satisfying
(4.16) σ|Jk(i) =
{
1 if i = min Jk
0 or I if i 6= min Jk.
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In particular, t = |σ−1(1)| is the number of 1’s in the code. We define
ϕm[σ] := ϕm [σ|J0]⊕ ϕ
m [σ|J1]⊕ . . .⊕ ϕ
m [σ|Jt] .
Step 2 : For an interval of integers J satisfying Equation (4.16), let
J = K0 ⊔K1 ⊔ . . . ⊔Kd
be the partition into intervals satisfying
σ|Kl(i) =
{
1 or I if i = minKl
0 if i 6= minKl.
In particular, d = |σ−1(I) ∩ J | is the number of I’s in σ|J . We define
ϕm [σ|J ] := ϕ
xK0 ,xK1 ,...,xKd
a
where we denote xK :=
∑
k∈K xk for any set of integers K, keeping the order of the inputs
xk.
Example 4.17. With n = 8 and the code σ = 0I11I00I, we have:
J0 = {0, 1, 2} = {0, 1} ⊔ {2}
J1 = {3}
J2 = {4, 5, 6, 7, 8} = {4} ⊔ {5, 6, 7} ⊔ {8}.
The face formula yields
ϕm[σ] = ϕm [σ|J0]⊕ ϕ
m [σ|J1]⊕ ϕ
m [σ|J2]
= ϕx0+x1,x2a ⊕ ϕ
x3
a ⊕ ϕ
x4,x5+x6+x7,x8
a
which is defined as long as m ≥ 3 = dim σ holds.
Lemma 4.18. A (continuous) collection ϕn of cubes In → T is an n-distributor if and only
if it satisfies ϕn|Cσ = ϕ
n[σ] for every subcube Cσ ⊆ I
n.
Definition 4.19. Let ϕn−1 be an (n − 1)-distributor for T . The obstruction to n-
distributivity is the collection of maps
O(ϕn−1)x0,...,xna : ∂I
n → T
defined by their restriction to each face Cσ ⊂ ∂I
n:
O(ϕn−1)|Cσ := ϕ
n−1[σ].
It follows from the face formula that ϕn−1[σ] and ϕn−1[σ′] agree on the intersection Cσ ∩Cσ′ ,
so that the map O(ϕn−1) : ∂In → T is well-defined.
Example 4.20. Consider the case n = 3. The subcubes are assigned distributors as in
Figure 4.2.
We can now reinterpret higher distributivity as an inductive construction. The following
lemma could be taken as an alternate to Definition 4.10.
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a(x0 + x1) + a(x2 + x3)
ϕx0,x1a + a(x2 + x3)
a(x0 + x1) + ϕ
x2,x3
a
ϕx0+x1,x2+x3a
a(x0 + x1 + x2 + x3)
a(x0 + x1 + x2) + ax3
ax0 + a(x1 + x2 + x3)
ax0 + a(x1 + x2) + ax3
a(x0 + x1) + ax2 + ax3
ax0 + ax1 + a(x2 + x3)
ax0 + ax1 + ax2 + ax3
ϕx0,x1+x2+x3a
ϕx0,x1+x2a + ax3
ϕx0+x1+x2,x3a ax0 + ϕ
x1+x2,x3
a
ϕx0,x1a + ax2 + ax3
ax0 + ax1 + ϕ
x2,x3
a
ϕx0+x1,x2a + ax3
ax0 + ϕ
x1,x2+x3
a
ax0 + ϕ
x1,x2
a + ax3
ϕx0,x1+x2,x3a
ϕx0,x1a ⊕ ϕ
x2,x3
a
ϕ x0 ,x1 ,x2+x3a
ϕ x0 ,x1 ,x2a + ax3
ϕ
x0
+x
1
,x2
,x3
a ax0
+
ϕ
x1
,x2
,x3
a
Figure 4.2. The obstruction map O(ϕ2) : ∂I3 → T .
Lemma 4.21. Le n ≥ 1 and let T be a left linear Top∗-category. A (continuous) family of
n-cubes in T
ϕn = {ϕx0,...,xna | a, x0, . . . , xn ∈ T }
and is an n-distributor for T if and only if ϕn−1 is an (n − 1)-distributor for T , and for
all a, x0, x1, . . . , xn ∈ T , the n-cube ϕ
x0,...,xn
a : I
n → T extends the obstruction map from
Definition 4.19:
ϕx0,...,xna |∂In = O(ϕ
n−1)x0,...,xna : ∂I
n → T .
In shorter notation: ϕn|∂In = O(ϕ
n−1).
Moreover, a sequence (ϕ0, ϕ1, ϕ2, . . .) is an ∞-distributor for T if and only if each ϕn is
an n-distributor based on ϕn−1.
5. Good distributors
In this section, we describe additional conditions on a distributor that will be satisfied in
a weakly bilinear mapping theory.
For every a, x0, . . . , xn ∈ T , the two maps being compared in the distributivity equation,
namely a(x0 + . . . + xn) and ax0 + . . . + axn, factor through (x0, . . . , xn) : X → A
n+1, as
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illustrated in the diagram
X
x0+...+xn
%%▲▲
▲▲▲
▲▲▲
▲▲▲
▲
(x0,...,xn) // An+1
+A

an+1 // Bn+1
+B

A
a
// B.
Hence, for fixed a ∈ T , there is a universal case to consider, with (x0, . . . , xn) = idAn+1 . In
other words, take xi = pi : A
n+1 → A, where the maps p0, . . . , pn : A
n+1 → A denote the
projections onto the factors.
Also, the equalities a(x + 0) = a(0 + x) = ax hold strictly in T . More generally, given
inputs x0, . . . , xn with xi = 0 for i 6= k, then the equality a(x0 + . . . + xn) = axk holds. In
other words, for all maps a : A → B and x : X → A, and index 0 ≤ k ≤ n, consider the
diagram in T
X
x

(0,...,
kth
x ,...,0)
// An+1
+A

an+1 // Bn+1
+B

A
ik
99rrrrrrrrrrrr
A
a
// B.
The left half commutes, but the right square does not commute. However, the large rectangle
does commute, as both composites are equal to ax : X → B. These observations lead to the
following:
Definition 5.1. An n-distributor ϕn is good if it satisfies the following properties.
(1) (Universality) For all a, x0, . . . , xn ∈ T , the equality
(5.2) ϕx0,...,xna = ϕ
p0,...,pn
a ⊗ (x0, . . . , xn)
holds. Both sides are n-cubes in T (X,B).
(2) (Wedge condition) For all maps a : A→ B and x : X → A in T , and index 0 ≤ k ≤ n,
the cube
ϕ0,...,x,...,0a : I
n → T (X,B)
is the constant n-cube at ax.
An ∞-distributor ϕ = (ϕ0, ϕ1, ϕ2, . . .) is called good if ϕn is good for all n ≥ 0.
Remark 5.3. If T happened to come from an ambient model category C, then the restriction
(i∗0, . . . , i
∗
n) : T (A
n+1, B)→ T (A,B)n+1 ∼= C(
n∨
i=0
A,B)
corresponds to restriction along the inclusion of the wedge
∨n
i=0A →֒ A
n+1. The wedge
condition says that no correction is needed when we restrict to the wedge.
Note that if ϕn is good, then ϕn−1 is automatically good as well. Also note that the
0-distributor ϕ0 is good, trivially.
Lemma 5.4. Let ϕn be an n-distributor satisfying the universality condition. Then ϕn sat-
isfies the wedge condition if and only if for every map a : A→ B in T , the composite
In
ϕ
p0,...,pn
a // T (An+1, B)
(i∗
0
,...,i∗n) // T (A,B)n+1
is the constant n-cube at (a, . . . , a).
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Proof. The wedge condition says that for all x : X → A and all index 0 ≤ k ≤ n, the map
ϕ0,...,x,...,0a : I
n → T (X,B)
is the constant n-cube cstax at ax ∈ T (X,B). Since ϕ
n satisfies universality, we have
ϕ0,...,x,...,0a = ϕ
p0,...,pn
a ⊗ (0, . . . , x, . . . , 0)
= ϕp0,...,pna ⊗ (ikx)
= ϕp0,...,pna ⊗ ik ⊗ x.
This cube is the constant n-cube at ax for all x if and only if
ϕp0,...,pna ⊗ ik : I
n → T (A,B)
is the constant n-cube at a ∈ T (A,B). 
Lemma 5.5. If an (n − 1)-distributor ϕn−1 satisfies the universality property 5.1 (1), then
the obstruction to n-distributivity O(ϕn−1) satisfies the following analogous property: For all
a, x0, . . . , xn ∈ T , the equality
O(ϕn−1)x0,...,xna = O(ϕ
n−1)p0,...,pna ⊗ (x0, . . . , xn)
holds. Both sides are maps ∂In → T (X,B).
Proof. Let us show that both sides agree when restricted to any face Cσ ⊆ ∂I
n. The right-
hand side is:(
O(ϕn−1)p0,...,pna ⊗ (x0, . . . , xn)
)
|Cσ
=
(
O(ϕn−1)p0,...,pna
)
|Cσ ⊗ (x0, . . . , xn)
=
(
ϕn−1[σ|J0]
p0,...,pn
a ⊕ . . .⊕ ϕ
n−1[σ|Jt]
p0,...,pn
a
)
⊗ (x0, . . . , xn)
=
(
ϕn−1[σ|J0]
p0,...,pn
a ⊗ (x0, . . . , xn)
)
⊕ . . .⊕
(
ϕn−1[σ|Jt ]
p0,...,pn
a ⊗ (x0, . . . , xn)
)
using Lemma 4.8. Here we used the notation of Definition 4.15, with the partition into
intervals [n] = J0 ⊔ . . . ⊔ Jt. Hence, it suffices to check the claim for each such interval J ,
itself partitioned into intervals J = K0⊔ . . .⊔Kd. Here the dimension d satisfies d < n, since
Cσ is a face of the boundary ∂I
n. By definition of the obstruction map O(ϕn−1), we have
ϕn−1[σ|J ]
p0,...,pn
a ⊗ (x0, . . . , xn)
=ϕ
pK0 ,...,pKd
a ⊗ (x0, . . . , xn)
=ϕπ0,...,πda ⊗ (pK0, . . . , pKd)⊗ (x0, . . . , xn)
by universality of ϕd, where we denoted the projection maps πi : A
d+1 → A. Since the
composite
X
(x0,...,xn) // An+1
(pK0 ,...,pKd)// Ad+1
is equal to (xK0 , . . . , xKd) : X → A
d+1, we obtain the further simplifications:
=ϕπ0,...,πda ⊗ ((pK0, . . . , pKd)(x0, . . . , xn))
=ϕπ0,...,πda ⊗ (xK0, . . . , xKd)
=ϕ
xK0 ,...,xKd
a by universality of ϕ
d
=ϕn−1[σ|J ]
x0,...,xn
a . 
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Corollary 5.6. Let ϕn−1 be an (n − 1)-distributor satisfying the universality condition 5.1
(1), and let
ϕp0,...,pna : I
n → T
(
An+1, B
)
be an extension of the obstruction map O(ϕn−1)p0,...,pna : ∂I
n → T (An+1, B), for each map
a ∈ T , depending continuously on a. Then the formula
ϕx0,...,xna := ϕ
p0,...,pn
a ⊗ (x0, . . . , xn)
defines an n-distributor ϕn based on ϕn−1. Note that ϕn also satisfies universality, by con-
struction.
Proof. The formula is well-defined and continuous in its inputs a, x0, . . . xn. The restriction
of ϕn to the boundary ∂In is:
ϕx0,...,xna |∂In = (ϕ
p0,...,pn
a ⊗ (x0, . . . , xn)) |∂In
= (ϕp0,...,pna |∂In)⊗ (x0, . . . , xn)
=
(
O(ϕn−1)p0,...,pna
)
⊗ (x0, . . . , xn) by assumption
= O(ϕn−1)x0,...,xna
by Lemma 5.5, using the fact that ϕn−1 satisfies universality. 
Lemma 5.7. Let ϕn−1 be an (n − 1)-distributor for T satisfying the wedge condition, i.e.,
Definition 5.1 (2).
(1) The obstruction to n-distributivity O(ϕn−1) : ∂In → T satisfies the following analo-
gous condition: For all maps a : A → B and x : X → A in T , and index 0 ≤ k ≤ n,
the map
O(ϕn−1)0,...,x,...,0a : ∂I
n → T (X,B)
is constant with value ax.
(2) If moreover ϕn−1 satisfies universality, i.e., Definition 5.1 (1), then the property of
O(ϕn−1) described in the previous part is equivalent to the following: For every map
a : A→ B in T , the composite
∂In
O(ϕn−1)
p0,...,pn
a // T (An+1, B)
(i∗0,...,i
∗
n) // T (A,B)n+1
is constant with value (a, . . . , a).
Proof. (1) If suffices to show that for every face Cσ ⊂ ∂I
n, the restrictionO(ϕn−1)0,...,x,...,0a |Cσ =
ϕn−1[σ]0,...,x,...,0a is constant with value ax. Consider the partition [n] = J0 ⊔ . . . ⊔ Jt as in
Definition 4.15, with the chosen index k satisfying k ∈ Jl for some unique 0 ≤ l ≤ t. For
i 6= l, we have
ϕn−1[σ|Ji]
0,...,x,...,0
a = ϕ
0,...,0
a = 0: I
dimσ|Ji → T (X,B).
For i = l, write the partition
Jl = K0 ⊔K1 ⊔ . . . ⊔Kd
as in Definition 4.15, with k ∈ Km. Then we have
xKj =
{
x if j = m
0 if j 6= m
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and therefore
ϕn−1[σ|Jl]
0,...,x,...,0
a = ϕ
xK0 ,...,xKm ,...,xKd
a
= ϕ0,...,x,...,0a
= ax : Idim σ|Jl → T (X,B)
since ϕd satisfies the wedge condition. Finally, we obtain:
ϕn−1[σ]0,...,x,...,0a = ϕ
n−1[σ|J0]
0,...,x,...,0
a ⊕ · · · ⊕ ϕ
n−1[σ|Jl]
0,...,x,...,0
a ⊕ · · · ⊕ ϕ
n−1[σ|Jt]
0,...,x,...,0
a
= 0⊕ · · · ⊕ ax⊕ · · · ⊕ 0
= ax : Idimσ → T (X,B).
(2) This uses the same argument as in Lemma 5.4. 
Lemma 5.8. Let i : X → Y be a Serre cofibration between spaces, and let L be a Serre
cofibrant space. Then the map i× L : X × L→ Y × L is a Serre cofibration.
The statement also holds with every instance of “Serre” replaced by “mixed”, or every
instance replaced by “Hurewicz”.
Proof. See [29, Theorems 17.1.1, 17.2.2, 17.4.2]. 
Proposition 5.9. Let T be a weakly bilinear mapping theory in which all mapping spaces
T (A,B) are Serre cofibrant. Let n ≥ 1, and let ϕn−1 be a good (n − 1)-distributor for T .
Then there exists a good n-distributor ϕn for T based on ϕn−1. Moreover, such a ϕn is unique
up to homotopy rel ∂In.
Proof. By Equation (5.2), it suffices to consider the universal case xi = pi : A
n+1 → A. Recall
that the restriction ϕp0,...,pna |∂In must be the obstruction map O(ϕ
n−1) : ∂In → T (An+1, B),
which is determined by ϕn−1. Since ϕn−1 satisfies the wedge condition, the following square
commutes:
∂In × T (A,B)
 _

O(ϕn−1)
// T (An+1, B)
(i∗0 ,...,i
∗
n)

In × T (A,B)
ϕ
p0,...,pn
a
66❧❧❧❧❧❧❧❧❧
∆◦proj2
// T (A,B)n+1
(t, a) ✤ // (a, . . . , a),
using Lemma 5.7. Since the space T (A,B) is Serre cofibrant by assumption, the downward
map ∂In × T (A,B)→ In × T (A,B) is a Serre cofibration, by Lemma 5.8. Since (i∗0, . . . , i
∗
n)
is a trivial Serre fibration, there exists a dotted filler in the diagram. The top triangle
guarantees that the collection of n-cubes
ϕn := {ϕp0,...,pna ⊗ (x0, . . . , xn) | a, x0, . . . , xn ∈ T }
defines an n-distributor for T which is based on ϕn−1, using Corollary 5.6. By construction,
ϕn satisfies universality. The bottom triangle guarantees that ϕn also satisfies the wedge
condition, hence is good.
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For uniqueness, let ϕ and ϕ′ be two good extensions of O(ϕn−1) to In. These jointly define
a map
(In × T (A,B)) ∪∂In×T (A,B) (I
n × T (A,B))
∼=

ϕ∪ϕ′
// T (An+1, B)
(In ∪∂In I
n)× T (A,B)
∼=
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
Sn × T (A,B).
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
Again, there exists a filler in the diagram
Sn × T (A,B)
 _

ϕ∪ϕ′
// T (An+1, B)
(i∗
0
,...,i∗n)

Dn × T (A,B)
55❦❦❦❦❦❦❦❦
∆◦proj2
// T (A,B)n+1,
which provides a homotopy rel ∂In between ϕ and ϕ′. 
Theorem 5.10. Let T be a weakly bilinear mapping theory in which every mapping space
T (A,B) is Serre cofibrant. Then T admits a good ∞-distributor (as in Definition 5.1).
Recall that the Serre cofibrant spaces are precisely the retracts of cell complexes, which
include in particular CW complexes, in particular geometric realizations of simplicial sets.
Proof. Starting from the 0-distributor ϕ0, inductively choose a good n-distributor ϕn based
on ϕn−1, for all n ≥ 1, using Proposition 5.9. 
6. The Kristensen derivation
In this section, we fix the prime p = 2 and work with the mod 2 Eilenberg–MacLane
mapping theory EM, as in Definition 3.3. Recall that Kn = sh
nK0 denotes our preferred
model for ΣnHF2.
6.1. The Kristensen derivation from 1-distributivity. Let ϕ1 be a good 1-distributor
for EM; recall that ϕ1 consists of a collection of paths ϕx,ya of the form illustrated here:
a(x+ y) ax+ ay.ϕx,ya
The following terminology and notation follows [4, §4.2].
Definition 6.1. The linearity tracks for EM are the homotopy classes of the paths ϕx,ya
rel ∂I, i.e., the tracks
Γx,ya := {ϕ
x,y
a }.
By Proposition 5.9, Γx,ya is well-defined, i.e., independent of the choice of a good 1-
distributor ϕ1. Now take an element of the Steenrod algebra a ∈ Am of degree m, rep-
resented by a map a : K0 → Km. Taking x = y = 1K0, the linearity track Γ
1,1
a is a track in
EM(K0, Km) of the form
0 = a0 = a(1 + 1)
Γ1,1a +3 a1 + a1 = a+ a = 0.
EILENBERG–MACLANE MAPPING ALGEBRAS 17
Here, we used the fact that Kn is an F2-vector space object, by Lemma A.6. The track Γ
1,1
a
is a well defined class
κ(a) := Γ1,1a ∈ π1EM(K0, Km) = [HF2,Σ
m−1HF2] = A
m−1.
This defines a function κ : A → A of degree −1.
In what follows, we will use some of the linearity track equations [4, Theorem 4.2.5].
Lemma 6.2. The linearity 1-tracks Γx,ya satisfy the following equations.
(1) Precomposition: Γxd,yda = Γ
x,y
a d.
(2) Left linearity: Γx,ya+a′ = Γ
x,y
a + Γ
x,y
a′ .
(3) Product rule: Γx,yba = Γ
ax,ay
b  bΓ
x,y
a .
Lemma 6.3. The function κ : A → A is a derivation.
Proof. This is stated and sketched in [4, Lemma 4.5.5].
Linearity of κ follows from linearity of Γx,ya in the input a. The derivation property κ(ba) =
κ(b)a+ bκ(a) follows from the precomposition equation and product rule in Lemma 6.2. 
Proposition 6.4. Applied to Steenrod squares, the function κ satisfies
κ(Sqm) = Sqm−1.
In particular, κ agrees with the Kristensen derivation [22, §2].
Proof. This is proved in [4, Theorem 4.5.8], using work in [22]. 
The existence of the derivation κ : A → A is a non-trivial property of the Steenrod algebra,
which can be checked explicitly using the Adem relations; c.f. [22, §2].
Remark 6.5. It was pointed out to us by Fernando Muro that the Kristensen derivation
κ : A → A is also obtained from [7, §1]. More precisely, consider the ring spectrum R =
EndS(HFp, HFp), the endomorphism ring spectrum of HFp as a module over the sphere
spectrum S. The homotopy groups of R are the Steenrod algebra with reversed grading:
πmR = [S
m ∧HFp, HFp] ∼= [HFp, S
−m ∧HFp] = A
−m.
The unit map η : S → R induces on homotopy the map
Z ∼= π0S
π0η // π0R ∼= Fp
which sends 1 to 1. Taking the class p ∈ π0S which lies in the kernel of π0η, the construction
in [7, §1] yields a function
θ(p) : πmR→ πm+1R
which is independent of the choice of nullhomotopy of p1HFp, because the indeterminacy
lives in π0+1R = A
−1 = 0. The function θ(p) sends a class a ∈ πmR to a certain self-
track of zero ap ⇒ pa. In the case p = 2, this track coincides with the linearity track
{ϕ1,1a } : a2 = a(1 + 1)⇒ (1 + 1)a = 2a.
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6.2. Linearity 2-tracks.
Definition 6.6. Let T be a weakly bilinear mapping theory with Serre cofibrant map-
ping spaces. Let ϕ2 be a good 2-distributor for T . We call the homotopy class rel ∂I2 of
ϕx,y,za : I
2 → T , denoted {ϕx,y,za }, a linearity 2-track.
Again by Proposition 5.9, {ϕx,y,za } is determined by the underlying 1-distributor ϕ
1. In
this subsection, we work out a few equations satisfied by the linearity 2-tracks, analogous to
the equations satisfied by the linearity 1-tracks {ϕx,ya } listed in Lemma 6.2.
Lemma 6.7 (Precomposition). For all inputs a, x, y, z, d ∈ T , the following equation of
2-tracks holds: {ϕxd,yd,zda } = {ϕ
x,y,z
a }d.
Proof. Since ϕ2 satisfies the universality condition, the equality holds even at the level of
2-cubes, not merely 2-tracks:
ϕxd,yd,zda = ϕ
p0,p1,p2
a ⊗ (xd, yd, zd)
= ϕp0,p1,p2a ⊗ (x, y, z)⊗ d
= ϕx,y,za ⊗ d. 
Next, we work out the analogue of the left linearity equation of 1-tracks Γx,ya+a′ = Γ
x,y
a +Γ
x,y
a′ .
Note that {ϕx,y,za+a′} and {ϕ
x,y,z
a }+ {ϕ
x,y,z
a′ } are usually different, since they do not agree on the
boundary ∂I2. To compare them, we need some correction 2-tracks.
Notation 6.8. Consider maps a, a′ : A→ B in T . By the argument in Proposition 5.9, there
exists a path homotopy
Lp0,p1a,a′ : ϕ
p0,p1
a+a′ ⇒ ϕ
p0,p1
a + ϕ
p0,p1
a′
between paths in T (A × A,B) such that for all k, the restriction i∗kL
p0,p1
a,a′ is the constant
2-cube at a + a′ ∈ T (A,B). Moreover, such a path homotopy is unique up to homotopy rel
∂I2, i.e., yields a well-defined globular 2-track {Lp0,p1a,a′ }. For arbitrary maps x, y : X → A in
T , define
Lx,ya,a′ := L
p0,p1
a,a′ ⊗ (x, y),
which is a path homotopy in T (X,B) as illustrated here:
a(x+ y) + a′(x+ y) ax+ ay + a′x+ a′y
(a + a′)(x+ y) (a+ a′)x+ (a+ a′)y
ϕ
x,y
a +ϕ
x,y
a′
ϕ
x,y
a+a′
L
x,y
a,a′
Lemma 6.9 (Left linearity). The 2-track illustrated in Figure 6.1 is equal to {ϕx,y,za } +
{ϕx,y,za′ }.
Proof. The illustrated 2-track and {ϕx,y,za }+{ϕ
x,y,z
a′ } have the same restriction to the boundary
∂I2, namely O(ϕ1)x,y,za +O(ϕ
1)x,y,za′ . When all inputs x, y, z are zero except one xk, then the
illustrated 2-track and {ϕx,y,za } + {ϕ
x,y,z
a′ } are both the constant 2-track at axk + a
′xk =
(a + a′)xk ∈ T (X,B). By universality, it suffices to prove the claim in the case xi =
pi : A
3 → A. The claimed equality of 2-tracks then follows from the uniqueness argument in
Proposition 5.9. 
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(a+ a′)(x+ y + z)
= a(x+ y + z) + a′(x+ y + z)
(a+ a′)(x+ y) + (a+ a′)z
= a(x+ y) + az + a′(x+ y) + a′z
(a + a′)x+ (a+ a′)(y + z)
= ax+ a(y + z) + a′x+ a′(y + z).
(a + a′)x+ (a+ a′)y + (a+ a′)z
= ax+ ay + az + a′x+ a′y + a′z
ϕx,y+za+a′
ϕx,ya+a′ + (a+ a
′)z
ϕx+y,za+a′
(a + a′)x+ ϕy,za+a′
ϕx+y,za + ϕ
x+y,z
a′
ϕx,ya + ϕ
x,y
a′ + (a+ a
′)z
ϕx,y+za + ϕ
x,y+z
a′
(a + a′)x+ ϕy,za + ϕ
y,z
a′
ϕx,y,za+a′
Lx+y,za,a′
Lx,ya,a′ + (a+ a
′)z
Lx,y+za,a′
(a + a′)x+ Ly,za,a′
Figure 6.1. Relating the 2-tracks {ϕx,y,za+a′} and {ϕ
x,y,z
a }+ {ϕ
x,y,z
a′ }.
Next, we turn to the product rule. The linearity 1-tracks Γx,ya satisfy the equation
Γx,yba = Γ
ax,ay
b  bΓ
x,y
a .
As before, let us exhibit a canonical globular 2-track that witnesses this equality of 1-tracks.
Notation 6.10. Consider maps a : A→ B and b : B → C in T . Denote by
P x,yb,a : ϕ
ax,ay
b  bϕ
x,y
a ⇒ ϕ
x,y
ba
the path homotopy in T (X,C) as illustrated here:
ba(x+ y) b(ax + ay) bax+ bay
ϕ
x,y
ba
bϕ
x,y
a ϕ
ax,ay
b
P
x,y
b,a
defined similarly to Notation 6.8, yielding a well-defined globular 2-track {P x,yb,a }.
Distributors can be generalized by letting the inputs xi ∈ T be continuous families instead
of points, and then applying the distributor pointwise. We make this precise in the following
notation.
Notation 6.11. Let a : A→ B be a map in T , and v : V → T (X,A) and w : W → T (X,A)
maps of spaces. As in Definition 4.3, the external addition v ⊕ w : V ×W → T (X,A) is the
composite
V ×W
v×w // T (X,A)× T (X,A)
+ // T (X,A).
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The 1-distributor ϕ1a applied to the inputs v and w is the map ϕ
v,w
a : V ×W × I → T (X,B)
defined as the composite
V ×W × I
v×w×id // T (X,A)× T (X,A)× I
ϕ1a // T (X,B),
viewed as a homotopy from a(v ⊕ w) to av ⊕ aw.
Lemma 6.12 (Product rule). The 2-track illustrated in Figure 6.2 is equal to {ϕx,y,zba }.
ba(x+ y + z)
b (a(x+ y) + az)
ba(x+ y) + baz
b (ax+ a(y + z))
b(ax+ ay + az)
b(ax+ ay) + baz
bax+ ba(y + z).
bax+ b(ay + az)
bax+ bay + baz
bϕx+y,za
ϕ
a(x+y),az
b
b(ax+ ϕy,za )
ϕax+ay,azb
bax+ bϕy,za
bax+ ϕay,azb
bϕx,y+za ϕ
ax,a(y+z)
b
b(ϕx,ya + az) ϕ
ax,ay+az
b
bϕx,ya + baz ϕ
ax,ay
b + baz
ϕx+y,zba
ϕx,yba + baz
ϕx,y+zba
bax+ ϕy,zba
bϕx,y,za
ϕϕ
x,y
a ,az
b
ϕax,ϕ
y,z
a
b
ϕax,ay,azb
P x+y,zb,a
P x,yb,a + baz
P x,y+zb,a
bax+ P y,zb,a
Figure 6.2. Relating the 2-track {ϕx,y,zba } to {ϕ
x,y,z
a } and {ϕ
ax,ay,az
b }.
Proof. This is similar to the proof of Lemma 6.9. 
Lemma 6.13. Consider a map a : A→ B, a 2-cube u : I2 → T (X,A), a point y ∈ T (X,A).
Then the 2-track illustrated in Figure 6.3 is equal to {au+ ay}.
Proof. The 3-cube ϕu,ya : I
3 → T (X,A) provides a homotopy rel ∂I2 between the illustrated
2-track and {au+ ay}. 
6.3. Two-dimensional analogue of the derivation. Let ϕ2 be a good 2-distributor for
EM. As in the section 6.1, start with an element of the Steenrod algebra a ∈ Am, represented
by a map a : K0 → Km. The 2-cube ϕ
1,1,1
a : I
2 → EM restricts to the boundary ∂I2 as
illustrated in Figure 6.4.
Note that the equations ϕ1,0a = csta = ϕ
0,1
a are instances of the wedge condition satisfied by
the 1-distributor ϕ1. Subtracting a pointwise yields the 2-cube ϕ1,1,1a −a : I
2 → EM illustrated
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a(u00 + y) a(u10 + y)
a(u01 + y) a(u11 + y)
au00 + ay au10 + ay
au01 + ay au11 + ay
a(uI0 + y)
a(uI1 + y)
a(u0I + y) a(u1I + y)
auI0 + ay
auI1 + ay
au0I + ay au1I + ay
ϕu00,ya ϕ
u10,y
a
ϕu01,ya ϕ
u11,y
a
a(u+ y)
ϕuI0,ya
ϕu0I ,ya ϕ
u1I ,y
a
ϕuI1,ya
Figure 6.3. Comparing the 2-tracks {a(u+ y)} and {au+ ay}.
a = a(1 + 1 + 1)
a = a(1 + 1) + a1
a1 + a(1 + 1) = a.
a1 + a1 + a1 = a
ϕ1,0a = a
ϕ1,1a + a
a = ϕ0,1a a+ ϕ
1,1
aϕ
1,1,1
a
Figure 6.4. The 2-cube ϕ1,1,1a : I
2 → EM.
in Figure 6.5. The top right part uses the canonical path homotopy ǫ : γ⊟ γ ⇒ cstγ(0) to
the constant path at γ(0).
Taking the homotopy class rel ∂I2, this construction yields a well-defined class
λ(a) ∈ π2EM(K0, Km) ∼= A
m−2,
and thus a function λ : A → A of degree −2.
Lemma 6.14. The function λ : A → A is linear, i.e., preserves addition.
Proof. Let a, a′ ∈ Am. Applying Lemma 6.9 to the 2-track {ϕ1,1,1a+a′} and using the fact
that {L0,1a,a′} and {L
1,0
a,a′} are both the constant 2-track at a + a
′, we obtain λ(a + a′) =
λ(a) + λ(a′). 
Proposition 6.15. The function λ : A → A is a derivation.
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0
0
0.
0
0
0
ϕ1,1a
0
ϕ1,1a
0
0
ϕ1,1,1a − a
ǫ
Figure 6.5. The 2-cube ϕ1,1,1a − a : I
2 → EM and a correction term.
Proof. Let a : A → B and b : B → C be maps in EM. Applying Lemma 6.12 to the case
x = y = z = 1A, the 2-track illustrated in Figure 6.6 is equal to {ϕ
1,1,1
ba }.
ba
ba
ba
ba
ba
b(a + ϕ1,1a )
ba
ba + bϕ1,1a
ba + ϕ1,1b a
ba ba
b(ϕ1,1a + a) ba
bϕ1,1a + ba ϕ
1,1
b a + ba
ϕ1,1ba + ba
ba + ϕ1,1ba
bϕ1,1,1a
ϕϕ
1,1
a ,a
b
ϕa,ϕ
1,1
a
b
ϕ1,1,1b a
P 1,1b,a + ba
ba + P 1,1b,a
Figure 6.6. The 2-track {ϕ1,1,1ba }.
We used the fact that both P 1,0b,a and P
0,1
b,a are the constant 2-track at ba ∈ EM(A,C). We
also used the precomposition equation from Lemma 6.7. Denote the 2-track ua := {ϕ
1,1,1
a −a}.
Applying Lemma 6.13 to bϕ1,1,1a = b(ua + a), subtracting ba pointwise everywhere, and
applying the correction 2-track ǫ in the upper right part of the diagram, we deduce that the
2-track λ(ba) is given as in Figure 6.7.
There, we denote by η : cstγ(1) γ ⇒ γ and η : γ cstγ(0) ⇒ γ the canonical path homo-
topies, whose 2-tracks are well-defined. Straightforward manipulations of 2-tracks yield the
claimed equality λ(ba) = λ(b)a + bλ(a). 
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0
0
0
0
bϕ1,1a
0
bϕ1,1a
ϕ1,1b a
0
bϕ1,1a
0
bϕ1,1a ϕ
1,1
b a
0
0
bua
uba
η
η
ǫ
Figure 6.7. The 2-track λ(ba).
When working with mod 2 coefficients, a composite of derivations is still a derivation. We
leave the following question to the reader.
Question 6.16. Is the derivation λ : A → A given by the composite λ = κ2?
7. Homotopy invariance
In this section, we study to what extent an n-distributor is a homotopy invariant structure,
and prove some homotopy transfer results. Since our construction of distributors relied on
model dependent features (fibrant, cofibrant monoid objects in a simplicial model category),
homotopy invariance provides some flexibility in the choice of model.
Unlike in Sections 5 and 6, goodness of distributors will play no role in this section. Also,
finite products in T , which were crucial to the construction of distributors, are not used here.
Hence, instead of left linear mapping theories, we work with left linear Top∗-categories.
7.1. Pulling back distributors.
Lemma 7.1. Let S and T be Top-categories in which all mapping spaces are topological
monoids. Let F : S → T be a Top-functor such that for all objects A,B of S, the induced
map
F : S(A,B)→ T (FA, FB)
is a monoid homomorphism. Then F preserves external addition of cubes, i.e., given a : Im →
S(A,B) and b : In → S(A,B), the equality
F (a⊕ b) = F (a)⊕ F (b)
holds. Both sides are (m+ n)-cubes in T (FA, FB).
Lemma 7.2. Let F : S → T be a morphism of left linear Top∗-categories, and ϕ
n−1 an
(n− 1)-distributor for S. Then every proper subcube Cσ ⊂ I
n, we have
F
(
ϕn−1[σ]
)
=
(
Fϕn−1
)
[σ]
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as maps Cσ → T . Consequently the obstruction map satisfies
F
(
O(ϕn−1)
)
= O(Fϕn−1)
as maps ∂In → T .
Proof. Consider the partition {0, 1, . . . , n} = J0 ⊔ J1 ⊔ . . .⊔ Jt as in Definition 4.15. Then we
have
F
(
ϕn−1[σ]
)
= F
(
ϕn−1[σ|J0]⊕ · · · ⊕ ϕ
n−1[σ|Jt ]
)
= F
(
ϕn−1[σ|J0]
)
⊕ · · · ⊕ F
(
ϕn−1[σ|Jt]
)
by Lemma 7.1
=
(
Fϕn−1
)
[σ|J0]⊕ · · · ⊕
(
Fϕn−1
)
[σ|Jt ] using F (x+ x
′) = Fx+ Fx′
=
(
Fϕn−1
)
[σ]. 
Lemma 7.3. Let i : A→ X be a mixed cofibration and q : Y
∼
−→ Z a weak equivalence. Given
a commutative square as in the diagram
A
i

f
// Y
q

X
g˜
>>⑦
⑦
⑦
⑦
⇑
g
// Z,
there exists a map g˜ : X → Y making the upper triangle commute strictly, and the lower
triangle commute up to homotopy rel A.
Proof. Recall that the mapping path space P (q) = Y ×Z Z
I provides a (functorial) factoriza-
tion of q : Y → Z into a strong deformation retract c : Y → P (q) followed by a Hurewicz fi-
bration p : P (q)→ Z. Denote the retraction map by r : P (f)→ Y . In our case, p : P (q)→ Z
is also a weak equivalence, since q was. In the diagram
A
i

cf
!!❉
❉❉
❉❉
❉❉
❉
f
// Y
c
||③③
③③
③③
③③
q∼

P (q)
p
∼ !! !!❈
❈❈
❈❈
❈❈
❈
r
FF
X
g′
==④
④
④
④ g
// Z,
there is a map g′ : X → P (q) making the two adjacent triangles commute. Indeed, i : A →֒ X
is a mixed cofibration, whereas p : P (q) ։ Z is a mixed trivial fibration (i.e., a Hurewicz
fibration which is also a weak equivalence). Take g˜ = rg′ : X → Y . This map satisfies the
two conditions
g˜i = rg′i = rcf = f
qg˜ = qrg′ = pcrg′
≃ pg′ rel A
= g
as desired. 
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Proposition 7.4 (Pulling back distributors). Let F : S → T be a morphism of left lin-
ear Top∗-categories such that for all objects A,B of S, the induced map F : S(A,B)
∼
−→
T (FA, FB) is a weak equivalence. Assume that every mapping space S(A,B) has the homo-
topy type of a CW complex. If T is N-distributive for some N ≥ 1 (or N = ∞), then S is
N-distributive.
Proof. Let ψN be an N -distributor for T . We will prove the statement by induction, using
the following condition for n ≤ N .
• There is given an n-distributor ϕn for S, based on ϕn−1.
• There is given a homotopy
hn : ψnF ≃ Fϕn
which is compatible with the previous steps in the following sense. For every proper
subcube Cσ ⊂ I
n, of dimension dim σ = d < n, the restriction of hn to Cσ satisfies
(7.5) hn|Cσ×I = h
d[σ] :
(
ψdF
)
[σ] ≃ F
(
ϕd[σ]
)
.
Here ψnF denotes the collection of cubes
ψnF =
{
ψFx0,...,FxnFa | a, x0, . . . , xn ∈ S
}
and hd[σ] is defined by the analogue of the formula that defines ϕd[σ], applied at each time
of the homotopy.
Base case n = 0. The 0-distributor ϕ0 for S satisfies Fϕ0 = ψ0F , i.e., for a, x0 ∈ S, we
have
F (ϕx0a ) = F (ax0) = (Fa)(Fx0) = ψ
Fx0
Fa .
Take h0 to be the stationary homotopy between Fϕ0 and ψ0F .
Inductive step from n− 1 to n. The two composites in the square
∂In × S(A,B)× S(X,A)n+1
 _
ι

O(ϕn−1)
// S(X,B)
F∼

In × S(A,B)× S(X,A)n+1
id×F×F

ψnF
// T (FX, FB)
✓✓✓✓
EM
O(hn−1)
In × T (FA, FB)× T (FX, FA)n+1
ψn
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
are ψnF |∂In = O(ψ
n−1F ) and FO(ψn−1). By induction hypothesis and Lemma 7.2, the given
homotopies hn−1 define a homotopy
O(hn−1) : O(ψn−1F ) ≃ FO(ϕn−1).
By Lemma 5.8, the map ∂In × S(A,B) × S(X,A)n+1 →֒ In × S(A,B) × S(X,A)n+1 is a
Hurewicz cofibration. By the homotopy extension property, there is a homotopy
h˜n : In × S(A,B)× S(X,A)n+1 × I → T (FX, FB)
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extending O(hn−1) and starting at ψnF . Denote the end of the homotopy by ψ˜nF := h˜n1 ,
which satisfies
ψ˜nF |∂In = h˜
n
1 |∂In = O(h
n−1)1 = FO(ϕ
n−1).
Recall that spaces of the homotopy type of a CW complex are precisely the cofibrant objects
in the mixed model structure on Top. In the commutative square
∂In × S(A,B)× S(X,A)n+1

O(ϕn−1)
// S(X,B)
F

In × S(A,B)× S(X,A)n+1
ϕn
66❧❧❧❧❧❧❧❧❧❧❧❧
⇑γn
ψ˜nF
// T (FX, FB),
there is a map ϕn : In → S making the top triangle commute strictly and the bottom triangle
commute up to homotopy rel ∂In, by Lemma 7.3. Thus ϕn is an n-distributor for S, based
on ϕn−1. Now, define hn as the concatenation of the two homotopies
ψnF
≃
h˜n
// ψ˜nF
≃
γn
// Fϕn.
Since the homotopy γn is rel ∂In and the homotopy h˜n restricts to O(hn−1) on ∂In, the
homotopy hn satisfies the compatibility Equation (7.5), completing the inductive step. 
7.2. Pushing forward distributors. Let us recall some facts about higher associativity,
which will be used later.
Definition 7.6 ([35, Definition 8.2]). Let M and N be topological monoids and n ≥ 1 an
integer. An An structure on a continuous map f : M → N is a family of maps δi : I
i−1 ×
M i → N for 1 ≤ i ≤ n satisfying the following:
• δ1 = f .
• For 2 ≤ i ≤ n, the following boundary conditions hold:
δi(t1, . . . , ti−1; x1, . . . , xi) =
{
δi−1(t1, . . . , t̂j , . . . , ti−1; x1, . . . , xjxj+1, . . . , xi) if tj = 0
δj(t1, . . . , tj−1; x1, . . . , xj)δi−j(tj+1, . . . , ti−1; xj+1, . . . , xi) if tj = 1.
Example 7.7. An A1 structure on f : M → N consists of no additional data. An A2
structure consists of paths
δx,y := δ2(−; x, y) : I → N
from f(xy) to f(x)f(y), depending continuously on the inputs x, y ∈M . In other words, the
map f is A2 if and only if it preserves the multiplication up to homotopy.
Remark 7.8. As in Remark 4.12, an An structure δ = (δ1, . . . , δn) on a map f : M → N is
determined by the highest dimensional part δn, since M is strictly unital. The same would
not hold if M were unital up to homotopy.
Let us recast Definition 4.10 in this terminology. An n-distributor ϕn for a left linear
Top∗-category T consists of the following data: For each a ∈ T (A,B), an An+1 structure ϕa
for left multiplication by a, i.e., postcomposition
a∗ : T (X,A)→ T (X,B),
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with respect to addition in the mapping spaces T (X,A) and T (X,B). These An+1 structures
ϕa are required to depend continuously on a ∈ T . Note that our indexing counts the
number of plus signs in a(x0 + . . . + xn), which agrees with the dimension of the cube
ϕx0,...,xna : I
n → T (X,B).
The following result is due to Fuchs [15] and can be found in [35, §8]; c.f. [12, §4.3].
Lemma 7.9. (1) A composition of An maps is an An map.
(2) A map homotopic to an An map is an An map.
(3) Let f : M
≃
−→ N be a homotopy equivalence between topological monoids. Then f is
an An map if and only if any homotopy inverse g : N
≃
−→M is An.
Moreover, it follows from the explicit construction in [15] that the An structure of a com-
posite gf depends continuously on the An structures of f and g.
Proposition 7.10 (Pushing forward distributors). Let F : S → T be a morphism of left
linear Top∗-categories such that for all objects A,B of S, the induced map F : S(A,B)
≃
−→
T (FA, FB) is a homotopy equivalence. Assume that the functor π0F : π0S → π0T is essen-
tially surjective. If S is N-distributive for some N ≥ 1 (or N =∞), then T is N-distributive.
Proof. Consider the factorization of F : S → T as
S → ObIm(F )→ T ,
where the “object-image” of the functor F is the full Top∗-subcategory of T consisting of
objects of the form FX for some object X of S. Then both functors S → ObIm(F ) and
ObIm(F ) → T of this factorization satisfy the assumptions of the statement. This reduces
the general statement to the following cases.
Case (a). F is surjective on objects.
Case (b). F is the identity on each mapping space, i.e., F : S(A,B)
=
−→ T (FA, FB).
Proof for Case (a). For each object A of T , choose an object denoted GA of S satisfying
FGA = A. For each pair of objects A,B of T , choose a homotopy inverse G : T (A,B)
≃
−→
S(GA,GB) to the map F : S(GA,GB)
≃
−→ T (A,B), along with a homotopy h : T (A,B)×I →
T (A,B) from the identity to FG. Note thatG : T → S is not a functor, as it preserves neither
composition nor identities 1A ∈ T (A,A).
Since F preserves addition, it is in particular A∞ with respect to addition. By Lemma 7.9(3),
G : T (A,B) → S(GA,GB) admits an A∞-structure with respect to addition, which we de-
note γ. For any x0 . . . , xn ∈ T (X,A), we denote by γ
x0,...,xn : In → S(GX,GA) the corre-
sponding n-cube with extreme corners G(x0 + . . .+ xn) and Gx0 + . . .+Gxn.
Let ϕN be an N -distributor for S. For every a ∈ T (A,B), consider Ga ∈ S(GA,GB) and
the composite
T (X,A)
G // S(GX,GA)
(Ga)∗
// S(GX,GB)
x ✤ // Gx ✤ // (Ga)(Gx)
of G and left multiplication by Ga, both of which are An+1 with respect to addition. By
Lemma 7.9(1), this composite inherits an An+1-structure with respect to addition, which we
denote ξn. This An+1 structure ξ
n depends continuously on the element Ga ∈ S(GA,GB),
and therefore on a ∈ T (A,B).
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For instance, ξx,ya : I
1 → S(GX,GB) is the concatenation of paths:
(Ga)G(x+ y) (Ga)(Gx+Gy) GaGx+GaGy.
(Ga)γx,y ϕGx,GyGa
Now we prove the statement by induction, using the following condition for n ≤ N .
• There is given an n-distributor ψn for T , based on ψn−1.
• There is given a homotopy
hn : ψn ≃ F (ξn)
which is compatible with the previous steps in the following sense. For every proper
subcube Cσ ⊂ I
n, of dimension dim σ = d < n, the restriction of hn to Cσ satisfies
(7.11) hn|Cσ×I = h
d[σ] :
(
ψd
)
[σ] ≃ F
(
ξd[σ]
)
.
Base case n = 0. The 0-distributor ψ0 for T is forced to be ψxa = ax. For the homotopy
h0 : ψ0 ≃ F (ξ0), take the path
ax (FGa)(FGx).
(h0)xa := hahx
where ha := h(a,−) : I → T (A,B) is the path following a throughout the homotopy
h : T (A,B) × I → T (A,B). The compatibility condition on h0 is vacuous, since I0 has
no proper subcube.
Inductive step from n − 1 to n. By induction hypothesis and Lemma 7.2, the given
homotopies hn−1 define a homotopy
O(hn−1) : O(ψn−1) ≃ FO(ξn−1).
By Lemma 5.8, the map ∂In × T (A,B) × T (X,A)n+1 →֒ In × T (A,B) × T (X,A)n+1 is a
Hurewicz cofibration. By the homotopy extension property, there is a homotopy
h˜n : In × T (A,B)× T (X,A)n+1 × I → T (X,B)
extending O(hn−1) and ending at F (ξn). Denote the start of the homotopy by ψn := h˜n0 ,
which satisfies
ψn|∂In = h˜
n
0 |∂In = O(h
n−1)0 = O(ψ
n−1),
so that ψn is an n-distributor for T based on ψn−1. Moreover, the homotopy h˜n : ψn ≃ F (ξn)
satisfies the compatibility Equation (7.11).
Proof for Case (b). The functor π0F : π0S → π0T is an equivalence of categories. Choose
and inverse equivalence G : π0T → π0S, with a natural isomorphism ǫ : (π0F )G
∼=
−→ idπ0T . For
every object X of T , consider the inverse isomorphisms
ǫX ∈ (π0T )(FGX,X) and ǫ
−1
X ∈ (π0T )(X,FGX)
and choose representative maps
ǫ˜X ∈ T (FGX,X) and ǫ˜
−1
X ∈ T (X,FGX).
By construction, these maps ǫ˜X : FGX
≃
−→ X and ǫ˜−1X : X
≃
−→ FGX are inverse homotopy
equivalences, and hence induce homotopy equivalences on mapping spaces, upon applying
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functors of the form T (W,−) or T (−, Z). Now let X,A,B be objects of T and consider the
diagram:
∂In × S(GA,GB)× S(GX,GA)n+1 S(GX,GB)
∂In × T (FGA, FGB)× T (FGX,FGA)n+1
≃id×(ǫ˜B)∗(
˜
ǫ−1
A
)∗×(ǫ˜A)∗(
˜
ǫ−1
X
)∗

 y
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲
O(ϕn−1)
// T (FGX,FGB)
≃ (ǫ˜B)∗(
˜
ǫ−1
X
)∗

In × T (FGA, FGB)× T (FGX,FGA)n+1
≃

ϕn
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
∂In × T (A,B)× T (X,A)n+1
 y
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲
O(ψn−1)
// T (X,B)
In × T (A,B)× T (X,A)n+1
ψn
55❦❦❦❦❦❦❦
where the back and front right faces need not commute strictly. By the same inductive
argument as in Case (a), we can push forward the n-distributor ϕn for S along the downward
homotopy equivalences to produce an n-distributor ψn for T . 
Definition 7.12. A Top-functor F : C → D is a Dwyer–Kan equivalence if for all ob-
jects A,B of C, the map F : C(A,B)
∼
−→ D(FA, FB) is a weak equivalence, and the functor
π0F : π0C
≃
−→ π0D is an equivalence of categories.
Corollary 7.13 (Homotopy invariance). Let F : S → T be a morphism of left linear Top∗-
categories which is moreover a Dwyer–Kan equivalence.
Assume that all mapping spaces in S and in T have the homotopy type of a CW complex.
Then for every n ≥ 1 (or n =∞), S is n-distributive if and only if T is n-distributive.
Proof. This follows from Propositions 7.4 and 7.10. 
7.3. CW-approximation. Using homotopy invariance, we will show that the assumption
of having Serre cofibrant mapping spaces in Theorem 5.10 is innocuous.
Lemma 7.14 (CW approximation). Let T be a weakly bilinear mapping theory. Then there
is a weakly bilinear mapping theory S whose mapping spaces are CW complexes, together with
a map of left linear mapping theories S
∼
−→ T which is a Dwyer–Kan equivalence.
Proof. Denote LX := |Sing(X)|, equipped with the counit ǫ : LX
∼
−→ X , which is a functorial
CW approximation in Top, in particular a Serre cofibrant replacement. Define the category
S with the same objects as T , and mapping spaces S(A,B) := LT (A,B), along with a
functor ǫ : S → T defined on mapping spaces by ǫ : LT (A,B)→ T (A,B).
The functor L : Top → Top preserves finite products, in particular the terminal object
L(∗) = ∗, and also satisfies L(S0) = S0. Moreover, L preserves (trivial) Serre fibrations.
From those facts, one readily checks that S has the desired properties. 
Proposition 7.15. Let T be a weakly bilinear mapping theory in which every mapping space
T (A,B) has the homotopy type of a CW complex. Then T is ∞-distributive.
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Proof. Let ǫ : S
∼
−→ T be a Serre cofibrant replacement as in Lemma 7.14. By Theorem 5.10,
S is ∞-distributive. By Proposition 7.10, T is also ∞-distributive. 
Appendix A. Models for spectra
In this appendix, we work out some point-set features of spectra that are needed for our
construction. We first recall some properties of Bousfield–Friedlander spectra [13, §2.1].
A.1. Bousfield–Friedlander spectra.
Notation A.1. Let sSet∗ denote the category of pointed simplicial sets. Let Σ: sSet∗ →
sSet∗ denote the reduced suspension functor, given by the smash product ΣT = S
1∧T , using
the model of the circle S1 = ∆1/∂∆1. Note that this suspension is not the Kan suspension
[16, §III.5].
Let Spec denote the category of Bousfield–Friedlander spectra of simplicial sets [13, Defi-
nition 2.1].
Equip Spec with the stable model structure. In this model structure, a spectrum X is
cofibrant if and only if its bonding maps σXn : ΣXn → Xn+1 are cofibrations in sSet; X is
fibrant if and only if X is an Ω-spectrum and levelwise fibrant.
Theorem A.2. [13, Theorem 2.3] The stable model structure makes Spec into a simplicial
model category.
In particular, Spec is enriched in (pointed) simplicial sets, where the function complex
Spec(X, Y ) has n-simplices
Spec(X, Y )n ∼= HomSpec (X ⊗∆
n, Y )
as described in [16, §II.2]. Via geometric realization, this yields a Top∗-category Spec, with
mapping spaces
Spec(X, Y ) := |Spec(X, Y )|.
Remark A.3. We could have worked with other models of spectra. For comparisons between
different models, see [13, §2.5], [25], and [32].
A.2. Pushout-product axiom with respect to the Cartesian product.
Lemma A.4. (1) For any simplicial sets S and T , the natural map Σ(S×T )→ ΣS×ΣT
is a monomorphism.
(2) Let i : S → S ′ and j : T → T ′ be monomorphisms of pointed simplicial sets. Then the
induced map
(S ′ ∨ T ′) ∪S∨T (S × T )→ S
′ × T ′
is a monomorphism.
Proof. (1) For every k ≥ 0, the k-simplices of S1 are given by
(S1)k = ∆([k] , [1])/c0 ∼ c1
where ci denotes the constant function with value i. The k-simplices of the suspension ΣT
are
(ΣT )k =
k∨
i=1
Tk.
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The map θ : Σ(S × T )→ ΣS × ΣT has in simplicial degree k the map of pointed sets
(Σ(S × T ))k
θk // (ΣS × ΣT )k
∨k
i=1(Sk × Tk)
(∨k
j=1 Sk
)
×
(∨k
j′=1 Tk
)
which is injective.
(2) This follows from the analogous statement for pointed sets. 
Lemma A.5. If X and Y are cofibrant spectra, then the natural map ι : X ∨ Y → X × Y is
a cofibration. In particular, X × Y is cofibrant.
Proof. In level 0, we have
ι0 : X0 ∨ Y0 → X0 × Y0
which is a cofibration in sSet∗, i.e., a monomorphism. Given n ≥ 0, consider the commutative
diagram in sSet∗
Σ(X ∨ Y )n
Σιn // Σ(X × Y )n

ΣXn ∨ ΣYn
σXn ∨σ
Y
n

// ΣXn × ΣYn
σXn ×σ
Y
n

Xn+1 ∨ Yn+1 = (X ∨ Y )n+1
ιn+1 // (X × Y )n+1 = Xn+1 × Yn+1.
We want to show that the map of simplicial sets
Xn+1 ∨ Yn+1
⋃
ΣXn∨ΣYn
Σ(Xn × Yn)→ Xn+1 × Yn+1
is a monomorphism. This map is a composite
Xn+1 ∨ Yn+1
⋃
ΣXn∨ΣYn
Σ(Xn × Yn) // Xn+1 ∨ Yn+1
⋃
ΣXn∨ΣYn
ΣXn × ΣYn // Xn+1 × Yn+1
where the first step is a monomorphism, since Σ(Xn×Yn) →֒ ΣXn×ΣYn is a monomorphism,
by Lemma A.4 (1). The second step is a monomorphism, by Lemma A.4 (2). Finally, the
map ∗ → X × Y is a composite of cofibrations
∗ →֒ X →֒ X ∨ Y →֒ X × Y
and thus X × Y is cofibrant. 
A.3. Construction of Eilenberg–MacLane spectra. There are different constructions
of the Eilenberg–MacLane spectrum HA as an Ω-spectrum, whose constituent spaces are
Eilenberg–MacLane spaces (HA)n = K(A, n). The specific features of HA depend on the
specific construction of Eilenberg–MacLane spaces. The following argument using iterated
classifying spaces was kindly provided to us by Marc Stephan. More details can be found in
[36, Part I].
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Recall the following construction of the classifying space of a simplicial group; the topo-
logical analogue is described in [28, §16.5]. Consider the functor B : sGp → sSet∗ given
by
BG := diagB•(∗, G, ∗)
where B•(X,G, Y ) is the two-sided bar construction [27, §7], which is a bisimplicial set,
and diag denotes its diagonal. Explicitly, B(∗, G, ∗) has in external degree n the simplicial
set Bn(∗, G, ∗) = G
n, so that BG has as k-simplices the set (BG)k = (Gk)
k. Note that B
preserves finite products and thus induces a functor on abelian group objects B : sAb→ sAb.
Lemma A.6. Let A be an abelian group. Then there is an Eilenberg–MacLane spectrum HA
in Spec which is fibrant, cofibrant, and an abelian group object in Spec, with addition map
+: HA×HA→ HA compatible with the addition map of A.
Moreover, if A is an Fp vector space, then HA is an Fp-vector space object in Spec.
Proof. Starting from an abelian group A, viewed as a constant simplicial abelian group,
iterating the functor B yields Eilenberg–MacLane spaces BnA ≃ K(A, n). Form a spectrum
HA defined by (HA)n := B
nA. The structure maps σn : S
1 ∧ BnA → Bn+1A have in
simplicial degree k the inclusion
k∨
i=1
(BnA)k →
k∏
i=1
(BnA)k.
In particular, S1 ∧ BnA → Bn+1A is a cofibration of simplicial sets for each n ≥ 0, so that
HA is cofibrant. Moreover, HA is an Ω-spectrum and each simplicial set HAn = B
nA is
a Kan complex, since it is a simplicial group. Therefore, HA is fibrant. Also, BnA is an
abelian group object in sSet for each n ≥ 0, and the structure maps σn : S
1∧BnA→ Bn+1A
are linear in the factor BnA, so that the adjunct structure maps
σ˜n : B
nA
∼
−→ ΩBn+1A
are maps of simplicial abelian groups.
Moreover, if A is an Fp-vector space, then each simplicial abelian group B
nA is a simplicial
Fp-vector spaces, and thus HA is an Fp-vector space object. 
Remark A.7. It was pointed out to us by Irakli Patchkoria and Stefan Schwede that a
model for the Eilenberg–MacLane spectrum HA as in Lemma A.6 can also be obtained in
symmetric spectra of simplicial sets, endowed with the absolute flat stable model structure
[33], also called the S model structure in [18, Definition 5.3.6].
Let sh: Spec → Spec denote the shift functor of spectra, defined by sh(X)n = Xn+1.
The shift has the homotopy type of the suspension shX ≃ ΣX .
Corollary A.8. The Eilenberg–MacLane spectrum KAn := sh
nHA ≃ ΣnHA is also an Ω-
spectrum (hence fibrant), cofibrant, and an abelian group object. Moreover, a finite product
of objects KAini is also a fibrant cofibrant abelian group object in Spec.
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