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Abstract
We discuss the possibility of defining an algebraic dynamics within the settings of O⋆-
algebras. Compared with our previous results on this subject, the main improvement
here is that we are not assuming the existence of some hamiltonian for the full physical
system. We will show that, under suitable conditions, the dynamics can still be defined
via some limiting procedure starting from a given regularized sequence.
I Introduction and mathematical framework
In a series of previous papers, see [2]-[10] and [11] for an up-to-date review, we have discussed the
possibility of getting a rigorous definition of the algebraic dynamics αt of some physical system
by making use of the so-called quasi *-algebras, as well as some purely mathematical features of
these algebras. In particular we have shown that, if the hamiltonian H of the system exists and
is a self-adjoint operator, then we can use H itself to build up a quasi *-algebra of operators
and a physical topology in terms of which the time evolution of each observable of the system
can be defined rigorously and produces a new element of the same O*-algebra. Therefore, it is
the physical system, i.e. H itself, which is used to construct a natural algebraic and topological
framework. This procedure, however, is based on the very strong assumption that H exists,
assumption which is quite often false in many QM∞ systems, i.e. in many quantum systems
with infinite degrees of freedom. It is enough to think to the mean field spin models, for which
only the finite volume hamiltonian HV makes sense, and no limit of HV does exist at all in any
reasonable topology. For this reason we have also discussed, along the years, other possibilities
for defining αt which have produced some results and the feeling that other and more general
statements could be proved. This is indeed the main motivation of this paper: our final aim
is to construct an algebraic framework whose definition is completely independent from the
physical system we want to describe or, at least, independent up to a certain extent. For that
we first recall the following very general settings for QM∞ systems, which is very well described
in [18, 19] and which has been adapted to O∗−algebras recently, [9, 11]. The full description of
a physical system S implies the knowledge of three basic ingredients: the set of the observables,
the set of the states and, finally, the dynamics that describes the time evolution of the system
by means of the time dependence of the expectation value of a given observable on a given
state. Originally the set of the observables was considered to be a C*-algebra, [14]. In many
applications, however, this was shown not to be the most convenient choice and the C*-algebra
was replaced by a von Neumann algebra, because the role of the representations turns out to
be crucial mainly when long range interactions are involved. Here we use a different algebraic
structure: because of the relevance of the unbounded operators in the description of S, we
will assume that the observables of the system belong to a quasi *-algebra (A,A0), see [21]
and references therein. The set of states over (A,A0), Σ, is described again in [21], while the
dynamics is usually a group (or a semigroup) of automorphisms of the algebra, αt. Therefore,
following [18, 19], we simply write S = {(A,A0),Σ, α
t}.
The system S is now regularized: we introduce some cutoff L, (e.g. a volume or an occupa-
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tion number cutoff), belonging to a certain set Λ, so that S is replaced by a sequence or, more
generally, a net of systems SL, one for each value of L ∈ Λ. This cutoff is chosen in such a way
that all the observables of SL belong to a certain *-algebra AL contained in A0: AL ⊂ A0 ⊂ A.
As for the states, we choose ΣL = Σ, that is, the set of states over AL is taken to coincide
with the set of states over A. This is a common choice, [13], even if also different possibilities
are considered in literature. For instance, in [12], the states depend on the cut-off L. Finally,
since the dynamics is related to a hamiltonian operator H , if this exists, and since H has to be
replaced with {HL}, α
t is replaced by the family αtL(·) = e
iHLt · e−iHLt. Therefore
S = {(A,A0),Σ, α
t} −→ {SL = {AL,Σ, α
t
L}, L ∈ Λ}.
This is the general settings in which we are going to work. In Section II we will assume
that the physical topological quasi *-algebra is somehow related to the family of regularized
hamiltonians, {HL}. In Section III we will remove this assumption, paying some price for this
attempt of generalization. Section IV contains some physical applications while the conclusions
are contained in Section V.
We devote the rest of this section to introduce few useful notation on quasi *-algebras, which
will be used in the rest of this paper.
Let A be a linear space, A0 ⊂ A a
∗-algebra with unit 1 (otherwise we can always add it):
A is a quasi ∗-algebra over A0 if
[i] the right and left multiplications of an element of A and an element of A0 are always
defined and linear;
[ii] x1(x2a) = (x1x2)a, (ax1)x2 = a(x1x2) and x1(ax2) = (x1a)x2, for each x1, x2 ∈ A0 and
a ∈ A;
[iii] an involution * (which extends the involution of A0) is defined in A with the property
(ab)∗ = b∗a∗ whenever the multiplication is defined.
A quasi ∗ -algebra (A,A0) is locally convex (or topological) if in A a locally convex topology
τˆ is defined such that (a) the involution is continuous and the multiplications are separately
continuous; and (b) A0 is dense in A[τˆ ].
Let {pα} be a directed set of seminorms which defines τˆ . The existence of such a directed set
can always be assumed. We can further also assume that A[τˆ ] is complete. Indeed, if this is not
so, then the τˆ -completion A˜[τˆ ] is again a topological quasi *-algebra over the same *-algebra
A0.
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A relevant example of a locally convex quasi *-algebra of operators can be constructed as
follows: let H be a separable Hilbert space and N an unbounded, densely defined, self-adjoint
operator. Let D(Nk) be the domain of the operator Nk, k ∈ N0 = N∪{0}, and D the domain of
all the powers of N : D ≡ D∞(N) = ∩k≥0D(Nk). This set is dense in H. Let us now introduce
L†(D), the *-algebra of all the closable operators defined on D which, together with their
adjoints, map D into itself. Here the adjoint of X ∈ L†(D) is X† = X∗↾ D.
In D the topology is defined by the following N -depending seminorms: φ ∈ D 7→ ‖φ‖n ≡
‖Nnφ‖, n ∈ N0, while the topology τ in L
†(D) is introduced by the seminorms
X ∈ L†(D) 7→ ‖X‖f,k ≡ max
{
‖f(N)XNk‖, ‖NkXf(N)‖
}
,
where k ∈ N0 and f ∈ C, the set of all the positive, bounded and continuous functions on R+,
which decrease faster than any inverse power of x: L†(D)[τ ] is a complete *-algebra.
It is clear that L†(D) contains unbounded operators. Indeed, just to consider the easiest
examples, it contains all the positive powers of N . Moreover, if for instance N is the closure of
No = a
† a, with [a, a†] = 1 , L†(D) also contains all positive powers of a and a†.
Let further L(D,D′) be the set of all continuous maps from D into D′, with their topologies,
[1], and let τˆ denotes the topology defined by the seminorms
X ∈ L(D,D′) 7→ ‖X‖f = ‖f(N)Xf(N)‖,
f ∈ C. Then L(D,D′)[τˆ ] is a complete vector space.
In this case L†(D) ⊂ L(D,D′) and the pair
(L(D,D
′)[τˆ ],L†(D)[τ ])
is a concrete realization of a locally convex quasi *-algebra.
Other examples of algebras of unbounded operators have been introduced along the years,
but since these will play no role in this paper, we simply refer to [1] and [11] for further results.
II A step toward generalization
In this section we will generalize our previous results, [11, 6, 7], in the attempt to build up a
general algebraic setting which works well independently of the particular physical system we are
considering. In particular in this section we will assume that the finite volume hamiltonian HL
associated to the regularized system SL mutually commute: [HL1, HL2 ] = 0 for all L1, L2 ⊂ Λ.
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It is worth noticing that this requirement is not satisfied in general for, e.g., mean field spin
models while it holds true when we adopt the procedure discussed for instance in [7]. In this
case HL is deduced by an existing H simply adopting an occupation number cutoff and the
different HL’s mutually commute.
Let {Pl, l ≥ 0} be a sequence of orthogonal projectors: Pl = P
†
l = P
2
l , ∀ l ≥ 0, with PlPk = 0
if l 6= k and
∑∞
l=0 Pl = 1 . These operators are assumed to give the spectral decomposition
of a certain operator S =
∑∞
l=0 sl Pl. The coefficients sl are all non negative and, in order to
make the situation more interesting, they diverge monotonically to +∞ as l goes to infinity.
Also, here and in the rest of the paper we will assume that S is invertible and that S−1 is
a bounded operator. Hence there exists s > 0 such that sl ≥ s for all l ≥ 0. This is quite
often a reasonable assumption which does not change the essence of the problem at least if S
is bounded from below. Since PlPs = δl,sPl the operator QL :=
∑L
l=0 Pl is again a projection
operator satisfying QL = Q
†
L as well as QLQM = Qmin(L,M). It is easy to check that each
vector of the set E = {ϕL := QLϕ, ϕ ∈ H, L ≥ 0} belongs to the domain of S, D(S), which
is therefore dense in H. Hence, the operator S is self-adjoint, unbounded and densely-defined,
and can be used as in the previous section to define the algebraic and topological framework
we will work with. Let D = D∞(S) := ∩k≥0D(Sk) be the domain of all the powers of S. Since
E ⊆ D, this set is also dense in H. Following the example discussed in the previous section, we
introduce now L†(D) and the topology τ defined by the following seminorms:
X ∈ L†(D) 7→ ‖X‖f,k ≡ max
{
‖f(S)XSk‖, ‖SkXf(S)‖
}
,
where k ∈ N0 and f ∈ C. Briefly we will say that (f, k) ∈ C0 := (C,N0). L
†(D)[τ ] is a
complete *-algebra which is the O∗-algebra we will use. In the rest of the paper, for simplicity,
we will identify ‖X‖f,k simply with ‖f(S)XSk‖. The estimates for ‖SkXf(S)‖ are completely
analogous and are left to the reader.
As in Section I we could also introduce L(D,D′), the set of all continuous maps from D
into D′, with their topologies, and the topology τˆ on it defined by the seminorms
X ∈ L(D,D′) 7→ ‖X‖f = ‖f(S)Xf(S)‖,
f ∈ C. Then L(D,D′)[τˆ ] is a complete vector space. Of course (L(D,D′)[τˆ ],L†(D)[τ ]) is a
locally convex quasi *-algebra.
Let us now introduce a family of bounded operators {HM =
∑M
l=0 hl Pl}, M ≥ 0, where hl
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are real numbers. These operators satisfy the following:
HM = H
†
M , ‖HM‖ ≤
√√√√ M∑
l=0
h2l , [HL, HM ] = 0, (2.1)
for all L,M ≥ 01. We also have, for all ϕ ∈ D and ∀L, SHLϕ = HLSϕ. In the following we
will simply say that HL and S commute: [S,HL] = 0. For the time being, we do not impose
any other requirement on {hl}. On the contrary, since we are interested in generalizing the
procedure, we want our {hl} to produce situations apparently out of control. For this reason
we are interested in considering hl very rapidly increasing with l. For instance, if f0(x) is a
fixed function in C and if hl = (f0(sl))
−1, then it is an easy exercise to check that the sequence
{HL} does not converge in the topologies τ or τˆ . For this reason, and with this choice for hl,
the sequence HL does not converge to an operator H of L
†(D) or to an element of L(D,D′).
Another simple example can be constructed taking hl = (f0(sl))
−2. Once again {HL} does not
converge in the topology τˆ , and therefore it cannot define an element of L(D,D′). In other
words, there exist conditions on hl which prevents the sequence {HL} to define an element of
the topological quasi *-algebra defined by S. On the contrary, if hl goes to infinity but not too
fast, for instance as some inverse power of l, then τ − limL,∞HL exists and defines an element
of L†(D). Moreover, if {hl} ∈ l1(N), the limit of HL exists and belongs to B(H).
The situation we are interested in is the ugly one: the algebraic framework is fixed by S
while no hamiltonian operator exists for the physical system S. Nevertheless we will see that
even under these assumptions the algebraic dynamics of S can be defined. More in details, the
following proposition holds true:
Proposition 1 Suppose that for some n ≥ 1 {s−nl } ∈ l
2(N). Then we have
1. ∀ t ∈ R
lim
L,M→∞
∥∥S−n (eiHLt − eiHM t)∥∥ = 0; (2.2)
2. ∀ t ∈ R τ − limL e
iHLt =: Tt exists in L
†(D);
3. ∀X ∈ L†(D) and ∀ t ∈ R, τ − limL eiHLtX e−iHLt =: αt(X) exists in L†(D);
4. ∀X ∈ L†(D), αt(X) = TtXT−t, ∀ t ∈ R.
1Notice that we could also have followed a reverse approach: we use {HL} to define, if possible, a complete
set of orthogonal projectors {Pl},
∑
l
Pl = 11, and, using these operators, a self-adjoint, unbounded and densely-
defined operator S. Finally we use S to construct the O∗-algebra L†(D) and the topology τ .
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Proof –
1. First of all let us recall that, for all L and M , [HL, HM ] = 0 and [S,HL] = 0. Therefore,
assuming that M > L to fix the ideas, and calling HM,L := HM − HL, with simple
computations we have
∥∥S−n (eiHLt − eiHM t)∥∥ = 2
∥∥∥∥S−n sin
(
tHM,L
2
)∥∥∥∥ =
=
∥∥∥∥∥
M∑
k=L+1
1
snk
sin
(
thk
2
)
Pk
∥∥∥∥∥ ≤
√√√√ M∑
k=L+1
1
s2nk
→ 0,
when L,M →∞ because of our assumption on the sequence {sl}.
2. The second statement follows from the previous result and from the following simple
estimate:
∥∥f(S) (eiHLt − eiHM t)Sk∥∥ ≤ ‖f(S)Sk+n‖ ∥∥S−n (eiHLt − eiHM t)∥∥ ,
where n is the positive integer in our assumption. This is a consequence of the commu-
tativity between HL and S, and clearly implies that the left-hand side goes to zero when
L,M → ∞. We call Tt the limit of the sequence {e
iHLt} in τ . Needless to say, since
L†(D) is τ -complete, Tt ∈ L†(D).
3. We use the following estimate, which follows from the commutativity between HL and S
and of the fact that eiHLt is unitary:
∥∥f(S) (eiHLtX e−iHLt − eiHM tX e−iHM t)Sk∥∥ ≤
≤
∥∥f(S)eiHLtX (e−iHLt − e−iHM t)Sk∥∥+ ∥∥f(S) (eiHLt − eiHM t)Xe−iHM tSk∥∥ ≤
≤
∥∥f(S)eiHLtXSk+n∥∥ ∥∥S−k−n (e−iHLt − e−iHM t)Sk∥∥+ ∥∥f(S) (eiHLt − eiHM t)XSk∥∥→ 0
when L,M go to infinity because of the previous results and of the separate continuity
of the multiplication in τ . Of course, using again the completeness of L†(D), this means
that for each X ∈ L†(D) and for each t ∈ R, there exists an element of L†(D) which we
call αt(X), which is the τ -limit of the regularized time evolution αtL(X) := e
iHLtX e−iHLt.
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4. This last statement shows that αt(X) can also be obtained in a different way, just referring
to the operator Tt defined in 2. of this proposition. In other word, for each X ∈ L
†(D)
we have
αt(X) = τ − lim
L
eiHLtX e−iHLt =
(
τ − lim
L
eiHLt
)
X
(
τ − lim
L
e−iHLt
)
(2.3)
The proof of this equality goes like this: let us take X ∈ L†(D). Then we have
‖αt(X)− TtXT−t‖f,k ≤ ‖αt(X)− αtL(X)‖
f,k + ‖αtL(X)− e
iHLtXT−t)‖f,k+
+‖eiHLtXT−t − TtXT−t‖f,k,
and this right-hand side goes to zero term by term because of the previous results and of
the separate continuity of the multiplication in the topology τ . This concludes the proof.

Remark: It is worth stressing here that the above proposition only gives sufficient condi-
tions for an algebraic dynamics to be defined. In fact, we expect that milder conditions could
suffice if we analyze directly the sequence {αtL(X)}, instead of {e
iHLt} as we have done here.
This is because αtL(X) contains commutators like [HL, X ] which can be analyzed very simply if
X is sharply localized, for instance, in some particular lattice site and HL is localized in a finite
volume labeled by L. This is what happens, for instance, in spin models. We will consider this
point of view in a further paper.
It is also possible to introduce αt(X) starting from the infinitesimal dynamics, i.e. from
the derivation. For that we introduce the following subset of L†(D), L†0(D) := {xM :=
QMxQM , M ≥ 0, x ∈ L
†(D)}. If {s−1l } belongs to l
2(N) this set is τ -dense in L†(D). In-
deed, let us take y ∈ L†(D) and let us put yM = QMyQM . Then we have
‖y − yM‖
f,k ≤ ‖(1 −QM)S
−1‖ ‖f(S)SySk‖+
+‖f(S)ySk+1‖ ‖S−1(1 −QM)‖ ≤
√√√√ ∞∑
l=M+1
s−2l
(
‖f(S)SySk‖+ ‖f(S)ySk+1‖
)
→ 0
for M →∞. In our assumptions it is possible to check directly that, for each X ∈ L†(D) and
for each fixed L,
τ − lim
M→∞
αtL(XM) = α
t
L(X), τ − lim
M→∞
αt(XM) = α
t(X) (2.4)
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Moreover, if we introduce the regularized derivation as δL(X) = i[HL, X ] and, by recursion,
δkL(X) = i[HL, δ
k−1
L (X)], k ≥ 1, we also find
δkL(XM) = δ
k
M(XM) = QMδ
k
M(XM)QM = QMδ
k
M(X)QM , (2.5)
for each X ∈ L†(D), for each k ∈ N and for each L ≥ M . Again, the proof of this statement,
which is easily deduced by induction, is left to the reader. We just want to notice here that the
proof is strongly based on the relations between S, HL and QL.
Another useful result is given in the following equality:
αtL(XM) = QMα
t
L(XM)QM = QMα
t
L(X)QM , (2.6)
which again holds for each X ∈ L†(D) and for each L and M . This is a direct consequence of
the following commutation rule: [HL, QM ] = 0, ∀L,M . As a consequence of (2.6) we deduce
that, as already stated in (2.4), for each fixed L, τ − limM α
t
L(XM) = α
t
L(X). In order to relate
the infinitesimal and the finite dynamics, we still need another result. For each X ∈ L†(D) , for
each L,M, k and for each f(x) ∈ C we put X
(f,k)
M := f(S)XMS
k. Of course, since [S,QM ] = 0
we can write X
(f,k)
M = QM
(
f(S)XSk
)
QM = QMX
(f,k)QM . Then we have: (1) X
(f,k) ∈ L†(D);
(2) f(S)αtL(XM)S
k = αtL(X
(f,k)
M ); (3) f(S)δ
l
M(XM)S
k = δlM (X
(f,k)
M ), ∀l ≥ 1. The first two
assertions are trivial. The proof of the last one is a bit more difficult and, again, can be
deduced by induction on l. This statement is useful to prove that, ∀X ∈ L†(D) and for all
L,M ,
τ − lim
N,∞
N∑
k=0
tk
k!
δkL(XM) = α
t
L(XM) (2.7)
Let us prove this statement. Since for each fixed L and M both HL and XM are bounded
operators, we have∥∥∥∥∥αtL(XM)−
N∑
k=0
tk
k!
δkL(XM)
∥∥∥∥∥ =
∥∥∥∥∥eiHLtXMe−iHLt −
N∑
k=0
tk
k!
δkL(XM)
∥∥∥∥∥→ 0
when N →∞. Therefore, for each (f, k) ∈ C0,
∥∥∥∥∥αtL(XM)−
N∑
k=0
tk
k!
δkL(XM)
∥∥∥∥∥
f,k
=
∥∥∥∥∥αtL(X(f,k)M )−
N∑
k=0
tk
k!
δkL(X
(f,k)
M )
∥∥∥∥∥ ,
which again goes to zero when N goes to infinity. Therefore, using (2.4), we conclude that
αt(X) = τ − lim
L
αtL(X) = τ − lim
L
(
τ − lim
M
αtL(XM)
)
=
9
= τ − lim
L,M,N→∞
N∑
k=0
tk
k!
δkL(XM) (2.8)
This result shows the relation between derivation and time evolution, giving still another pos-
sibility for defining the time evolution in L†(D). Notice that here the order in which the limits
are taken is important.
We refer to Section IV for some applications of our results to QM∞. More applications will
be discussed in a paper in preparation.
Remarks: (1) Not many substantial differences arise when the operators S and HL have
continuous (or mixed) spectra. In this case, instead of the discrete formulas given above, we
must use S =
∫∞
0
s(λ) dEλ and HL =
∫ L
0
h(λ) dEλ.
(2) Secondly it is worth stressing that this approach naturally extend our previous results,
see [7] for instance, since if hl ≡ sl we recover what is stated in that paper. We believe that
the present situation is more relevant for applications to QM∞ since it represents a first step
in applying quasi *-algebras for the analysis of physical models which do not admit a global
hamiltonian.
II.1 Some other considerations
Up to now we have made a strong assumption, i.e. that S and HL admit the same spectral
projections. This is something we would avoid, if possible, since it is rarely true in real quantum
mechanical models. We still suppose that S and HL have discrete spectra, S =
∑∞
l=0 slPl and
HM =
∑M
l=0 hlEl, but we also consider here the case in which Ej and Pj do not coincide for all
j ∈ N0. Then almost all the same conclusions as before can still be deduced if, for instance,
Pj = Ej definitively, i.e. for j ≥M for some fixed M , or if [El, Pj] = 0 for all l, j.
A less trivial condition is the following one: let {ϕl} and {ψl} be two different orthonormal
bases of H and suppose that Pl = |ϕl >< ϕl| and El = |ψl >< ψl|. Here we are using the Dirac
bra-ket notation. It is clear that [El, Pj] 6= 0 in general. Nevertheless, if the ψl’s are finite linear
combinations of the ϕj ’s, then again the above results still can be proved. We do not give here
the detailed proof of these claims, since they do not differ very much from those given before
but for some extra difficulties arising here and there in the various estimates. We will prove an
analogous result in the next section, starting from quite a different assumption.
We end this section with a final comment concerning the limit of Gibbs states in the con-
ditions considered so far. Let ωL(.) be the linear functional defined on (L(D,D
′),L†(D)) as
ωL(.) =
tr(e−βHL .)
NL
, NL = tr(e
−βHL). Here tr is defined as tr(A) =
∑∞
k=0 < fk, Afk >, {fk}
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being an o.n. basis of H contained in D and β > 0. Then it is clear that ωL(1 ) = 1 for all L
and it is not hard to check that, for all (f, k) ∈ C0,
∥∥∥∥f(S)
(
e−βHM
NM
−
e−βHL
NL
)
Sk
∥∥∥∥→ 0
when L,M →∞.
This means that calling ρL :=
e−βHL
trL(e−βHL)
the density matrix of a Gibbs state at the inverse
temperature β, then τ − limL ρL exists in L
†(D). But it is still to be investigated whether this
limit is a KMS state (in some physical sense). We refer to [1] for some remarks on KMS states
on partial *-algebras.
III A more general setting
In the previous section we have discussed what we have called a first step toward generalization:
indeed, the main improvement with respect to our older results is mainly the (crucial) fact that
the sequence of regularized hamiltonians HL do not necessarily converge in the τ -topology to an
element of L†(D). It also does not converge in L(D,D′). So we have no hamiltonian for S but
only a regularized family of subsystems SL, where L is the regularizing cutoff, and their related
regularized hamiltonians HL. However we have worked with the following strong requirement:
[HL, HM ] = 0 for all L,M and, moreover, for each L the hamiltonian HL commutes (in the
sense discussed previously) with S. In this section we will work without these assumptions,
generalizing our results as much as we can to a much more general situation: once again {HL}
does not converge in any suitable topology. Moreover, no a-priori relation between HL and S
is assumed and the different HL’s are not required to commute in general. This, we believe,
makes our next results more useful for general models in QM∞. However, since in general there
is no reason for eiHLt, L ≥ 0, to leave D invariant, see [17] for counterexamples, we simply
require that for all L the operator eiHLt belongs to L†(D).
We begin by stating the main proposition of this section which extends Proposition 1 to
this more general setting. In particular we will give a sufficient condition which allows us to
define the algebraic dynamics αt. In the second part of this section we will see if and when this
condition is satisfied. We give here the details of the proof, even if they may look very similar
to those of Proposition 1, in order to stress where the commutativity between HL and S plays
a role and where it does not.
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Proposition 2 Suppose that ∀ k ≥ 0 ∃n > 0 such that
lim
L,M→∞
∥∥S−k−n (eiHLt − eiHM t)Sk∥∥ = 0 (3.1)
for t ∈ R. Then:
1. there exists Tt = τ − limL e
iHLt ∈ L†(D);
2. for all X ∈ L†(D) and for t ∈ R there exists αt(X) = τ − limL eiHLtXe−iHLt ∈ L†(D);
3. for all X ∈ L†(D) and for t ∈ R we have αt(X) = TtXT−t.
Proof –
1. Let (f, k) ∈ C0 and let n > 0 be the integer fixed in our assumptions. Then we have
∥∥f(S) (eiHLt − eiHM t)Sk∥∥ ≤ ∥∥f(S)1Sk+n∥∥ ∥∥S−k−n (eiHLt − eiHM t)Sk∥∥→ 0
when L,M → ∞, since 1 ∈ L†(D). Recalling that L†(D) is τ−complete, there exists
Tt ∈ L
†(D) which is the τ−limit of
{
eiHLt
}
.
2. To prove our statement, we observe that
∥∥f(S) (eiHLtX e−iHLt − eiHM tX e−iHM t)Sk∥∥ ≤
≤ ‖f(S)eiHLtXSk+n‖
∥∥S−k−n (e−iHLt − e−iHM t)Sk∥∥+
+
∥∥f(S) (eiHLt − eiHM t)XSk+n∥∥ ‖S−k−ne−iHM tSk‖
Notice that this result looks slightly different from the analogous one in Proposition 1
because no commutativity is assumed here. The right hand side above goes to zero
when L,M go to infinity. In fact, since the multiplication is separately continuous and
since e−iHLt is τ−converging, then e−iHLtX τ−converges as well. Therefore, for each L,
‖f(S)eiHLtXSk+n‖ is bounded, and bounded is also ‖S−k−ne−iHM tSk‖ for each M and t,
due to our assumption. Finally, using the completeness of L†(D), there exists an element
of L†(D) which we call αt(X), which is the τ -limit of αtL(X) := e
iHLtX e−iHLt.
3. Again, the statement is close to that in Proposition 1, but the proof is slightly different
since [HL, S] 6= 0. For each X ∈ L
†(D), ∀ t ∈ R and for each (f, k) ∈ C0, we have
‖αtL(X)− TtXT−t‖
f,k ≤ ‖αtL(X)− TtXe
−iHLt‖f,k + ‖TtXe−iHLt − TtXT−t)‖f,k ≤
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≤ ‖f(S)
(
eiHLt − Tt
)
XSk+n‖ ‖S−k−ne−iHLtSk‖+ ‖f(S)TtX
(
e−iHLt − T−t
)
Sk‖
which goes to zero term by term because of the previous results and of the separate
continuity of the multiplication in the topology τ . This implies the statement.

We are now ready to look for conditions, easily verifiable, which imply the main hypoth-
esis of this proposition, i.e. the existence, for each k ≥ 0, of a positive integer n such that
limL,M→∞
∥∥S−k−n (eiHLt − eiHM t)Sk∥∥ = 0 for t ∈ R.
The first trivial remark is the following: if [HL, S
−1] = 0 for all L then the above con-
dition simplifies. In this case, it is enough to prove that there exists n > 0 such that
limL,M→∞
∥∥S−n (eiHLt − eiHM t)∥∥ = 0. This requirement is now completely analogous to that of
the previous section, and is satisfied if the sl in the spectral decomposition of S are such that
{s−nl } belongs to l
2(N).
In this section we are more interested in considering the situation where [HL, S
−1] 6= 0, and
so it is not surprising that we will not be able to define an algebraic dynamics in all of L†(D)
but only on certain subspaces. First, for α > 0, we define the following set:
A
(α)
S = {X ∈ B(H) ∩ L
†(D), ‖TS(X)‖ ≤ α‖X‖} (3.2)
where TS(X) = S
−1XS. Of course, the first thing to do is to check that A(α)S is not empty and,
even more, that it contains sufficiently many elements. It is indeed clear that all the multiples
of the identity operator 1 belong to A
(1)
S . It is clear as well that by the definition itself, A
(α)
S
consists of bounded operators which are still bounded after the action of TS. For instance all
the multiples and the positive powers of S−1 belong to some A(α)S , as well as all those bounded
operators which commute with S−1. Another trivial feature is that the set {A(α)S , α > 0} is a
chain: if α1 ≤ α2 ≤ α3 ≤ . . . then A
(α1)
S ⊆ A
(α2)
S ⊆ A
(α3)
S ⊆ · · · . We also notice that A
(α)
S is not
an algebra by itself, since if X, Y ∈ A
(α)
S then XY ∈ A
(α2)
S .
Example 1: Other elements of some A
(α)
S are those X ∈ B(H)∩L
†(D) whose commutator
(in the sense of the unbounded operators) with S looks like [X,S] = BX , for some bounded
operator B. In this case, in fact, it is easily checked that X ∈ A
(αˆ)
S , where αˆ = ‖1 + S
−1B‖.
Before going on it is worth noticing that this requirement is satisfied in a concrete physical
system. For instance, let us consider an infinite d−dimensional lattice Λ. To the lattice site j
we can attach a two-dimensional Hilbert space Hj spanned by ϕ
(j)
0 and ϕ
(j)
1 := a
†
jϕ
(j)
0 , where
aj and a
†
j are the fermionic operators satisfying {aj , a
†
k} = aja
†
k + a
†
kaj = δj,k, j, k ∈ Λ. aj and
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a
†
j are the so called annihilation and creation operators, while Nj = a
†
jaj is called the number
operator. It is well known that all these operators are bounded. Let us now define the total
number operator S =
∑
j∈ΛNj . Of course S is unbounded on H∞ = ⊗j∈ΛHj , see [20] for
infinite tensor product Hilbert spaces. Now, since operators localized in different lattice sites
commute, if we take X = aj0 we deduce that [S,X ] = (1 −Nj0)X , which is exactly as required
above since 1 −Nj0 is bounded. This implies that aj0 belongs to some A
(α)
S , as well as a
†
j0
, Nj0
and all the strictly localized operators, i.e. those operators X = Xj0 · · ·Xjn, with n <∞.
Needless to say, this same example can be modified replacing fermionic degrees of freedom
with spin operators, or, more generally, with N × N matrices. As for its extension to bosons,
the situation is more difficult and will not be discussed here.
This example, although physically motivated, might suggest the reader that there exist only
few non trivial elements in A
(α)
S . The following result shows that this is not so: each X ∈ L
†(D)
produces, in a way which we are going to describe, another element, XL, which belongs to some
A
(αˆ)
S . Moreover we will show also that the chain {A
(α)
S , α > 0} satisfies a density property in
L†(D).
First we repeat the same construction as in the previous section: suppose that S =∑∞
l=0 sl Pl, where {Pl, l ≥ 0} is a sequence of orthogonal projectors: Pl = P
†
l = P
2
l , ∀ l ≥ 0.
Moreover PlPs = δl,sPl. Then the operator QL :=
∑L
l=0 Pl is again a projection operator satisfy-
ing QL = Q
†
L as well as QLQM = Qmin(L,M). Since SQL =
∑L
l=0 sl Pl and S
−1QL =
∑L
l=0 s
−1
l Pl,
we get
‖SQL‖ ≤
√√√√ L∑
l=0
s2l =: s
+
L , ‖S
−1QL‖ ≤
√√√√ L∑
l=0
s−2l =: s
−
L (3.3)
The following Lemma can be easily proved:
Lemma 3 Let X ∈ L†(D) and put XL := QLXQL. Then XL belongs to A
(β)
S for each β ≥
s+Ls
−
L . Moreover: (i) ∀n ≥ 1 T
n
S (XL) = QL T
n
S (XL)QL; (ii) ∀n ≥ 1 T
n
S (XL) ∈ A
(β)
S ; (iii)
∀n ≥ 1 ‖T nS (XL)‖ ≤ β
n‖XL‖.
Proof – We begin proving that XL ∈ A
(β)
S . For that it is necessary to prove first that XL ∈
B(H) ∩ L†(D), which is trivial since L†(D) is an algebra and XL acts on a finite-dimensional
Hilbert space. Furthermore we have
‖TS(XL)‖ = ‖S
−1QLXQLS‖ = ‖S
−1QLQLXQLQLS‖ ≤
≤ ‖S−1QL‖‖QLXQL‖‖QLS‖ ≤ s
+
Ls
−
L‖XL‖ ≤ β‖XL‖
14
so that XL ∈ A
(β)
S .
The proof of (i) follows from the fact thatQL is idempotent, QL = Q
2
L, and that QLS = SQL
and QLS
−1 = S−1QL.
As for (ii) we just prove here that TS(XL) ∈ A
(β)
S . For higher powers the proof goes via
induction. Since as we have shown above ‖TS(XL)‖ ≤ β‖XL‖ < ∞, TS(XL) is a bounded
operator. Moreover, it clearly belongs to the algebra L†(D). Therefore we just need to check
that ‖TS (TS(XL)) ‖ ≤ β‖TS(XL)‖. For this we have
‖TS (TS(XL)) ‖ = ‖S
−1 (S−1QLXQLS)QS‖ = ‖S−1QL (S−1QLXQLS)QLS‖ ≤
‖S−1QL‖‖S−1(QLXQL)S‖‖QLS‖ ≤ s+Ls
−
L‖TS(XL)‖ ≤ β‖TS(XL)‖
This same estimate can be used to prove also (iii) above for n = 2. For that it is sufficient to
recall also that ‖TS(XL)‖ ≤ β‖XL‖. For n ≥ 3 the proof goes again via induction. 
Remark: One of the outputs of this Lemma is that, if we look for elements of A
(β)
S for some
fixed β, it is enough to fix some value L0 such that s
+
L0
s−L0 is less or equal to β. Then QL0XQL0
belongs to A
(β)
S for each possible X ∈ L
†(D). This means, of course, that the set A(β)S is rather
rich, since each element of L†(D) produces, via suitable projection, an element of this set. Of
course, since both s+L and s
−
L increase with L, also QL0−1XQL0−1 still belongs to A
(β)
S , and so
on.
We continue our list of results on the chain {A
(α)
S , α > 0} giving the following density result:
Corollary 4 Let X ∈ L†(D). For all ǫ > 0 and ∀ (f, k) ∈ C0 there exist β > 0 and Xˆ ∈ A
(β)
S
such that ‖X − Xˆ‖f,k < ǫ.
Proof – We begin recalling that ‖X−QLXQL‖
f,k → 0 when L→∞, at least if {s−nl } belongs
to l2(N) for some n > 0. This means that ∀ ǫ > 0 and ∀ (f, k) ∈ C0, there exists L0 > 0 such
that, ∀L ≥ L0, ‖X−QLXQL‖
f,k < ǫ. In particular, therefore, we have ‖X−QL0XQL0‖
f,k < ǫ.
But, for what we have shown in the previous Lemma, XL0 := QL0XQL0 belongs to all A
(β)
S
with β ≥ s+L0s
−
L0
, so that if we take Xˆ ≡ XL0 our claim is proved. 
Remarks: (1) This proposition suggests an approximation procedure since any element of
L†(D) can be approximated, as much as we like, with an element in some suitable A(β)S .
(2) Of course, if instead of choosing Xˆ ≡ XL0 we take Xˆ ≡ XL0+1 or yet Xˆ ≡ XL0+2 (and
so on), we still obtain ‖X − Xˆ‖f,k < ǫ. However, in general, XL0+1 belongs to some A
(γ)
S with
γ > β and not necessarily to A
(β)
S itself.
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What is an open problem at the present time is whether, at least for some α, A
(α)
S coincides
with all of B(H) ∩ L†(D) or not. In fact, there exist several results in the literature which do
not allow to conclude if this is true or not, see [15, 16, 5]. In our opinion no final argument
exists confirming or negating this fact. This is at the basis of the following Lemma, where the
equality of the sets A
(α)
S and B(H) ∩ L
†(D) is simply assumed.
Lemma 5 Let us suppose that there exists α > 0 such that A
(α)
S = B(H) ∩ L
†(D). Then
TS : A
(α)
S → A
(α)
S .
Proof – Let X ∈ A
(α)
S = B(H) ∩ L
†(D). Then, because of the definition of A(α)S , TS(X) also
belongs to B(H) ∩ L†(D) and therefore to A(α)S . 
Remark: It would be interesting to prove, if possible, the converse implication: is it true
that if TS : A
(α)
S → A
(α)
S for some α then A
(α)
S = B(H) ∩L
†(D)? Of course, it would be enough
to prove that for such an α the inclusion B(H) ∩ L†(D) ⊆ A(α)S holds true, since the opposite
inclusion is evident.
Lemmas 3 and 5 show that, under certain conditions, TS maps some A
(α)
S (or some subset of
it) into itself. The following example shows that, more generally, there exist different conditions
under which TS maps some A
(α)
S into a A
(β)
S , in general different. All these results motivate
Proposition 7 below.
Example 2: Let us consider those elements X ∈ B(H) ∩ L†(D) satisfying, as in Example
1, the following commutation relation: [X,S] = BX , with B ∈ B(H) ∩ L†(D). As we have
seen, this implies that X ∈ A
(α)
S with α = ‖1 + S
−1B‖, so that S−1BS ∈ B(H) ∩ L†(D).
We also assume here that S−2BS2 ∈ B(H) ∩ L†(D). Under this additional condition it is
now easily checked that TS(X) ∈ A
(β)
S , with β = ‖1 + S
−2BS2‖. Indeed we can deduce that
TS(X) ∈ B(H) ∩ L
†(D) and, moreover, that ‖TS(TS(X))‖ ≤ β‖TS(X)‖. Of course, it also
immediately follows that ‖TS(TS(X))‖ ≤ αβ‖X‖.
Because of the above example and using our previous considerations we now prove the
following result:
Lemma 6 Suppose that for all α > 0 there exists β > 0 such that TS : A
(α)
S → A
(β)
S . Then,
∀X ∈ A
(α)
S and ∀n ≥ 1, there exists θ > 0 such that ‖T
n
S (X)‖ ≤ θ‖X‖.
Proof – We use induction on n to prove our claim.
For n = 1 it is enough to choose θ = α, since X ∈ A
(α)
S .
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Let us now suppose that our claim is true for a given n. We need to prove that the same
statement holds for n + 1. Indeed, since by assumption TS(X) ∈ A
(β)
S for X ∈ A
(α)
S , we have
‖T n+1S (X))‖ = ‖T
n
S (TS(X))‖ ≤ θ‖TS(X)‖ ≤ θα‖X‖ =: θ˜‖X‖. 
The conclusion of this Lemma can also be restated by saying that, under the same conditions
stated above, the following inequality is satisfied:
‖S−nXSn‖ ≤ θ‖X‖, (3.4)
for each X ∈ A
(α)
S . We refer to [16] and [4] for a concrete realization of this inequality in the
context of spin systems.
Using inequality (3.4) we can prove the following result
Proposition 7 Suppose that for all α > 0 there exists β > 0 such that TS : A
(α)
S → A
(β)
S .
Let us further assume that, given a sequence {Xj} ⊂ L
†(D), there exists n > 0 such that: (i)
S−nXj ∈ A
(α)
S for all j and some α > 0; (ii) ‖S
−nXj‖ → 0 when j →∞.
Then ‖S−n−kXjSk‖ → 0 when j →∞ for all k ≥ 0.
We leave the easy proof to the reader. Here we apply this result to the analysis of the algebraic
dynamics as discussed before. In particular we are now in a position of giving conditions which
imply the main hypothesis of Proposition 2.
Corollary 8 Suppose that for all α > 0 there exists β > 0 such that TS : A
(α)
S → A
(β)
S . Let us
further assume that there exists n > 0 such that: (i) S−n
(
eiHLt − eiHM t
)
∈ A
(α)
S for all L,M
and some α > 0; (ii) ‖S−n
(
eiHLt − eiHM t
)
‖ → 0 when L,M →∞.
Then ‖S−n−k
(
eiHLt − eiHM t
)
Sk‖ → 0 when L,M →∞ for all k ≥ 0.
This means that S−n has a regularizing effect: it is not important whether the sequence
{
eiHLt
}
is Cauchy in the uniform topology or not. What is important is that for some n > 0, and
therefore for all m ≥ n, the sequence
{
S−meiHLt
}
is ‖.‖-Cauchy.
We end this section by looking at conditions which implies that I
(n)
L,M := ‖S
−n (eiHLt − eiHM t) ‖ →
0 when L,M →∞. For that we notice that gL,M(t) := e
iHLt − eiHM t can be written as
gL,M(t) = i
∫ t
0
eiHL(t−t1) (HL −HM) eiHM t1 dt1 (3.5)
Therefore I
(n)
L,M ≤
∫ t
0
∥∥S−neiHL(t−t1) (HL −HM)∥∥ dt1, so that the following Proposition is straight-
forwardly proved:
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Proposition 9 Let n be defined as in Corollary 8. Then I
(n)
L,M → 0 for L,M → ∞ in each of
the following conditions:
(1)
‖S−n(HL −HM)‖ → 0 (3.6)
for L,M →∞ and [HL, S
−1] = 0 for all L.
(2) Condition (3.6) holds, there exists α > 0 such that eiHLt ∈ A
(α)
S for all L and TS :
A
(α)
S → A
(β)
S , for some β > 0.
(3) Condition (3.6) holds and
∞∑
k=1
τk
k!
‖S−n[HL, HM ]k‖ → 0
for L,M →∞ and τ ≥ 0.
The proof of these statements is straightforward and is left to the reader.
Summarizing, we have proved that condition (3.1) is a sufficient condition for the algebraic
dynamics αt to exist in all of L†(D). Moreover, sufficient conditions for (3.1) to be satisfied are
discussed in Corollary 8. These conditions are finally complemented by the results discussed
in Proposition 9. Also in this more general setting the same remark following Proposition 1
can be restated: it may be convenient, in some applications involving localized operators (e.g.
for spin systems), to consider a different approach and looking directly for the existence of the
limit of αtL(X), X ∈ L
†(D), instead of the existence of the limit of eiHLt.
Of course, due to the generality of the physical system we wish to analyze, the conditions
for the existence of αt looks a bit complicated. We refer to a paper in preparation for physical
applications of our strategy. Here we just consider few applications, which are discussed in the
next section.
IV Physical applications
In this section we discuss some examples of how our previous results can be applied to physical
systems. In particular, the first two examples are related to what we have done in Section
II, while the last part of this section concerns the construction in Section III. Before starting
however, we should say that the applications discussed in this section should be really considered
as prototypes of real physical applications, since they are constructed using physical building
blocks (bosonic operators) but no explicit expression for HL is given at all. This makes the
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following examples more general, from one point of view, but also not immediately related to
concrete physical systems. We will come back on this point in Section V.
Example 1: We begin with a simple example, related to the canonical commutation rela-
tions. Let a, a† and N = a† a be the standard annihilation, creation and number operators,
satisfying [a, a†] = aa†−a† a = 1 . Let ϕ0 be the vacuum of a: aϕ0 = 0, and ϕn = a
†n√
n!
ϕ0. Then,
introducing the projector operators Pl via the Plf =< ϕl, f > ϕl, we consider the following
invertible operator (N is not invertible!): S = 1 +N =
∑∞
l=0(1+ l)Pl. So, within this example,
is the number operator for a bosonic system which defines the algebraic and the topological
structure. We consider the following regularized hamiltonian: HL =
∑L
l=0 hl Pl, where we as-
sume that hl is very rapidly increasing to +∞. It is obvious that we are in the setting of
Section II, and in particular that [S,HL] = 0 for all L <∞. It can be deduced easily that,
∥∥S−1 (eiHLt − eiHM t)∥∥ ≤
√√√√ L∑
k=M+1
(1 + k)−2 → 0,
assuming that L > M and sending L,M to infinity. In this case, therefore, it is enough to
choose n = 1 in Proposition 1 and we see explicitly that the sequence {hl} play no role in the
analysis of the dynamics: αt can be defined for each choice of {hh}.
Example 2: Let us now discuss another example, related to an infinitely extended physical
system. We consider a lattice Λ labeled by positive integers. To each lattice site p is associated
a two-dimensional Hilbert space generated by two ortonormal vectors ϕ
(0)
p and ϕ
(1)
p . These
vectors can be constructed as follows: let ap, a
†
p and Np = a
†
p ap be the annihilation, creation
and number operators, satisfying {ap, a
†
p} = ap, a
†
p + a
†
pap = 1 p. Now ϕ
(0)
p is the vacuum of ap:
apϕ
(0)
p = 0, while ϕ
(1)
p = a†p ϕ0. Given a sequence {n} = {n1, n2, n3, . . .}, np = 0, 1 for all p ∈ N,
we can construct the following infinite tensor product vector: ϕ{n} = ⊗p∈Nϕ
(np)
p , which belongs
to the space H∞ := ⊗n∈NHn. We refer to [20] for the details of the construction of an infinite
tensor product Hilbert space.
Let us introduce the set F := {ϕ{n} ∈ H∞ such that
∑
p np < ∞}, and let H be the
Hilbert space generated by all these vectors. Given a bounded operator on Hp, Xp ∈ B(Hp),
we associate a bounded operator Xˆp on H as follows:
Xˆpϕ{n} =
(
⊗q 6=p1 qϕ
(nq)
q
)
⊗
(
Xpϕ
(np)
p
)
In this way we associate to Np an operator Nˆp, and then we construct Nˆ =
∑
p Nˆp. Of course,
each vector in F is an eigenstate of Nˆ : Nˆϕ{n} = nϕ{n}, where n =
∑
p np. But for the lowest
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eigenvalue, n = 0, all the other eigenvalues are degenerate. For instance, the eigenvectors
associated to the eigenvalue n = 1 are, among the others, ϕ
(1,a)
{n} := ϕ
(1)
1 ⊗ ϕ
(0)
2 ⊗ ϕ
(0)
3 ⊗ · · · ,
ϕ
(1,b)
{n} := ϕ
(0)
1 ⊗ ϕ
(1)
2 ⊗ ϕ
(0)
3 ⊗ · · · , ϕ
(1,c)
{n} := ϕ
(0)
1 ⊗ ϕ
(0)
2 ⊗ ϕ
(1)
3 ⊗ · · · and so on. These vectors are
mutually orthogonal and define orthogonal projectors in the standard way: ϕ
(1,a)
{n} → Pˆ1,af =<
ϕ
(1,a)
{n} , f > ϕ
(1,a)
{n} , f ∈ H, and so on. Let now introduce Pˆn =
∑
k∈In Pˆn,k, where In is the
set labeling the degeneration of the eigenvalue n. The operator Nˆ can be written in terms
of these projectors as Nˆ =
∑∞
n=0 n Pˆn. Since Nˆ
−1 does not exist, it is necessary to shift Nˆ
by adding, for instance, the identity operator. Therefore we put, as in the previous example,
Sˆ = 1ˆ+ Nˆ =
∑∞
n=0 (1+n) Pˆn. Once again, if the regularized hamiltonian HL can be written as
HL =
∑L
l=0 hlPˆl, no matter how the hl’s look like,
∥∥S−1 (eiHLt − eiHM t)∥∥→ 0 when L,M →∞.
Example 3: This example differs from the previous ones in that the projectors appearing
in the spectral decomposition of S and HL are different. More explicitly we assume that
S =
∑∞
l=0 slPl and HL =
∑L
l=0 hlΠl, with Pl 6= Πj for all l and j. Of course, this implies that
[HL, HM ] = 0 for all L,M , while, in general, [S,HL] 6= 0. For simplicity reasons we consider
here only the situation in which the relevant quantity to estimate is S−n
(
eiHLt − eiHM t
)
rather
than S−n+k
(
eiHLt − eiHM t
)
S−k. Quite easy estimates allows us to write, for fixed n and L > M ,
IL,M :=
∥∥S−n (eiHLt − eiHM t)∥∥ ≤
∞∑
l=0
L∑
k=M+1
s−nl ‖PlΠk‖
It is clear that if Πk = Pk we would have ‖PlΠk‖ = δl,k and, if {s
−n
l } ∈ l
1(N), then IL,M → 0
when L,M →∞. This same conclusion can be deduced even under more general assumptions
on Πk. For instance, if we have ‖PlΠk‖ =
∑R
j=0 β
(l,k)
j δl,k+j for some finite R and for a set of
real coefficients β
(l,k)
j , we can estimate IL,M as follows:
IL,M ≤
L∑
k=M+1
(
s−nk + s
−n
k+1 + · · ·+ s
−n
k+R
)
and the right-hand side goes to zero when L,M → ∞. This condition reproduces explicitly
what has been already discussed in Section II.1.
More interesting is the situation in which R = ∞ in the previous formula, i.e. when
‖PlΠk‖ =
∑∞
j=0 β
(l,k)
j δl,k+j for some set of real coefficients β
(l,k)
j . First we remark that the
right-hand side is not an infinite sum: on the contrary, for fixed k and l it collapses in a single
contribution. Moreover, since in any case ‖PlΠk‖ ≤ ‖Pl‖ ‖Πk‖ = 1, we deduce that: 0 ≤
β
(k+j,k)
j ≤ 1 for all k, j ≥ 0. Under this assumption we get IL,M ≤
∑∞
j=0
∑L
k=M+1 s
−n
k+j β
(k+j, k)
j .
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It is now easy to find conditions on β
(k+j, k)
j which imply that IL,M → 0 when L,M →∞. The
first possible condition is the following:
β
(l,k)
j = β
(l−k)
j and βj := β
(j)
j = β
(k+j, k)
j ∈ l
1(N) (4.1)
In this case, since the sequence {s−nk } belongs to l
1(N), from some k on we have s−nk+j ≤ s
−n
k for
all j ≥ 0. Hence we get
IL,M ≤
∞∑
j=0
L∑
k=M+1
s−nk βj ≤ ‖β‖1
L∑
k=M+1
s−nk
which goes to zero for L and M diverging.
A different possibility which again implies the same conclusion is the following: suppose
that for each fixed k the series
∑∞
j=0
(
β
(k+j, k)
j
)2
converges to some Bk such that {Bk} belongs
to l1(N). Then again IL,M → 0 when L,M → ∞. Indeed we have, since s
−n
k+j ≤ s
−n
j for all
k ≥ 0 and for each fixed j, IL,M ≤
∑∞
j=0 s
−n
j b
(L,M)
j , where b
(L,M)
j :=
∑L
k=M+1 β
(k+j, k)
j . Then,
using Schwarz inequality, we get
IL,M ≤
√√√√ ∞∑
j=0
s−2nj
√√√√ ∞∑
j=0
(
b
(L,M)
j
)2
,
which shows that IL,M goes to zero if and only if JL,M :=
∑∞
j=0
(
b
(L,M)
j
)2
goes to zero. This
is because
∑∞
j=0 s
−2n
j surely converges, in our hypothesis. Using Schwarz inequality again it is
finally easy to check that JL,M ≤
∑L
k=M+1 Bk, which goes to zero because of our assumption
on Bk.
It is worth stressing that the two different assumptions considered so far are mutually
excluding. In particular, it is clear that if (4.1) holds, then {Bk} cannot belong to l
1(N).
V Conclusions
In this paper we have generalized some of our previous results on the existence of the algebraic
dynamics within the framework of O∗-algebras. In particular we have considered two different
degrees of generalizations: in the first step the topology, the O∗-algebra and the regularized
hamiltonians all arise from the same spectral family {Pl}. We have shown that for each X ∈
L†(D) its time evolution αt(X) can be defined under very general assumptions. Secondly we
have considered a really different situation, in which there is no a priori relation between the
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topological quasi *-algebra L†(D)[τ ] and the family of regularized hamiltonians. In this case
the definition of αt is much harder but can still be achieved, at least on a large subset of L†(D).
Some preliminary physical applications have been considered here, while others are planned
in a future paper, where we also hope to consider in detail the problem of the existence of
other global quantities, like the KMS states, the entropy of the system, and others. We
also will slightly modify our point of view, considering directly the thermodynamical limit
of αtL(X) = e
iHLtXe−iHLt rather than the limit of eiHLt. This, we believe, can enlarge the
range of applicability of our results since the power expansion of αtL(X) = X + it[HL, X ] + · · ·
involves some commutators which, in general, behave much better than HL itself when the
limit for L→∞ is taken. In particular, it should be mentioned that (almost) mean-field spin
models should be treated with this different technique, see [4, 5], rather than with the approach
proposed in this paper, which is more convenient for those systems discussed in [2].
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