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Abstract
The effect of chemistry modeling on the flow structure and quenching limits of
detonations propagating into reactive layers bounded by an inert gas is inves-
tigated numerically. Three different kinetic schemes of increasing complexity
are used to model a stoichiometric H2-O2 mixture: single-step, three-step chain-
branching and detailed chemistry. Results show that while the macroscopic char-
acteristics of this type of detonations (e.g. velocities, cell-size irregularity and
leading shock dynamics) are similar among the models tested, their instantaneous
structures are significantly different before and upon interaction with the inert
layer when compared using a fixed height. When compared at their respective crit-
ical heights, hcrit (i.e. the minimum reactive layer height capable of sustaining det-
onation propagation), similarities in their structures become apparent. The numer-
ically predicted critical heights increase as hcrit, Detailed  hcrit, 1-Step < hcrit, 3-Step.
Notably, hcrit, Detailed was found to be in agreement with experimentally reported
values. The physical mechanisms present in detailed chemistry and neglected in
simplified kinetics, anticipated to be responsible for the discrepancies obtained,
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are discussed in detail.
Keywords: Detonation dynamics, chemistry modeling, simplified kinetics,
detailed chemistry, quenching limits, numerical simulation
1. Introduction
A detonation is a combustion front coupled with a strong leading shock wave
that travels supersonically with respect to reactants at rest. Its propagation mech-
anism can be summarized as follows: (i) the shock wave compresses and heats
up fresh reactants; (ii) due to the high temperature sensitivity of the chemistry
this abrupt temperature increase results in very fast chemical reactions; and (iii)
the volumetric expansion of the burnt gases across the reaction zone drives the
leading shock wave forward. A strong coupling between the leading shock wave
and the reaction zone is a key feature of self-sustained detonation waves [1]. The
one-dimensional laminar structure of a detonation is then composed of an induc-
tion length, lind (i.e. the distance between the leading shock and the start of heat
release), and a reaction zone across which temperature increases and density de-
creases resulting in flow expansion to the speed of sound in burnt products (i.e.
sonic point) -the distance between the leading shock and the sonic plane is typi-
cally referred to as the hydrodynamic thickness, ht [2, 3].
In reality, detonations exhibit an unsteady multidimensional cellular structure
that departs significantly from its laminar description [4] drawn by the triple points
formed by the interaction of the leading shock, and transverse waves traveling
along the height of the wave. As a result, lind and ht (characteristic length scales
of detonations) become dynamic entities. Any disturbance coming towards the
leading shock and reaction zone complex from regions downstream of the hydro-
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dynamic thickness or upstream of the leading shock will not affect the dynamics
of the detonation wave. However, it remains vulnerable to the influence of the
boundaries confining the wave. The nature of these boundaries and their length
scale ratios to the detonation cell size, λ, and/or ht, result in a detonation veloc-
ity deficit, defined as a percentage of the ideal detonation propagation velocity,
D/DCJ, and eventually quenching. Various boundary conditions have been inves-
tigated in literature. They can be classified in two main categories: (i) smooth
boundaries, such as constant cross section tubes [5], divergent channels [6] and
yielding confinements [7]; and (ii) rough boundaries, such as tubes with obsta-
cles [8] and porous walls [9]. The main failure mechanisms described are lateral
expansion waves and attenuation of transverse waves that lead to the decoupling
of the leading shock wave and the reaction zone. Experimental evidence shows
that the quenching process differs depending on the mixture regularity. In [9] the
critical dimension for detonation propagation in porous walls was determined to
be 11λ and 4λ, for mixtures exhibiting a regular and irregular cellular structures,
respectively. This outcome was attributed to stronger transverse waves that are
able to compensate for the losses, hence rendering the detonation more resilient
to failure.
Another relevant boundary condition comes from the presence of compress-
ible confinement. In this configuration, the detonation front propagates in a layer
of reactive mixture bounded at the top by inert gas. Lateral expansion, deflection
of the products across the oblique transmitted shock, as well as triple point ab-
sorption/reflection at the interface lead to a very complex detonation front struc-
ture. This canonical configuration also has implications for propulsion applica-
tions such as Rotating Detonation Engines, and safety. For the former, under-
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standing non-idealities and predicting the detonation quenching limits is of prime
importance for optimization and practical implementation of these devices; for the
latter, understanding the mechanisms that leads to quenching and re-ignition is vi-
tal to mitigate the consequences of accidental leaks in industries such as nuclear,
chemical processing plants, among others [10].
Classical experiments using the latter configuration were carried out using a
rectangular cross-section composed of three rigid walls and a film separating re-
active and inert mixtures [11, 12, 13]. Schlieren visualization revealed the main
features of the wave complex which consist of a curved detonation front coupled
to a transmitted oblique shock wave in the inert gas and a mixing layer separating
shocked inert gas from hot detonation products. Special attention was given to the
velocity deficit as a function of the height of the channel, the reactive layer height
and the acoustic impedance ratio of inert to reactive gas. The authors found that
the velocity deficit is proportional to the reactive layer height and to the inverse
of the channel width. Furthermore, the acoustic impedance was found to influ-
ence the structure of the propagating wave complex. As the confinement becomes
lighter (i.e. lower acoustic impedance), the oblique shock in the inert gas detaches
and moves ahead of the detonation. The critical height, hcrit, obtained for stoi-
chiometric H2-O2 bounded by N2 was 3λ, and corresponded to a velocity deficit
of 10% (D/DCJ = 0.9) prior to quenching.
Murray and Lee [14] showed that transition from a rigid tube to a yielding
confinement undergoes a first transient with partial quenching and re-ignition fol-
lowed by steady propagation. The transition phase is characterized by generation
of the ignition centers at the interface which sweep between the shock and the
decoupled reaction zone to re-establish the detonation wave. Quenching occurs
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if the detonation is not able to overcome the expansion losses coming from the
interface. Experiments conducted by Rudy et al. [10, 15, 16] and Grune et al. [17]
to determine the propagation limits of detonations in H2-O2 and H2-Air using the
same experimental configuration as Dabora et al. [13] confirmed their findings,
namely a hcrit ∼ 3λ for stoichiometric H2-Air, and 2.4λ ≤ hcrit ≤ 3.6λ for H2-O2.
Reynaud et al. [18, 19] and Mi et al. [20] carried out numerical simulations of
detonation propagation into a reactive gas bounded by an inert gas for mixtures
exhibiting regular and irregular cellular structures. Single-step chemistry with the
same thermodynamic and kinetic parameters for the inert and reactive mixtures
were used in both studies. The inert confinement influences the detonation prop-
agation differently depending on the mixture regularity, and more importantly,
hcrit, was found to be lower for regular than irregular mixtures, characterized by
low and high activation energies, respectively. These results are in disagreement
with the experimental observations in [9]; the discrepancy can be attributed to
the use of inviscid models that fail to capture the mixing and burning of shocked
unburnt mixture left behind the leading shock as argued in [21]. The presence
of unburnt pockets is a characteristic feature of the structure of irregular deto-
nations [22]. However, all the numerical work known to the authors and cited
in [21] share an extra common assumption apart from an inviscid description of
the flow: the chemistry is modeled assuming that the fuel is directly converted into
products following a single irreversible reaction. When attempting to numerically
predict quenching limits in real systems, in addition to the competition between
cooling due to expansion and chemical heat release, the production/consumption
of intermediates (active radicals) could also play an important role in extending or
reducing the detonation propagation envelopes.
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To gain some insight into the role of chemical modeling on the prediction of
quenching limits, the present work uses three different models of increasing com-
plexity: single-step, three-step chain-branching and detailed chemistry, to assess
their effect on hcrit for detonation propagation in a semi-confined environment.
The detonation front dynamics and the two-dimensional structure of the front dur-
ing steady propagation and quenching are examined.
2. Computational methodology
2.1. Governing equations
The flow is assumed to be inviscid and non-conducting hence described by the
2D compressible Euler equations.
∂ρ
∂t
+
∂ρui
∂xi
= 0 (1)
∂ρui
∂t
+
∂(ρuiuj + pδij)
∂xi
= 0 (2)
∂ρet
∂t
+
∂(ρui(et + p))
∂xi
= 0 (3)
∂ρYk
∂t
+
∂ρuiYk
∂xi
= ω˙k, k = 1, ..., N (4)
where ρ, u, p, et, Yk, ω˙k are the density, velocity, pressure, specific total energy,
the mass fraction of species k in a mixture composed of N species, and the net
production/consumption of species k, respectively. δij is the Kronecker delta, and
xi are the horizontal and vertical components of space with i = 1, 2, respectively.
The total energy is expressed as
et = es +
1
2
uiui + q (5)
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which includes the sensible internal energy, es, the kinetic energy, 12uiui, and the
local heat release, q. The system of equations above is closed with an equation of
state following the ideal gas law, p = ρR¯T , where R¯ = Ru/W is the specific gas
constant, Ru the universal gas constant, W the molecular weight of the mixture,
and T is the gas temperature. The expressions for es and q are dependent on the
chemical modeling used.
2.2. Chemistry modeling
2.2.1. Single-step kinetics
The fuel, F , is directly converted into products P following a single irre-
versible Arrhenius reaction:
F As−→ P
The species conservation equation for the fuel, YF , is:
∂ρYF
∂t
+
∂ρuiYF
∂xi
= ω˙F = −ρYFAsexp(−Ea/RuT ) (6)
As and Ea are the pre-exponential factor and the activation energy, respectively.
The mixture is assumed to have a constant ratio of specific heats, γ, whose sensible
internal energy and local heat release are given by es = p/[(γ − 1)ρ], and q =
(1− Yf )Q; Q is the energy content of the mixture.
2.2.2. Three-step chain-branching kinetics
In reality, chemical conversion of reactants into products does not take place
in a single step, but through a sequence of intermediate stages which typically in-
clude chain-initiation, chain-branching and termination steps [23]. Therefore, we
account for a few elementary reactions using a three-step chain-branching scheme
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originally proposed in [24]. To retain the essential dynamics of a real chain-
branching reaction, the model consists, at first, of a thermally neutral initiation
step with high activation energy in the Arrhenius term, which produces a small
concentration of chain-carriers, R, from the fuel, F . Followed by a branching-
step, also thermally neutral and of Arrhenius type, with lower activation energy
to allow for the concentration of chain-carriers to increase rapidly. Finally, an
exothermic termination step in which chain-carriers are converted into products,
P , at a constant rate. Note that heat release could be associated with any/all steps,
however here, heat release is only associated with the termination step. This as-
sumption is a good approximation for H2 mixtures, whereas for some hydrocar-
bons (e.g. acetylene), the branching steps may also release significant heat [25].
Three-step models [23, 26, 24, 27] allow much more flexibility than single-step
kinetics which unavoidably associates heat release with initiation, and offer addi-
tional physical insight with a rather negligible increase in computational cost.
The reaction steps are represented by
Initiation F kI−→ R (7)
Branching F +R kB−→ 2R (8)
Termination R kT−→ P (9)
The species equations and net production/consumption rates of fuel, ω˙F , and
chain-carriers, ω˙R, based on the scheme above are:
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∂ρYF
∂t
+
∂ρuiYF
∂xi
= ω˙F = −rI − rB
∂ρYR
∂t
+
∂ρuiYR
∂xi
= ω˙R = rI + rB − rT
with
rI = kI(ρYF) exp (−EI/RuT )
rB = kB(ρYF)(ρYR)/W exp (−EB/RuT )
rT = kc(ρYR)
The corresponding pre-exponential reaction constants for initiation, branching and
termination are kI = kC exp (EI/RuTI) , kB = kC(W/ρ) exp (EB/RuTB), and
kT = kC , respectively. EI/Ru, and EB/Ru are the initiation and branching ac-
tivation temperatures, and TI and TB are the crossover temperatures at which the
chain-initiation and branching rates become equal to the chain-termination rate.
Finally, the expression for es is the same as for the single-step model, and the local
heat release is given by q = (1− YF − YR)Q.
2.2.3. Detailed kinetics
The detailed mechanism of Me´vel for the oxidation of hydrogen was used [28]
which includes 9 species and 21 reactions. This model has been extensively vali-
dated against experimental databases for laminar burning speeds, ignition delay
times and detonation relevant conditions [29]. For detailed kinetics, the sen-
sible internal energy and local heat release are given by es =
∫ T
Tref
cvdT , and
q = −∑Nk=1 ω˙k∆hof,k; cv and ∆hof,k are the specific heat at constant volume of
the mixture and the entalphy of formation of species k. JANAF polynomials are
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used to account for temperature dependent thermodynamics (i.e. specific heats,
internal energy and enthalpy of the mixture).
2.2.4. Determination of model parameters for simplified kinetics
To model the behavior of a stoichiometric H2-O2 mixture the kinetic param-
eters were determined, for single-step chemistry, by varying As and Ea/Ru to
match the numerically determined cell size and steady detonation velocities with
those reported experimentally [30]. For three-step chain branching chemistry, on
the other hand, kC , EI/Ru, EB/Ru, TI and TB were found by tuning these pa-
rameters to match the constant volume ignition delay times τind, obtained using
the detailed mechanism of Me´vel et al. [28]. The parameters found are As =
1.1 × 109 s−1, and Ea/Ru = 11277 K, for single step; and kC = 2 × 107 s−1,
EI/Ru = 25000 K, EB/Ru = 9300 K, TI = 2431 K, TB = 1430 K, for three-step
chain-branching chemistry. A constant molecular weight of W = 12 g/mol, and
ratio of specific heats of γ = 1.33, are used; Q = 4.80 MJ/kg and 4.99 MJ/kg
for single-step and three-step chain-branching chemistry, respectively.
Figure 1 shows the ignition delay times predicted by each of the three chemical
models, and the percent deviation computed for single-step and three-step chain-
branching chemistry using the ignition delay times from detailed chemistry, τdet as
a reference. Both kinetic models predict the same ignition delay time as detailed
chemistry at the von Neumann state (vN). The change of activation energy typical
of H2 chemistry (i.e. change of slope in black line) is expectedly not captured
by the single-step model. The three-step on the other hand predicts the high and
low temperature delay times with average deviations of less than 5% and 20%,
respectively, and shows a maximum deviation of less than 50% at T ∼ 1250 K.
Single-step chemistry is slower for T > TvN with its deviation increasing linearly
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Figure 1: Top: constant volume induction times as a function of inverse temperature. Initial
conditions (von Neumann state) computed for a stoichiometric H2-O2 mixture at po = 100 kPa
and To = 295 K. Bottom: percent deviation for single-step and three-step chain-branching with
respect to detailed chemistry.
with temperature from 0− 75%, and progressively faster for 1250 K < T < TvN.
For lower temperatures (T < 1250 K) the differences in ignition delay times are
close to 4 orders of magnitude.
2.3. Numerical methods
The governing equations were integrated using our parallel in-house code
RESIDENT (REcycling mesh SImulation of DEtonations). Spatial discretiza-
tion is performed using finite differences along with directional splitting to cou-
ple the hydrodynamics and the chemistry. The characteristic variables are recon-
structed at the cell boundaries using a ninth order monotonicity preserving scheme
[31], which allows for a reduction of dissipation and provides improved accuracy
even in the presence of strong flow discontinuities (i.e shocks and contact sur-
11
faces) [32, 33]. The Approximate Riemann solver of Toro (HLLC) [34] with the
fix of Shen et al. [35] for the shear wave is used to compute the numerical fluxes.
A third-order TVD explicit Runge-Kutta is selected for the temporal integration
with a CFL number of 0.2. Additionally, a sliding window technique was used
that allowed to follow the detonation as it propagated into mixture at rest. This
permitted to have a fixed number of cells in the computational domain at all times
irrespective of the length of the channel computed [36, 37]. Special care was taken
to ensure that the size of the window used did not influence the flow structure and
quenching limits reported.
The chemistry is integrated as follows: using an analytical solution that entails
freezing the Arrhenius term during the chemical time step for single-step; explic-
itly for three-step chain-branching; and using a semi-implicit preconditioned it-
erative method based on a diagonal approximation of the chemical Jacobian for
detailed chemistry, see Savard et al. [38]. This numerical integration method has
been validated for stiff chemistry, and shown to be stable and to provide good con-
vergence rates for time steps larger than 1µs. Note that this is useful in the context
of direct numerical simulation of turbulent flames, where low Mach number ap-
proximations are the norm, and time steps are often restricted by the chemistry
instead of the convective time scale. For high speed compressible flow however,
the convective and chemical time scales are comparable and typical time steps are
significantly lower than 1µs, hence the species lifetimes contained in the diagonal
preconditioner will necessarily capture all critical small chemical time scales. In
our calculations, only one iteration step is required.
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2.4. Domain, initial and boundary conditions
A schematic of the simulation setup is shown in Fig. 2. The simulations were
run in two steps. First, a detonation was initiated and allowed to propagate in a
channel completely filled with reactive mixture (i.e. stoichiometric H2-O2) until
a quasi-steady structure was achieved (∼ 100 µs of propagation). The initial
conditions used were po = 100 kPa, To = 300 K with mass fractions of fuel, YF ,o
= 1 for single-step kinetics; and fuel and radical species YF ,o = 1 and YR,o = 0
for three-step chain-branching kinetics. For detailed chemistry, the initial mass
fractions of H2 and O2 are YH2,o = 0.1112 and YO2,o = 0.8888.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Simulation setup and computational strategy to determine the critical height.
Second, the resulting fields were used as initial conditions for separate sim-
ulations in which the channel height was filled with a layer of inert mixture. In
order to have a meaningful comparison with the simplified models the acoustic
impedance ratio, (ρa)inert/(ρa)react where a is the speed of sound, was kept con-
stant to a value representative of stoichiometric H2-O2 bounded by N2 (YN2,o = 1)
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at To, [(γinertWinertTreact)/(γreactWreactTinert)]1/2 = 1.52. Given the assumptions
of the simplified kinetics (i.e. constant γ and W ), the temperature of the inert
layer was computed accordingly, therefore characterized by YF ,o = YR,o = 0, and
Tinert = 130 K. The boundary conditions are specified in Fig. 2.
Different reactive layer heights, h, were tested to find the minimum height
capable of sustaining a detonation, hcrit. The resolution used was uniform and set
to ∆x = ∆y = 10 pts/lind. A detailed numerical convergence study, included
in Appendix A, was carried out to ensure the resolution chosen was sufficient.
The computations were performed using ∼ 400-500 processsors with an average
of 70 million cells per case; the full study took 2.5 million CPU hours.
3. Results
3.1. Ideal detonation
The simulations run in uniform mixture allow to highlight the differences in
global features among the chemical models. Therefore, in this subsection, we
compare their detonation front dynamics, instantaneous flow fields and numerical
soot foils.
3.1.1. Detonation front dynamics
Figure 3 shows the normalized instantaneous detonation velocity, D/DCJ, and
its probability density function (pdf) measured at the bottom wall of the channel.
The velocity peaks arise from transverse wave and triple point collisions. The
latter collisions give rise to local Mach stems that subsequently decay and evolve
to an incident shock as the speed of the front drops below DCJ, inducing a local
decoupling with the reaction zone. A new cycle begins, upon new triple point
14
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Figure 3: Normalized instantaneous shock front velocity as a function of distance (top), and prob-
ability density function of the leading shock velocity (down) for single-step, three-step chain-
branching and detailed chemistry – ideal detonation. Distance is normalized by the average cell
size λ and the detonation has propagated about 100 µs.
collisions, resulting in an abrupt acceleration of the front. This behavior is char-
acteristic of detonations and all chemical models capture it.
Several features stand out: (i) the most likely velocity lies around unity for three-
step chain-branching and detailed chemistry instead of around 0.85 for single-step
chemistry; (ii) the pdf shows a power-law dependence in the range of 0.85 <
D/DCJ < 1.3 for single-step chemistry; (iii) For three-step chain-branching
and detailed chemistry a rather flat region exists for 0.9 < D/DCJ < 1.25 and
0.8 < D/DCJ < 1.25, respectively. This behavior seems to differ from what pre-
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vious researchers have reported experimentally [39], and numerically [40], how-
ever the conditions here are for larger domains that include many cells across
the channel’s height. (iv) for D/DCJ > 0.9 the front dynamics predicted by
three-step chain-branching and the detailed chemistry are almost the same; for
0.85 < D/DCJ < 0.9 the pdf for detailed chemistry is above that of the three-step
model and below that of the single-step model; (v) single-step chemistry drops
rather quickly below D/DCJ < 0.85, whereas three-step branching and detailed
chemistry show an extended pdf for D/DCJ < 0.8 only dropping abruptly for
D/DCJ < 0.7.
Finally, note that when D/DCJ < 0.86 for thee-step chain-branching chemistry,
the post-shock temperature is below the crossover temperature (Ts < TB) hence
the production of active intermediates is slow resulting in a significant increase in
τind with values that are about two orders of magnitude longer than those associ-
ated with constant volume ignition behind detonation fronts (∼ 1 µs). This will
be shown to affect the nature of the flow fields. Overall the front dynamics seems
to be more accurately captured by three-step chain-branching chemistry.
3.1.2. Instantaneous structure
Instantaneous two-dimensional fields of normalized temperature (T/To), and
magnitude of the density gradient (∇ρ/∇ρmax) are displayed in Fig. 4 for the three
models. The fields are taken after∼ 100 µs corresponding to∼ 300 mm of propa-
gation. This guarantees that a quasi-steady structure, independent of the initiation
transient was achieved. Mach stems and incident shocks are linked with trans-
verse waves which propagate back and forth along the detonation front, becoming
weaker as they get away from the front.
Three different physical mechanisms contribute to the consumption of these
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pockets: (i) constant volume explosion enhanced by transverse waves that repeat-
edly change their thermodynamic state; (ii) transverse waves; (iii) mixing and
diffusive burning. The former two are the only ones the inviscid model used
in this work would capture. In the normalized density gradient fields for de-
tailed chemistry, smaller flow structures and seemingly stronger transverse waves
than those observed for single-step and three-step chain-branching chemistry are
present. This is in line with the observations of Taylor et al. [41]. Finally, the
unburned pockets are larger and seem to last longer downstream of the leading
shock for both simplified models considered, whereas detailed chemistry shows a
more uniform burned gas temperature downstream of the front. The changes in
induction length, lind, along the height of the front for all chemical models, as seen
from these fields, seem to have comparable sizes.
3.1.3. Numerical soot-foils
Numerical soot foils were obtained by tracking the pressure maxima per cell
during the simulation. These records were started after the detonation completed
the initial transient after initiation. Despite the differences observed in the two-
dimensional instantaneous fields, all chemical models yield similar features re-
garding the detonation cell size irregularity (see Fig. 5). The cell size was nu-
merically estimated to lie in the range of 0.9 mm ≤ λnum ≤ 1.9 mm whereas
the cell size reported experimentally is in the range of 1.4 mm ≤ λexp ≤ 2.1
mm [30]. The smaller cell size predicted by detailed chemistry is somewhat ex-
pected and not due to lack of resolution (see Appendix A) but rather due to vibra-
tional non-equilibrium effects [42], reaction model uncertainties and/or potential
three-dimensional effects [43].
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Figure 5: Numerical soot-foils for single-step (top), three-step chain-branching (center) and de-
tailed chemistry (bottom). The height of the reactive layer is h = 20 mm.
3.2. Semi-confined detonation
The differences between the three models in the semi-confined case are in-
vestigated in this subsection. The quasi-steady detonation computed above will
now propagate into reactive mixture bounded by an inert layer. Based on pre-
vious work performed in our group [19], the critical height for a stoichiometric
H2-O2 mixture bounded by N2 modeled using single-step chemistry was found to
be hcrit = 18 mm. Using a layer height slightly above this value, h = 20 mm, we
carried out simulations to compare the main features among the three chemical
models.
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3.2.1. Global features
Figure 6 shows a comparison of the flowfields obtained after 20 µs of prop-
agation. In all cases, characteristic traits of non-ideal detonations are recovered,
namely a curved front, an oblique transmitted shock and a shear layer separating
shocked inert gas from detonation products. However, significant differences ap-
pear. While the detonation seems to propagate comfortably in the detailed chem-
istry case, the structure in the single-step and three-step cases exhibits a more ir-
regular behavior with sizable pockets of unburnt gas distributed over the flow field,
as well as larger distances between the leading shock and the reaction zone in the
vicinity of the interface. The detonation front is curved for all chemical models
which is an inherent signature of a velocity deficit. Detailed chemistry seems to
be less affected by the inert boundary showing less curvature, whereas single-step
and three-step chemistry shows larger bulbs and more pronounced cusps.
Further examination of the flow field at longer times (Fig. 7), after ∼ 100 µs
of interaction with the interface, reveals that the detonation continues to propa-
gate without any issues for single-step and detailed chemistry; three-step chain-
branching chemistry, on the other hand, is incapable of sustaining a detonation at
this layer height. This outcome suggests that the quenching limits, characterized
here using hcrit, are dependent on the choice of chemical modeling used. In order
to find hcrit for three-step chain-branching and detailed chemistry, the value of h
should be increased and decreased, respectively, since for the former the detona-
tion failed to propagate, whereas for the latter it transmitted successfully. Fifteen
additional simulations were run, progressively increasing/decreasing the value of
h, to quantify the differences in hcrit among the chemical models.
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Figure 6: Instantaneous detonation structure for single-step (top), three-step chain-branching (cen-
ter) and detailed chemistry (bottom) after 20 µs of propagation into the reactive/inert layer com-
plex. The height of the reactive layer is h = 20 mm. The solid horizontal line in normalized
magnitude of density is a visual aid showing the location of the reactive/inert interface.
3.2.2. Critical heights and quenching dynamics
The values of hcrit found are 18, 20 and 6 mm for single-step, three-step and
detailed chemistry, respectively. While the differences in flow structure were more
21
Figure 7: Instantaneous detonation structure for single-step (top), three-step chain-branching (cen-
ter) and detailed chemistry (bottom) after 100 µs of propagation into the reactive/inert layer com-
plex. The height of the reactive layer is h = 20 mm. The solid horizontal line in normalized
magnitude of density is a visual aid showing the location of the reactive/inert interface.
pronounced when comparing the models at fixed heights (Figs. 6 and 7), close to
hcrit, the flow fields show some similarities (Fig. 8), namely increased curvature
and presence of unburnt pockets, as well as two distinct zones: (i) strong decou-
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pling of the leading shock and reaction zone close to the interface; and (ii) nearly
undisturbed propagation as the bottom wall is approached.
Figure 8: Comparison of flow structures at heights slightly above hcrit for single-step (left), three-
step chain-branching (center) and detailed chemistry (right).
To further investigate the quenching dynamics, numerical soot foils for heights
slightly above hcrit were examined to observe how the detonation wave experi-
ences losses. The reactive/inert layer complex is located 10 mm away from the
left boundary (x = 10 mm) for all the chemical models tested.
Figure 9 displays soot foil records with single-step for h = 22 mm (top) and
hcrit = 18 mm (bottom). For h > hcrit, the detonation successfully propagates, the
initial interaction with the interface results in oblique streaks traveling toward the
bottom wall along which the cell size increases. This increase in cell size is caused
by unsteady expansion waves coming from the interface which partially decouple
the leading shock and reaction zone. Upon reflection at the bottom wall (x = 60
mm) a new curved streak of cells is formed, now oriented towards the interface
(x = 80−90 mm); upstream of it, re-ignition occurs accompanied by smaller cells
suggesting the presence of a locally overdriven front that subsequently propagates
without failing through the reactive layer. For h = hcrit, the dynamics is similar to
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that described above, except that after the first reflection from the bottom wall, the
detonation is not able to continue propagating. The thermodynamic state (p, T )
generated at the wall upon reflection, and the chemical time scale associated with
it, is not strong enough to compete with the expansion induced cooling coming
from the interface which results in total quenching of the front. The distance to
quenching for single-step chemistry lies between 50 - 70 mm after interaction with
the interface.
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Figure 9: Numerical soot foils for single-step chemistry for two reactive layer heights: h = 22 mm
- top; hcrit = 18 mm - bottom.
The numerical soot foils for three-step chain-branching kinetics show a some-
what different evolution for h = 24 mm > hcrit (Fig. 10 - top). Two phases in the
transients of the interaction are evident: (i) a thick clear band forms immediately
after contact with the interface between inert and reactive mixture (10 mm < x <
75 mm), the absence of cells in this region indicate that full decoupling between
the reaction zone and leading shock occurred leading to partial quenching of the
front. This is in contrast with the dynamics described above for single-step kinet-
ics where only a gradual increase of cell size was observed. (ii) Upon reflection at
x ∼ 90 mm, and following the interaction with ignition centers generated at the
interface that sweep inward toward the bottom wall, the front is fully re-initiated
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at x ∼ 98 mm. Similar observations were reported in experiments performed by
Murray and Lee [14]. For h = hcrit = 20 mm, Fig. 10 - bottom, shows essentially
the same quenching mechanism as that described for single-step kinetics, with
seemingly stronger expansion waves entering the reaction zone leading to full de-
coupling and failed re-ignition following triple point reflections from the bottom
wall at x = 120 mm. The detonation front quenches after 140 mm of propagation
following interaction with the interface.
0
10
20
30
y
[m
m
]
0 50 100 150
x [mm]
0
10
20
30
y
[m
m
]
Figure 10: Numerical soot foils for three-step chain-branching chemistry for two reactive layer
heights: h = 24 mm - top; hcrit = 20 mm - bottom.
The evolution obtained for detailed chemistry seems to be more rich includ-
ing some of the features observed in single-step and three-step chain-branching
chemistry. For h = 8 mm > hcrit (Fig. 11 - top) shortly after the interaction with
the interface (10 mm < x < 55 mm) the cell size increases gradually without lo-
cal quenching in line with the dynamics described for single-step chemistry; for
50 mm < x < 115 mm the thick clear band is evidence of full local quenching of
the front, now in line with the dynamics described for three-step chain-branching
chemistry. In contrast with the two previous cases, re-establishment of the det-
onation wave takes place through several quenching and re-ignition steps. Final
successful re-ignition occurs upon reflection from the bottom wall at x ∼ 105
mm; ignition centers emerging from the yielding confinement re-initiate the det-
25
onation wave [12, 13]. For h = hcrit = 6 mm (Fig. 11 - bottom), the failure of
the front occurs through a gradual separation between the reaction zone and lead-
ing shock as cooling induced expansion emanating from the interface quenches
the chemistry. No local quenching or re-ignition attempts were observed at this
reactive layer height. Distance to quenching for detailed chemistry was 60 mm.
Three-step chain-branching and detailed chemistry show similar re-initiation dy-
namics.
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Figure 11: Numerical soot foils for detailed chemistry for two reactive layer heights: h = 8 mm
- top; hcrit = 6 mm - bottom. Note that the horizontal and vertical scales are different to ease
visualization of the cellular structure.
Table 1 summarizes the critical heights and quenching distances obtained. The
value of hcrit predicted by detailed chemistry is in very good agreement with ex-
perimentally reported values [17]. Simplified kinetics yield hcrit values that are
approximately three times larger than those obtained with detailed chemistry.
Finally, regarding quenching distances, single-step and detailed chemistry both
show similar values; three-step chemistry takes 2.3 - 2.8 times longer to quench
when compared with detailed and single-step chemistry, respectively.
3.2.3. Unburnt pocket analysis
In an attempt to understand the increased resistance that detailed chemistry
exhibits we analyze in detail one of the mechanisms whereby unburnt pockets get
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Table 1: Critical heights and quenching distances predicted with different chemical models.
Chemistry modeling hcrit (mm) Quenching distance (mm)
Single-step 18 50
Three-step 20 140
Detailed 6 60
consumed (i.e. constant volume explosion) and also provide a simple estimate of
the time scales for diffusive burning. Figure 12 shows an overview of the full flow
field shortly after interaction with the inert interface, and a zoom to the region of
interest.
Using the thermodynamic state (p and T ) in five different locations inside the
unburnt pocket (see close-up to normalized density gradient) constant volume de-
lay times were computed in two different ways: (i) assuming the composition to
be that of fresh mixture (YH2,o and YO2,o) - case 1; (ii) using the actual local compo-
sitions (Yi) - case 2. This was done to assess the effect of incipient intermediates
on the delay times. For single-step and three-step chemistry only case 1 can be
considered using Yf = 1.
The presence of intermediates expectedly resulted in faster τind (see Fig. 13)
but the differences are not significant to provide any clue regarding the increased
resistance of the wave to failure. Bear in mind however that the thermodynamic
state of this pocket is constantly changing as it is subjected to transverse and ex-
pansion waves of various strengths whose overall effect could result in a effective
decrease in τind. Moreover, there are variations of more than two orders of magni-
tude in τind across the points examined that single-step chemistry does not capture.
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Figure 12: Top: normalized magnitude of density gradient,∇ρ/∇ρmax, of full flow field. Bottom:
close-up to unburnt pocket on one pocket of unburnt gas.
A simple order of magnitude estimate to determine whether the time scales for
diffusive burning are comparable with those computed above for the chemistry, is
to take the ratio of the square of a characteristic length scale associated with the
pocket (0.1 − 0.5 mm - measured from the flow field) to the thermal diffusivity
of the mixture at the local thermodynamic conditions, τdiff = L2/α. Taking the
minimum and maximum values of p and T in the pocket (1205 kPa; 920 K and
1782 kPa; 1134 K), α varies from 4.317 × 10−5 to 4.536 × 10−5 m2/s. Taking
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Figure 13: Constant volume delay times, τind, computed at different locations inside the unburnt
pocket.
its arithmetic average and the values of L above, the diffusive time scale ranges
between 2.226 × 10−4 s ≤ τdiff ≤ 5.648 × 10−3 s which are of the same order of
τind in Fig. 13 but far from typical detonation time scales (∼ 1 µs). Based on this
estimate it is plausible that diffusive effects may play a role in burning the pockets
but since the inviscid model use here does not include them and the value of
hcrit obtained is in agreement with experimental observations there must be other
factors at play present in detailed chemistry driving the dynamics of quenching.
Detailed chemistry accounts for changes in molecular weight, W , and ratio
of specific heats, γ, as a function of T typically neglected in simplified descrip-
tions of the chemistry, as well as for the various chemical time scales associated
with each of the elementary reactions present in the mechanism. Fig.12, displays
the variations in W and γ within the unburnt pocket and as it transits to burnt
conditions. W varies from 12 g/mol in shocked fresh mixture to 14-16 g/mol in
burnt mixture (due to dissociation) leading to an increase in temperature of the
products, whereas γ shows more significant variations within the pocket itself
(1.33-1.36) followed by a decrease toward ∼ 1.21 in burnt products. None of
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these observations allow to provide conclusive answers regarding the differences
in hcrit obtained among the chemical models.
3.2.4. Comparison among the ZND profiles
The ZND (Zel’dovich-von Neumann-Do¨ring) structure obtained with all chem-
ical models is shown in Fig. 14. The characteristic lengths for each are: a half
reaction length of l1/2, 1-Step = 91µm for single-step, defined as the distance from
the leading shock to the location where half of the fuel is consumed. As men-
tioned earlier, single-step models do not have a clearly defined thermally neutral
zone before heat release; for three-step chain-branching and detailed chemistry:
lind, 3-Step = 17µm and lind, Detailed = 35µm, respectively, formally defined as the
distance from the leading shock to maximum thermicity σ˙max.
The pressure and density profiles show only slight differences at the von Neu-
mann state (vN - x/lind = 0) with simplified kinetics over predicting it. The
Chapman-Jouguet state (CJ - x/lind ∼ 7) is well captured by all models. The tem-
perature profiles show the opposite behavior as T is higher for detailed chemistry
at CJ and essentially the same at the vN state for all models. The higher value of
T at CJ for detailed chemistry is simply a consequence of accounting for changes
in W . This can be shown using the ideal gas law: TCJ = (p/ρRu)CJWDetailed, since
the value of the first term on the right hand side of the expression is approximately
the same for all chemical models. Another evident difference in all the profiles
given by simplified kinetics are the trajectories taken to expand the mixture from
vN to CJ.
The thermicity profiles, σ˙, shed some light as to why this is the case and
exhibit the most interesting behavior. The rates at which heat is released, their
maxima, as well as the lengths associated to the induction phase and heat release
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Figure 14: ZND structure obtained using single-step, three-step chain-branching and detailed
chemistry. Pressure, density and temperature are normalized by their values in fresh mixture;
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differ significantly for simplified kinetics as compared to detailed chemistry. This
suggests that the stability of the mixture characterized by the parameter χ [44]
is different even though the simplified models are fitted to supposedly mimic the
same reactive gas (i.e. stoichiometric H2-O2 at atmospheric conditions).
The χ stability parameter [44] is defined as χ = TvN/τind · (∂τind/∂T )vN · lind/lreac
where lreac = uvN/σ˙max is the reaction length; TvN and uvN are the temperature and
flow speed at the von Neumann state. To compare the values of χ among the
chemical models we can write a generic ratio as follows:
χa
χb
=
(
TvN,a
TvN,b
)(
τind,b
τind,a
)(
∂τind,a
∂τind,b
)(
lind,a
lind,b
)(
uvN,b
uvN,a
)(
σ˙max,a
σ˙max,b
)
(10)
where a and b are subscripts corresponding to the models being compared. Since
the von Neumann temperature and associated delay times are approximately the
same for all mechanisms, the first two ratios in Eq. 10 are unity. This simplifies
the expression to:
χa
χb
∼
(
∂τind,a
∂τind,b
)(
lind,a
lind,b
)(
uvN,b
uvN,a
)(
σ˙max,a
σ˙max,b
)
(11)
The values of the remaining ratios can then be computed using Figs. 1 and 14.
χ1-Step
χ3-Step
∼ (0.5) · (5.356) · (1.015) · (0.459) ∼ 1.248
χDetailed
χ3-Step
∼ (1) · (2) · (0.889) · (2.109) ∼ 3.750
χDetailed
χ1-Step
∼ χDetailed
χ3-Step
· χ3-Step
χ1-Step
∼ 3
The results obtained show that while the χ values for the simplified models
are rather close, the differences are large when compared to detailed chemistry.
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4. Discussion and conclusion
Two-dimensional simulations were conducted to assess the influence of the
chemical modeling on the detonation structure and its quenching limits. Three
different kinetic schemes were used to model a stochiometric H2-O2 mixture at
ambient conditions. Additionally, two configurations were investigated: ideal
propagation in a channel and non-ideal semi-confined propagation with eventual
quenching.
Three-step chain-branching chemistry reproduces accurately the spectrum of
induction times as compared to detailed chemistry, in the high and low tempera-
ture regions. Single-step chemistry only captures the high temperature range.
In the ideal case, the cell size was about the same for all mechanisms, which
means that this characteristic length is most probably determined by the high tem-
perature kinetics, as suggested by the phenomenological relations between the cell
size and the induction length, computed at the vN state.
The dynamics of the leading shock for three-step chain-branching and detailed
chemistry were similar, as shown by the pdf of the normalized detonation veloc-
ity, D/DCJ. Detailed chemistry also shows a flat region around the CJ value,
up to values of D/DCJ corresponding to the crossover temperature. Below this
temperature, the ignition times are no longer commensurate with those associated
with adiabatic shock-induced ignition behind detonation fronts. This may explain
the presence of bulbs and cusps in the front for three-step chain-branching chem-
istry. However, this increased curvature is not present in detailed chemistry, which
also exhibits reactant consumption downstream of the transverse waves along the
front. These are the most remarkable features that could explain the resilience of
H2 mixtures to failure.
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The critical heights obtained increase as hcrit, Detailed  hcrit, 1-Step < hcrit, 3-Step.
hcrit, Detailed was by far the lowest among the three chemical models. Although
three-step chain-branching and detailed chemistry share the same ignition delays
and shock dynamics, their predicted critical heights differ significantly
(hcrit, 3-Step/hcrit, Detailed ∼ 3.33). The critical height for single-step, hcrit, 1-Step, on the
other hand, is only 10% less than hcrit, 3-Step. Indeed, the excursion of the detona-
tion wave to low velocities and corresponding post-shock temperatures below the
crossover temperature favors quenching to occur at a height slightly higher than
that of the single-step model whose induction time is shorter. Another differenti-
ating feature between the simplified models in this temperature range is that for
three-step chain-branching chemistry the rate of production of radicals decreases
significantly and heat release to the mixture stops abruptly. This is in contrast
with single-step chemistry where energy deposition continues over a longer spa-
tial scale as evidenced from the thermicity profiles. In real H2 systems however,
there is a change in chemical pathways for T < TB where linear chains take
over, partially converting the H2 to HO2 that in the presence of enough H atoms
can replenish the radical pool through H+HO2→ OH+OH, ultimately resulting in
ignition of the mixture and associated heat release.
Analysis of the induction times of different samples within an unburnt pocket
indicates that the presence of intermediates/active radical cannot solely explain
the observed resistance to losses. As hydrogen is consumed, the molecular weight
increases resulting in temperature rising at a higher rate within the reaction zone
than in the simplified kinetics models. This results in enhanced reactant con-
sumption. Nevertheless, the effective activation energy of the mixture is reduced
whose regularizing effect may not completely explain the emergence of reactive
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transverse waves.
The ratio of χ of single-step to three-step chain-branching chemistry is close
to unity, while those of detailed chemistry to simplified kinetics are significantly
larger (≥ 3). In terms of χ the mixture stability increases (values of χ decrease)
as χDetailed  χ1-Step > χ3-Step. The increase of χ (or equivalently of the reduced
activation energy in the case of single-step models) and associated instabilities
are not sufficient to explain the lower critical height. However, the hcrit results
seem to correlate well with the values of χ obtained (i.e. a plot of χ/χDetailed vs.
hcrit/hcrit, Detailed yields a correlation coefficient R2 = 0.997). This suggests that
improved simplified models could be developed by using the thermicity profiles
together with ignition delay times as fitting targets.
Furthermore, due to the hydrogen depletion, the ratio of specific heats γ ap-
proaches one, crossing over the critical value [45] for which inert/reactive shock
bifurcations give rise to the spontaneous appearance of triple points [46, 47].
These gasdynamics features together with the transverse reactive waves observed
in detailed chemistry may provide the necessary feedback to promote fuel con-
sumption within unburnt pockets, and ultimately account for its observed resis-
tance to losses.
The critical height predicted with detailed chemistry is in good agreement
with experimental data, despite the fact that we neglect three-dimensional effects.
This advocates for the predictive capabilities of detailed chemistry as compared
to simplified kinetics. Nonetheless, we acknowledge that this outcome is specific
to H2 mixtures and direct extrapolation of our results to hydrocarbons may not
be applicable as their cellular structure is very irregular. For the latter it may be
necessary to assess whether diffusive consumption of unburnt pockets plays a role.
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A natural extension of our work would be to allow the three-step chain-branching
model to include molecular weight and ratio of specific heats variations; also, ex-
tension of the simplified kinetics to include competition for radicals as discussed
in [48] may provide the missing physics to improve the predictive capabilities of
simplified models.
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Appendix A. Numerical convergence
A convergence study was performed to determine an adequate spatial reso-
lution to run our simulations. Here, we only show results for three-step chain-
branching and detailed chemistry because the numerical convergence for single-
step has been thoroughly presented in previous work by our group using the same
in-house code [37]. The computational domain used is a channel of Lx = 100
mm by Ly = 2 mm corresponding to ∼ 120 lind and ∼ 60 lind along the height
of the channel for three-step chain-branching and detailed chemistry, respectively.
Four resolutions were tested: 2, 5, 10 and 20 points per induction length lind. The
detonations were initiated by placing a circular region at high pressure and tem-
perature (pign/po ∼ 34; ρign/ρo ∼ 6). A blast wave forms at early stages that
reflects from the top and bottom wall generating a shock-shock interaction near
the center of the channel that transitions into self-sustained detonations. See the
numerical soot foils presented in Figs. A.1 and A.2.
Results are shown for the first 60 mm of the channel. Detailed chemistry
(Fig. A.1) displays clearly the cell size evolution as the resolution is increased,
starting from a very regular structure at lind/2, gradually admitting additional
length scales as more points are included in lind. For all resolutions considered the
detonations undergo two phases: (i) a first transient where the cells are smaller
and regular; a typical feature of overdriven detonations. For higher resolutions
this zone becomes progressively smaller going from 40 mm at lind/5 to 15 mm
at lind/10. This evolution is in line with the discussion in Gamezo et al. [49, 50].
Results for lind/10 and lind/20 yield approximately the same length for the initial
phase. (ii) a second transient where the detonations relax to a steady propagation
velocity and approximately the same level of irregularities in their cellular struc-
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tures. To asses the effect of the mode of initiation, the center of the high pressure
and temperature region was offset. The simulations for lind/2 and lind/5 were re-
peated with this configuration; no appreciable changes were obtained providing
evidence of initiation mode independence.
For three-step chain-branching chemistry (Fig. A.2), in contrast with detailed
chemistry, the length of the initial transient is approximately the same for all res-
olutions; the cellular structure expectedly shows additional irregularities as the
resolution is increased. The detonation dynamics, cell regularity and sizes remain
essentially unchanged when the number of points in lind is doubled from 10 to
20. Previous studies using high-order difference schemes for the study of detona-
tions [37, 20] and mild ignition [51] have reported similar resolution requirements.
44
Detailed
lind/2 lind/5 lind/10 lind/20
0
1
0
2
0
3
0
4
0
5
0
6
0
02
0
1
0
2
0
3
0
4
0
5
0
6
0
02
0
1
0
2
0
3
0
4
0
5
0
6
0
02
0
1
0
2
0
3
0
4
0
5
0
6
0
02
Figure A.1: Numerical soot foils for detailed chemistry as a function of increasing resolution
(∆x = lind/k, k = 2, 5, 10 and 20). Distances are in mm.
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Three-Step
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Figure A.2: Numerical soot foils for three-step chain-branching chemistry as a function of increas-
ing resolution (∆x = lind/k, k = 2, 5, 10 and 20). Distances are in mm.
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