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Abstract
The lattice Boltzmann method (LBM) is a popular numerical framework to investigate single and mul-
tiphase flow though porous media. For estimation of absolute permeability based on micro-tomographic
images of the porous medium, the single-relaxation time (SRT) collision model is the most widely-used,
although the multiple-relaxation-time (MRT) collision model also has recently acquired wider usage,
especially for industrial applications. However, the SRT collision model and a sub-optimal choice of
the MRT collision parameters can both lead to permeability predictions that depend on the relaxation
time, τ . This parametric dependence is nonphysical for Stokes flow in porous media and also leads to
much larger number of iterations required for convergence. In this paper, we performed a systematic
numerical evaluation of the different sets of relaxation parameters in the D3Q19-MRT model for mod-
eling Stokes flow in 3-D microtomographic pore-spaces using the bounceback scheme. These sets of
parameters are evaluated from the point of view of accuracy, convergence rate, and an ability to generate
parameter-independent permeability solutions. Instead of tuning all six independent relaxation rates that
are available in the MRT model, the sets that were analyzed have relaxation rates that depend on one
or two independent parameters, namely τ and Λ. We tested elementary porous media at different image
resolutions and a random packing of spheres at relatively high resolution. We observe that sets of certain
specific relaxation parameters (Sets B, D, or E as listed in Table 2), and τ in the range τ ∈ [1.0, 1.3] can
result in best overall accuracy, convergence rate, and parameter-independent permeability predictions.
1. Introduction
Flow and transport in reservoir rocks and other porous media are strongly dependent on the properties
of the pore-space, such as the geometry, distribution, and connectivity. Laboratory-based core analysis
are the main tools for studying and quantifying rock properties for practical and scientific applications.
Over the past decade, high-resolution, three-dimensional (3-D), X-ray microtomography imaging and
processing capabilities have become widely available [34]. These advances have enabled one to obtain a
3-D reconstructed pore-space domain which serve as an input for the direct numerical simulation of the
underlying fluid and transport processes. In this approach, also commonly called Digital Rock Physics
(DRP) in the oil and gas industry, transport properties of rocks, such as absolute (intrinsic) permeability,
relative permeability, dispersivity, formation factor, etc., are computed on geometries constructed from
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3-D microtomographic images [2]. In this study, we focus on the permeability of a porous medium for
single phase flow for Newtonian fluids.
For direct numerical simulation of flow in microtomographic pores-spaces, the lattice Boltzmann
method (LBM) has emerged as a method of choice [9, 11, 18, 24, 25, 31, 37]. After imaging, a cubic
voxel in the 3-D image is segmented such that each voxel is labeled as either a fluid or a solid. The
resulting fluid-solid interface, henceforth called the solid boundary, is inherently rough and stair-step
patterned, and which represents the surface roughness of the medium at a length scale comparable to
the resolution of the image. Since the pore-space is already discretized via the voxels, the segmented
binary image lends itself immediately to numerical simulations via the LBM without the additional
step of pre-processing, such as surface extraction and volume meshing that is needed in traditional
CFD. Pre-processing techniques, especially for tortuous porous geometries, are tedious and therefore
difficult to scale and automate. Besides this advantage, there are other well-recognized benefits of the
LBM approach, such as the localized nature of the algorithm that enables parallelization and good
performance scalability, both essential features for rapid and routine analysis of very large (> 10243)
images with minimal user interface. One of the main challenges, however, is the is the accuracy of the
predictions.
The accuracy of the permeability predictions on pore-spaces obtained from imaging depend strongly
on the the sampling rate (minimum voxel size) and the thresholding values used for the segmentation
procedure [4]. For a segmented image of a given voxel resolution, within the LBM framework, the overall
accuracy of the permeability predictions depends on boundary schemes for the solid boundary, inlet
and outlet boundary conditions, simulation parameters, and techniques used to initiate the flow within
the porous sample (body-force driven or pressure gradient). Numerical artifacts arising due to each the
above factors contribute to a varying degree to the overall inaccuracy.
The numerical technique used to enforce a zero (no-slip) velocity condition on the solid boundary using
the so-called bounceback (BB) scheme is one of the largest sources of errors. Bounceback boundaries
are particularly simple to implement and have played a major role in making LBM popular. The
simplicity lies in that one simply needs a particular voxel to be labeled as a solid (obstacle) and no
additional numerical procedure is required. Although robust and mass conserving, a well-known defect
of the bounceback scheme is the fact that, when used conjunction with the single-relaxation-time (SRT)
collision model, the exact physical location of the solid boundary depends on the relaxation time τ , a LBM
parameter that numerically sets the kinematic viscosity, ν of the fluid via the relation ν = (τ − 0.5)δt/3.
This spatial error is proportional to (τ−δt/22) [6, 12, 14]. As an example, for Poiseuille flow in a straight
channel, the theoretical permeability value is k = H2/12, while the error in the permeability obtained
numerically with BB-SRT method is equal to (4ν2 − δt/12) [14]. Because τ controls both the kinematic
viscosity and solution accuracy, the computed permeability is said to be viscosity-dependent. Physically
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this means that the effective pore size is a function of viscosity, a clear violation of physical behavior.
In addition to the nonphysical nature of the k − ν dependence, there are several consequences of this
parametric dependence of practical import. Firstly, since the non-dimensional solutions of Stokes flow do
not depend on viscosity, performing simulations with BB-SRT scheme with different values of τ will yield
different permeability values of the porous media. Secondly, since the LBM is not as efficient for steady
flows, a practical method to improve convergence towards the steady state is to use large values of τ or (ν).
However, for τ  1, the numerical errors increase quadratically and therefore not advisable especially
for porous media flow where since the surface to volume ratio is large. Such parametric dependence of
permeability leads to subjectivity or operator bias, much similar to the subjectivity arising due to the
thresholding values used in the image segmentation step- a challenge recognized in the DRP community
[4, 34].
The first and most obvious method to improve to improve the prediction accuracy and reduce k − ν
dependence, is to increase the voxel resolution. This approach is not always practical due to constraints
of the imaging equipment. The second method is to employ more accurate wall-boundary schemes, such
as the multi-reflection scheme, spatial-interpolation based schemes, and other second-order accurate
interpolation-based techniques for curved boundaries [14, 3, 35]. Although these provide improvement
in accuracy, these schemes require that the location of the solid boundary surface be known in reference
to the underlying voxel grid/lattice [1, 8, 29, 23]. The location of the boundary surface is quantified by
the so-called sub-grid or wall distance, usually denoted as qi(x), which represents the projected distance
from the boundary voxel to the solid boundary surface along the lattice links. Wall distances can be
evaluated relatively easily for analytic surfaces, such as spheres, cylinders, and sphere packings, but
can become tedious for microtomographic images due to the additional pre-processing steps, such as
reconstructing a boundary surface using a smoothing (iso-surface extraction) operation based on the
marching-cubes algorithm [23, 36, 37]. With the projected imminent increase in imaging capabilities,
with image datasets as large as 20003 becoming available, the bounceback scheme remains an utilitarian
option for microtomographic image based pore-spaces, especially when large numbers of samples have to
analyzed rapidly from various regions of the reservoir/wells. It should also be noted that, with the SRT
model, the permeability depends on the viscosity even if more accurate boundary schemes are employed
[6].
Therefore, given an a priori choice of the bounceback scheme, the third option to improve the
accuracy and produce viscosity-independent permeability is to use more complex collision models, such
as the multi-relaxation-time (MRT) [5, 20, 22] or two-relaxation-time (TRT) collision models [6, 13, 15].
The essential idea of these collision models is that, unlike the SRT model, the MRT/TRT models provide
additional free relaxation parameters - six in the case of MRT and two in case of TRT-that can be tuned
to obtain more accurate or stable solutions [22]. When the MRT/TRT collision models are applied
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with the bounceback condition, they provide a mechanism to correct for the boundary error (and obtain
viscosity-independent results) by tuning the relaxation parameters, the choice of which is essentially
empirical for non-trivial porous media, such as reservoir rocks. However, it should be noted that the
mere application of MRT/TRT model, instead of the SRT model, may not result in viscosity-independent
results unless the relaxation parameters are carefully chosen. In fact, a sub-optimal choice of the MRT
relaxation parameters does not actually produce to viscosity-independent results as can be seen several
recent works [7, 28, 31]. Therefore, from an application-oriented user perspective, the question remains:
which set of MRT relaxation parameters would provide the most accurate and viscosity-independent (or
parameter-independent) permeability prediction for a certain class of porous media/rocks?
To address this concern, in this paper, we perform a systematic numerical evaluation of the different
sets of relaxation parameters within the MRT framework for modeling Stokes flow in microtomographic
pore-spaces. These sets of relaxation parameters are evaluated from the point of view of accuracy and
an ability to generate viscosity-independent solutions. For this purpose, we study two elementary porous
media (channels with circular and triangular cross sections) and a high-resolution, random, dense packing
of identical spheres, a first-order approximation for sandstone rock. The rest of the paper is organized
as follows. In Sec. 2, we describe the essential details of the LBM collision models, detail the various
parameterization choices for the MRT model, and briefly describe the boundary conditions used in this
study. In Sec. 3, we discuss the result obtained from the numerical experimentation on various porous
geometries and in Sec. 4, we present our conclusions.
2. The Lattice Boltzmann Equation
Compared to the classical approach of directly solving the Navier-Stokes equation to model hydrody-
namics, the lattice Boltzmann equation (LBE) is based on kinetic theory and the Boltzmann equation
[17, 19, 21]. The LBE solves the discrete Boltzmann equation on a space x that is discretely represented
as a lattice δxZd in d dimensions with a lattice constant δx, and where the time t is discretized with
a constant time step-size δt, i.e., tn ∈ δtN0 with N0 = 0, 1, .... The continuous velocity-space of the
Boltzmann equation is approximated by a set of discrete velocities V ≡ {ci|i = 0, 1, · · · , b} that it is
symmetric, V = −V and c0 = 0 [22]. In the LBE, the phase-space (x − c) and the time discretization
are coupled such that for any ci ∈ V, if x is a node, then x + δtci is also a node of the lattice. Such a
lattice is usually denoted as DdQq, where d is number of space dimension and q = b+ 1 represents the
total number of discrete velocities in the set. On such a discrete system, the evolution of the distribution
functions fi(x) is given by:
fi(x+ ciδt, t+ δt) = fi(x, t) + Ciδt+ Fiδt (1)
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where fi, Ci, and Fi are q-dimensional (column) vectors. Eqn. 1 consists of three distinct terms: the term
on the left-hand side describes the free flight (streaming) of the distributions from one computational
(lattice) node to the other according to their discrete velocities ci, Ci describes the local changes to
distributions due to inter-particle collisions, and Fi describes the changes (sources) of momentum density
due to external body forces. The most widely used lattice structure for isothermal hydrodynamics is the
D2Q9 lattice in 2-D and D3Q19 and D3Q15 lattices in 3-D. In this work we use the D3Q19 lattice.
2.1. Collision Models
The most widely used collision model is the so-called Bhatnagar-Gross-Krook (BGK) model, which
assumes that all the distributions relax to a local equilibrium value at a single rate characterized by a
relaxation time τ,
CBGK ≡ −1
τ
[
f(x, t)− f (eq)(x, t)
]
(2)
Since only one relaxation time is used, the BGK model is also termed the single-relaxation-time (SRT)
model. The local equilibrium is given by the Maxwell-Boltzmann distribution, which is itself a function of
the local hydrodynamic variables, feqi = f
eq
i (ρ,u). The functional form of the equilibrium distributions
is obtained by expanding the Maxwell-Boltzmann distribution up to second-order in local flow velocity:
f
(eq)
i (x, t) = wiρ(x, t)
(
1 + (ci · u)
c2s
+ (ci · u)
2
2c4s
− (u · u)2c2s
)
(3)
The relaxation time is related to the fluid’s kinematic viscosity via ν = c2s(τ − 0.5)δt = c2s( 1sν − 0.5)δt,
where sν = 1τ is the relaxation rate. Note that the terms ’relaxation rate’ and ’relaxation parameters’
(in case of MRT/TRT models) are used interchangeably.
2.1.1. MRT Collision Model
In contrast to the SRT model where all distributions relax at a single rate, in the multiple-relaxation-
time (MRT) model, the collision process occurs in the moment space, where each moment of the distribu-
tion can relax towards the local equilibrium at its own independent relaxation rate. The MRT collision
model is based on the generalized lattice Boltzmann equation (GLBE) method, where while the stream-
ing of the populations occurs in the velocity-space, the collision occurs in the moment-space, which is
spanned by the orthogonal eigenvectors basis of the collision operator. The MRT collision operator is
expressed as:
CMRT ≡ −M−1SM[f − f eq] = −M−1S[m−meq] (4)
where M is a q × q matrix that linearly transforms the q-dimensional vector of distribution function f ,
from the velocity-space to a q-dimensional vector m, in the moment-space:
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m = M · f f = M−1 ·m (5)
and the LBE-MRT equation is:
f(x+ ciδt, t+ δt) = f(x, t)−M−1S[m−meq]δt (6)
The rows of the transformation matrix M, for the D3Q19 model consist of 19 orthogonal basis vectors,
can be found in [5]. The corresponding nineteen moments m of the distributions are arranged in the
following sequence:
m ≡ (ρ, e, , jx, qx, jy, qy, jz, qz, 3pxx, 3pixx, pww, piww, pxy, pyz, pxz,mx,my,mz).
Among the 19 moments, the 0th-order moment corresponds to mass density m0 = ρ and the three
1st-order moments correspond to momentum m3,5,7 = jx,y,z = ρ0ux,y,z. The six 2nd-order moments:
m1 = e, m9 = 3pxx, m11 = pww = pyy − pzz and m13,14,15 = pxy,yz,xz correspond to part of the kinetic
energy, the diagonal, and off-diagonal elements of the viscous stress tensor, respectively. Moments higher
than second-order are called as higher-order moments (also ghost moments) and they do not have a clear
physical connection to incompressible Navier-Stokes limit of hydrodynamics, but are characterized by
their dependence on the gradient of the conserved moments. These higher-order moments are the six
3rd-order moments m4,6,8 = qx,y,z, m16,17,18 = mx,y,z and three 4th-order moments m2 = , m10 =
3pixx, m12 = piww. We refer to Table 1 that summarizes these relations.
The equilibrium moments are m0 = meq0 = ρ =
∑
i fi and m3,5,7 = m
eq
3,5,7 = jx,y,z =
∑
i cifi since
density and momentum are conserved during the collision process. The local equilibrium moments for
the non-conserved moments, which are themselves functions of the conserved moments, are given as
[5, 29]:
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meq1 = meqe = 11ρ+
19
ρ0
(j2x + j2y + j2z )
meq2 = meq = 3ρ−
11
2ρ0
(j2x + j2y + j2z )
meq4 = meqqx = −
2
3jx, m
eq
6 = meqqy = −
2
3jy, m
eq
8 = meqqz = −
2
3jz
meq9 = 3peqxx =
1
ρ0
(j2x − j2y − j2z ),meq11 = pww =
1
ρ0
(j2y − j2z ),
meq13 = meqpxy =
1
ρ0
jxjy, m
eq
14 = meqpyz =
1
ρ0
jyjz, m
eq
15 = meqpxz =
1
ρ0
jxjz, (7)
meq10 = meqpixx = −
1
2p
eq
xx, m
eq
12 = meqpiww = −
1
2p
eq
ww,
meq16,17,18 = meqx,y,z = 0
The relaxation rate matrix, S, is a q × q diagonal matrix which consists of the relaxation rate of each
corresponding moment, and which are the eigenvalues of the collision operator M−1SM:
S = diag(0, se, s, 0, sq, 0, sq, 0, sq, sν , spi, sν , spi, sν , sν , sν , sm, sm, sm) (8)
The relaxation rates {si} determine the transport coefficients in the system. The zero relaxation rates
correspond to conserved moments {ρ, jx, jy, jz} while the non-zero relaxation rates are:
s1 = se, s2 = s, s4 = s6 = s8 = sq,
s10 = s12 = spi, s9 = s11 = s13 = s14 = s15 = sν
s16 = s17 = s18 = sm
The relaxation rate sν = 1τ is related to the kinematic viscosity ν via ν = c2s
( 1
sν
− 0.5)δt where for
athermal hydrodynamics c2s = c2/3, where c ≡ δx/δt. The remaining relaxation rates, se, s, sq, spi, and
sm can be set in the range 0 < si < 2 in order to improve the accuracy and stability. Simplifications can
be made for the equilibrium moments of the non-conserved quantities depending upon the flow at hand.
For example, for Stokes flow, the non-linear terms in velocity can be ignored [29]. Another example is
to set equilibrium moments of the higher order moments m2,4,6,8,16,17,18 to zero since these do not have
physical link to the incompressible Navier-Stokes behavior [1]. In this work, for the sake of generality,
we use equilibrium moments as listed in Eqn 7.
The above discussion was valid for flows initiated by pressure gradients, or by shear, i.e. flows in
the absence of external body forces. In the following, we describe the methodology to include external
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Even-order non-conserved (symmetric) moments
2nd-order e pxx pww pxy pyz pxz
m1 m9 m11 m13 m14 m15
4th-order  pixx piww
m2 m10 m12
Odd-order non-conserved (anti-symmetric) moments 3rd-order qx qy qz mx mx mx
m4 m6 m8 m16 m17 m18
Table 1: Non-conserved moments of the D3Q19 lattice
body forces, such as pressure gradient or gravity, within a MRT framework. Given an external body
force density F = ρ0a, where a is the acceleration due to applied force, the effects of this force can be
incorporated in LBE by either modifying the equilibrium distribution function or by adding an explicit
forcing or a source term, Fi [17]. In this study, we employ the method suggested by Guo et al., where
LBE-MRT equation with the force term is given as [16, 17]:
fi(x+ ciδt, t+ δt) = fi(x, t)−M−1
(
S[mi −meqi ]− (I −
1
2S)m
F
i
)
(9)
where I is the q × q identity matrix and mF = mFi = M · Fi are the moments of the forcing term
Fi = {F0, F1, · · ·Fb}T which is related to the Cartesian components of body force F = {Fx, Fy, Fz} as:
Fi = wi
(
ci − ueq
c2s
+ (ci · u
eq) ci
c4s
)
· F (10)
Note that the velocity that is used to calculate the above forcing term and equilibrium moments in Eqn.
10 is shifted, i.e., ρueq =
∑
i fici +
ρoaδt
2 . The velocity field ueq also satisfies the Navier-Stokes equation
up to the second-order in the Chapman-Enskog analysis. In practice, Eqn. 9, is implemented by first
computing the post-collisional moments m∗i :
m∗i = mi − si (mi −meqi ) +
(
I − siδt2
)
mFi (11)
The post-collisional moments are then transformed back to velocity-space distributions f∗i via f∗i =
M−1 · m∗i , after which the regular streaming step is performed. The source moments, mFi = Mi · Fi,
can be pre-computed; in this work, however, we first compute Fi per Eqn. 10, and then perform a
matrix-vector multiplication M · Fi to obtain mFi . A simpler way to include force is to approximate
Fi = 3wiρ0 ci·ac2 and add this term to RHS of Eqn. 6 [29].
2.1.2. TRT Collision Model
The two-relaxation-time (TRT) model is a collision model that combines the improved accuracy
and stability of the MRT model while preserving the simplicity of the SRT model. It was originally
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implemented within the MRT framework (by assuming only two independent relaxation parameters
instead of six) [29], and later was developed independently. Unlike the MRT model, where the populations
are projected on to a space spanned by the polynomial basis vectors, the TRT collision is based on a
symmetry argument where the populations are projected on a pair of link basis vectors. For example,
for a particular discrete velocity ci there is a anti-symmetric velocity ci¯ = −ci, which is true for all
velocities in a particular velocity set; {ci, ci¯} constitute a pair of link basis vector. A projection on to
link basis vectors leads to a decomposition of distributions into symmetric and the anti-symmetric parts,
denoted by a f+i and f−i , respectively, and which can be defined as [19]:
f+i ≡
fi + fi¯
2 , f
−
i ≡
fi − fi¯
2 (12)
f+0 = f0, f−0 = 0 (13)
The symmetric and anti-symmetric part of the equilibrium distributions feq+i and f
eq−
i , respectively, are
defined similarly. Given this decomposition, the TRT collision model can be written as:
CTRTi = −s+
(
f+i − feq+i
)
δt− s− (f−i − feq−i ) δt (14)
and the TRT-LBE is:
fi(x+ ci∆t, t+ ∆t) = fi(x, t)− s+
(
f+i − feq+i
)
δt− s− (f−i − feq−i ) δt. (15)
The symmetric and anti-symmetric distributions each relax with locally prescribed relaxation rates s+
and s−, respectively. s+ is linked to the fluid kinematic viscosity via ν = c2s
( 1
s+δt − 0.5
)
δt, and s− is a
free parameter s− ∈ (0, 2). It should be noted that the functional form of the equilibrium distributions
(feq+i , f
eq−
i ), the lattice weights wi, and the lattice constant cs, are different from those used in the SRT
and MRT collisions. For instance, in MRT-D3Q19, the lattice constant cs = 1/
√
3, while in the TRT
model, cs is a tunable positive parameter. Refer to the original references for further details [6, 15, 32].
The TRT formulation can be also derived from the MRT collision model. That is, the TRT collision
model can be regarded as a particular form of the MRT model when relaxation parameters associated
with the even-order non-conserved MRT moments are set to s+ and odd-order non-conserved moments
are set to s− [15, 14, 22, 18] (see Tables 1 and 2). Finally, when all {si} = s+ = s− = 1τ , the SRT collision
model is recovered. At second order, the incompressible macroscopic mass and momentum conservation
equations are identical for the SRT, TRT, and MRT models, but these models differ for higher-order
approximations.
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Implementations of TRT Model. Practically, there are different ways in which a ’two-relaxation-time’
model can be implemented in a software code. The standard TRT collision model is the formulation
based on the ’link’ basis vectors and which is followed by the original developers of the model, and which
was briefly discussed above. A second method of implementing a TRT model is to employ Eqns. 12- 15,
but rather than the equilibrium and weights developed for the standard TRT, the usual second-order
athermal equilibrium distribution of the SRT collision, i.e., Eqn. 3 is used along with usual weights
and lattice constants of the standard D3Q19 lattice [26]. The third method of implementation is based
on the full MRT formulation, where the even-order MRT moments relax with s+ and odd-order MRT
moments relax with s−, as identified in Table 2. Such a TRT implementation is equivalent to the
standard implementation, but is computationally less efficient. A main advantage, though, is that an
existing MRT code base can be used to obtain TRT-like solutions instead of developing a new standard
TRT code. This approach can be seen as MRT in form (in terms of code) but TRT in effect. This study
adopts the third approach.
2.2. Choice of relaxation parameters
The MRT collision model provides the most degrees of freedom to tune relaxation rates (parameters)
depending upon the flow type and configuration. For the D3Q19 MRT model, there are six free relaxation
rates, namely se, s, sq, spi, sm and sν . ’Optimal’ values of these depends on particular flow type, boundary
conditions, etc., and has to be determined via parametric studies or linear stability analysis - a task
impractical for most flows of practical interests and complexity [22]. In the following, we list five sets of
MRT relaxation rates that were examined in this work. To further aid clarity, we have also presented
them in a tabular form in Table 2.
• Set A: In this case, the relaxation rates related to viscous stresses sν , are set per the kinematic
viscosity, sv = 1τ =
2
6ν+1 , and all other non-hydrodynamic or kinetic relaxation parameters are
assigned a different value. The kinetic parameters, however, are related to the hydrodynamic ones
via the relation 8 (2−sν)(8−sν) . This set of relaxation rates is the same as the ’Case A’ used in [29].
• Set B: The relaxation rates related to bulk, kinetic-energy squared, and viscous stresses are related
and set per se = s = spi = sν = 26ν+1 , and the rest of the kinetic moments relax per sm = sq =
8 (2−sν)(8−sν) . With this choice, the MRT model reduces to a TRT model, since one relaxation rate is
chosen for all even-ordered (symmetric) moments and another for all odd-ordered (anti-symmetric)
modes, while keeping the specific combinations of the relaxation rates fixed when ν varies. In this
case, Set B, in effect, reduces to a TRT model with Λ = 3/16 [13, 14, 15, 22]. Note that for
Λ = 3/8, we have sm = sq = 4 (2−sν)(4+sν) .
• Set C: The set refers to the relaxation rates introduced the seminal paper [5], and is the most
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widely used choice across the LBM field [8, 28, 31]. Here, sν and se are independently varied, and
all other relaxation rates are set to their ’optimized’ values, or set to 1. It should be noted that this
set is ’optimal’ from a stability perspective (since se controls the bulk viscosity), and was obtained
by a linear stability analysis of a 2-D non-linear shear-flow decay. Hence, this set may not optimal
for 3-D Stokes flow through porous media.
• Set D: In this case, similar to Set B, the relaxation rates of even-ordered moments are related and
set per se = s = spi = sν = 26ν+1 . However, we set the rates for the two third-order moments sq and
sm independently: sq = 8 (2−sν)(8−sν) and sm = 4
(2−sν)
(4+sν) . The set is obtained from the parameterization
rule (Rule (19) in [18]) by setting two separate values for the third-order (anti-symmetric) moments,
i.e., Λq =
( 1
sq
− 12
)
= 3/16 and Λm =
( 1
sm
− 12
)
= 3/8. This set effectively reduces the full MRT
model to a three-relaxation time (TrRT) with three independent parameters sν , sq and sm, but,
crucially, where sm and sq vary with sν .
• Set E: This set is a generalization of Set B, by which one can obtain TRT-like solutions using a
MRT framework. Therefore, only two independent parameters are to be chosen. As mentioned
before, all even-order moments relax with s+ = sν , which controls kinematic viscosity. Odd-ordered
moments relax with s− but such that a related parameter remains constant. This parameter, called
the ’magic’ parameter Λ, is defined as:
Λ = Λ+Λ− =
(
1
s+
− 12
)(
1
s−
− 12
)
(16)
Thus, instead of s+and s− being the two independent parameters, in practice, s+ and Λ are the
independent parameters. That is, for a chosen Λ, if s+ is changed to vary the viscosity, then s−
also needs to be changed such that Λ is kept constant. A question therefore arises as to how
to choose an optimal value of Λ. In terms of accuracy and stability, certain special values of Λ
show distinctive proprieties depending upon the flow type and configuration. More specifically,
an analysis of LBM behavior for Poiseuille flow previously showed that Λ controls the location of
the no-slip (zero-velocity) boundary between voxels tagged as fluid and solid. Through such an
analysis, several specific optimal values of Λ have been obtained for simple geometries that allow
exact analytical solutions. For example, using the bounceback scheme and for Poiseuille flow in a
horizontal straight channel, a value of Λ = 3/16 results in the solid boundary being located exactly
in the middle of the solid and fluid voxel, i.e., δx/2 beyond the last fluid voxel. It also yields the
exact permeability [32]. Similarly, with the bounceback scheme and Poiseuille flow in a diagonal
channel, a value of Λ = 3/8 was obtained. However, for Stokes flow through arbitrary porous
geometry and using the bounceback rule, no unique values for Λ exists [6, 18]. Therefore, in order
11
Table 2: Different sets of MRT relaxation rates for the D3Q19 lattice.
Moment Number Set A Set B Set C Set D Set E
sρ s0 0 0 0 0 0
se s1 8 (2−sν)(8−sν) sν =
1
τ 1.19 sν =
1
τ sν =
1
τ
s s2 8 (2−sν)(8−sν) sν =
1
τ 1.4 sν =
1
τ sν =
1
τ
sjx s3 0 0 0 0 0
sqx s4 8
(2−sν)
(8−sν) 8
(2−sν)
(8−sν) 1.2 8
(2−sν)
(8−sν) 2
(2−sν)
(4Λsν−sν+2)
sjy s5 0 0 0 0 0
sqy s6 8
(2−sν)
(8−sν) 8
(2−sν)
(8−sν) 1.2 8
(2−sν)
(8−sν) 2
(2−sν)
(4Λsν−sν+2)
sjz s7 0 0 0 0 0
sqz s8 8
(2−sν)
(8−sν) 8
(2−sν)
(8−sν) 1.2 8
(2−sν)
(8−sν) 2
(2−sν)
(4Λsν−sν+2)
sν s9 sν = 1τ sν =
1
τ sν =
1
τ sν =
1
τ sν =
1
τ
spi s10 8 (2−sν)(8−sν) sν =
1
τ 1.4 sν =
1
τ sν =
1
τ
sν s11 sν = 1τ sν =
1
τ sν =
1
τ sν =
1
τ sν =
1
τ
spi s12 8 (2−sν)(8−sν) sν =
1
τ 1.4 sν =
1
τ sν =
1
τ
sν s13 sν = 1τ sν =
1
τ sν =
1
τ sν =
1
τ sν =
1
τ
sν s14 sν = 1τ sν =
1
τ sν =
1
τ sν =
1
τ sν =
1
τ
sν s15 sν = 1τ sν =
1
τ sν =
1
τ sν =
1
τ sν =
1
τ
sm s16 8 (2−sν)(8−sν) 8
(2−sν)
(8−sν) 1.98 4
(2−sν)
(4+sν) 2
(2−sν)
(4Λsν−sν+2)
sm s17 8 (2−sν)(8−sν) 8
(2−sν)
(8−sν) 1.98 4
(2−sν)
(4+sν) 2
(2−sν)
(4Λsν−sν+2)
sm s18 8 (2−sν)(8−sν) 8
(2−sν)
(8−sν) 1.98 4
(2−sν)
(4+sν) 2
(2−sν)
(4Λsν−sν+2)
to understand the variance of solutions with Λ, we use the two ’basic’ values of Λ = { 316 , 38}, in
addition to Λ = 1/64 which represents a ’small’ value. Also note that Λ = 1/4 is equivalent to the
SRT model with τ = 1, and for Λ = 3/16 the relaxation rates corresponds to those in Set B.
Finally, it should be noted that if all six relaxation rates that are afforded in the D3Q19 MRT model need
to be independently set, then the relaxation rates have to follow the parameterization rule described as
Rule 19 in [18] in order to obtain viscosity-independent results for Stokes flow.
2.3. Inlet/outlet Boundary Conditions
Two types of boundary conditions are required to simulate flow through a porous medium: no-slip
boundary condition on the voxels labeled as solid/obstacle/matrix in the 3-D image, and boundary
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conditions at the inlet/outlet and lateral boundaries. For enforcing the no-slip boundary condition on
solid voxels, we apply the so-called full-way bounceback scheme, an implementational variant of the
bounceback rule. In the full-way bounceback implementation, the distributions are assumed to travel
the complete distance from the bounceback voxel to the solid voxel, where the velocity is reversed in the
collision of the next timestep/iteration. The full-way bounceback is simple to implement, and robust for
tortuous pore geometries, as compared to half-way bounceback.
The choice of boundary conditions on the inlet and outlet planes and on lateral planes (planes normal
to the flow direction) depends on the method used to drive the flow. There are two ways to drive the flow.
The most widely used method is to apply a uniform body force, F = ρa, at every node of the domain,
which corresponds to the presence of gravity or pressure gradient via ∇p = Pin−PoutL = ρa [7, 8, 26, 31].
The force is then incorporated in the LBE equation using Eqn. 9. The use of body forcing, however,
requires that periodic boundary conditions be imposed on the inlet and outlet planes. Physically, for
a computational domain boundary to be periodic, the mass flux exiting a plane perpendicular to the
boundary (e.g. outlet) has to re-enter through the opposite (inlet) plane, i.e., the pore/solid topology
at the inlet and outlet boundaries have to match exactly. While this condition might be satisfied for
some porous media models, such as body-centered cubic (BCC) and face-centered cubic (FCC) sphere
packing, it is strictly not valid for actual rocks and stochastic porous media samples. Application of
periodic boundary conditions in these case may result in creation and destruction of flow pathways
resulting in increased/decreased permeability predictions. To obtain a truly periodic domain, one has
to mirror the porous medium in each of the coordinates axes, which leads to an 8X increase in the
computational domain size [11].
To address this issue, in this work (in Sec. 3.3), we use the technique of padding the inlet and outlet
planes (i.e., planes perpendicular to the direction of applied forcing) with 5 lattice-thick layer of fluid-only
cells. This technique is variously referred to as padding/jacketing/buffering [9, 11, 28, 24].. Additionally,
on the planes perpendicular to the direction of the flow, we apply the symmetry/mirror boundary
condition. In a symmetric boundary condition, the mass flux towards the boundary from one side must
be accompanied by a mirrored flow from the other side resulting in zero net mass flux perpendicular to the
symmetry boundary. Macroscopically, the symmetry boundary implies at the symmetry plane we have
zero normal velocity and zero normal gradients of all variables. LB implementation is straightforward:
after the collision step a mirror image of all particle distributions is constructed for each voxel that
borders the boundary. The second method to drive the flow is by applying a pressure gradient across
the sample by prescribing pressure at the inlet and at the outlet. This technique is used in N-S-based
solvers. In LBM, however, due to the ideal gas (p = ρc2s) and incompressible flow assumptions, the
pressure gradient is implemented by applying a density difference across the sample. Commonly used
techniques to apply a prescribed value of density at inlet or outlet boundaries include non-equilibrium
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(a) Channel with low-
resolution circular cross-
section
(b) Channel with high- resolu-
tion circular cross-section
(c) Channel with a triangular
cross-section
Figure 1: Model pore geometries. Here BLACK indicate pore space available for the fluid phase and WHITE indicates
solid or matrix phase
bounceback (Zou-He), non-equilibrium extrapolation, (GZS), and the anti-bounceback scheme. Refer to
[17, 19] for a detailed discussion on the above- mentioned schemes.
3. Numerical Tests
In this section, we discuss the application of the collision models and the effects of choosing different
sets of relaxation parameters, as described in the previous section. The primary property of interest is
the intrinsic (absolute) permeability. Three geometric models of porous media were considered for which
theoretical or numerical results are available: (i) a 3-D square block permeated with a channel of uniform
circular cross-section (Figs. 1a and 1b); (ii) a 3-D square channel permeated with a channel of uniform
triangular cross-section (Fig. 1c); (iii) a 3-D random pack of identical spheres. For the first two cases,
the images representing the cross-sections were created using Paint.net, a graphics editor program, and
then combined into a single 3-D image stack using ImageJ. The 3-D image stack for the pack of spheres
was obtained from supplementary material provided by [31] and which is also available at [10]. The
images were analyzed and converted into a .dat file using a MATLAB script which serves as an input to
the LBM simulator. In the image-analysis phase, each voxel in the stack is categorized as a fluid voxel
if all its 18 neighbors are fluid and then assigned a flag value of 0, a bounceback voxel if it has both
solid and fluid neighbors and is assigned a flag value 1, and a solid voxel if all its neighbors are solid
voxels and then assigned a flag value of 2. The simulator is developed using Palabos, a open-source,
parallel, LBM software [33]. From an LBM implementation perspective, normal streaming and collision
is performed at a fluid voxel, no LB operations are performed at a solid voxel, and the local collision
rule is modified so as to reverse the directions of the incoming populations at a bounceback voxel.
The main output of the LBM simulator is the local velocity field, u(x), which is the steady-state
solution of the Navier-Stokes equations as recovered by the collision models. Based on Darcy’s law, the
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diagonal component of the permeability tensor K in the jth direction is the computed as [32]:
kj = Kjj =
ν〈uj〉
〈∇p− ρ0Fj〉 (17)
where 〈uj〉 is the volume average of the jth component of velocity field and 〈∇p−ρ0Fj〉 is the component
of the driving force in the j direction. When an external body force is not present, ∇p = 〈pin〉−〈pout〉Nx−1 ,
where 〈pin〉and 〈pout〉 represents the average pressure at the inlet and outlet boundaries, respectively,
and Nx is the number of the images in the direction of forcing. When forcing is used, ∇p is neglected
in the calculation for kj . For all of the results presented below, a steady-state solution is assumed when
the normalized difference between permeability values between time n and n− 1 is less than 10−6:
∣∣∣∣∣knj − k
n−1
j
kj
∣∣∣∣∣ < 10−6. (18)
3.1. Channel with a Circular Cross-Section
Perhaps the simplest porous media model that can be used for validation purposes is a 3-D channel
permeated with a cylindrical bore. Although this geometric model does not have pores and pore throats
like a real rock, it nevertheless serves as a useful means to test the effect of relaxation parameters
in isolation without the complexity of real porous media. It is also broadly useful to validate the
implementation aspects of the simulator, such as boundary conditions, pre-processing methods, etc.
Figs. 1 (a) and (b) show the geometry of the model. Combining the analytical solution for laminar
Poiseuille flow in a pipe and Darcy’s law, we can obtain the theoretical (reference) permeability for a
channel with a cylindrical bore [27]:
kct =
piR4
8A (19)
where A is the cross-sectional area of channel. In the simulations presented in this sub-section, we
prescribe Dirichlet boundary conditions for density (pressure) at the inlet and outlet using the Zou-He
boundary scheme. The pressure difference is kept low enough that Stokes flow (Re  1) is maintained
and LBM-compressibility errors are negligible.
For preliminary validation of the simulator, we first compute the permeability of a channel as a
function of its diameter (porosity). A square channel of size 64x64x64 voxels is permeated with uniform
cylinders of varying diameters, D = {16, 24, 36, 48} in lattice units. Since this study focuses on pore-
spaces obtained from microtomographic images, this test models a hypothetical pore which is being
resolved with higher resolution with increasing diameter. Various permeabilities are computed with
the SRT model with τ = 1, MRT models with the Set B parameters and sν = 1, and the Set E
parameters with sν = 1, Λ = 3/8. Fig. 2 shows the errors in the computed permeability as a function
of diameter (porosity), where the errors are calculated based on reference values obtained from Eqn. 19.
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Figure 2: Errors in permeability of a circular channel as a function of the diameter of the channel for different relaxation
parameters.
We can observe that when the pore-space (of the bore) is resolved very coarsely, the errors in computed
permeability are around 60%, irrespective of the collision models and their relaxation parameters. The
errors, however, decrease from 60% to around 3% with increasing diameter. The decreases in errors
are clearly due to resolution effects, since a larger diameter resolves a circular solid boundary more
finely when represented in terms of voxels. For low-porosity samples in particular, this means that
unless the pores are sufficiently resolved, any set of MRT parameters in particular would yield relatively
large errors. This indicates that the resolution of the microtomographic images of the pore-space is the
dominant factor affecting the accuracy of permeability predictions. This is expected since the stepped
nature of cubic voxels, in general, leads to overestimation of surface area. For example, for a sphere
approximated using cubic voxels, when the ratio of voxel length over the radius of the sphere tends to
zero (increasingly smaller voxel length), the ratio of surface area of a sphere modeled with voxels to that
of a perfect sphere will tend to 3/
√
3 ≈ 1.73. This means that for a sphere approximated with cubic
voxels, the surface area is overestimated by around 70%.
Next, we investigate the dependence of permeability predictions on the choices of relaxation pa-
rameters within the MRT collision model. For this purpose, we use three geometries with circular
cross-sections: (i) a low-resolution channel where the diameter of the cylinder is 32 lattice units, (ii)
a medium-resolution channel where the diameter is 64 lattice units, and (iii) a high-resolution channel
where the diameter is 128 lattice units. The channel square cross section for the low, medium and high
resolutions is 128 × 128, 256 × 256, and 512 × 512, respectively, such that the porosity of all of the
geometries is maintained at φ = 0.196. For each geometry, the viscosity is varied via the relation time,
τ = 1sν and the rest of the MRT relaxation parameters are varied as per Tab. 2. Figs. 3, 4, and 4 show
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the results of the simulations on the low, medium, and high-resolution geometries, respectively, where
normalized permeability predictions are plotted against the relaxation time (viscosity).
We first discuss the issue of viscosity independence. In the case of the channel of low-resolution, the
errors are relatively high (> 12%) for all sets of MRT parameters, as seen in Fig. 3. However, even such a
coarse resolution, we can observe that variance of the normalized permeability over the range of τ (ν) as
obtained with Sets B, D, and E are much smaller (< 0.2%) compared to Set A and C, where the variance
is about 0.5% . This indicates that these parameters sets result in viscosity-independent permeability
values. On the other hand, there is a much wider variance in errors for the SRT and Set A parameters.
Similar trends can be seen in case of medium-resolution images. Notably, we can observe that the popular
set of MRT parameters, i.e. Set C, has a slightly higher variance compared to Sets B, D, and E. For
both the low and medium resolution cases, results obtained for SRT, and Sets A and B is consistent with
the theoretical analysis which show that these cases do not follow rules of parameterization required to
produce ν-independent solutions of Stokes flow, see Rule (19) in [18]. For the high-resolution geometry,
for all of the cases (except the SRT), the variance in computed permeability is much smaller compared
to low and medium resolutions. For Sets B, D, and E, we observe error variance of less than 0.1% as
compared to variance of about 0.3% for Sets A and C. We can also observe that the popular choice of
parameters (Set C) shows slightly larger variation in permeability compared to Sets B, D and E, for both
high and low resolution cases. Finally, across all resolutions, parameter sets B, D, and E consistently
lead to ν−independent results, and in general, dependence of permeability on ν reduces with increasing
resolution of the pore-space.
Next, we consider the issue of accuracy. In low-resolution geometries we can observe that the errors
are considerably higher irrespective of collision model and their parameters. Thus, as mentioned before,
for under-resolved cases, all collision models (including MRT) can experience large errors irrespective
of parameters. In parameter Sets B, D, and E, these errors remain fairly constant with variation of
τ (ν). For Set E, we observe that as Λ increases from 1/64 to 3/8, the accuracy increases for all three
resolutions; thus Λ = 3/8 leads to the smallest errors for each of three resolutions. Notably, in the case of
low-resolution images, small values of Λ result in much larger errors even compared to SRT. These trends
indicate that, for a general porous medium, permeability obtained with the bounceback rule still depends
on Λ mainly due to unresolved pores. Moreover, spatial truncation error remain constant irrespective of
τ and hence the permeability remains independent of τ (ν).
Finally, we have observed that increasing τ leads to faster convergence for all cases, including for the
SRT model. For instance, for the high resolution case with Set D parameters, the number of iterations
required to converge decreased consistently from 19200 for τ = 0.7 to 7900 for τ = 1.6. Similar trends
were observed for all MRT sets of parameters (A-E) and all resolutions.
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Figure 3: Normalized permeability k/kref as a function of relaxation time for channel of size 128 × 128 × 128 permeated
by a circular pipe of diameter D = 32 (low-resolution geometry).
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Figure 4: Normalized permeabilityk/kref as a function of relaxation time for channel of size 256 × 256 × 256 permeated
by a circular pipe of diameter D = 64 (medium-resolution geometry).
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Figure 5: Errors in permeability as a function of relaxation time for channel of size 512×512×512 permeated by a circular
pipe of diameter D = 128 (high-resolution geometry).
20
Figure 6: Normalized permeability function of relaxation time for channel of size 256×256×256 permeated by a triangular
cross-section of side length l = 200 and L = 256
3.2. Channel with Triangular Cross-Section
The next model of porous media that we investigate is a channel with an opening of a triangular
cross-section. Figure 1c show the details of this geometry. The reference permeability, ktref , is computed
as [27]:
ktref =
√
3l4
320A (20)
where l is the length of each side of the triangle and A is cross-sectional area of the channel. The
geometry creation and analysis procedure remains the same as described at the beginning of Sec. 3. In
the results that follow, we considered a channel of size 256× 256× 256 permeated with a triangle where
each side measures 200 lattice units.
In this case of a relatively high-resolution geometry, we can observe from Fig. 6, that parameter
Sets D and E result in very low variance (less than 0.1 % in each case) in permeability prediction over
the entire range of τ that were tested. Similar to the case of circular cross-section, we can observe
that with Set C parameters, the variance is much stronger than in Sets D and E. Among the three sets
of parameters, we find that Set D, where Λq = 3/16 and Λm = 3/8, gives the most accurate overall
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predictions for the channel with triangular cross-section. We also observe that k varies with Λ, which
indicates that overall accuracy of permeability predictions still depends on Λ. This is, again, due to the
finite-resolution of the images where solid boundary and pore-spaces may not be sufficiently resolved.
3.3. Sphere Pack
Random dense packing of identical (monodisperse) spheres serves as a useful geometry for the val-
idation of pore-scale simulations for several reasons. First, experimental measurements can be easily
obtained with sintered glass beads, and both empirical correlations and laboratory measurements are
widely available. Second, random sphere packs are reasonable first-order approximations to sandstone,
and yet are well defined mathematically. Third, a wide range of porosity and resolution can be obtained
both in the laboratory and in simulations by uniform growth or shrinking of the spheres of the packing.
In this study, we use the random sphere packing used in [31]; the entire image dataset is available online
at [30]. The sphere pack dataset consists of 793 .bmp images, each of size 788x791. Fig. 7a shows a cross
sectional view (in the direction of applied forcing) of the sphere pack and Fig. 7b shows a 3-D rendering
of the geometry. The diameter of the spheres is 0.714 mm, and the voxel resolution is 7µm, giving a
lattice nodes per sphere diameter, dsp ≈ 100. The porosity of the sample is φ = 0.34. We again point
out that, in this work, we do not use curved boundary conditions to represent the surface of the spheres;
instead, we use the bounceback boundary condition which the method of choice for pore-spaces obtained
from microtomographic images.
As before, the images were converted to a .dat file which serves as an input for the LBM simulator.
We apply the symmetry boundary condition on domain boundaries that are normal to the flow directions.
Along the flow direction, a 5-layer padding is applied each at the inlet and outlet domain, as described
in Sec. 2.3. The flow is imposed by applying a uniform body force in the positive x-direction: Fx = ρogx
with ρo = 1 and gx = 0.0001; no pressure gradient is explicitly imposed. From the steady-state solution
(Stokes velocity field), the permeability is computed using Eqn. 17. For reference values, we use a value
of kspref = 280, 151mD which is the median value of permeability that was obtained using different LBM
and non-LBM based fluid solvers on the same sphere pack image datasets as used in this study [31]. The
reference sphere pack permeability translates to kspref,lb = 5.62 l.u if expressed in LB units. Permeability
in Darcy units can be converted to LB units, and vice-versa, via the relation kD =klb ×∆x2 × 0.9869,
where kD is permeability in Darcy and ∆x is the voxel resolution in m.
The simulations are performed at three values of relaxation time, τ = {0.7, 1.0, 1.5}. Moreover, in
addition to previously tested parameter sets, we also performed simulations with Set E parameters with
two additional values of Λ, namely Λ = 1/64 and Λ = 1, which represent a lower and higher bound on
Λ values as compared to the ’basic’ values of { 18 , 316 , 14 , 38}.
Fig. 8 shows the computed normalized permeability with various sets of parameters as a function
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(a) Segmented image of a cross-section. Here BLACK indicate pore
space and WHITE indicates solid or matrix space
(b) 3-D rendering of the pore-space in random packing of spheres, where
the gray voxel represent the pore/fluid space. Voxel resolution is 7µm and
porosity of the packing is 0.34.
Figure 7: Random packing of mono-disperse spheres
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of relaxation time (viscosity). As observed previously, the SRT permeability predictions increase with τ
which is a a violation of Stokes flow. Predictions with Set A and shear-optimized parameter set (Set C)
vary with viscosity but the variation is relatively small due to the (relatively) high-resolution nature of
the voxels. Set B, D, and E, on the other hand, show very small variation in permeability with respect to
viscosity which indicates that these parameter sets can generate viscosity-independent Stokes solutions
and permeability for complex pore-spaces. We can also observe that Set A and Set B (Λ = 3/16) result
in the most accurate predictions, followed by Set D (Λm = 3/16,Λm = 3/8), and Set E with Λ = 3/8. We
also observe that very small (Λ = 1/64) and very large (Λ = 1) values of Λ lead to considerably inaccurate
solutions, again, indicating that permeability predictions by MRT collision model (and the bounceback
scheme) depend on Λ. This observation confirms the conclusions in Ref. [18] that Λ ∈ [1/8, 3/8] provides
an optimal range for all resolutions and geometries. Finally, the above results, also indicate that for a
given voxel resolution and pore-geometry, the optimal value ofΛ, in terms of accuracy, may have to
be empirically determined within the bounds Λ ∈ [1/8, 3/8]. Regarding convergence rates, similar to
previous cases, we observed that increasing τ leads to faster convergence. For instance with the Set D
parameters, the number of iterations required to converge decreased consistently from 6800 for τ = 0.7
to 3600 for τ = 1.5. Similar trends were observed for the other sets (A-D) of parameters.
Note that at τ = 1, the SRT predictions are very close to the reference solutions and solutions
obtained from Sets B, D, and E. This indicates that the popular option of setting τ = 1 with SRT model
might be produce reasonably accurate results if the voxel resolution of the micro-tomographic images is
sufficiently high. The option of fixing τ = 1 for the SRT model, however, limits the option to expedite
convergence, since increasing τ to improve convergence will quickly lead to erroneous predictions.
4. Conclusions
In this paper, we performed a systematic numerical evaluation of the different sets of relaxation
parameters in the MRT model for modeling Stokes flow in 3-D microtomographic pore-spaces using the
bounceback scheme. These sets of parameters are evaluated from the point of view of accuracy and an
ability to generate viscosity-independent permeability solutions. Instead of tuning all six independent
relaxation rates that are available in the D3Q19-MRT model, the sets that were analyzed have relaxation
rates that depend on one or two independent parameters, namely τ and Λ. We tested elementary porous
media at different image resolutions and a random packing of spheres at relatively high resolution. We
can then conclude with the following remarks:
• For low-resolution micro-tomographic images, all collision models, including the MRT model and ir-
respective of the relaxation rates, produce solutions with very large numerical errors. Per Poiseuille
law, since the overall flow rate is proportional to square of the cross-sectional area, the smallest
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Figure 8: Normalized permeability of random packing of spheres obtained with different sets of relaxation parameters
where kref , lb = 5.6426 l.u or 280, 151mD.
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pores have little impact of the overall flowrate. Therefore, as long as the larger pores are suffi-
ciently resolved during imaging, the MRT model can produce reasonably accurate predictions. For
low-permeability media, however, unresolved smallest pores are expected to be important.
• For a square channel permeated with a circular bore, among the various Λ = { 164 , 316 , 38}, we observe
that Λ = 3/8 results in the most accurate solutions at all resolutions that were tested. Similarly,
for a channel with triangular cross-section we find the following Λ = 3/16 gives the most accurate
results. On the other hand, for a dense random packing of identical spheres at 7µm resolution,
we observe that Λ ∈ [1/8, 3/8]. This observation is consistent with the observations in [18]. If
the very high resolution images are available, SRT with τ = 1 can also provide permeability with
approximately the same accuracy as MRT models. However, since it leads viscosity-dependent
permeability, the accuracy will vary depending choice of τ .
• For the MRT model, sub-optimal choices of relaxation rates can lead to slower convergence and
viscosity-dependent permeability predictions. In fact, it was observed that the popular choice
of MRT parameters, as proposed in the seminal paper [5], result in permeability that depends
(although weakly) on τ (ν), a nonphysical artifact for simulating Stokes flow. Among the set of
parameters that we tested, Sets B, D, and E consistently produce viscosity-independent (parameter-
independent) results for all cases, for all resolutions, and over the entire range of τ . We also observed
that a larger τ leads to a substantial reduction in the number of iterations required for convergence
without any adverse effects on accuracy. Therefore, if a MRT implementation/code is to be used
for pore-scale Stokes flow, then it is recommended that the relaxation rates (s0 − s18) should be
chosen as per Sets B, D, or E (listed in Table 2) and τ be chosen in the range τ ∈ [1.2, 1.5], in order
to obtain viscosity-independent results, including permeability. For Set E specifically, choosing
Λ ∈ [1/8, 3/8] and τ ∈ [1.0, 1.3] can result in overall superior accuracy, convergence rate, and
parameter-independent predictions.
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