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a b s t r a c t
A key problem in helicopter aeroelastic analysis is the enormous computational time
required for a numerical solution of the nonlinear system of algebraic equations required
for trim, particularly when free wake models are used. Trim requires calculation of the
main rotor and tail rotor controls and the vehicle attitude which leads to the six steady
forces and moments about the helicopter center of gravity to be zero. An appropriate
initial estimate of the trim state is needed for successful helicopter trim. This study aims
to determine the control inputs that can have considerable effect on the convergence of
trim solution in the aeroelastic analysis of helicopter rotors by investigating the basin of
attraction of the nonlinear equations (set of initial guess points from which the nonlinear
equations converge). It is illustrated that the three main rotor pitch controls of collective
pitch, longitudinal cyclic pitch and lateral cyclic pitch have a significant contribution to
the convergence of the trim solution. Trajectories of the Newton iterates are shown and
some ideas for accelerating the convergence of a trim solution in the aeroelastic analysis
of helicopters are proposed. It is found that the basins of attraction can have fractal
boundaries.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Comprehensive helicopter rotor aeroelastic analysis typically involves three nested iterative numerical schemes to solve
for blade response, vehicle trim and free wake inflow distribution on the rotor disk. In general, the word ‘trim’ is used to
imply the correct adjustment of aircraft controls, attitude and cargo in order to obtain a desired steady flight condition [1]. For
rotorcraft analysis, the concept of trimmed flight implies the periodic dynamic solution to a system of nonlinear equations
with unknown parameters (like controls and airframe attitudes), which act as constants and forcing functions in these
nonlinear equations. The parameters must be adjusted such that this periodic solution satisfies the constraints that enable
a desired flight condition. Thus the solution is obtained in controls, attitudes and power required for that flight condition.
The accurate calculation of trim is crucial to the determination of flight mechanics and handling qualities. Furthermore, the
aeroelastic stability of rotorcraft is strongly influenced by trim settings and a periodic trimmed solution. Since the blade
equations are highly nonlinear, an accurate trimmed solution is important to predict the response, vibratory loads and
airframe vibrations.
Selected researchers have looked at the trim solutionmethodologies, the oldest one being the harmonic balancemethod,
which is extended as a general numerical technique and whose use is quite widespread. The harmonic balance method is
used in an iterative fashion for the calculation of coupled rotor/body vibrations [2]. Another popular method is the periodic
shooting method, used to determine the solution to differential equations with periodic coefficients [3]. It is based upon
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Nomenclature
CT Rotor thrust coefficient
c Blade chord
E Young’s modulus
r Position vector of a point on a vortex filament
EIy Flap bending stiffness
EIz Lag bending stiffness
F¯ Force vector
GJ Torsional stiffness
K Finite element stiffness matrix
M Finite element mass matrix
C Finite element damping matrix
F Finite element force vector
p Modal displacement vector
m0 Blade mass per unit length
Nb Number of rotor blades
R Rotor radius
V Helicopter forward speed
V∞ Free-stream velocity
Vind Induced velocity vector
µ Non dimensional forward speed (=V/ΩR)
σ Blade solidity ratio
θ Control input angles in a Helicopter
ψ Blade azimuthal angle/Non-dimensional time
Ω Rotor angular speed
ζ Distance along trailed tip vortex
Γ Circulation
θ0 Main rotor collective pitch
θ1c Lateral cyclic pitch
θ1s Longitudinal collective pitch
φs Shaft tilt
αs Bank angle
θtail Tail rotor collective pitch
δT Virtual kinetic energy of the blade
δU Virtual strain energy of the blade
δW Virtual work done on the blade
u Axial displacement
v Lead-lag deflection
w Flapwise deflection
% Percentage
()′ Spatial derivative w.r.t. x
(˙) Time derivative
the linear system theory for periodic systems. The method is applied sequentially or in parallel using damping. Achar and
Gaonkar investigated serial andparallel periodic shootingwith optimally dampedNewton iterations to determine sensitivity
to initial conditions [4]. Periodic shooting can become time consuming for systems having a higher number of states in the
model. For example, free-wake inflow models are not finite state and are incompatible with periodic shooting. Peters and
Peters developed a discrete control method that extends the capability of periodic shooting to systems with large number
of states [5].
A third type of solution of finding trim, a method commonly used to compute the periodic solution for computer
simulation models is the direct numerical integration of the equations of motion [6]. From some initial control parameter
value set, the equations are integrated through time until all transients have decayed. Once the periodic solution is achieved,
a Newton–Raphson or secant method is used to iterate on the controls, each iteration requiring the decay of all transients.
Through this iterative process, the converged trim solution is reached. This method may not work for systems exhibiting
instability since for such systems the system will never converge, preventing a trim solution.
A fourth strategy is finite-element trim in time similar to the periodic shooting method [7]. Last is an autopilot strategy
which can be only be used for stable systems. Autopilot trim augments the system of equations with a control law that
closes the loop between the trim control parameter values and the flight condition. The controller flies the system towards
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the desired trim condition as the equations are integrated through time. The autopilot trim method was developed and
introduced by Peters, Kim and Chen [8]. Recent research in trimmethods has utilized advances in adaptive neural networks
(ANN) to model the rotor dynamics. Enns and Si developed an ANN based method to achieve trimmed flight of an Apache
helicopter model [9].
In general the vehicle trim constitutes the outer iteration loop and the blade response and wake geometry constitute
inner loops. While much faster convergence of the aeroelastic analysis can be obtained by using simple inflow models such
as uniform and linear inflow, accurate prediction of helicopter vibratory hub loads requires a free wake model for inflow
calculations [10]. While the importance of free wake modeling is well known for low speed flight [11,12] recent research
has shown that it is also important in high speed flight [13]. The free wake based aeroelastic analysis greatly increases the
computer time needed, particularly for optimization applicationswhere a large number of analysis runs are needed [14–19].
Recent work on the effect of uncertainty in rotor aeroelasticity has further increased the importance of reducing the time
taken for the convergence of aeroelastic analysis as such studies require a very large number ofMonte Carlo simulations [20].
Most early research on rotor aeroelastic optimization avoided the use of free wake models because of the computer
time issues. However, most recent work in the area includes free wake modeling especially for problems where vibratory
load predictions are needed. Gradient based optimization methods which are the workhorse of engineering optimization
require the calculation of derivatives of objective functions and constraints with respect to the design variables. Since finite
difference derivative calculation can become very expensive, some researchers looked at analytical and semi-analytical
sensitivity derivatives to accelerate the convergence of the optimization process [21]. Approximation concepts based on
Taylor series representations of the objective function and constraint were also used [22]. However, these early works
typically did not use free wake analysis. Celi and his co-workers have developed semi-analytical sensitivity derivatives with
aeroelastic analysis with freewake for problems involving aeromechanics and handling quality criteria [23]. These problems
tend to be very computationally intensive and therefore the use of finite difference derivatives is difficult even with faster
current day computers.
The three key aspects of aeromechanics codes are calculation of the wake geometry, nonlinear blade response and vehicle
trim. Some efficient methods for wake geometry calculations have been developed [24]. Despite these efforts, wake models
remain the most time consuming part of the aeroelastic solution process. The nonlinear blade response equations are
typically solved using a Newton–Raphson method (also called the Newton method). In explicit formulations where the
structural and aerodynamic finite element matrices are known, the tangential stiffness and damping matrices can be
obtained and the nonlinear ODE’s are linearized about the current blade response steady state solution. The exact derivative
information is available at every iteration of the nonlinear blade response solution, leading to rapid convergence. The vehicle
trim problem constitutes a system of nonlinear algebraic equations which are typically solved using a Newton method. It is
very difficult to analytically calculate the gradients of the steady loads acting on the helicopter with respect to the control
angles and vehicle attitudes. Therefore, calculation of the Jacobian matrix for vehicle trim is typically done using finite
differences which is computationally expensive. Therefore, the Jacobian is calculated once and then used throughout the
trim analysis [25]. It should be noted that the Newton–Raphson method, when modified by less frequent updating of the
Jacobian, is called the modified Newton–Raphson method.
The literature in numerical analysis shows that the use of the modified Newton method often leads to slow conver-
gence [26]. However, calculating the Jacobian repeatedly using the finite difference method is not feasible in most realistic
problems as the derivative calculation process is very time consuming. Several researchers working on problems involv-
ing computationally intensive numerical simulations have focused on creative approaches to improve the Newton method
[27–29]. These modifications often involve using information from the Newton iterates to update the Jacobian. However,
it should be pointed out that the Newton method with fixed Jacobian works quite well when the initial guess is near the
solution. Thus, the Newton method is known to work well when we already have a good estimate of the solution. A key
property which improves the function of the Newton method with fixed Jacobian near the solution is that the Jacobian be-
comes almost constant as the iterates converge near the solution. Therefore, the constant Jacobian approximation is quite
accurate when the initial guess is not far from the solution.
The convergence of the modified Newtonmethod can be improved by adding a damping factor in the update rule. Such a
modification leads to the dampedmodified Newtonmethodwhich can avoid divergence in some situations but can also lead
to slow convergence. There also exists a tradeoff between frequent updates of the Jacobian and infrequent updates. While
updating the Jacobian at each iteration provides the best search direction, periodic updates (say after five iterations) can
be more computationally efficient. The issues of damping factor and periodic updates are problem specific and numerical
experimentation can reveal appropriate strategies for a given problem. However, it should be noted that even with the use
of damping and Jacobian updates at each or some iterations, the Newton method can diverge from some starting points.
Homotopy and continuation methods offer a way to address the divergence problems of Newton methods [30,31].
Several researchers have investigated the basin of attraction of the Newtonmethod for nonlinear equations and systems
of nonlinear equations [32–35]. The basin of attraction is a set of points from which the Newton method converges to a
solution. The basin of attraction is typically finite [35] and several basins can exist for problems with multiple solutions.
Much attention has focussed on the basin of attraction of the Newton method in the complex plane [35] as intricate fractal
structures are sometimes found in these basins. However, even for problems in the real number space, the basin of attraction
can reveal the dynamics of the Newton method graphically which can lead to insights into the mathematical structure of
the problem.
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Fig. 1. Details of the beam finite element used for rotor blade.
Since systems of nonlinear equations occur frequently in engineering problems, several researchers have addressed
the problems associated with their solution using the Newton method [36–41]. Tromeur-Dervout and Vassilevski [36]
considered time stepping schemes used to solve unsteady nonlinear flow problems. They highlighted the importance of a
good selection of initial guess anddeveloped a reducednodal technique to compute a better initial guess. They also compared
the computational performance of the estimated initial guess and the physically motivated guess. An et al. [37] point out
the difficulty in choosing a good initial iterate for heat conducting equations. They also proposed a method for choosing an
initial iterate for the nonlinear algebraic equations. Kim et al. [38] showed the finite element solutions of Stokes equations
can be used as the initial guess for Newton’s algorithm applied to the Navier–Stokes equation. Some other papers [39–41]
also focus on getting good initial guesses primarily by the solution of a much less computationally intensive problemwhich
captures some of the basic physics of the actual problem. A few authors have explored mathematical approaches to create
good initial guesses. For example, Karr et al. [42] used a genetic algorithm to create a good initial guess for the Newton
method. Mo et al. [43] used particle swarm optimization to get a good initial guess for the gradient based method. Yun [44]
developed a non iterative method for solving nonlinear equations and transformed the problem of finding a solution to that
of evaluating an integral in order to avoid the problem of choosing an initial guess.
As wewill show in this paper, a detailed study of the basin of attraction i.e. the points which converge to the solution can
yield insights into key variables and also yield new ideas about what constitutes a good initial estimate. Faster convergence
of the aeroelastic analysis can be achieved as minor changes in helicopter control settings that correspond to a given flight
condition may result in significant changes in the stability and vibration of a helicopter. Most rotor codes use the rigid
blade trim as an initial guess for the comprehensive aeroelastic analysis. While the rigid blade guess may be reasonable for
problems where a few runs of the code are needed, it is unsuitable and unnecessary for applications involving many runs
about some baseline rotor which is often needed for optimization and Monte Carlo simulations. For instance Monte Carlo
simulations require at least 5000 runs of the code about the baseline point [45] and reliability analysis can require up to a
million of runs [46]. A systematic study of the basin of attraction of the Newton method for helicopter trim is conducted in
this paper to give further insight in selecting the optimal initial trim estimate for the rapid convergence of the helicopter
aeroelastic analysis. To the best of the authors’ knowledge, this is the first such study in rotorcraft analysis.
2. Helicopter aeroelastic analysis
A comprehensive aeroelastic analysis code based on the finite element method in space and time is used to evaluate the
helicopter blade response. The helicopter is modeled as a nonlinear representation of composite rotor blades coupled to a
rigid fuselage with six degrees of freedom. The rotor blade is modeled as a slender elastic beam undergoing flap bending,
lag bending, elastic twist and axial displacement as shown in Fig. 1. For a given blade, the governing equations are derived
using a generalized Hamilton’s principle applicable to non-conservative systems:∫ ψ2
ψ1
(δU − δT − δW )dψ = 0. (1)
Here, δU, δT and δW are virtual strain energy, kinetic energy and virtual work respectively. δU and δT include energy
contributions from components that are attached to the blade. These equations are based on the work of Hodges and
Dowell [47] and include second order geometric nonlinear terms accounting for moderate deflections in the flap bending,
lag bending, axial and torsion equations. External aerodynamic forces acting on the blade contribute to the virtual work
variational, δW . As mentioned earlier, the finite element method is used to discretize the governing equations of motion,
and allows for accurate representation of complex hub kinematics and non-uniform blade properties [48]. After the finite
element discretization, Hamilton’s principle is written as:∫ ψf
ψi
N−
i=1
(δUi − δTi − δWi)dψ = 0. (2)
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The blade is discretized into beam finite elements, each with fifteen degrees of freedom (d.o.f.). These d.o.f. correspond
to six d.o.f. (u, v, v′, w,w′,φ) at each boundary node, two axial d.o.f. (u) and one elastic twist (φ) at internal nodes of the
beam element as shown in Fig. 1. These d.o.f. capture the cubic variations in axial and bending (flap and lag) deflections, and
quadratic variation in elastic torsion.
The elastic rotor blade equations are nonlinear partial differential equations. The blade equations are solved using finite
elements in space and time by discretizing in the spatial domain (along the blade span) and time domain (along the rotor
azimuth). The normal mode approximation is used to reduce the blade degrees of freedom by retaining the first few flap,
lag and torsion modes which accurately capture the blade dynamics.
The nonlinear ordinary differential equation with periodic coefficients is given below.
Mp¨(ψ)+ C(ψ)p˙(ψ)+ K(ψ)p(ψ) = F(p, p˙, ψ). (3)
HereM, C,K, F, and p represent the finite element mass matrix, damping matrix, structural stiffness matrix, finite element
force vector, and modal displacement vector, respectively.
Nonlinearities in the model occur primarily due to Coriolis terms, moderate deflection in the strain–displacement
relations, and non-uniform inflow. The blade normal mode Eq. (3) governs the dynamics of the rotor blade. These equations
can be written in the following variational form∫ 2π
0
δpT(Mp¨(ψ)+ Cp˙(ψ)+ Kp(ψ)− F(p, p˙, ψ))dψ = 0. (4)
Integrating Eq. (4) by parts, we obtain∫ 2π
0

δp
δp˙
T F− Cp˙− Kp
Mp˙

dψ =

δp
δp˙
T Mp˙
0
2π
0
. (5)
Since the helicopter rotor is a periodic system with a time period of one revolution, we have p(0) = p(2π). Imposing
periodic boundary conditions on Eq. (5) results in the right hand side becoming zero and yields the following system of first
order ordinary differential equations:∫ 2π
0
δyTQdψ = 0 (6)
where
y =

p
p˙

, Q =

F− Cp˙− Kp
Mp˙

. (7)
The nonlinear, periodic, ordinary differential equations are then solved for blade steady response using the finite element
in time in conjunction with the Newton–Raphson method [49–51]. Discretizing Eq. (6) over Nt time elements around the
rotor disk (where ψ1 = 0, ψNt+1 = 2π ) and taking the first order Taylor series expansion about the steady state value
y0 = [pT0 p˙T0]T yields the following algebraic equations.
Nt−
i=1
∫ ψi+1
ψi
δyTi Qi(y0 +∆y)dψ =
Nt−
i=1
∫ ψi+1
ψi
δyTi [Qi(y0)+ Kti(y0)∆y] dψ = 0 (8)
where
Kti =

∂F
∂P
− K ∂F
∂P
− C
0 M

i
. (9)
Here Kti is the tangential stiffness matrix for time element i and Qi is the load vector. Behavior of the modal displacement
vector can be approximated in terms of shape functions and a vector of temporal nodal co-ordinates as follows
pi(ψ) = H(s)ri (10)
where H(s) are time shape functions (in terms of the element coordinate s) used for approximating the normal mode
coordinate p. Here r is the temporal nodal co-ordinate. Mixed Lagrange–Hermite polynomials are used for interpolation
within the time element. Substituting Eq. (10) and its derivative into the Eq. (8) yields the time discretized blade response.
QG + KGt∆rG = 0 (11)
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where
QG =
Nt−
i=1
∫ ψi+1
ψi
HTQidψ (12)
KGt =
Nt−
i=1
∫ ψi+1
ψi
HT

∂F
∂P
− K ∂F
∂P
− C
0 M

dψ (13)
∆rG =
Nt−
i=1
∆ri. (14)
Solving Eq. (11) iteratively yields the blade steady response. Once the blade response is known, blade loads are calculated
using the force summationmethodwhich involves summing the section aerodynamic and inertial loads and then integrating
over the blade span.
The aerodynamic environment of a helicopter rotor in forward flight is extremely complex involving transonic flow on
advancing blades and reversed flow on retreating blades. Hence accurate modeling of the unsteady flow field on the blade
requires a sophisticated analysis. As mentioned earlier, the aerodynamic loads enter the blade governing equations through
their contribution to the external virtual work in Hamilton’s principle.
The wake behind the rotor disk determines the induced inflow distribution over the disk and plays a very important role
in the prediction of blade response, vibration and rotor performance. Hence an accurate modeling of the induced inflow is
essential. There are many wake models available with varying levels of complexity and accuracy. Two inflow models are
used in this study: one is the simple linear inflow model and the other is the elaborate free wake model.
In the linear inflow model, the induced velocities are assumed to vary linearly across the rotor disk.
λ = µ tanαs + λi = µ tanαs + CT/2
λ2 + µ2 (1+ kxx cosψ + kyx sinψ) (15)
where λ is the total inflow ratio, λi is the induced inflow ratio and αs is the forward tilt of the rotor disk plane. There are
many forms of this model available in literature. One form is called the Drees model [52], where kx and ky are defined as:
kx = 43
(1− 1.8µ2)

1+

λ
µ
2
− λ
µ
 (16)
ky = −2µ. (17)
This inflow model captures the global effects of rotor wake and is usually satisfactory for high-speed flight conditions.
However, this model becomes much less accurate at low-speed flight or hover conditions when the inflow distribution
becomes highly non-uniform over the rotor disk. The linear inflow model is implemented in the current rotor aeroelastic
analysis and used for the first few iterations and then a detailed free wake model is used in further iterations to accurately
predict the inflow distribution, which was developed by Bagai and Leishman [53]. The wake is decomposed into two main
parts. First, a near wake of trailed and shed vorticity behind each blade and second, a far wake comprising the rolled up tip
vortices from the blades. The far wake is of prime concern and consists of rolled up tip vortices generated by each blade.
Here the wake is modeled as a finite number of vortex filaments, which are trailed and shed into the wake. These filaments
are convected with the local flow velocity, which consists of the free stream velocity and the wake self-induced velocity.
Since the self-induced velocity is in turn, a function of the wake geometry, the analysis is highly nonlinear in nature. The
governing PDE for the geometry of a single vortex filament can be written as
∂r(ψ, ζ )
∂ψ
+ ∂r(ψ, ζ )
∂ζ
= V∞
Ω
+ 1
Ω
Nv−
j=1
Vind(r(ψ, ζ ), r(ψj, ζ )). (18)
A rigid wake geometry, which consists of a simple helix convected by the free stream and the mean inflow, is used to
initialize the calculation, then the wake geometry evolves until it is stabilized. The vorticity strength is determined by the
bound circulation which in turn is calculated from the lift distribution along the rotor blade. Once the vorticity strength and
wake geometry are known, the induced velocity Vind in Eq. (18) can then be evaluated using the Biot–Savart law.
Vind(r(ψ, ζ ), r(ψj, ζ )) = 14π
∫
Γ (ψj, ζ )dζj × r(ψ, ζ )− r(ψj, ζ )
|r(ψ, ζ )− r(ψj, ζ )|3 (19)
where r(ψ, ζ ) is the point in the flow field influenced by the jth vortex at location r(ψj, ζ ) and strength Γ (ψ, ζ ). Further
details on the solution procedure are available in [53].
Asmentioned earlier, blade loads are calculated using the force summationmethodwhich involves summing the section
aerodynamic and inertial loads and then integrating over the blade span. The hub loads are then calculated by summing
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Table 1
Helicopter properties.
Rotor radius R 8.16 m
Flap and lag hinge offset 0.381 m
Number of blades 4
Blade chord, c 0.5273 m
Linear aerodynamic twist −18 deg
Lock number, γ 8.0
Solidity, σ 0.0826
CT /σ 0.0816
Blade attachment point 1.0541 m
Rotor tip speed 220 m/s
Helicopter weight 7485 kg
Blade mass 107 kg
the blade loads over all the blades. The steady loads acting on the helicopter are calculated by expanding the hub loads in a
Fourier series and then the steady loads are used for the helicopter trim equations.
F¯(θ) = 0. (20)
Here F¯ has six components obtained by force and moment equilibrium about the helicopter center of gravity and
θ = (θ75, θ1c, θ1s, αs, φs, θtail), where θ75, θ1c and θ1s are the collective, lateral cyclic and longitudinal cyclic pitch controls,
αs, and φs are the shaft tilt and bank angle and θtail is the tail rotor collective. The trim and blade response equations are
solved simultaneously using an iterative coupled trim procedure. This coupled trim procedure is important for capturing
the aeroelastic interaction between the aerodynamic forces and the blade deformations. The Newton–Raphson method is
used to solve these nonlinear equations. The controls in the Newton–Raphson method are updated as follows,
θk+1 = θk − [ J(θk)]−1F¯(θk), (21)
where
J(θ) =
[
∂ F¯
∂θ
]
, (22)
The Jacobian J is calculated using a forward finite difference approximation at θ = θ0, and is held constant throughout
the analysis to reduce the computational time. Thus the actual Newton iterates are calculated using the modified Newton
rule given by
θk+1 = θk − R[ J(θ0)]−1F¯(θk). (23)
The value of θ0 is calculated from a rigid blade trim analysis. It can also be calculated by specifying an arbitrary initial
guess, a fact which is used to obtain the results in this paper. The Jacobian is calculated about θ0 and is a 6× 6 matrix and R
is a damping factor used in the UMARC code [25].
Fig. 2 describes the flow chart for trim analysis. There are two embedded iterative loops for blade response equations
and a free wake inflow solution. All the three iterative loops (trim, response and wake) are coupled and need to converge
for the trim convergence. Further details of the analysis are available in the UMARC Ref. [25].
3. Numerical results and discussion
In the current trim analysis, an articulated UH-60 Seahawk helicopter rotor is considered [54]. The helicopter properties
are shown in Table 1. The helicopter rotor blade ismodeled using twelve spatial finite elements and eight time elements and
the advance ratio is 0.20. A free wake analysis is used for the inflow calculation. The nonlinear algebraic equations for trim
have six unknowns (Eq. (20)). To view the basin of attraction, we take two dimensional snapshots by varying a set of two
control inputs from −20 to 20 degrees while keeping the other four control inputs at the baseline condition. The baseline
condition is the trimmed state given by θ∗ = (8.62, 0.99,−2.63, 1.06,−1.02, 3.40) degrees. A detailed study of the basin
of attraction with different sets of control inputs is done to get a clear picture. The basin of attraction is the set of starting
points from which the Newton–Raphson method converges to a solution. Thus, initial guess points which do not lie on the
basin of attraction result in divergence of the solution.
The numerical results for all the cases are discussed. The results were obtained by a systematic process of starting
the aeroelastic analysis from different initial points and observing the convergence or divergence behavior of the Newton
iterates. In each case, the basin of attraction, trim and wake iterations acquired with two control inputs are also shown.
Case 1: θ75 vs θ1c
In this case for the initial trim θ75 and θ1c are varied and the other control inputs are that of the baseline condition (θ1s =
−2.63, αs = 1.06, φs = −1.02, θtail = 3.40 degrees). The rigid blade guess for the rotor properties in Table 1 is (θ75 = 6.24,
θ1c = 1.54, θ1s = −3.12, αs = 1.83, φs = 0.5, θtail = 3.12 degrees). The basin of attraction is bounded as shown in Fig. 3.
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Fig. 2. Flowchart for Trim Analysis.
In the figures (∗, •,▽) denote the initial guess points, rigid blade trim and converged elastic blade trim(solution),
respectively. We can see that there is a large region in the [−20, 20] degree domain from where the Newton method does
not converge. Since initial guess values were given in all points of the [−20, 20] grid with one degree discretization, we can
calculate that only 15.62 % of those points lie in the basin of attraction. The fact that reasonably large positive values of θ75
are needed to converge to the prescribed value of CT/σ is intuitively obvious and is also displayed in the results. We also
see that the rigid trim value is precariously close to the boundary of the basin of attraction.
The irregular nature of the boundary of the basin of attraction may indicate the fractal nature of the basin. In general,
fractal boundaries are not easily described by Euclidean geometric structures [55]. The other indication of fractal geometry
is the concept of self-similarity which means that magnifying any small portion of the boundary reveals more of the same
structure. Moreover, zooming on to the boundary of the basin of attraction in Fig. 3 may reveal intricate geometrical
structureswhich are not visible in the course grid. Figs. 4–6 show three levels of grid refinement. Fig. 4 shows amagnification
of the bottom region of the basin in Fig. 3 with θ75 = [7, 10] and θ1c = [−8,−7] degrees as bounds. We see an irregular
boundary with the point θ75 = 9, θ1c = −8 as an unusual point. Fig. 5 shows another level of magnification with
θ75 = [7, 10] and θ1c = [−8,−7.8] degrees. We can see the emergence of an intricate structure at the boundary of the
basin, especially around the point θ75 = 9, θ1c = −8. Note the similarity in the boundary at this scale with that in Fig. 3.
Another level of magnification in Fig. 6 is done with θ75 = [8.9, 9.1] and θ1c = [−7.95,−8.05] degrees. Again we see
irregular and intricate geometry resembling natural formations such as coastlines. From these results, one can see that the
basin of attraction in the helicopter trim problem has fractal boundaries. Though most evidence of fractal geometry in the
literature focuses on the use of the Newton method with complex numbers, we can see that such fractal basins are also
possible for practical engineering problems involving real numbers. It should also be noted that the basin of attraction is not
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Fig. 3. Basin of attraction with varying θ75 and θ1c .
Fig. 4. Magnified view of the bottom region of the basin of attraction in Fig. 3.
Fig. 5. Magnified view of the bottom region of the basin of attraction in Fig. 4.
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Fig. 6. Magnified view of the region around θ75 = 9, θ1c = −8 degrees in Fig. 5.
Fig. 7. Trajectories of selected Newton iterates with varying θ75 and θ1c .
fractal in itself as there exist large regions inside the basin without any substructure. However, the boundaries of the basin
are fractal.
One consequence of fractal boundary is that if we pick any point on the boundary, say (θ75 = 9, θ1c = −8) degrees
in Fig. 5, and draw a circle of very small radius ϵ about it, we cannot predict which point within that circle would tend to
converge and which would lead to divergence. This is clear from the magnified view in Fig. 6 if we imagine a circle centered
at (θ75 = 9, θ1c = −8) degrees and having a radius of ϵ = 0.1 degrees. Therefore, fractal boundaries show uncertainty and
make it impossible to predict convergence or divergence behavior near the boundary of the basin.
The Newton iterates do not converge to the solution in a straight path but can show complicated trajectories. To observe
this, four distinct points are selected from the contour at (6, 11), (3, 10), (17, 8) and (13,−5) degrees as shown in Fig. 7.
We can clearly see the divergence in the trim if the selected point is outside the basin, in this case it is (3,10) as shown in
Fig. 7. It is observed that the convergence is not of the same manner when we consider different points from the basin. We
can also see that near the solution it takes many iterations to finally converge since the trim controls should not converge
too rapidly as this may lead to divergence of the response. The number of wake and trim iterations also increases as we
move away from the baseline condition as shown in Fig. 8. As the initial guess values move away from the solution, the trim
and wake iterates increase. We also see that this increase in iterates is skewed towards high θ1c values and towards high
θ75 values. There are some particular values of initial guesses which lead to a very high number of iterations as can be seen
from the sharp peaks in Fig. 8.
Case 2: θ75 vs θ1s
In this case, θ75 and θ1s are varied between −20 and 20 degrees and the other control inputs are that of the baseline
condition (θ1c = .99, αs = 1.06, φs = −1.02, θtail = 3.40 degrees). The basin of attraction is bounded as shown in Fig. 9.
Again, we see that there are a large number of points in the domain [−20, 20] forwhich theNewton iterates do not converge.
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Fig. 8. Trim and wake iterations with varying θ75 and θ1c .
Fig. 9. Basin of attraction with varying θ75 and θ1s .
The convergent points constitute about 16.18 % of the [−20, 20] grid with 1 degree discretization. Also, the rigid blade guess
again lies quite close to the boundary of the basin.
Four distinct points are selected from the contour at (2, −10), (3, 3), (20, −1) and (12, −13) degrees to observe the
convergence of the trim solution. We see the divergence in the trim if the selected point is outside the basin. The point (2,
−10) lies outside the basin and it doesn’t converge to the solution as shown in Fig. 10. It is observed that the convergence
behavior changes when we consider different points from the basin. We can also see that it takes many iterations to finally
converge near the solution. The number of wake and trim iterations also increases as we move away from the baseline
condition as shown in Fig. 11. Higher values of θ1s lead to high number of iterations.
Case 3: θ1c vs θ1s
In this case, θ1c and θ1s are varied between −20 and 20 degrees and the other control inputs are that of the baseline
condition (θ75 = 8.62, αs = 1.06, φs = −1.02, θtail = 3.40 degrees). The basin of attraction is bounded as shown in Fig. 12.
Again, we see that there are a large number of points in the domain [−20, 20] forwhich the Newton iterates do not converge.
The convergent points constitute about 17.37 % of the [−20, 20] grid with 1 degree discretization. Unlike in the previous
two cases, the rigid blade trim is well inside the basin of attraction and is also quite close to the solution.
Four distinct points are selected from the contour at (12, −5), (5, 0), (−8, −4) and (2, −12) degrees to observe the
convergence of the trim solution. We see the divergence in the trim if the selected point is outside the basin; in this case
it is (12, −5), as shown in Fig. 13. The number of wake and trim iterations increases as we move away from the baseline
condition as shown in Fig. 14. There are some higher values of θ1s where the number of iterations can become very high as
evidenced by a peak at the boundary. There are also some internal peaks in the trim iterations. However, unlike the results
in Fig. 8, the peaks are not present in the wake iterations at the same point.
Case 4: θ1s vs αs
In this case, θ1s and αs are varied between −20 and 20 degrees and the other control inputs are that of the baseline
condition (θ75 = 8.62, θ1c = .99, φs = −1.02, θtail = 3.40 degrees). The basin of attraction is bounded only along θ1s i.e. the
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Fig. 10. Trajectories of selected Newton iterates with varying θ75 and θ1s .
Fig. 11. Trim and wake iterations with varying θ75 and θ1s .
Fig. 12. Basin of attraction with varying θ1c and θ1s .
X-axis and is slightly bounded along αs as shown in Fig. 15. The convergent points constitute about 44.12 % of the [−20, 20]
grid with 1 degree discretization. The rigid trim guess and the elastic blade solution are quite close. The basin shows that
there is a lot of leeway in the selection of αs.
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Fig. 13. Trajectories of selected Newton iterates with varying θ1c and θ1s .
Fig. 14. Trim and wake iterations with varying θ1c and θ1s .
Fig. 15. Basin of attraction with varying θ1s and αs .
Five distinct points are selected from the contour at (−15, 5), (5, 18), (−12 19), (5,−1) and (−10,−18) degrees to observe
the convergence of the trim solution. We can clearly see the divergence in the trim if the selected point is outside the basin.
In this case the point is (−15, 5) as shown in Fig. 16. As in previous cases, it is observed that the convergence trajectory
is quite different when we consider different starting points from the basin. For example, the starting point (5, −1) leads
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Fig. 16. Trajectories of selected Newton iterates with varying θ1s and αs .
Fig. 17. Trim and wake iterations with varying θ1s and αs .
to iterates which wander around the solution for many iterations before convergence. We can also see that it takes many
iterations to finally converge even after the Newton iterates are near the solution. The number of wake and trim iterations
also increases as we move away from the baseline condition as shown in Fig. 17.
Case 5: θ1s vs φs
In this case, θ1s and φs are varied between−20 and 20 degrees and the other control inputs are kept fixed to the baseline
condition (θ75 = 8.62, θ1c = .99, αs = 1.06, θtail = 3.40 degrees). The basin of attraction is bounded only along θ1s i.e.
the X-axis and is slightly bounded along φs as shown in Fig. 18. The convergent points constitute about 45.25 % of the [−20,
20] grid with 1 degree discretization. The rigid trim guess and the elastic trim solution are well inside the basin. There is a
considerable leeway in the selection of φs.
Four distinct points are selected from the contour at (4, 20), (5,−10), (−15,−10) and (−15, 5) to observe the convergence
of the trim solution.We clearly see the divergence in the trim if the selected point is outside the basin; in this case it is (−15,
−10) as shown in Fig. 19. Note that the divergence of solutions is quite rapid as the increase of trim controls leads to increase
in the aerodynamic loads and consequently in the blade response which amplify the divergence of the solution. Again, we
see the trajectory of the iterates change for different starting points and a high number of iterations are required near the
solution. The number of wake and trim iterations also increases as we move away from the baseline condition. The wake
and trim iterations are almost uniform along φs and varies along axes comprising θ1s as shown in Fig. 20. In particular, high
values of θ1s lead to a large increase in the number of iterations required for convergence. There appears to be a low iteration
region between θ1s of−5 and 0 degree which is independent of the value of φs.
Case 6: θ1c vs αs
In this case, θ1c and αs are varied between −20 and 20 degrees and the other control inputs are kept at the baseline
condition (θ75 = 8.62, θ1s = −2.63, φs = −1.02, θtail = 3.40 degrees). The convergent points constitute about 48.93% of
the [−20, 20] grid with 1 degree discretization. The basin of attraction is bounded only along θ1c i.e. the X-axis and is slightly
bounded along αs as shown in Fig. 21.
Four distinct points are selected from the contour at (12,−8), (−5, 17), (10, 20) and (−8,−3) to observe the convergence
of the trim solution. The point (12,−8) lies just outside the basin and although it appears to converge in the initial iterations,
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Fig. 18. Basin of attraction with varying θ1s and φs .
Fig. 19. Trajectories of selected Newton iterates with varying θ1s and φs .
Fig. 20. Trim and wake iterations with varying θ1s and φs .
it diverges in the end as shown in Fig. 22. This case shows that simply deflecting the Newton iterates to within the basin
of attraction is not sufficient to get convergence. The number of wake and trim iterations also increases as we move away
from the baseline condition and become very high when θ1c values are high and αs values are low as shown in Fig. 23. For
the given flight condition, high values of θ1c are unphysical, and those are reflected in the numerical result. In general, the
D. Chandra Sekhar, R. Ganguli / Computers and Mathematics with Applications 60 (2010) 2834–2858 2849
Fig. 21. Basin of attraction with varying θ1c and αs .
Fig. 22. Trajectories of selected Newton iterates with varying θ1c and αs .
Fig. 23. Trim and wake iterations with varying θ1c and αs .
further the angles deviate from the actual values needed for the pilot to fly the helicopter, themore the number of iterations
become.
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Fig. 24. Basin of attraction with varying θ1c and φs .
Fig. 25. Trajectories of selected Newton iterates with varying θ1c and φs .
Case 7: θ1c vs φs
In this case, θ1c and φs are varied between −20 and 20 degrees and the other control inputs are kept at the baseline
condition (θ75 = 8.62, θ1s = −2.63, αs = 1.06, θtail = 3.40 degrees). The basin of attraction is bounded only along θ1c i.e.
the X-axis and is slightly bounded along φs as shown in Fig. 24. The convergent points constitute about 48.81% of the [−20,
20] grid with 1 degree discretization. The rigid blade guess and elastic blade solutions are well inside the basin.
Five distinct points are selected from the contour at (−10,−5), (−3, 18), (−5, 18), (11, 20) and (10,−10) to observe the
convergence of the trim solution. We see the divergence in the trim from (10, −5) which is a point outside the basin, as
shown in Fig. 25. The iterations near the solution show a small change in the trim controls but are required to converge the
nonlinear blade response. Note that we have two Newton iterations proceeding at the same time with the trim iterations
using a fixed Jacobian and the response iterations using an exact analytical tangential stiffness matrix obtained from the
blade equations. In some situations such as for performance analysis, the response convergence criteria could be relaxed
leading to considerable savings of computational time. However, for vibratory loads prediction, this is not appropriate.
Running the aeroelastic analysiswith a relaxed response convergence criteria could also be used to get a good initial estimate
of the trim controls and could be a good initial guess for the Newton method. The number of iterations become very high
for cases with high θ1c and low φs, as shown in Fig. 26.
Case 8: θ75 vs φs
In this case, θ75 and φs are varied between −20 and 20 degrees and the other control inputs are fixed at the baseline
condition (θ1c = .99, θ1s = −2.63, αs = 1.06, θtail = 3.40 degrees). The basin of attraction is bounded only along θ75 i.e. the
X-axis and is slightly bounded along φs as shown in Fig. 27. The convergent points constitute about 42.56% of the [−20, 20]
grid with 1 degree discretization. However, in this case the rigid blade guess is quite close to the basin boundary.
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Fig. 26. Trim and wake iterations with varying θ1c and φs .
Fig. 27. Basin of attraction with varying θ75 and φs .
Fig. 28. Trajectories of selected Newton iterates with varying θ75 and φs .
Four distinct points are selected from the contour at (4, 14), (2, 2), (17, 18) and (19,−10) to observe the convergence of
the trim solution. Since the selected point (2, 2) is outside the basin of attraction, the trim diverges. Although all the selected
points in the basin tend to converge, the point (19, −10) fluctuates around the solution and finally converges as shown in
Fig. 28. The wake and trim iterations are almost uniform along φs and varies along the θ75 axes as shown in Fig. 29. High θ75
leads to a steep rise in iterations required. There is a valley around θ75 = 10 degrees where the iterations required are quite
low.
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Fig. 29. Trim and wake iterations with varying θ75 and φs .
Fig. 30. Basin of attraction with varying θ75 and αs .
Case 9 : θ75 vs αs
In this case, for the initial trim, θ75 and αs are varied between−20 and 20 degrees and the other control inputs are kept
fixed to the baseline condition (θ1c = .99, θ1s = −2.63, φs = −1.02, θtail = 3.40 degrees). The basin of attraction is
bounded only along θ75 i.e. the X-axis and is slightly bounded along αs, as shown in Fig. 30. The convergent points constitute
about 38.5% of the [−20, 20] grid with 1 degree discretization. However, the rigid blade guess is again near the boundary of
the basin.
Four distinct points are selected from the contour at (14, 17), (18,−4), (20,−20) and (4,−12) to observe the convergence
of the trim solution. The iterates starting from point (20,−20) initially diverge but in later iterations it converges as shown
in Fig. 31. The number of wake and trim iterations also increases as we move away from the baseline condition and it is
erratic in nature as shown in Fig. 32.
Case 10: θ75 vs θtail
In this case, θ75 and θtail are varied between −20 and 20 degrees and the other control inputs are fixed at the baseline
condition (θ1c = 8.62, θ1s = −2.63, φs = −1.02, αs = 1.06 degrees). The basin of attraction is bounded only along θ75 i.e.
the X-axis and is not bounded completely along θtail as shown in Fig. 33. The convergent points constitute about 43.81 % of
the [−20, 20] grid with 1 degree discretization. Again, the rigid blade guess is quite close to the basin boundary.
Four distinct points are selected from the contour at (0, 10), (18,−13), (15, 15) and (4,−20) to observe the convergence
of the trim solution.We can clearly see the divergence in the trim if the selected point is outside the basin, in this case it is (0,
10) as shown in Fig. 34. This point iterates through the basin before finally diverging. Again, this case shows that deflecting
Newton iterates to within the basin is not sufficient to assure convergence. We also see that the iterates starting from (18,
−13) need a very large number of iterations near the solution to finally converge. Since coupled trim requires convergence
to a given thrust condition, the iterations are especially sensitive to deviations in θ75 away from the solution. The vehicle
forces, especially the vehicle thrust, are dominated by θ75. The wake and trim iterations are almost uniform along θtail and
vary along axes comprising θ75 as shown in Fig. 35. Iterates become very high for high values of θ75. However, there is a
region around θ75 of about 10 degrees where a low number of iterates exist.
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Fig. 31. Trajectories of selected Newton iterates with varying θ75 and αs .
Fig. 32. Trim and wake iterations with varying θ75 and αs .
Fig. 33. Basin of attraction with varying θ75 and θtail .
Case 11: θ1s vs θtail
In this case, θ1s and θtail are varied between −20 and 20 degrees and the other control inputs are that of the baseline
condition (θ75 = 8.62, θ1c = .99, φs = −1.02, αs = 1.06 degrees). The basin of attraction is bounded only along θ1s i.e. the
X-axis and is not bounded completely along θtail as shown in Fig. 36. The convergent points constitute about 47.25 % of the
[−20, 20] grid with 1 degree discretization. The rigid blade trim and the solution are quite close and well inside the basin.
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Fig. 34. Trajectories of selected Newton iterates with varying θ75 and θtail .
Fig. 35. Trim and wake iterations with varying θ75 and θtail .
Fig. 36. Basin of attraction with varying θ1s and θtail .
For this case, six distinct points are selected from the contour at (−12, 20), (5, −12), (−10, −18), (4, 17), (−5, −5) and
(−15, 5) to observe the convergence of the trim solution. We can clearly see the divergence in the trim if the selected point
is outside the basin, in this case it is (−15, 5) as shown in Fig. 37. The wake and trim iterations are almost uniform along θtail
and varies along axes comprising θ1s as shown in Fig. 38. The tail rotor collective guess does not play an important role in
the trim and there is considerable leeway in its selection.
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Fig. 37. Trajectories of selected Newton iterates with varying θ1s and θtail .
Fig. 38. Trim and wake iterations with varying θ1s and θtail .
Fig. 39. Basin of attraction with varying θ1c and θtail .
Case 12: θ1c vs θtail
In this case, for the initial trim, θ1c and θtail are varied between−20 and 20 degrees and the the other control inputs are
kept fixed at the baseline condition (θ75 = 8.62, θ1s = −2.63, φs = −1.02, αs = 1.06 degrees). The basin of attraction is
bounded only along θ1c i.e. the X-axis and is not bounded completely along θtail as shown in Fig. 39. The convergent points
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Fig. 40. Trajectories of selected Newton iterates with varying θ1c and θtail .
Fig. 41. Trim and wake iterations with varying θ1c and θtail .
constitute about 52.5 % of the [−20, 20] grid with 1 degree discretization. Again, the rigid blade guess is close to the solution
and these points are well inside the basin as in the previous case.
Five distinct points are selected from the contour at (10, 19), (−6, 17), (−7,−19), (8,−17) and (15,−10) to observe the
convergence of the trim solution. We can clearly see the divergence in the trim if the selected point is outside the basin,
in this case its (15, −10) as shown in Fig. 40. The wake and trim iterations are uniform along θtail and varies along axes
comprising θ1c as shown in Fig. 41. Again, we see that the tail rotor collective is not important in terms of trim guess.
The twelve cases considered until now show that the collective θ0, lateral cyclic θ1c and longitudinal cyclic θ1s are the
dominant variables in helicopter trim. The trim solution showsmuch lesser sensitivity to the tail rotor collective and vehicle
attitude angles. Improved estimates of the main rotor control therefore are more important for helicopter trim. This could
be accomplished by using better physical models to get an improved initial guess or by searching the design space in the
vicinity of the initial guess for a better solution. For instance, random sampling or design of the experiment approach can
be used to get a better starting guess. It has been suggested in recent studies [56] that a comprehensive study of the trim
procedure can provide insights into controller designs. The basin of attraction offer bounds for an autopilot whose function
is to trim the helicopter.
Most of the bounded basin of attractions show irregular boundaries which cannot be represented by any Euclidean
geometrical shape. This kind of jagged or irregular boundary resembling natural objects such as coastlines is typical of
fractals. A detailed study of one of the basin boundaries showed that magnifying a small portion of the boundary revealed
similar irregular boundaries and more intricate structures. This self-similarity is typical of fractal geometry.
The numerical results also did not indicate more than one solution for the trim problem in the region ranging from−20
degrees to 20 degrees considered for this study. Since the range considered includes realistic angles, we can say that for the
given SH-60 type rotor considered, the propulsive trim solution in level flight appears to be unique. However, note that the
present study only considered two dimensional snapshots of the basin and did not consider all possible sets of points in the
six dimensional space of trim angles.
For all the cases considered, the iterates needed for trim and wake convergence vary widely with the initial guess. The
details of the mean number of wake iterations and trim iterations taken to converge for each case are shown in Table 2.
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Table 2
Mean number of wake and trim iterations Figs. 1–12.
Case Mean number of wake iterations Mean number of trim iterations
1. θ75 vs θ1c 61 32
2. θ75 vs θ1s 60 31
3. θ1c vs θ1s 57 30
4. θ1s vs αs 57 30
5. θ1s vs φs 61 31
6. θ1c vs αs 61 31
7. θ1c vs φs 48 29
8. θ75 vs φs 59 31
9. θ75 vs αs 64 32
10. θ75 vs θtail 59 30
11. θ1s vs θtail 41 29
12. θ1c vs θtail 46 28
We have seen from the figures that considerable deviation from these mean values occur when the initial guess is distant
from the solution.
4. Concluding remarks
The basin of attraction for the Newton–Raphson Method used for helicopter trim is investigated. A systematic study is
performed by varying any two of the control angles between−20 and 20 degrees in intervals of one degree and observing
the convergence or divergence of the Newton iterates. The following conclusions are drawn from this study.
(1) It is observed that the collective, lateral and longitudinal cyclic pitch of the main rotor are dominant variables for
helicopter coupled trim with restrictive basins of attraction. Trim shows much less sensitivity to the initial choice of
the vehicle attitude angles and tail rotor collective. Initial guess predictor algorithms could be developed which are
better estimates of only the main rotor controls. For instance, a random or design of experiment based search about the
initial guess for these three controls may yield a much better guess.
(2) The Newton iterates follow complicated trajectories when converging from the basin of attraction to the solution. A
large number of iterations occur near the solution as the trim angles become almost constant but the blade response
needs to converge.
(3) In some applications such as helicopter performance predictions, a high degree of response convergence is not required.
Therefore, the response convergence criteria can be relaxed with substantial savings in iterations needed to converge
and in computational time.
(4) A relaxed response convergence criteria can also be used to get a good initial guess. Since such a guess will be much
nearer the solution, the assumption of constant Jacobian about this point will be much more valid.
(5) Some points which are outside the basin of attraction generate iterates which go through the basin but finally diverge.
Thus, it is not sufficient to deflect the iterates to inside the basin to converge the solution.
(6) The number of trim and wake iterations increases as the initial estimate is chosen away from the solution. We can also
see that in few cases the effect of control inputs is uniform along one of the axes and is not so in the other.
(7) The basin of attraction figures which are bounded show irregular boundaries which cannot be represented by Euclidean
geometrical objects. The jagged and irregular nature of the boundary resembles natural formations such as coastlines
and can be indicative of fractal geometry. Similar irregular boundaries and intricate structureswere revealed by zooming
on to the boundary of one of the basins of attraction. This self-similarity is typical of fractal geometry.
(8) For the SH-60 rotor considered, the two dimensional snapshots of the basin of attraction showed that the trim solution
is unique. However, the current study did not consider all possible sets of points in the six dimensional set of trim angles.
(9) The study of the basin of attraction and the effect of variations in trim and wake can help us in selecting the bounds of
different control inputs for different forward speeds and helps us in estimating the optimal trim condition. For example,
the solution for the baseline case can be used as a starting guess in aeroelastic optimization andMonte Carlo simulation
studies.
The basin of attraction can also be used to develop heuristic approaches to robust helicopter trim and also helps in giving
a fundamental understanding of the helicopter trim problem.
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