







で応用されている問題（Magnanti et al. 1986）であり，多くのサーベイ
（Balakrishnan et al. 1997, Costa 2005, Crainic 2003, Gendron et al. 1997, 
Magnanti and Wong 1984, Minoux 1989, Wong 1984, 1985, Yaghini and 
Rahbar 2012）がまとめられている．また，この問題はNP- 困難な問題で





















ワーク構造とネットワークフローの2段階モデル（Lium et al. 2009, Crainic 
et al. 2011） や不確実需要下における多段階エシュロン在庫を含むサプラ
イチェーンネットワーク問題に対する研究（A. Alonso-Ayuso et al. 2003,
Bidhandi and Yusuﬀ 2011） 等がある．ロバストネス性や確率的ネットワー
ク設計問題に対して，シナリオを用いた解析（Tsiakis et al. 2001, Hoyland
and Wallace 2001, Smith et al. 2004）やサンプリングに基づいた静的シナリ
オを用いた標本平均近似法を用いた研究（Santoso et al. 2005，Azaron et al.





































ク（i, j）を選択するか否かを表すデザイン変数を yij とし，アーク（i, j）
の容量をCij，デザイン費用を fij とし，アーク（i, j）上の品種 kの単位当
たりのフロー費用を ckij とする．また，パス pがアーク（i, j） を含むとき
1，そうでないとき 0である定数をδpij とする．続いて，対象とするシナ
リオ集合を Sとし，シナリオ sの発生確率を es とする．シナリオ sにお
ける品種 kの取り得るパス集合をPks とし，全体のパス集合をPとする．
また，シナリオ sに対する品種 kのパス pのフロー量であるシナリオパス
フロー変数を xksp とし，シナリオ sにおける品種 kの需要量を d
ks とする．
このとき，アーク集合A，パス集合P，シナリオ集合 Sに対して，シ





















C ij y ijx pksδijp ∀（i, j）∈A, s∈S ⑶　
Σ
p∈Pks
d ks y ijx pksδijp ∀（i, j）∈A, k∈K, s∈S ⑷　
ロバストネス性を考慮した容量制約をもつネットワーク設計問題 519
0x pks ∀p∈Pks, k∈K, s∈S ⑸　













































































x ijks C ij ∀（i, j）∈A ⑽　












における流入量と流出量の差が，ノード nが品種 kの始点Oks であれば－









































































容量スケーリング法では，定式化 SCNDP（A, P, S）を利用する．




ij， 0 を下限に置き換えた線形緩和問題を SCNDPL
（A, P, S, C l）とする．なお，l は容量スケーリングの繰り返し回数である．
（SCNDPL（A, P, S, C l））


















C ij y ijx pks lδijp ∀（i, j）∈A, s∈S ⒁　
Σ
p∈Pks
d ks y ijx pksδijp ∀（i, j）∈A, k∈K, s∈S ⒂　
0x pks ∀p∈Pks, k∈K, s∈S ⒃　
l ∀（i, j）∈Ay ij C ij/C ij ⒄　
l－1 回目の繰り返しである SCNDPL（A, P, S, C l－1）のデザイン変数解
を y～ とすると，l 回目のアーク容量を次のように変更する．
l：＝ ＋（1－λ）yijC ij l－1λCij l－1C ij
～ ⒅　
ここで， はスケーリングパラメータであり， 0から 1の間の定数である．
SCNDP（A, P, S） や SCNDA（A, S） は組合せ最適化問題であるため，大
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Algorithm 1: Greedy Algorithm(A)
L ← ();
ψij ← 0;
for s ∈ S do
Solve MCF s(A);
Get φs(A);
for (i, j) ∈ A do
Solve MCF s(A\{(i, j)});
if MCF s(A\{(i, j)}) is feasible then
Get φs(A\{(i, j)});






for (i, j) ∈ A do
if ψij > 0 then L.push((i, j));
end
A¯ ← A;
if |L| > 0 then π ← max(i,j)∈L ψij ;
while |L| > 0 and π > 0 do





for s ∈ S do
Solve MCF s(A¯\{(i∗, j∗)});
if MCF s(A¯\{(i∗, j∗)}) is feasible then
Get φs(A¯\{(i∗, j∗)});





if ψi∗j∗ ≥ π then
A¯ ← A¯\{(i, j)};
else
L.push((i∗, j∗));







Algorithm 2: Capacity Scaling(A)
Set P¯ɼλ, , ITEmin, ITEmax, ArcNum;
Solve CNDPL(A,C));
Get the solution y˜ of CNDPL(A,C);
Add paths to P¯ by Column Genaration;
Aˆ ← ();
Get AN which is the number of arcs such that yij > ;
if AN < ArcNum then
for (i, j) ∈ A do





C1 ← C; l ← 1;
repeat
Solve CNDPL(A,C l);
Get the solution y˜ of (CNDPL(A,C l));
Add paths to P¯ by Column Genaration;
A¯ ← ();
for (i, j) ∈ A do
C lij ← λC l−1ij y˜ij + (1− λ)C l−1ij ;





until l ≥ ITEmin and |A¯| ≤ ArcNum, or l ≥ ITEmax
Return A¯,Aˆ,P¯ ;
Algorithm 3: Combined Algorithm
Set A;
A¯,Aˆ,P¯ ← Capacity Scaling(A);
Solve CNDP (Aˆ, P¯ ) and get A˜ which is the selected arc set;
Get φ(A˜);
UBBB ← φ(A˜);
A¯, UBMG ← Greedy Algorithm(A¯);
UB ← min(UBBB, UBMG);
Return A¯, UB;
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SCN , P, S, C);
SCND , P, S, C);
SCND , P, S, Cl);
S L(A, P, S, Cl);
SCN L(Â, P

, S); and get A˜ whic is the selected arc set;
