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Abstract: We investigate top quark pair production near the threshold where the pair
invariant mass Mtt¯ approaches 2mt, which provides sensitive observables to extract the top
quark mass mt. Using the effective field theory methods, we derive a factorization and
resummation formula for kinematic distributions in the threshold limit up to the next-to-
leading power, which resums higher order Coulomb corrections to all orders in the strong
coupling constant. Our formula is similar to those in the literature but differs in several
important aspects. We apply our formula to the Mtt¯ distribution, as well as to the double
differential cross section with respect to Mtt¯ and the rapidity of the tt¯ pair. We find that the
resummation effects significantly increase the cross sections near the threshold, and lead
to predictions better compatible with experimental data than the fixed-order ones. We
demonstrate that incorporating resummation effects in the top quark mass determination
can shift the extracted value of mt by as large as 1.4 GeV. The shift is much larger than
the estimated uncertainties in previous experimental studies, and leads to a value of the
top quark pole mass more consistent with the current world average.
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1 Introduction
The top quark is the heaviest elementary particle in the Standard Model (SM). Its large
mass plays important roles in many frontiers of particle physics. In the SM, the top quark
mass mt comes exclusively from the O(1) Yukawa coupling between the top quark and the
Higgs field. Therefore, the top quark is believed to be crucial to understand the electroweak
symmetry breaking and properties of the Higgs sector. For example, the stability of the
electroweak vacuum is quite sensitive to the top quark mass. The same is true for the
fine-tuning of the Higgs boson mass and the indirect constraints on new physics beyond
the SM. Consequently, precise measurement of the top quark mass is a highly important
quest of the Large Hadron Collider (LHC) and future high energy colliders.
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Traditionally, the top quark mass is measured by reconstructing the top quark from its
decay products, and fitting the resulting invariant mass distribution against that generated
by Monte Carlo (MC) event generators. Such a mass is often referred to as the “MC mass”.
Thanks to the large amount of data collected by the ATLAS and CMS detectors at the LHC,
the precision for the measured MC mass has been greatly improved in recent years. The
current world average for the MC mass is given by mMCt = 172.9± 0.4 GeV [1]. Despite the
high precision of the experimental result, it turns out to be difficult to relate the MC mass
to a well-defined mass parameter in the Lagrangian of the associated quantum field theory
with a certain renormalization scheme (see, e.g., Refs. [2, 3]). The difficulties are mostly
related to the fact that top quarks (and their decay products) are strongly-interacting
particles who may radiate additional gluons and quarks which end up as hadrons in the
detectors. These effects are described approximately by parton shower algorithms and
hadronization models in MC event generators. Both the perturbative and non-perturbative
aspects of the generators need to be carefully studied in order to relate the MC mass to a
field-theoretic mass. There have been ongoing researches on these issues [4–7], but no final
quantitative conclusion has been reached.
Instead of measuring the MC mass from the decay products of the top quark, it is
possible to directly extract a Lagrangian mass by comparing experimental measurements
and theoretical predictions for certain observables (e.g., total or differential cross sections of
scattering processes involving the top quark). For that purpose, not only the experimental
measurements, but also the theoretical predictions for these observables have to achieve
rather high accuracies in order to extract a relatively precise value of the top quark mass.
Such theoretical predictions necessarily involve higher order perturbative corrections. In
their calculations ultraviolet (UV) divergences appear at intermediate steps and one has
to adopt a renormalization scheme to arrive at finite predictions. The definition of the
Lagrangian mass therefore depends on the renormalization scheme. In practice, one often
employs the on-shell scheme or the modified minimal subtraction (MS) scheme. In the
on-shell scheme, one defines the so-called “pole mass” of the top quark in perturbation
theory.1 This is the most widely used mass scheme in perturbative calculations for top
quark related scattering processes, and we will only discuss this mass definition in the
current work. The current world average for the top quark pole mass, extracted from cross
section measurements, is given by mpolet = 173.1± 0.9 GeV [1]. The value of the extracted
pole mass is rather close to the MC mass, and their exact relationship is an important
question to be addressed [4–7].
Following the above discussions, it is clear that to extract the top quark mass, one
needs to use observables that are strongly dependent on mt, and in the same time can
be experimentally measured and theoretically calculated with high precisions. An often
used observable is the tt¯ pair invariant-mass distribution and related multi-differential cross
sections in the top quark pair production process [13, 14]. It can be easily anticipated that
the kinematic region most sensitive to mt is where the pair invariant mass Mtt¯ is near
1Note however that due to the strongly-interacting nature of the top quark, it actually has no pole mass
non-perturbatively. A related issue is the renormalon ambiguity of the perturbatively-defined top quark
pole mass [8–12].
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the 2mt threshold. Precision theoretical predictions for this observable, especially in the
threshold region, are therefore highly demanded to achieve the goal of extracting the top
quark mass. A closely related observable ρs (and similar ones) in tt¯ + jet production was
employed in [15–19], where ρs is defined as
ρs =
2m0√
stt¯j
, (1.1)
where m0 is an arbitrarily chosen scale of the order of mt, and stt¯j is the invariant mass
of the top quark, the anti-top quark and the additional jet. It was shown in [15] that
the region most sensitive to mt is where ρs is near its maximal value. In that region, the
tt¯ invariant mass Mtt¯ is pushed to the 2mt threshold. Consequently, understanding the
threshold behavior of Mtt¯ is crucial also when using the ρs variable to extract the top quark
mass.
In this work, we will investigate the Mtt¯ distribution in top quark pair production,
especially its behavior in the threshold region. The tt¯ + jet production process will be
studied in a forthcoming article. In perturbation theory, the differential cross section re-
ceives corrections from both strong and electroweak (EW) interactions. One can therefore
organize the theoretical result as a double series in the strong coupling constant αs and
the fine-structure constant α. We will mainly be concerned with strong-interaction contri-
butions described by quantum chromodynamics (QCD). It is possible to incorporate EW
effects in the future in a similar way as in [20–22]. In QCD, the current benchmark of
fixed-order calculations is at the level of next-to-next-to-leading order (NNLO) [23–31].
Upon the NNLO result, all-order resummation of soft logarithms [32–34] combined with
resummation of small-mass logarithms [35–37] up to the NNLL′ accuracy can be added
which improves the theoretical precision, particularly in the high Mtt¯ (a.k.a. boosted)
region. This results in the state-of-the-art QCD prediction at NNLO+NNLL′ [38].
The high precision theoretical predictions are compared to the experimental measure-
ments by the ATLAS and CMS collaborations at the 13 TeV LHC in, e.g., Refs. [39–43].
Overall excellent agreement between theory and data is found in almost all phase space
regions. However, there exists an interesting discrepancy in the threshold region of the
Mtt¯ distribution found in both the lepton+jets and di-lepton data of the CMS experiment
[39, 41]. To see that more clearly, we show in Fig. 1 the CMS result in the di-lepton
channel [39] for the averaged Mtt¯ distribution in the [300, 380] GeV range, where the green
band reflects the combined statistical and systematical uncertainty of the experimental
measurement. The central values of various theoretical predictions (NNLO from [29, 31],
NNLO+EW from [22], and NNLO+NNLL′ from [38]) are shown in comparison. It can be
seen that there exists a clear gap between the experimental and theoretical results. While
this is just a small discrepancy in a vast collection of observables which is normally not
very important, the threshold region of the Mtt¯ distribution is somewhat special since it is
strongly sensitive to the top quark mass. This can be easily observed from Fig. 1, where
we have shown theoretical predictions using two values of mt: 172.5 GeV (blue points) and
173.3 GeV (red points). Therefore, this small discrepancy has profound implications on the
top quark mass measurement. As a matter of fact, such a measurement using the data of
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Figure 1. The averaged Mtt¯ distribution in the range [300, 380] GeV. The CMS result in the di-
lepton channel [39] is shown as the green band. The central-values of various theoretical predictions
are shown in comparison.
[39] has already been performed in [14]. It is found that the extracted top quark pole mass
is around 171 GeV (with an uncertainty of about 0.7 GeV), which is significantly smaller
than the current world average mpolet = 173.1± 0.9 GeV and mMCt = 172.9± 0.4 GeV. The
main driving force towards the lower value is exactly the mismatch between theory and
data in the threshold region Mtt¯ ∼ 2mt. Note that Ref. [14] has only used an integrated
luminosity of 35.9 fb−1 compared to the full LHC Run 2 dataset of 150 fb−1. The Run 3
of the LHC will further collect much more data in the near future. With the large amount
of tt¯ events, future extractions of the top quark mass will have much smaller experimen-
tal uncertainties. One should therefore take this discrepancy seriously if it persists in the
future.
It is known that in the threshold region Mtt¯ ∼ 2mt, there is a class of higher-order
contributions not included in the current state-of-the-art QCD predictions of Refs. [29,
36, 38]. They are of the form αns /β
m where β ≡
√
1− 4m2t /M2tt¯ is the speed of the top
quark in the tt¯ rest frame. In the threshold region where the top and anti-top quarks are
slowly moving with respect to each other, one has β ∼ 0, and the αns /βm contributions
are enhanced. These corrections arise from exchanges of Coulomb-like gluons, and can be
systematically resummed to all orders in αs [44–47]. A physical effect of this resummation
is that the value of Mtt¯ can be lower than the 2mt threshold, due to bound-state effects
caused by the virtual gluon exchanges. In Ref. [14], the authors use the result of [47] to
estimate that these higher-order corrections will lead to a shift of +0.7 GeV to the extracted
mt, which is of the similar size of the total experimental uncertainty. However, there are
a few concerns which may invalidate the direct application of the result of [47]. First of
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all, Ref. [47] only gives numeric results for Mtt¯ ≥ 335 GeV which does not fully cover the
range Mtt¯ ≥ 300 GeV used in the experimental analysis. While the contributions below
335 GeV may not be very important, it is best to be clarified quantitatively.2 Secondly,
the prediction of Ref. [47] (as well as the first bin of the experimental data) extends to
Mtt¯ = 380 GeV, where β ≈ 0.4 is not so small. One should therefore carefully treat the
subleading-power contributions in β in order not to introduce unrealistic corrections into
the theoretical prediction. Last but not least, on top of the small-β threshold limit, Ref. [47]
also considers the “soft” limit z ≡ M2tt¯/sˆ → 1, where
√
sˆ is the center-of-mass energy of
initial-state partons in the hard scattering.3 Given the high energy (13 TeV) of the LHC
compared to 2mt ≈ 345 GeV, it is necessary to assess the validity of the z-soft limit in the
current context.
The goal of this paper is two-fold. Firstly, we reexamine the three points raised above.
Our main findings can be summarized as following: 1) The contribution from the region
Mtt¯ ∈ [300,335] GeV is about 4% of the integrated cross section in the bin [300,380] GeV,
which is non-negligible for current and future high precision measurements; 2) It is neces-
sary to modify the resummation formula to take into account the subleading power cor-
rections such that the formula is valid up to Mtt¯ ∼ 380 GeV; 3) The soft limit z → 1 does
not provide a reasonable approximation for the kinematic region of interest, therefore soft
resummation should either not be performed, or be applied very carefully. The second goal
of this paper is to combine the Coulomb resummation with the NNLO results of [29, 31], to
achieve the best prediction in the threshold region, and to extend the prediction to higher
Mtt¯ values. For that purpose, we need to modify the factorization formula of [44, 45, 47]
to deal with the dynamic renormalization and factorization scales used in the NNLO cal-
culation. We also need to calculate a new hard function with kinematic dependence which
is an essential ingredient in our factorization formula. Note that some of the results in this
work have already been presented in [48]. This paper aims at a more thorough analysis
with more technique details and more phenomenological results and discussions.
This paper is organized as follows. In Section 2 we discuss the fixed-order QCD
corrections for the Mtt¯ distribution and derive the factorization and resummation formula
relevant in the threshold region. In Section 3 we calculate the hard function which is an
essential ingredient in the factorization formula. We then use these analytic results to
perform numeric calculations and present the phenomenological results in Section 4. We
summarize in Section 5 and give additional details in the Appendices.
2 Fixed-order results and factorization
2.1 Fixed-order results
In this work we consider the hadronic process
h1(P1) + h2(P2)→ t(pt) + t¯(pt¯) +Xh , (2.1)
2Note that the shape of the distribution below 2mt threshold strongly depends on the decay width Γt
of the top quark.
3Later we will also study the behaviors of soft gluons in the β → 0 limit. To avoid confusion, we will refer
to the z → 1 soft limit as the z-soft limit, and refer to the β → 0 soft limit as the β-soft limit, respectively.
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where h1 and h2 are two incoming hadrons, while Xh denotes all final-state particles except
the top quark and the anti-top quark. We are mainly interested in the invariant mass of
the tt¯ pair, which is defined as
M2tt¯ ≡ (pt + pt¯)2 . (2.2)
In QCD factorization [49], the invariant-mass distribution can be written as a convolution
of partonic differential cross sections and non-perturbative parton luminosity functions:
dσ
dMtt¯
=
∑
i,j
∫ 1
τ
dz
z
τ
z
∫
dΘ
dσˆij(z, µf )
dMtt¯ dΘ
ffij(τ/z, µf ) , (2.3)
where i, j ∈ {q, q¯, g} denote partons within the colliding hadrons; z ≡ M2tt¯/sˆ, τ ≡ M2tt¯/s,
with
√
s and
√
sˆ being the hadronic and partonic center-of-mass energies, respectively;
and µf is the factorization scale. The symbol Θ denotes a collection of extra kinematic
variables (other than mt and Mtt¯) upon which µf may depend. The functions ffij(y, µf )
are the parton luminosity functions defined by
ffij(y, µf ) ≡
∫ 1
y
dξ
ξ
fi/h1(ξ, µf ) fj/h2(y/ξ, µf ) , (2.4)
where fi/h is the parton distribution function (PDF) of the parton i in the hadron h. They
are non-perturbative objects which can be extracted from experimental data, and can be
obtained using, e.g., the program package LHAPDF [50].
The partonic differential cross sections can be calculated in perturbation theory. In
this work, we are concerned with QCD corrections to this quantity. At the leading order
(LO) in the strong coupling constant αs, only the qq¯ and gg channels give non-vanishing
contributions
d2σˆ
(0)
qq¯
dMtt¯ d cos θt
=
2piβα2s(µr)
M3
tt¯
CFCA
9
cqq¯,8(cos θt) δ(1− z) ,
d2σˆ
(0)
gg
dMtt¯ d cos θt
=
2piβα2s(µr)
M3
tt¯
[
CF
32
cgg,1(cos θt) +
(C2A − 4)CF
64
cgg,8(cos θt)
]
δ(1− z) , (2.5)
where µr is the renormalization scale, θt is the scattering angle of the top quark in the tt¯
rest frame (which coincides with the partonic center-of-mass frame at LO). The coefficient
functions cij,α, with α = 1, 8 labelling the color configuration of the tt¯ system, are given by
cqq¯,8(cos θt) =
1
4
[
2− β2(1− cos2 θt)
]
,
cgg,1(cos θt) =
1
2(1− β2 cos2 θt)2
[
4− 2(1− β2)2 − 2β2(1− β2 cos2 θt)− (1 + β2 cos2 θt)2
]
,
cgg,8(cos θt) = 2cgg,1(cos θt)
[
16
5
− 9
10
(3− β2 cos2 θt)
]
, (2.6)
with
β ≡
√
1− 4m
2
t
M2
tt¯
. (2.7)
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Plugging Eq. (2.5) into Eq. (2.3), we obtain the LO hadronic differential cross sections
dσ
(0)
qq¯
dMtt¯
=
∫ 1
−1
d cos θt
2piβα2s(µr)
sMtt¯
CFCA
9
cqq¯,8(cos θt) ffqq¯(τ, µf ) ,
dσ
(0)
gg
dMtt¯
=
∫ 1
−1
d cos θt
2piβα2s(µr)
sMtt¯
[
CF
32
cgg,1(cos θt) +
(C2A − 4)CF
64
cgg,8(cos θt)
]
ffgg(τ, µf ) .
(2.8)
At the next-to-leading order (NLO) and the next-to-next-to-leading order (NNLO) in
QCD, there are no analytic formulas for the partonic differential cross sections, and one
relies on numeric methods to perform the phase-space integrals as well as loop integrals
(at NNLO). The NLO results were calculated in [51–53], and can be obtained using the
program package MCFM [54]. The NNLO results were calculated in [23–31], and we obtain
the invariant-mass distribution from [29, 31, 55, 56].
Besides the above fixed-order QCD calculations, there are also results implementing
all-order resummation of certain classes of large logarithms [32–37] as well as electroweak
corrections [20, 21, 57–72]. We however do not incorporate them into our final predictions
in the current work. This can be done in the future straightforwardly using combination
methods similar as [22].
2.2 Factorization near threshold
In the threshold region Mtt¯ ∼ 2mt, higher order QCD corrections are enhanced by contribu-
tions of the form (αs/β)
n as well as αns ln
m β, which arise from exchanges of Coulomb-type
gluons and soft gluons between the top and anti-top quarks. Using the method of regions,
we identify the following relevant momentum regions in the tt¯ rest frame:
hard: kµ ∼Mtt¯ ,
potential: k0 ∼Mtt¯β2 , ~k ∼Mtt¯β ,
soft: kµ ∼Mtt¯β ,
ultrasoft: kµ ∼Mtt¯β2 ,
collinear: kµ = (n¯i · k, ni · k, k⊥) ∼Mtt¯(1, β2, β) . (2.9)
Note that later we will also consider the ultrasoft region in the z → 1 limit, i.e., the z-soft
limit introduced in footnote 3 on page 5. That should not be confused with the β-soft
limit here. In the last equation above, the light-like 4-vector nµi is along the momentum
of each massless energetic parton in the initial and final states. The light-like 4-vectors n¯µi
satisfy ni · n¯i = 2. Later we will show that the collinear modes are irrelevant at the order
considered in this work. We nevertheless list them here for completeness.
The momentum modes in Eq. (2.9) can be described in the language of effective field
theories (EFTs). The relevant EFT is potential non-relativistic QCD (pNRQCD) [73–
76], possibly supplemented by soft-collinear effective theory (SCET) [77–81]. The EFT
of pNRQCD describes interactions among potential, soft and ultrasoft fields, while SCET
describes interactions among ultrasoft and collinear fields. Both theories admit a power
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expansion in the small parameter β  1. In this work, we will consider the power expansion
up to the next-to-leading power (NLP). In order to resum the (αs/β)
n terms up to all orders
in αs, pNRQCD adopts an additional power counting αs ∼ β, such that all (αs/β)n terms
are O(1) and are incorporated already at the leading power (LP).
We begin with the partonic differential cross section with respect to M2tt¯
dσˆij
dM2
tt¯
=
1
2sˆ
∑
X
∫
d4Ptt¯
(2pi)4
δ(P 2tt¯ −M2tt¯) (2pi)4δ(4)(p1 + p2 − Ptt¯ − PX)
×
∫
d4pt
(2pi)4
d4pt¯
(2pi)4
(2pi)δ(p2t −m2t ) (2pi)δ(p2t¯ −m2t ) (2pi)4δ(4)(Ptt¯ − pt − pt¯)
× ∣∣M(i+ j → tt¯+X)∣∣2 , (2.10)
where the summation over final-state polarization and color indices and the average over
initial-state ones are understood. In the tt¯ rest frame, the momenta of the top and anti-top
quarks are given by
pµt =
Mtt¯
2
vµ +
qµ
2
, pµ
t¯
=
Mtt¯
2
vµ − q
µ
2
, (2.11)
where vµ = (1, 0, 0, 0) and the relative momentum qµ behaves as the potential mode in
Eq. (2.9). The extra radiations X are generically counted as the hard mode in our setup,
since we count 1− z = 1−M2tt¯/sˆ as an O(1) quantity. In other words, we do not consider
the limit z → 1 besides the threshold limit β → 0. The reason will be clear later.
In the β → 0 limit, the scattering amplitude in Eq. (2.10) can be described in pNRQCD
up to the NLP as
M(i+ j → tt¯+X) = Ca1a2ij,X (p1, p2, Ptt¯, PX) 〈ta1 t¯a2 |ψ†χ|0〉 , (2.12)
where the fields ψ and χ are heavy quark fields in pNRQCD describing the top and anti-
top quarks, respectively; and Ca1a2ij,X are Wilson coefficients which encode fluctuations at the
hard scale Mtt¯. They receive contributions from both virtual exchanges and real emissions
of hard gluons. They depend on total momentum of the tt¯ pair as well as the momenta of
other external particles. They also depend on the color indices of the external particles, in
particular, the color indices a1 and a2 of the top and anti-top quarks, which are contracted
with the corresponding indices of the operator matrix elements in Eq. (2.12). The squared
amplitude in Eq. (2.10) can then be expressed as
∣∣M(i+ j → tt¯+X)∣∣2 = 1
Nij
Ca1a2ij,X (p1, p2, Ptt¯, PX)C
a3a4†
ij,X (p1, p2, Ptt¯, PX)
× 〈0|χ†ψ|ta3 t¯a4〉 〈ta1 t¯a2 |ψ†χ|0〉 , (2.13)
where the summation over polarization and color indices are understood, and the 1/Nij
factor takes into account the average over initial states.
The contraction of color indices in Eq. (2.13) can be simplified by inserting a complete
set of orthonormal color projectors Pα{a} given by
P 1a1a2a3a4 =
1
3
δa1a2δa3a4 , P
8
a1a2a3a4 = 2T
c
a1a2T
c
a4a3 , (2.14)
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where α = 1, 8 denote the singlet and octet color configurations of the tt¯ pair. We can now
define the hard functions as
Hij,α(z,Mtt¯, QT , Y, µr, µf ) =
zM2tt¯
32pi3α2s
∑
X
∫
d4Ptt¯
(2pi)4
(2pi) δ(P 2tt¯ −M2tt¯) δ(P 2T,tt¯ −Q2T )
× δ(Ytt¯ − Y ) (2pi)4δ(4)(p1 + p2 − Ptt¯ − PX)
× 1
Nij
Pα{a}C
a1a2
ij,X (p1, p2, Ptt¯, PX)C
a3a4†
ij,X (p1, p2, Ptt¯, PX) , (2.15)
where QT and Y are the transverse momentum and the rapidity of the tt¯ pair in the
initial-state center-of-mass frame, respectively. The reason for keeping their dependence
in the hard functions will be clear later. The hard functions can be calculated in per-
turbation theory, where both ultraviolet (UV) and infrared (IR) divergences appear. The
UV divergences are removed via renormalization. Part of the IR divergences cancels when
adding virtual and real contributions, while the remaining collinear divergences are ab-
sorbed into the PDFs. After these procedures, the hard functions develop dependencies on
the renormalization scale µr and the factorization scale µf .
Plugging Eqs. (2.13) and (2.15) into Eq. (2.10), we find that the remaining integrals
are over pt and pt¯, or equivalently, over the potential-scaling relative momentum q
µ as
given in Eq. (2.11). We can then define a potential function describing fluctuations of the
potential, soft and ultrasoft modes as
Jα(E) = M2tt¯
∫
d4pt
(2pi)4
d4pt¯
(2pi)4
(2pi)δ(p2t −m2t ) (2pi)δ(p2t¯ −m2t ) (2pi)4δ(4)(Ptt¯ − pt − pt¯)
× Pα{a} 〈0|χ†ψ|ta3 t¯a4〉 〈ta1 t¯a2 |ψ†χ|0〉 , (2.16)
where E ≡Mtt¯ − 2mt represents the residue kinetic energy of the top and anti-top quarks
in the tt¯ rest frame. The partonic differential cross section can then be written in the
factorized form up to the NLP:
dσˆij
dMtt¯ dΘ
=
16pi2α2s(µr)
M5
tt¯
√
Mtt¯ + 2mt
2Mtt¯
∑
α
cij,α(cos θt)
×Hij,α(z,Mtt¯, QT , Y, µr, µf ) Jα(E) +O(β3) , (2.17)
where the coefficient functions cij,α are included such that the leading order expansion of
the factorization formula coincides with the exact results in Eq. (2.5). They are given in
Eq. (2.6) for (ij, α) = (qq¯, 8), (gg, 1), (gg, 8), and we choose cij,α = 1 for all other cases. The
kinematic variables contained in Θ include Q2T , Y , as well as θt and φt being the scattering
angle and the azimuthal angle of the top quark in the tt¯ rest frame.
The formula (2.17) holds for rather generic choices of µr and µf . Near the threshold
Mtt¯ ∼ 2mt, it is reasonable to associate the scales to either mt or Mtt¯. On the other
hand, we have in mind that our results can be extended to a much larger range of Mtt¯
through a combination with fixed-order calculations [23–31] and with soft-gluon resumma-
tion calculations [34–37]. We will therefore also consider the scale choices adopted by those
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calculations, where the scales are correlated with the variable
HT ≡
√
p2T,t +m
2
t +
√
p2
T,t¯
+m2t , (2.18)
where pT,t and pT,t¯ are the transverse momenta of the top and anti-top quarks in the initial-
state center-of-mass frame. The variable HT is a (complicated) function of Mtt¯, θt, φt, QT
and Y . This is essentially the reason why we need to keep these variables unintegrated in
Eq. (2.17), as collected in the symbol Θ.
2.3 Absence of additional structures up to NLP
At this point, it is worthwhile to briefly discuss the derivation of the factorization formula
(2.12). Such a factorization is straightforward if one could count all parton exchanges and
radiations (except those within the tt¯ system) as hard. In this case the only EFT required
to describe the process is pNRQCD, and hence the standard matching formula (2.12). On
the other hand, IR divergences appearing at higher orders in perturbation theory may
spoil this simple assumption. If that happens, one will need to utilize other EFTs such
as the SCET to describe, e.g., the collinear modes, and introduce new structures into the
factorization formula. In the following, we will show that such new structures are not
required at LP and NLP.
Besides the dynamics described by pNRQCD, the remaining IR divergences arise from
soft and/or collinear interactions. The strategy we are going to take is then to use SCET
(combined with pNRQCD) to analyze the behavior of the differential cross section in those
limits. At LP in β, the interactions of ultrasoft gluons with initial-state and final-state
partons are both governed by the eikonal approximation. The interactions among collinear
fields are the same as in the full QCD. The cancellation of soft divergences and final-state
collinear divergences therefore follows similarly as the KLN theorem [82, 83]. The remaining
initial-state collinear divergences can be absorbed into the PDFs through factorization [49].
Note that the above discussions apply to arbitrary orders in αs at LP in β. We will explicitly
demonstrate these cancellations through the calculation of the NLO hard functions in the
next section.
Using the EFT language, the ultrasoft and collinear interactions are described by the
LP Lagrangians of SCET and pNRQCD, written as
L0SCET(x) =
∑
n∈{ni}
[
ξ¯n
(
in ·Dn + gsn ·Aus + i /Dn⊥
1
in¯ ·Dn i
/Dn⊥
) /¯n
2
ξn − 1
2
TrFµνn F
n
µν
]
− 1
2
TrFµνus F
us
µν , (2.19)
L0pNRQCD(x) = ψ†
(
i∂0 + gsn ·A0us +
~∂2
2mt
)
ψ + χ†
(
i∂0 + gsn ·A0us −
~∂2
2mt
)
χ
−
∫
d3~r ψ†T aψ
(
x0, ~x+ ~r
) (αs
r
)
χ†T aχ
(
x0, ~x
)
, (2.20)
where nµ takes each of the light-like 4-vectors nµi along initial-state and final-state massless
energetic partons; ξn is the collinear quark field along the n direction; ψ and χ are Pauli
– 10 –
spinor fields annihilating the top quark and creating the anti-top quark, respectively; An
(in the covariant derivative Dn) and Aus represent the collinear and ultrasoft gluon fields,
with Fµνn(us) their field strength tensors. The ultrasoft eikonal interactions are manifest in
the n ·Aus terms in the above Lagrangians. One can perform the field redefinitions [79, 84]
ξn(x)→ Sqn(x)ξn(x) , An(x)→ Sgn(x)An(x) ,
ψ(x)→ Sv(x)ψ(x) , χ(x)→ Sv(x)χ(x) , (2.21)
such that these interactions do not appear explicitly in the LP Lagrangians, where Sv(x)
and Sqn(x) are ultrasoft Wilson lines in the fundamental representation along the directions
implied by the subscripts, while Sgn(x) are ultrasoft Wilson lines in the adjoint represen-
tation. These interactions reappear in the effective operators describing the tt¯ production
process.
The partonic differential cross sections can then be decomposed into a hard sector
(containing Wilson coefficients from matching the full QCD to the EFT), a potential sector
(containing top and anti-top quarks as well as potential and soft modes), an ultrasoft
sector (containing the ultrasoft Wilson lines), and several collinear sectors (containing the
collinear fields along each of the incoming and outgoing energetic partons). Within each
sector, one needs to perform the well-known multipole expansion [80, 81] to have a uniform
power counting in β. However, the only physical scale which may enter the ultrasoft sector
and the collinear sectors is given by the residue momentum p1 + p2−Ptt¯, which is counted
as hard in our approach. As a result, the loop and phase-space integrals in the ultrasoft
sector and the collinear sectors become scaleless and vanish in dimensional regularization.
This effectively means that we do not need to consider them at LP in β to start with, and
hence the differential cross sections are factorized as in Eq. (2.17).
At NLP in β, we need to consider the subleading Lagrangians of pNRQCD and SCET,
as well as the subleading effective operators relevant for the process. The NLP pNRQCD
Lagrangians are given by [75, 76, 85]
L1apNRQCD(x) = −ψ†(x) gs ~x · ~Eus(x0,~0)ψ(x)− χ†(x) gs ~x · ~Eus(x0,~0)χ(x) , (2.22)
L1bpNRQCD(x) = −
∫
d3~r ψ†T aψ
(
x0, ~x+ ~r
) α2s
4pir
[
a1 + 2β0 ln
(
eγEµr
)]
χ†T aχ
(
x0, ~x
)
, (2.23)
where ~Eius = F
i0
us are the chromoelectric components of the ultrasoft field strength tensor.
The coefficient a1 was calculated in [86, 87] and is given by a1 = 31CA/9 − 10Nl/9 with
Nl light quark flavors. The one-loop coefficient β0 of the QCD β-function is β0 = (11CA−
4TFNl)/3. The NLP SCET Lagrangians are [77–81]
L1aSCET = ξ¯n
(
xµ⊥n
νWngsF
us
µνW
†
n
) /¯n
2
ξn + (n↔ n¯) , (2.24)
L1bSCET = Tr
{
nµFnµνWni
[
xρ⊥n¯
ρF usρσ,W
†
n (iD
ν
n⊥Wn)
]
W †n
}
− Tr
{
nµFµν⊥n Wnn¯
ρF usρν⊥W
†
n
}
+ (n↔ n¯) , (2.25)
L1cSCET = ξ¯ni /Dn⊥Wnqus + h.c. + (n↔ n¯) , (2.26)
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where Wn is the collinear Wilson line and qus is the ultrasoft quark field. It can be shown
that single insertions of L1apNRQCD give rise to vanishing results due to angular momentum
conservation [84, 88, 89], while L1cSCET does not contribute due to baryon number conser-
vation. The terms in L1bpNRQCD involve subleading potentials between the top and anti-top
quarks. These contributions can be incorporated by upgrading the potential function Jα(E)
to the NLO, which we will discuss in the next subsection.
Besides the NLP Lagrangians which describe the low-energy interactions in the EFTs,
we also need to consider the NLP effective operators describing the hard scattering pro-
cesses. These are constructed out of gauge-invariant building blocks of pNRQCD and
SCET fields, with the overall power counting of order β1 (the LP operators are of order
β0). This extra power of β comes either from the collinear fields or from the fields in the
potential sector. Note that the ultrasoft mode scales as β2 and therefore cannot provide a
single power of β. The new operators from the potential sector may lead to new potential
functions in addition to the LP one in Eq. (2.16). For example, there could be contributions
from matrix elements of the form
〈0|χ†ψ|ta3 t¯a4〉 〈ta1 t¯a2 |ψ†~∂χ|0〉 . (2.27)
However, such terms have an odd parity and always lead to a vanishing result when inte-
grating over the phase space as in Eq. (2.16). For the NLP operators in the collinear sector,
and for the single insertions of L1a,1bSCET, the situation is quite similar. Only the transverse
component of a collinear momentum or a collinear gluon field can give rise to an order
β1 contribution. In the NLP collinear functions (beam or jet functions), one therefore
generically encounters integrals similar as∫
d4x eiq ·x
∑
X
〈i|Ξ†n(x)|X〉 〈X|∂µ⊥Ξn(0)|i〉 ∝ qµ⊥ , (2.28)
where Ξn represents gauge-invariant building blocks of collinear fields, and ∂
µ
⊥ might be
replaced by xµ⊥ or Aµ⊥. Note that at NLP, such dependence on the transverse component
can only appear once. This kind of contributions either vanish trivially, or vanish after
phase-space integration. We therefore conclude that the factorization formula (2.17) is
not modified by NLP contributions, except that the potential function Jα(E) should be
calculated up to order β.
2.4 The perturbative ingredients and resummation at NLP
The hard functions Hij,α can be expanded in powers of the strong coupling αs:
Hij,α(z,Mtt¯, QT , Y, µr, µf ) = H
(0)
ij,α +
αs(µr)
4pi
H
(1)
ij,α + · · · . (2.29)
Due to soft and collinear divergences, Hij,α are singular (in terms of distributions) in both
the limits z → 1 and QT → 0. We work in dimensional regularization with the spacetime
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dimension d = 4− 2. The LO hard functions are simply given by
H
(0)
qq¯,1 = hqq¯,1 = 0 ,
H
(0)
qq¯,8 = hqq¯,8 δ(1− z) δ(Q2T ) δ(Y ) =
CACF (1− )
9
δ(1− z) δ(Q2T ) δ(Y ) ,
H
(0)
gg,1 = hgg,1 δ(1− z) δ(Q2T ) δ(Y ) =
CF (1− 2)
32(1− ) δ(1− z) δ(Q
2
T ) δ(Y ) ,
H
(0)
gg,8 = hgg,8 δ(1− z) δ(Q2T ) δ(Y ) =
(C2A − 4)CF (1− 2)
64(1− ) δ(1− z) δ(Q
2
T ) δ(Y ) ,
(2.30)
where we have kept the dependence on  which is needed for renormalization. The NLO
hard functions are much more complicated, and serve as one of the major new ingredients
of this work. We will discuss their calculation in the next section.
We now turn to the potential function Jα(E), which can be related to the imaginary
part of the pNRQCD Green function Gα(~r1, ~r2;E) of the tt¯ pair at origin [84]:
Jα(E) = 2 ImGα(~0,~0;E) . (2.31)
Up to the NLP, the potential function can be written as
Jα(E) = Jα0 (E) + J
α
1 (E) ≡ 2 ImGα0 (~0,~0;E) + 2 ImGα1 (~0,~0;E) . (2.32)
The Green function can be obtained by solving a differential equation [75, 76, 90, 91]. It
depends on an additional (hard) scale other than E, which is usually chosen as mt. It is
equally well to write the Green function in terms of Mtt¯ and E, which corresponds to a
reorganization of the power expansion in β. Since Mtt¯ = 2mt(1 + O(β2)), at NLP it is
sufficient to simply replace mt →Mtt¯/2. We can then write the Green function as
Gα0 (~0,~0;E) =
M2tt¯
16pi
{
−
√
−2E
Mtt¯
+
αs(µJ)Dα
2
[
− 2LJ + 2ψ(λ) + 2γE − 1
]}
,
Gα1 (~0,~0;E) = −
M2tt¯Dαα
2
s(µJ)
64pi2
{
a1
[
LJ + (1− λ)ψ′(λ)− ψ(λ)− γE
]
+ β0
[
L2J + 2LJ
(
(1− λ)ψ′(λ)− ψ(λ)− γE
)
+ 44F3(1, 1, 1, 1; 2, 2, λ; 1)
+ (1− λ)ψ′′(λ)− 2(1− λ)(ψ(λ) + γE)ψ′(λ)− pi2
6
− 3ψ′(λ) + (ψ(λ) + γE)2]} . (2.33)
Here a1 = 31CA/9− 10Nl/9, D1 = −CF , D8 = 1/(2Nc), and
LJ = −1
2
ln
(
− 2Mtt¯E
µ2J
)
, λ = 1 +
αs(µJ)Dα
2
√−2E/Mtt¯ . (2.34)
From the form of the logarithm, it appears that the natural choice of the potential scale µJ
is
√
2Mtt¯E. However, as E approaches zero, this scale enters the non-perturbative regime.
We therefore follow the prescription in [84, 89] to set a lower bound µcutJ for the potential
scale. It is set to be the solution to the equation µcutJ = CFmtαs(µ
cut
J ), with a numeric value
– 13 –
µcutJ ≈ 32 GeV. Finally, when E is small, the top quark width effect becomes important.
To deal with that we replace E → E + iΓt, where Γt ≈ 1.4 GeV.
Combining the hard functions and the potential functions and convoluting with the
parton luminosities, we define the NLP resummed hadronic differential cross section as
dσNLP
dMtt¯
=
∫ 1
τ
dz
z
∫ 1
−1
d cos θt
∫ 2pi
0
dφt
2pi
∫ Q2T,max
0
dQ2T
∫ Ymax
−Ymax
dY
16pi2α2s(µr)
sM3
tt¯
√
Mtt¯ + 2mt
2Mtt¯
×
∑
ij,α
cij,α(cos θt) ffij(τ/z, µf )
1
z
KNLPij,α (z,Mtt¯,mt, QT , Y, µr, µf ) +O(β3) , (2.35)
with the NLP kernel
KNLPij,α (z,Mtt¯,mt, QT , Y, µr, µf ) = H
(0)
ij,α
(
Jα0 (E) + J
α
1 (E)
)
+
αs(µr)
4pi
H
(1)
ij,α J
α
0 (E) . (2.36)
In Eq. (2.35), the integration domain of QT and Y is determined by
QT,max =
Mtt¯(1− z)
2
√
z
, cosh(Ymax) =
Mtt¯(1 + z)
2
√
z
√
M2
tt¯
+Q2T
. (2.37)
It is evident that in the limit z → 1, where sˆ→M2tt¯, both QT and Y must approach zero.
In practice, it is often useful to have the perturbative expansion of the NLP kernel for
E = Mtt¯ − 2mt > 0:
KNLPij,α (z,Mtt¯,mt, QT , Y, µr, µf ) =
M2tt¯
8pi
√
2E
Mtt¯
∞∑
n=0
(
αs(µr)
4pi
)n
K
(n)
ij,α , (2.38)
where the coefficients for the first few orders are given by
K
(0)
ij,α = H
(0)
ij,α ,
K
(1)
ij,α = −2pi2Dα
√
Mtt¯
2E
H
(0)
ij,α +H
(1)
ij,α ,
K
(2)
ij,α =
4pi4D2α
3
Mtt¯
2E
H
(0)
ij,α + 2pi
2Dα
√
Mtt¯
2E
[(
β0Lr − a1
)
H
(0)
ij,α −H(1)ij,α
]
,
K
(3)
ij,α =
4pi2D2α
3
Mtt¯
2E
{[
2pi2a1 − 2β0
(
pi2Lr + 12ζ3
)]
H
(0)
ij,α + pi
2H
(1)
ij,α
}
+ 2pi2Dα
√
Mtt¯
2E
LJr
{[
β1 + 2a1β0 + β
2
0
(
LJr − 2Lr
)]
H
(0)
ij,α + β0H
(1)
ij,α
}
,
K
(4)
ij,α = −
16pi8D4α
45
(
Mtt¯
2E
)2
H
(0)
ij,α + 48pi
4ζ3β0D
3
α
(
Mtt¯
2E
)3/2
H
(0)
ij,α
− 4pi
2D2α
3
Mtt¯
2E
LJr
{[
2pi2β1 + 6pi
2β0a1 − 72ζ3β20 + 3pi2β20
(
LJr − 2Lr
)]
H
(0)
ij,α + 2pi
2β0H
(1)
ij,α
}
+ pi2Dα
√
Mtt¯
2E
LJr
{(
2β1 − 2β20LJr
)
H
(1)
ij,α
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+
[
2β2 + 4β1a1 − 4β30L2Jr − 4β0β1Lr + β0LJr
(
6β20Lr − 6β0a1 − β1
)]
H
(0)
ij,α
}
,
(2.39)
where
Lr = ln
2Mtt¯E
µ2r
, LJr = ln
µ2J
µ2r
. (2.40)
We note that
√
2E/Mtt¯ = β +O(β3), and the above expansion makes the 1/β corrections
explicit.
We still need to specify how to perform the integrations in Eq. (2.35), and how to
compute the variable HT in Eq. (2.18). These are in general quite complicated, but are
simplified at NLP, where the extra radiation X satisfies M2X = 0. In this case the transverse
momenta of the top and anti-top quarks can be written as
p2T,t =
1
4
[(
QT +
√
M2
tt¯
+Q2T β sin θt cosφt
)2
+
(
Mtt¯β sin θt sinφt
)2]
,
p2T,t¯ = p
2
T,t
∣∣∣∣
β→−β
. (2.41)
It is then straightforward to compute the variable HT which enters the scales µr and µf .
The integrals in Eq. (2.35) can now be performed numerically. The only subtlety is that
the NLP kernel KNLPij,α contains singular distributions involving z, QT and Y , which arise
from the NLO hard functions to be discussed in the next section.
2.5 Matching with fixed-order results
The resummed result of Eq. (2.35) contains contributions enhanced by 1/β or lnβ to all
orders in αs at the NLP accuracy. It is possible to add back the β-power suppressed con-
tributions at NLO and NNLO to achieve a more precise prediction through a matching
procedure. This is straightforward given the fixed-order expansion Eq. (2.38) of the re-
summation formula. We define the nkLO differential cross sections (with k = 0, 1, 2, . . .)
as
dσn
kLO
dMtt¯
=
∫ 1
τ
dz
z
∫ 1
−1
d cos θt
∫ 2pi
0
dφt
2pi
∫ Q2T,max
0
dQ2T
∫ Ymax
−Ymax
dY
16pi2α2s(µr)
sM3
tt¯
√
Mtt¯ + 2mt
2Mtt¯
×
∑
ij,α
cij,α(cos θt) ffij(τ/z, µf )
1
z
M2tt¯
8pi
√
2E
Mtt¯
k∑
n=0
(
αs(µr)
4pi
)n
K
(n)
ij,α . (2.42)
Note that the n0LO cross section is exactly the same as the LO cross section (2.8) with our
choice of normalization in the resummation formula, while the nkLO cross sections provide
approximations to the exact NkLO results (with N1LO ≡ NLO and N2LO ≡ NNLO). The
validity of these approximations is very important for applying the resummation, which we
will study numerically in Section 4. At the moment, we just note that the difference
dσN
kLO
dMtt¯
− dσ
nkLO
dMtt¯
(2.43)
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contains β-power suppressed contributions beyond NLP at NkLO, which are exactly what
we would like to incorporate through the matching procedure. The matching formula is
then simply given by
dσ(N)NLO+NLP
dMtt¯
=
dσNLP
dMtt¯
− dσ
(n)nLO
dMtt¯
+
dσ(N)NLO
dMtt¯
, (2.44)
where nLO ≡ n1LO and nnLO ≡ n2LO as defined in Eq. (2.42). The matched results at
NLO+NLP and NNLO+NLP precisions are then our main results in this paper, based on
which we will present our best predictions in Section 4. Before going into that, we first
perform the calculation of the hard functions at NLO in the next section.
3 The hard functions at NLO
In this section, we discuss the calculation of the NLO hard functions, which were not
available in the literature. The hard functions receive contributions from both virtual gluon
exchanges and real emission subprocesses. We first consider one-loop virtual corrections
where no extra radiation is present. As a result they must be proportional to the tree-level
results in Eq. (2.30). We generate the one-loop amplitudes using FeynArts [92], manipulate
them with FeynCalc [93–95], and reduce the relevant integrals to a set of master integrals
using Reduze2 [96]. The calculation of the master integrals is straightforward and we collect
the results in Appendix A. Supplemented with the trivial one-body phase space integral,
the bare virtual contributions to the NLO hard functions can be written as
H
(1),V,bare
qq¯,1 = 0 ,
H
(1),V,bare
qq¯,8 = H
(0)
qq¯,8
[
− 16
32
− 16LM − 44 + 4Nl
3
− 8L
2
M
3
+
(
44
3
− 4Nl
3
)
LM
+
280
9
− 20Nl
9
+
64 ln(2)
3
+
pi2
9
]
,
H
(1),V,bare
gg,1 = H
(0)
gg,1
(
− 12
2
− 12LM

− 6L2M −
44
3
+
16pi2
3
)
,
H
(1),V,bare
gg,8 = H
(0)
gg,8
(
− 12
2
− 12LM + 6

− 6L2M − 6LM −
8
3
+
23pi2
6
)
,
(3.1)
where LM = ln(µ
2
r/M
2
tt¯). Note that we have put in the numerical values of the color factors
CF = 4/3 and CA = Nc = 3 here and below for simplicity. The above results contain both
UV and IR divergences. The UV ones are removed by renormalization. We renormalize the
fields and the top quark mass in the on-shell scheme, and renormalize the strong coupling
in the MS scheme with the top quark integrated out and Nl = 5 active flavors. We collect
the relevant renormalization constants in Appendix A. After renormalization, we get the
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UV-finite virtual contributions as follows:
H
(1),V
qq¯,1 = 0 ,
H
(1),V
qq¯,8 = H
(0)
qq¯,8
[
− 16
32
− 16LM + 42
3
− 8L
2
M
3
+
(
8− 4Nl
3
)
LM
+
184
9
− 20Nl
9
+ 8 ln(2) +
pi2
9
]
,
H
(1),V
gg,1 = H
(0)
gg,1
(
− 12
2
− 36LM + 66− 4Nl
3
− 6L2M −
44
3
+
16pi2
3
)
,
H
(1),V
gg,8 = H
(0)
gg,8
(
− 12
2
− 36LM + 84− 4Nl
3
− 6L2M − 6LM −
8
3
+
23pi2
6
)
.
(3.2)
We now turn to the real emission subprocesses
i(p1) + j(p2)→ tt¯(Ptt¯) +X(k) . (3.3)
The sum over X in the definition Eq. (2.15) of the hard function now involves integrating
over the momentum k. This leads to the two-body phase-space integral
Φ2 = µ
2
r
∫
ddk
(2pi)d
(2pi)δ+(k2)
ddPtt¯
(2pi)d
(2pi)δ+(P 2tt¯ −M2tt¯)
× δ(P 2T,tt¯ −Q2T ) δ
(
Y − 1
2
ln
P 0tt¯ + P
3
tt¯
P 0
tt¯
− P 3
tt¯
)
(2pi)dδ(d)(p1 + p2 − Ptt¯ − k) . (3.4)
At NLO, the kinematic variables either do not appear in the Wilson coefficient in Eq. (2.15),
or are fixed by the delta functions in Eq. (3.4). Therefore the whole integral can be carried
out which leads to
Φ2 =
(4pi)
16piΓ(1− )
(
µ2r
Q2T
)
1 + z
M2
tt¯
+Q2T
δ
(
cosh2(Y )− M
2
tt¯(1 + z)
2
4z(M2
tt¯
+Q2T )
)
=
(4pi)
16piΓ(1− )
(
µ2r
Q2T
)
1 + z
M2
tt¯
+Q2T
δ(Y − Ymax) + δ(Y + Ymax)
sinh(2Ymax)
, (3.5)
where Ymax is a function of QT and z defined in Eq. (2.37), satisfying
cosh(Ymax) =
Mtt¯(1 + z)
2
√
z
√
M2
tt¯
+Q2T
, sinh(Ymax) =
√
Q2T,max −Q2T
M2
tt¯
+Q2T
, (3.6)
where again QT,max is defined in Eq. (2.37) as a function of z. Later we will often invoke
the value of Ymax at QT = 0. It therefore deserves a separate symbol which we write as
Ymax,0 ≡ Ymax(QT = 0) = −1
2
ln z , (3.7)
which satisfies
sinh(Ymax,0) =
1− z
2
√
z
, cosh(Ymax,0) =
1 + z
2
√
z
, sinh(2Ymax,0) =
(1 + z)(1− z)
2z
. (3.8)
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The Wilson coefficients in the definition (2.15) of the hard functions are divergent in the
limits z → 1 and QT → 0 which correspond to soft and collinear singularities. These
singularities are regularized in dimensional regularization by the factor of Q−2T appearing
in Eq. (3.5). In practice, it is useful to write(
µ2r
Q2T
)
=
(
µ2r
M2
tt¯
)(Q2T,max
Q2T
)
4 z (1− z)−2 . (3.9)
One can then perform the expansion in  using
(1− z)−1−2 = − 1
2
δ(1− z) +
(
1
1− z
)
+
− 2
[
ln(1− z)
1− z
]
+
+ · · · ,
1
Q2T
(
Q2T
Q2T,max
)−
= −1

δ(Q2T ) +
(
1
Q2T
)
∗
− 
(
1
Q2T
ln
Q2T
Q2T,max
)
∗
+ · · · , (3.10)
where the plus-distributions and star-distributions satisfy∫ 1
0
dz
[
lnn(1− z)
1− z
]
+
f(z) =
∫ 1
0
dz
lnn(1− z)
1− z
[
f(z)− f(1)] ,∫ Q2T,max
0
dQ2T
(
1
Q2T
lnn
Q2T
Q2T,max
)
∗
f(Q2T ) =
∫ Q2T,max
0
dQ2T
Q2T
lnn
Q2T
Q2T,max
[
f(Q2T )− f(0)
]
,
(3.11)
for some test functions f(z) and f(Q2T ).
It will be convenient to introduce the scattering angle θ of the tt¯ pair in the partonic
center-of-mass frame. It satisfies the relations
QT =
Mtt¯(1− z)
2
√
z
sin θ , Y =
1
2
ln
1 + z + (1− z) cos θ
1 + z − (1− z) cos θ . (3.12)
The inverse relation reads
y ≡ cos θ = 1 + z
1− z tanh(Y ) . (3.13)
Using the delta functions in Eq. (3.5), it can be further expressed as
y ≡ cos θ = ±1 + z
1− z tanh(Ymax) . (3.14)
It should be stressed that while there is a factor of 1 − z in the denominator above, the
value of y is well-defined in the limit z → 1. In fact, it is easy to see from Eq. (3.8) that
y ≡ cos θ QT→0−−−−→ ±1 , (3.15)
where the sign depends on the sign of Y = ±Ymax. We further introduce a few abbreviations
to shorten the expressions:
δYmax =
1
M2
tt¯
+Q2T
δ(Y − Ymax) + δ(Y + Ymax)
sinh(2Ymax)
,
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δYmax,0 = δ(Y − Ymax,0) + δ(Y + Ymax,0) ,
d(QT , z) = δ
Y
max
M2tt¯(1 + z)(1− z)
2z
(
1
Q2T
)
∗
(
1
1− z
)
+
. (3.16)
The reason to include a factor of 1− z in the last equation is that the combination of δYmax
and (1/Q2T )∗ will produce a singularity as z → 1 upon integration over Y and Q2T . This
can be easily seen from the integral∫ Q2T,max
0
dQ2T
Q2T
(
Q2T
Q2T,max
)−
1√
Q2T,max −Q2T
=
1
QT,max
Γ(1− ) Γ(−)
4 Γ(1− 2) . (3.17)
This singularity has to be cancelled by a corresponding factor of 1 − z in the numerator,
and we therefore include that factor explicitly here. This will help to identify the leading
singular terms in the z → 1 limit later.
The results of the hard functions will also involve the one-loop splitting functions given
by
P (0)qq (z) = 2CF
[
1 + z2
(1− z)+ +
3
2
δ(1− z)
]
,
P (0)gg (z) = 4CA
[
z
(1− z)+ +
1− z
z
+ z(1− z)
]
+
(
11
3
CA − 4
3
TFNl
)
δ(1− z) ,
P (0)qg (z) = 2TF
[
z2 + (1− z)2] ,
P (0)gq (z) = 2CF
1 + (1− z)2
z
.
(3.18)
We can now write the real emission contributions as
H
(1),R
qq¯,1 =
2
27
(1 + y2)z2(1 + z) δYmax ,
H
(1),R
qq¯,8 =
[
16
32
+
1

(
16
3
LM + 14
)
+
8
3
L2M + 14LM + 12 +
4pi2
9
]
H
(0)
qq¯,8
−
(
1

+ LM
)
zP (0)qq (z)hqq¯,8 δ(Q
2
T ) δ
Y
max,0
+
16z
3
[
1− z
2
− (1 + z) ln 1− z
2
√
z
+ 2
(
1
1− z ln
1− z
2
√
z
)
+
]
hqq¯,8 δ(Q
2
T ) δ
Y
max,0
+
z
54
[
8(7 + 9y2)z + (1 + y2)(19 + 13y2)(1− z)2 − 5(1− y4)(1− z)3
]
d(QT , z) ,
H
(1),R
gg,1 =
[
12
2
+
1

(
12LM + 22− 4Nl
3
)
+ 6L2M +
(
22− 4Nl
3
)
LM + pi
2
]
H
(0)
gg,1
−
(
1

+ LM
)
zP (0)gg (z)hgg,1 δ(Q
2
T ) δ
Y
max,0
+ 24z
[(
(1− z)2
z
− z2
)
ln
1− z
2
√
z
+
(
1
1− z ln
1− z
2
√
z
)
+
]
hgg,1 δ(Q
2
T ) δ
Y
max,0
+
z2 cosh4(Y )
288(1 + z)4
[
9(1− y2)2(3 + y2)2(1− z)6 − 16(1− y2)(61 + 4y2 + 7y4)(1− z)5
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+ 8(529− 343y2 + 107y4 − 5y6)(1− z)4 − 32(281− 146y2 + 9y4)(1− z)3
+ 16(615− 182y2 − y4)(1− z)2 − 1152(5− y2)(1− z) + 2304
]
d(QT , z) ,
H
(1),R
gg,8 =
[
12
2
+
1

(
12LM + 28− 4Nl
3
)
+ 6L2M +
(
28− 4Nl
3
)
LM + 12 + pi
2
]
H
(0)
gg,8
−
(
1

+ LM
)
zP (0)gg (z)hgg,8 δ(Q
2
T ) δ
Y
max,0
+ 24z
[(
(1− z)2
z
− z2
)
ln
1− z
2
√
z
+
(
1
1− z ln
1− z
2
√
z
)
+
]
hgg,8 δ(Q
2
T ) δ
Y
max,0
+
z cosh4(Y )
192(1 + z)4
[
(1− y2)2(1− z)2 − 4(1− y2)(1− z) + 4(3 + y2)
]
×
[
− 15(3 + y2)2(1− z)5 + (713 + 46y2 − 39y4)(1− z)4 − 8(161− 11y2)(1− z)3
+ 8(169− 19y2)(1− z)2 − 720(1− z) + 240
]
d(QT , z) ,
H
(1),R
qg,1 =
[
zP
(0)
gq (z)
24
(
− 1

− LM + 2 ln 1− z
2
√
z
+ 1
)
+
z2
9
]
δ(Q2T ) δ(Y + Ymax,0)
+
z(1− y)
36(1 + z)[1 + tanh(Y )]2
[
4 + (1− z)2(1− y)2] δYmaxM2tt¯ (1− z)( 1Q2T
)
∗
,
H
(1),R
qg,8 =
[
5zP
(0)
gq (z)
48
(
− 1

− LM + 2 ln 1− z
2
√
z
+ 1
)
+
5z2
18
]
δ(Q2T ) δ(Y + Ymax,0)
+
[
4zP
(0)
qg (z)
9
(
− 1

− LM + 2 ln 1− z
2
√
z
)
+
4z
9
]
δ(Q2T ) δ(Y − Ymax,0)
+
1
72(1 + z)[1 + tanh(Y )]2
[
2(1− y)2(1 + y)(5 + 2y + y2)(1− z)4
− (1− y)(8− 9y − 6y2 − 9y3)(1− z)3 + (49 + 29y + 35y2 + 15y3)(1− z)2
− 4(12 + 11y + 9y2)(1− z) + 52 + 12y
]
δYmaxM
2
tt¯ (1− z)
(
1
Q2T
)
∗
. (3.19)
Combining the virtual contributions in Eq. (3.2) and the real contributions in Eq. (3.19),
the soft divergences cancel according to the KLN theorem. However, there are still collinear
divergences remaining. These divergences must be absorbed into the PDFs, which is equiv-
alent to adding the following counter-terms
H
(1),C
ij,α = z δ(Q
2
T )
1

(
µ2r
µ2f
)∑
k
[
δ(Y − Ymax,0)P (0)kj (z)hik,α + δ(Y + Ymax,0)P (0)ki (z)hkj,α
]
.
(3.20)
Finally, we obtain the UV and IR finite NLO hard functions:
H
(1)
qq¯,1 =
2
27
(1 + y2)z2(1 + z) δYmax ,
H
(1)
qq¯,8 =
(
2β0 LM +
292
9
+ 8 ln(2)− 20Nl
9
+
5pi2
9
)
H
(0)
qq¯,8 − LfzP (0)qq (z)hqq¯,8 δ(Q2T ) δYmax,0
– 20 –
+
16z
3
[
1− z
2
− (1 + z) ln 1− z
2
√
z
+ 2
(
1
1− z ln
1− z
2
√
z
)
+
]
hqq¯,8 δ(Q
2
T ) δ
Y
max,0
+
z
54
[
8(7 + 9y2)z + (1 + y2)(19 + 13y2)(1− z)2 − 5(1− y4)(1− z)3
]
d(QT , z) ,
H
(1)
gg,1 =
(
2β0 LM − 44
3
+
19pi2
3
)
H
(0)
gg,1 − LfzP (0)gg (z)hgg,1 δ(Q2T ) δYmax,0
+ 24z
[(
(1− z)2
z
− z2
)
ln
1− z
2
√
z
+
(
1
1− z ln
1− z
2
√
z
)
+
]
hgg,1 δ(Q
2
T ) δ
Y
max,0
+
z2 cosh4(Y )
288(1 + z)4
[
9(1− y2)2(3 + y2)2(1− z)6 − 16(1− y2)(61 + 4y2 + 7y4)(1− z)5
+ 8(529− 343y2 + 107y4 − 5y6)(1− z)4 − 32(281− 146y2 + 9y4)(1− z)3
+ 16(615− 182y2 − y4)(1− z)2 − 1152(5− y2)(1− z) + 2304
]
d(QT , z) ,
H
(1)
gg,8 =
(
2β0 LM +
28
3
+
29pi2
6
)
H
(0)
gg,8 − LfzP (0)gg (z)hgg,8 δ(Q2T ) δYmax,0
+ 24z
[(
(1− z)2
z
− z2
)
ln
1− z
2
√
z
+
(
1
1− z ln
1− z
2
√
z
)
+
]
hgg,8 δ(Q
2
T ) δ
Y
max,0
+
z cosh4(Y )
192(1 + z)4
[
(1− y2)2(1− z)2 − 4(1− y2)(1− z) + 4(3 + y2)
]
×
[
− 15(3 + y2)2(1− z)5 + (713 + 46y2 − 39y4)(1− z)4 − 8(161− 11y2)(1− z)3
+ 8(169− 19y2)(1− z)2 − 720(1− z) + 240
]
d(QT , z) ,
H
(1)
qg,1 =
[
zP
(0)
gq (z)
24
(
− Lf + 2 ln 1− z
2
√
z
)
+
z2
9
]
δ(Q2T ) δ(Y + Ymax,0)
+
z(1− y)
36(1 + z)[1 + tanh(Y )]2
[
4 + (1− z)2(1− y)2] δYmaxM2tt¯ (1− z)( 1Q2T
)
∗
,
H
(1)
qg,8 =
[
5zP
(0)
gq (z)
48
(
− Lf + 2 ln 1− z
2
√
z
)
+
5z2
18
]
δ(Q2T ) δ(Y + Ymax,0)
+
[
4zP
(0)
qg (z)
9
(
− Lf + 2 ln 1− z
2
√
z
)
+
8z2
9
(1− z)
]
δ(Q2T ) δ(Y − Ymax,0)
+
1
72(1 + z)[1 + tanh(Y )]2
[
2(1− y)2(1 + y)(5 + 2y + y2)(1− z)4
− (1− y)(8− 9y − 6y2 − 9y3)(1− z)3 + (49 + 29y + 35y2 + 15y3)(1− z)2
− 4(12 + 11y + 9y2)(1− z) + 52 + 12y
]
δYmaxM
2
tt¯ (1− z)
(
1
Q2T
)
∗
, (3.21)
where Lf = ln(µ
2
f/M
2
tt¯). The above expressions, when integrated over QT and Y as in
Eq. (2.35), can be rewritten in terms of integrations over y. Namely, we may define H˜ij,α
as functions of y which satisfy∫ Q2T,max
0
dQ2T
∫ Ymax
−Ymax
dY Hij,α(z,Mtt¯, QT , Y, µr, µf ) f(Q
2
T , Y )
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=∫ 1
−1
dy H˜ij,α(z,Mtt¯, y, µr, µf ) f(Q
2
T , Y ) , (3.22)
for a test function f(Q2T , Y ), where on the right side one should understand that QT and
Y are determined by y and z through Eq. (3.12). It is straightforward to obtain H˜ij,α from
the expressions of Hij,α, Eq. (2.30) and (3.21), by the following replacements:
δ(1− z) δ(Q2T ) δ(Y )→ δ(1− z)
δ(1− y) + δ(1 + y)
2
,
δ(Q2T ) δ(Y ± Ymax,0)→ δ(1± y) ,
δYmaxM
2
tt¯ (1− z)
(
1
Q2T
)
∗
→ 2z
1 + z
[
θ(y)
(
1
(1− y)+ +
1
1 + y
+ ln(2) δ(1− y)
)
+ θ(−y)
(
1
(1 + y)+
+
1
1− y + ln(2) δ(1 + y)
)]
,
δYmax →
1− z
1 + z
. (3.23)
To illustrate the idea, we give the results for the qq¯ channel:
H˜
(1)
qq¯,1 =
2
27
(1 + y2)z2(1− z) ,
H˜
(0)
qq¯,8 = hqq¯,8 δ(1− z)
δ(1− y) + δ(1 + y)
2
=
CACF
9
δ(1− z) δ(1− y) + δ(1 + y)
2
,
H˜
(1)
qq¯,8 =
(
2β0 LM +
292
9
+ 8 ln(2)− 20Nl
9
+
5pi2
9
)
H˜
(0)
qq¯,8
− LfzP (0)qq (z)hqq¯,8
[
δ(1− y) + δ(1 + y)]
+
16z
3
[
1− z
2
− (1 + z) ln 1− z√
2z
+ 2
(
1
1− z ln
1− z√
2z
)
+
]
hqq¯,8
[
δ(1− y) + δ(1 + y)]
+
z
54
[
8(7 + 9y2)z + (1 + y2)(19 + 13y2)(1− z)2 − 5(1− y4)(1− z)3
]
×
[
θ(y)
(
1
(1− y)+ +
1
1 + y
)
+ θ(−y)
(
1
(1 + y)+
+
1
1− y
)](
1
1− z
)
+
. (3.24)
The results for the NLO hard functions serve as an important ingredient in the factor-
ization formula at NLP. Combining them with the other ingredients, we are now ready to
perform various numerical analyses, which is the main topic of the next section.
4 Numerical results and discussions
In this section, we use our resummation formula to carry out several numerical studies and
present phenomenologically relevant results. We will discuss in more detail the three points
raised in the Introduction concerning the difference between our result and the result of
Ref. [47]. Throughout this section we take Γt = 1.4 GeV, use the NNPDF3.1 NNLO PDFs
[97] with αs(mZ) = 0.118, and set the renormalization scale µr to be the same as the
factorization scale µf . The default scale is chosen to be HT /4, if not otherwise stated. To
estimate the scale uncertainties of the differential cross sections, the two scales are varied
simultaneously up and down by a factor of 2.
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Figure 2. Comparison between the exact NLO distribution (red band) and the NLO expansion
of our resummation formula (blue shaded band) in the range 340 GeV ≤ Mtt¯ ≤ 380 GeV at the
13 TeV LHC. The left plot shows the differential cross sections, while the right plot shows the NLO
corrections only.
4.1 Validity of the threshold approximation
Any factorization and resummation formula is only valid in kinematic regions where higher
order power corrections are small compared to the required accuracy. It is therefore nec-
essary to check the validity of the relevant approximation in the region of interest before
performing the resummation. One way to do that is to compare the fixed-order expan-
sion of the resummation formula against the exact perturbative results. In the region
of validity, the expansion should provide reasonable approximations to the exact results
order-by-order.
In this subsection we carry out the validity check of our resummation formula in the
region 300 GeV ≤ Mtt¯ ≤ 380 GeV at the 13 TeV LHC. This is straightforward since we
already have the fixed-order expansion of the resummation formula in Eq. (2.42). We just
need to check whether the nkLO results are good approximations to the exact NkLO ones.
We first note that due to our normalization of the factorization formula Eq. (2.17), the
n0LO result (i.e., the first term in the fixed-order expansion) is precisely the same as the
exact LO one in Eq. (2.8). The factorization formula of Ref. [47], on the other hand, has
a different normalization than ours. Consequently, the first term of their expansion would
not be the same as the exact LO. The difference, of course, is formally power-suppressed
in β, but it has significant impact on the validity of the formula when β is not so small,
e.g., when Mtt¯ ∼ 380 GeV.
We now proceed to perform the comparison at NLO. We show the exact NLO Mtt¯
distribution in the range [340-380] GeV in the left plot of Fig. 2 as the red band, while
the nLO one from the expansion (labelled as “NLO β → 0”) is shown as the blue shaded
band. It can be clearly seen that the nLO result provides an excellent approximation to
the exact NLO one in the whole range, including scale variations. Since both the NLO and
nLO results include the common LO term, it is interesting to compare just the corrections
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Figure 3. Comparison of the exact NLO corrections (red band) with the approximate results in
the z → 1 limit (pink line in the left plot) and in the double limit β → 0 & z → 1 (green line in
the right plot). For the approximate results, only the central values are shown.
(i.e, the second term in the perturbative series). We show this comparison in the right
plot of Fig. 2. Again, the agreement is remarkable. The plot also shows clearly that the
deviation between the two results gradually increases from small β to larger β, but remains
under-control even when Mtt¯ is as large as 380 GeV. The agreement we just observed is
a strong implication for the validity of the resummation formula Eq. (2.17) in the region
of interest. We emphasize again that such an agreement is only possible due to the fact
that we have correctly taken into account the subleading-power contributions in β at LO
in αs. If we had used a different normalization factor, the agreement at the upper edge of
the region of interest would not be as good.
At this point, it is worthwhile to discuss the z-soft limit where z ≡ M2tt¯/sˆ → 1.
Such a limit in the context of the Mtt¯ distribution has been extensively studied in the
literature [32–34]. By taking this limit it is possible to resum logarithms of 1 − z to all
orders in αs, at the price that power corrections in 1 − z are neglected. As such, it can
be expected that this limit works better at larger values of Mtt¯ than the threshold region.
Furthermore, Ref. [47] employed the double limit β → 0 and z → 1, which neglects power
corrections in both β and 1− z. Given the high collision energy of the LHC compared to
the values of Mtt¯ we are considering (hence z is not necessarily close to 1), and the fact
that β is not so small at Mtt¯ ∼ 380 GeV, one must carefully check the validity of such a
double approximation in the region of interest.
The NLO result in the z → 1 limit can be obtained from [34]. The result in the
double limit β → 0 and z → 1 can be obtained from our formula Eq. (2.17) by further
taking z → 1. This amounts to keeping only the singular plus- and delta-distributions
in the hard functions, which is straightforward given their expressions in Eq. (3.21). In
this limit, only the flavor-diagonal channels (i.e., the qq¯ and gg channels) contribute. We
collect the relevant analytic expressions in Appendix B, and show the numeric results in
Fig. 3. Note that for the approximate results only the central values are shown. In the left
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Figure 4. Left: the behaviors of the nkLO expansion (k = 0, 1, 2, 3, 4) of the NLP resummed
result. Right: the comparison between the NLP resummed result and the LP resummed, nLP and
NNLO ones.
plot, we compare the exact NLO corrections with that in the z-soft limit z → 1. We see
that although the agreement is not so good (as expected), the z-soft limit still captures
a dominant portion of the NLO corrections. This is a justification for the application of
the soft gluon resummation to this region as in [34, 36, 38]. On the other hand, the NLO
corrections in the double limit β → 0 and z → 1 are shown in the right plot of Fig. 3.
It is obvious that the double limit does not provide a reasonable approximation at all.
Therefore, the factorization formula valid in the double limit cannot be applied to the
region we are considering. Although such a factorization formula can be used to resum
certain logarithmic terms to all orders in αs, they are not the dominant contributions and
such a resummation may even lead to incorrect estimation of higher order corrections. In
other words, the power corrections in 1 − z are not under-control in this situation and
consequently the results cannot be trusted. Based on the above observations, we do not
perform the z-soft gluon resummation in the β → 0 limit in our work, in contrast to [47].
4.2 NLP Resummation at 13 TeV LHC
Given the perfect agreement between the approximate (β → 0) and exact results at NLO,
we will apply the small-β resummation at NLP to the range 300 GeV ≤Mtt¯ ≤ 380 GeV at
the 13 TeV LHC. Our starting point is the matching formula Eq. (2.44), which combines the
all-order resummation with the fixed-order results at NLO or NNLO. We will compare our
numeric predictions with the experimental data [39], and therefore we use mt = 172.5 GeV
in accordance. In this subsection and the subsequent ones, whenever we present numeric
results for a broader range of Mtt¯, it should always be understood that the resummation
is only applied to Mtt¯ ≤ 380 GeV. We have checked that the results are insensitive to the
exact point at which resummation is switched off. This should be clear from the analyses
below.
First of all, given the matching formula (2.44), it is interesting to ask in which region
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the resummation effects (which are added onto the fixed-order results) are important. This
information is encoded in the correction term
dσNLP
dMtt¯
− dσ
(n)nLO
dMtt¯
(4.1)
of Eq. (2.44). The first term in the above difference contains all-order information in the
strong coupling. It is instructive to see its perturbative behavior order-by-order. This is
shown in the left plot of Fig. 4, up to the 5th order in αs. We see that the perturbative
expansion converges rather quickly for values of Mtt¯ not too close to the 2mt threshold.
However, in the threshold region, the perturbative behavior goes wild. While the LO
vanishes and the nLO approaches a constant value in the threshold limit Mtt¯ → 2mt,
the differential cross section becomes divergent starting from nnLO. The nnLO and n3LO
distributions are still integrable, but the n4LO one will give rise to infinite total cross
section if one integrates down to the threshold. Such a breakdown of the perturbation
theory in the threshold region is a natural reflection of the (αs/β)
n terms from Coulomb
gluon exchange.
The divergent behavior observed above is cured by the resummation. We show a
comparison between the NLP resummed result and its perturbative expansion in the right
plot of Fig. 4. We also show the LP resummed result for reference. The divergence in
the threshold region is replaced by a small peak in the NLP resummed distribution. One
can also observe that the NLP distribution extends below the 2mt threshold, where the
difference 2mt −Mtt¯ can be viewed as the binding energy of the tt¯ “bound-state”. The
low-energy tail of the distribution is rather long, all the way down to Mtt¯ ∼ 300 GeV.
This is due to the relatively large decay width of the top quark. On the other hand, we
have checked that the integrated cross section in the [300, 380] GeV bin is insensitive to
Γt. It is also clear that in and below the threshold region, the LP and NLP distributions
are rather similar, showing the good convergence of the power expansion in β. Above the
threshold, the difference between the LP and NLP results are mainly induced by the O(αs)
corrections including the NLO hard functions.
It is already evident from Fig. 4 that the resummation effects are only important in
and below the threshold region. As Mtt¯ increases, the nLO and nnLO curves quickly
approach the NLP one, meaning that the NLP corrections defined by Eq. (4.1) become
small with respect to the fixed-order results when Mtt¯ is far above the threshold. To see
this more clearly, we directly plot the correction terms dσNLP−dσnLO and dσNLP−dσnnLO
of Eq. (4.1) in Fig. 5. These quantify the corrections induced by resummation upon the
NLO and NNLO results. The plots make it clear that the resummation effects concentrate
in the region near and below the threshold, or more precisely, where Mtt¯ < 350 GeV.
In this region β < 0.17 and pNRQCD is perfectly applicable. On the other hand, for
Mtt¯ > 350 GeV, the corrections are almost negligible. As a result, the NLO+NLP and
NNLO+NLP predictions are dominated by the fixed-order terms away from the threshold.
This demonstrates that our resummation has not been applied to regions where subleading
corrections in β might be important, and makes our predictions more robust. Later on, we
will sometimes show predictions for a broader range of Mtt¯, where resummation is switched
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Figure 5. Differences between NLP and nLO (left), and between NLP and nnLO (right). These
represent the corrections induced by resummation upon the NLO and NNLO results.
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Figure 6. The NLO+NLP and NNLO+NLP predictions for the absolute Mtt¯ distribution against
the CMS data in the di-lepton channel [39]. Fixed-order results are shown for comparison. The left
plot shows the first bin Mtt¯ ∈ [300, 380] GeV, while the right plot shows the full Mtt¯ range.
off beyond 380 GeV. From Fig. 5, it should be clear that the results are insensitive to the
the exact switch-off point, as long as it is larger than ∼ 360 GeV.
We are now ready to present the matched results combining the resummation and
fixed-order calculations, namely, the NLO+NLP and NNLO+NLP predictions. We show
the results for the absolute differential cross sections in Fig. 6, where the NLO and NNLO
results are also given for comparison. The uncertainties estimated from scale variations
are shown as the vertical bars. At central scales µr = µf = HT /4, resummation effects
increase the cross section in the first bin by 13% with respect to NLO, and by 9% with
respect to NNLO. It should be noted that the uncertainty bar of the NNLO result does not
overlap with that of the NNLO+NLP one. This shows that scale variations alone cannot
faithfully account for the uncertainties of fixed-order calculations in this situation, due to
– 27 –
1.3
1.7
2.1
2.5
2.9)
-
1
G
eV
-
3
(10 tt
/d
M
σ
 
d
σ
1/
CMS
NLO
NNLO
NLO+NLP
NNLO+NLP
=172.5 GeV
t
LHC 13 TeV, m
NNPDF31_nnlo_as_0118
 [300,380] GeV∈ ttM
/4T = Hdeffµ = 
def
r
µ
Figure 7. The NLO+NLP and NNLO+NLP predictions for the normalized Mtt¯ distribution in
the first bin Mtt¯ ∈ [300, 380] GeV, against the CMS data in the di-lepton channel [39]. Fixed-order
results are shown for comparison.
the fact that the Coulomb resummation is genuinely non-perturbative. After adding the
resummation effects, the NLO+NLP and NNLO+NLP predictions become more consistent
with the CMS data than the fixed-order ones. This has significant impacts on the top quark
mass determination, as we will discuss in the next subsection.
The experimental collaborations often quote the normalized differential cross sections
(dσ/dMtt¯)/σ in addition to the absolute ones, where σ is the total cross section. Normal-
ization of the distribution has the benefit that part of the systematic uncertainties drops
out when taking the ratio. On the theoretical side, normalized differential cross sections
often exhibit smaller scale uncertainties as well. In Fig. 7, we show the NLO, NNLO,
NLO+NLP and NNLO+NLP predictions for the normalized differential cross section in
the first bin Mtt¯ ∈ [300, 380] GeV, in comparison with the CMS data [39]. We see that
indeed, the scale uncertainties of all predictions are significantly reduced compared to those
of the absolute differential cross sections of Fig. 6. We also find that the NLO and NNLO
results are rather close to each other. This shows that the NNLO correction to the nor-
malized distribution is not very large. On the other hand, the resummation still shows big
impact in this case: about 11% increase from NLO to NLO+NLP, and about 8% increase
from NNLO to NNLO+NLP. This demonstrates that our conclusions in the last paragraph
drawn from the absolute distribution remain unchanged when considering the normalized
differential cross sections.
So far we have only discussed the single differential cross section with respect to Mtt¯.
Thanks to the full kinematic dependence of the hard functions, our framework is flexible
enough to be applied to double or triple differential cross sections, which were measured
and employed to fit the top quark mass in, e.g., Ref. [14]. To illustrate the idea, we have
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Figure 8. Normalized double differential distribution with respect to Mtt¯ and and the rapidity Ytt¯
of the top quark pair in the threshold region. This plot corresponds to the first bin ([300, 400] GeV)
in Mtt¯ and four bins in Ytt¯. The NLO and NLO+NLP results are compared to the CMS data [14].
calculated the double differential cross sections with respect to Mtt¯ and the rapidity Ytt¯ of
the top quark pair in the laboratory frame. This can be performed using the formula
d2σ
dMtt¯dYtt¯
=
∑
i,j
∫ 1
τ
dz
z
τ
z
∫
dΘ
dσˆij(z, µf )
dMtt¯ dΘ
fi/h1(
√
τ/z eYtt¯−Y , µf ) fj/h2(
√
τ/z eY−Ytt¯ , µf ) ,
(4.2)
where the partonic differential cross sections can be obtained using Eq. (2.17) as before.
We show the normalized double differential cross sections in the threshold region in Fig. 8,
compared with the CMS data from [14]. The plot corresponds to the first bin in Mtt¯,
namely, Mtt¯ ∈ [300, 400] GeV, and contains four bins in Ytt¯. Again, the resummation effects
enhance the differential cross sections by about 7% with respect to the NLO, making the
theoretical predictions better consistent with experimental data. The increase here is not
as big as that observed in Fig. 7, mainly due to the larger size of the first Mtt¯ bin which
covers a broader range above the threshold.
4.3 Influence on the top quark mass determination
In this subsection, we discuss the influence of our resummed result on the determination of
mt from kinematic distributions. Although we cannot repeat the experimental analyses in,
e.g., Ref. [14], it is instructive to roughly estimate the impact of including the resummation
effects in the fitting procedure.
To determine the top quark mass from kinematic distributions, one collects a set
of observables {Oi} which are theoretically functions of mt, but can be experimentally
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Figure 9. Top-quark-mass dependence of the absolute (left) and normalized (right) Mtt¯ differential
cross sections in the threshold region. Only central values of the NLO and NLO+NLP results are
shown here. The NNLO and NNLO+NLP predictions at mt = 172.5 GeV are given for reference.
measured without referring to a particular mt value. They can be the total cross section as
well as single, double and triple differential cross sections in each bin. For each observable
Oi, one has a theoretical prediction O
TH
i (mt) and an experimental measurement O
EXP
i .
The top quark mass can then be determined by varying mt in the theoretical results and
requiring a best fit between the set {OTHi (mt)} and the set {OEXPi }.4 It can be understood
that in such a procedure, the observables most sensitive to mt are the main driving force
to decide the outcome. These include, in particular, the Mtt¯ distribution near threshold
and related double/triple differential cross sections.
From the above description, it is clear that the outcome of the procedure strongly
depends on the theoretical predictions entering the fit. Especially, the theoretical inputs
for the mt-sensitive observables are of crucial importance. For illustration, we calculate the
averaged Mtt¯ differential cross sections in the range [300, 380] GeV using different top quark
masses. The results are shown as functions of mt in Fig. 9 for the absolute distribution (left
plot) and the normalized distribution (right plot). As expected, we observe a strong (and
nearly linear) dependence of the differential cross sections on mt, and a large horizontal
gap between the NLO and the NLO+NLP curves.
Ref. [14] has used the NLO predictions for the normalized differential cross sections to
fit the top quark mass, with the outcome mt ≈ 171 GeV. From the horizontal dashed line
in Fig. 9, one can see that the NLO result with mt = 171 GeV is roughly the same as the
NLO+NLP result with mt ≈ 172.4 GeV. This 1.4 GeV shift caused by the threshold effects
is much more significant than that estimated in [14]. Given that the normalized NLO+NLP
and NNLO+NLP results are rather close to each other, we expect a similar shift in the
outcome of the fit if one uses the NNLO+NLP result as the theoretical input. We have
also check that similar conclusions can be draw if the first bin is chosen as [300, 400] GeV.
Therefore, we see that the impact of the resummation effects on the top mass fit is rather
4This can be done in any mass renormalization scheme. We will only discuss the pole mass here.
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Figure 10. Left: Comparison between the exact NLO result and the approximate one in the β → 0
limit at the 8 TeV LHC; Right: The NLP resummed result against its fixed-order expansions at
the 8 TeV LHC.
concrete: the result of the fit should be much closer to the world average if one takes into
account the precision theoretical predictions for the threshold region.
4.4 Results at the 8 TeV LHC
The ATLAS and CMS collaborations have also performed measurements of the Mtt¯ dis-
tribution at the center-of-mass energy
√
s = 8 TeV [98, 99]. No significant inconsistency
between theory and data was spotted in those measurements, which is at first sight con-
fusing. In this subsection, we show that the reason is simply due to the different choices
of bins in the 8 TeV measurements than the 13 TeV ones.
To begin with, we repeat the exercises we’ve done for the 13 TeV LHC. In the left
plot of Fig. 10 we compare the exact NLO distribution and the approximate one in the
β → 0 limit, while in the right plot we compare the NLP resummed distribution against
its fixed-order expansions. As expected, we observe similar behaviors as the 13 TeV case:
1) The approximate result agrees with the exact one rather well up to Mtt¯ ∼ 380 GeV; 2)
The resummed result regularizes the divergence near threshold, and tends to coincide with
fixed-order results far above the threshold. One can then conclude that our resummation
framework is reliable also for this case.
We now apply the resummation to the first bin of the experimental result in the
lepton+jets channel from the CMS collaboration [98], which is 345 GeV ≤Mtt¯ ≤ 400 GeV.
Note that the lower edge has been chosen as 345 GeV instead of 300 GeV used in the 13 TeV
measurements. We already know from Fig. 5 that the resummation effects concentrate in
the region slightly below the 2mt threshold. Therefore, it can be expected that the numeric
impact of resummation should not be significant for this choice of bin. Indeed, we show
in Fig. 11 the NLO, NLO+NLP, NNLO and NNLO+NLP predictions for the normalized
differential cross sections in this bin. It can be seen that all calculations give similar numeric
results, and agree with the experimental data remarkably well.
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Figure 11. Normalized differential cross sections at NLO, NNLO, NLO+NLP and NNLO+NLP for
the range 345 GeV ≤Mtt¯ ≤ 400 GeV at the 8 TeV LHC, in comparison with the experimental data
in the lepton+jets channel from the CMS collaboration [98]. The left plot uses mt = 173.3 GeV,
while the right one uses mt = 172.5 GeV. For the NNLO and NNLO+NLP results, only the central
values are shown.
2.7
3.5
4.3
5.1
5.9)
-
1
G
eV
-
3
(10 tt
/d
M
σ
 
d
σ
1/
CMS
NLO
NLO+NLP
=172.5 GeV
t
LHC 8 TeV, m
NNPDF31_nnlo_as_0118
/4T = Hdeffµ = 
def
r
µ
 [340,380] GeV∈ ttM
Figure 12. Normalized differential cross sections at NLO and NLO+NLP for the range 340 GeV ≤
Mtt¯ ≤ 380 GeV at the 8 TeV LHC, in comparison with the experimental data in the di-lepton
channel from the CMS collaboration [98].
On the other hand, if the experimental data extends to lower values of Mtt¯, things will
be a bit different and the results will show some sensitivity to the threshold effects. Indeed,
in the same CMS paper [98] results in the di-lepton channel are also presented. Here for the
Mtt¯ distribution, the first bin is chosen as [340, 380] GeV which contains a region slightly
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Figure 13. Normalized differential cross sections in the first bin with two choices of the lower
edge. Left: 345 GeV ≤ Mtt¯ ≤ 400 GeV; Right: 300 GeV ≤ Mtt¯ ≤ 400 GeV. For the NNLO and
NNLO+NLP results, only the central values are shown.
below the threshold. We show the NLO and NLO+NLP predictions for such a bin choice
in Fig. 12. We do observe a slight deficit of the NLO result compared to the experimental
measurement. And a small correction from the resummation is also evident.
Had the experimental data extended further downwards, the sensitivity to the resum-
mation effects would be more obvious. In Fig. 13 we compare two choices of the lower edge
of the first bin in the Mtt¯ distribution, while keeping the upper edge at 400 GeV. The left
plot uses the same bin choice as the experimental data in the lepton+jets channel [98], and
is in fact an enlarged version of Fig. 11. We see that all 4 results are similar here. In the
right plot, we extend the bin down to 300 GeV. One immediately finds that resummation
has a big impact on the normalized differential cross sections in this case. We suggest
that it is possible to experimentally verify the difference if one reanalyze the data in an
extended range of the invariant mass.
5 Summary
To summarize, we have investigated single and double differential cross sections for tt¯
production involving the pair invariant mass Mtt¯, particularly in the threshold region Mtt¯ ∼
2mt or β ∼ 0. Theoretical predictions for these observables are rather sensitive to the
value of mt, such that they can be used to extract the top quark mass from experimental
data. The existing experimental studies at the 13 TeV LHC have employed the fixed-order
calculations which did not take into account Coulomb effects of the form 1/β and lnβ at
and below the threshold. In this paper, we have performed a comprehensive study of these
effects. Using the framework of effective field theories, we have derived a resummation
formula which allows for dynamic renormalization and factorization scales. Such scale
choices are often adopted in current theoretical calculations, including fixed-order ones
and those with all-order resummation of soft gluon effects. As an important ingredient
of our resummation formula, we have analytically calculated the hard functions up to the
– 33 –
next-to-leading order. This enables us to perform the resummation of the Coulomb effects
to all orders in αs at the next-to-leading power. We further combine our resummed results
with the NLO and NNLO calculations through a matching procedure. Our final predictions
therefore reach the precision of NLO+NLP or NNLO+NLP.
Our resummation formula is similar to those in the literature, but differs in several
important aspects. We have incorporated the leading-order coefficients with the exact
dependence on β. As a result, the fixed-order expansion of our resummation formula
reproduces the exact LO differential cross section, and to a good approximation the NLO
one in the phase-space region of interest. Our resummation formula allows for dynamic
renormalization and factorization scales, which are necessary for the combination with the
existing NNLO results and for extending the prediction to a broader range of Mtt¯. In our
formalism, we do not consider the soft limit z = Mtt¯/sˆ→ 1 upon the small-β limit, since we
have found that the double limit does not provide a reasonable approximation to the exact
result in the threshold region. All the above make our predictions concrete and reliable. In
particular, we have extensively checked that we have not introduced spurious corrections
in phase-space regions where the small-β approximation might break down. Last but not
least, the full kinematic information contained in our resummation formula also enables us
to study double differential cross sections, which were not available in previous studies.
In our phenomenological studies, we have concentrated on single and double differen-
tial cross sections which were employed by experimental groups to extract the top quark
pole mass. We find that for the range Mtt¯ ∈ [300, 380] GeV at the 13 TeV LHC, the re-
summation effects increase the cross sections by about 13% with respect to NLO, and by
about 9% with respect to NNLO. The combined NLO+NLP and NNLO+NLP results show
better consistency with the experimental data. The resummation effects have a strong im-
pact on the top quark mass determination from the Mtt¯ distribution, and can change the
result by about 1.4 GeV, which is much larger than the estimated uncertainties in previous
experimental studies. The shifted top quark mass is much more consistent with the current
world average measured using other methods. We have also investigated the double differ-
ential distribution in terms of Mtt¯ and the rapidity Ytt¯ of the tt¯ pair, and drawn similar
conclusions. We therefore conclude that future experimental studies should include the
Coulomb effects at and below the threshold in order to consistently extract the top quark
mass.
We have also performed numeric studies for the 8 TeV LHC. Due to the fact that the
experimental result does not cover the main portion of the phase-space below the threshold,
the resummation effects do not show a big impact if using the same choice of bins. However,
we have demonstrated that if one reanalyze the experimental data with an extended first
bin, the threshold effects should be visible in the normalized differential cross sections.
Our NNLO+NLP result can be further combined with the NNLO+NNLL′ result of [34–
38] to achieve the best prediction in the whole phase-space region. Inclusion of electroweak
effects can also be done similar as [22]. Our formalism can be applied to more kinds of
double and even triple differential cross sections in the future. It can be extended to study
the associated production of tt¯ with an extra jet, which is also employed in the top quark
mass determination. With suitable modifications, it can be applied to tt¯ + Z or tt¯ + H
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production as well. We leave these considerations for future investigations.
A Ingredients for the NLO hard functions
In this Appendix we give the relevant ingredients entering the calculation of the NLO
hard functions. The hard functions correspond to the squared-amplitudes evaluated at the
threshold point Mtt¯ = 2mt. As a result, all the loop integrals need to be evaluated at that
point. Note that this is not equivalent to first evaluating the integrals generically (whose
results are well-known in the literature), and then taking the limit Mtt¯ → 2mt, due to the
1/β and ln(β) divergent behaviors of certain integrals.5 For this reason, we explicitly list
the results in the following:
I1() = M
−2+2
tt¯
∫
[dq]
1
q2 −m2t
=
1
4
+
1
4
(
1 + 2 ln(2)
)
+O() ,
I2() = M
2
tt¯
∫
[dq]
1
(q − p1)2 (q + p2)2
=
1

+ ipi + 2 + 
(
4 + 2ipi − 7pi
2
12
)
+O(2) ,
I3() = M
2
tt¯
∫
[dq]
1
q2
[
(q − p1 + pt)2 −m2t
]
=
1

+ 2 + 
(
4− pi
2
12
)
+O(2) ,
I4() = M
−2+2
tt¯
∫
[dq]
(
q2
)2
(q − p1)2 (q + p2)2
[
(q − p1 + pt)2 −m2t
]
= − 3
4
− 1
12
(
8ipi + 19 + 2 ln(2)
)
+O() ,
I5() = M
4+2
tt¯
∫
[dq]
1
q2 (q − p1)2 (q + p2)2
[
(q − p1 + pt)2 −m2t
]
= − 4
2
− 2ipi

+
4pi2
3
+O() ,
I6() = M
2+2
tt¯
∫
[dq]
1
(q − pt)2 (q2 −m2t )
[
(q − p1)2 −m2t
]
= −pi
2
2
+O() ,
I7() = M
4+2
tt¯
∫
[dq]
1
(q − pt)2 (q + p2 − pt)2 (q2 −m2t )
[
(q − p1)2 −m2t
]
=
4
2
− 7pi
2
3
+O() ,
I8() = M
2+2
tt¯
∫
[dq]
1
(q2 −m2t )
[
(q − p1)2 −m2t
] [
(q − p1 − p2)2 −m2t
]
5These divergences are absent when directly evaluating the integrals at the threshold point. They
reappear in the Coulomb functions in the factorization formula Eq. (2.17).
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= −pi
2
2
+O() ,
I9() = M
4+2
tt¯
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(q − pt)2 (q2 −m2t )
[
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]
=
4

− 8 +O() , (A.1)
where we have suppressed the +iε prescription in all propagators, and
[dq] ≡ (4pi)
2−
ie−γE
ddq
(2pi)d
. (A.2)
Up to the NLO, the various renormalization constants are given by
Zq = 1 +O(α2s) ,
Zm = 1− α
(Nf )
s
4pi
CF
(
3

+ 3LM + 6 ln(2) + 4
)
+O(α2s) ,
ZQ = 1− α
(Nf )
s
4pi
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(
3

+ 3LM + 6 ln(2) + 4
)
+O(α2s) ,
Zg = 1− α
(Nf )
s
4pi
TFNh
(
4
3
+
4
3
LM +
8
3
ln(2)
)
+O(α2s) ,
Zαs = 1−
α
(Nf )
s
4pi
β0

+O(α2s) , (A.3)
where β0 = (11CA − 4TFNf )/3, and we have used Mtt¯ = 2mt to convert all logarithms of
mt to LM . The above expressions are written in terms of the strong coupling constant αs
with Nf = Nl + Nh active flavors, where Nl and Nh are the number of light and heavy
quark flavors, respectively. In our case we have Nl = 5 and Nh = 1. In practice, it is more
convenient to work with αs with Nl active flavors, i.e., with the top quark field integrated
out. This decoupling can be perform with the relation
α
(Nf )
s = ζαsα
(Nl)
s , (A.4)
where
ζαs = 1 +
α
(Nl)
s
4pi
TFNh
2
3
[
LM + 2 ln(2)
]
+O(α2s) . (A.5)
B The hard functions in the z-soft limit
Here we give the hard functions in the z-soft limit z → 1, which were used to produce
the results shown in the right plot of Fig. 3. These can be obtained from the full hard
functions in Eq. (3.21) by keeping only the singular terms and dropping the regular terms
in the z-soft limit. Note that the abbreviation d(QT , z), defined in Eq. (3.16), is itself a
singular term, and in the other terms only the plus-distributions and delta-functions of
1− z are singular. Therefore, the expressions of the hard functions in the z-soft limit read
H
(1)
qq¯,8,soft =
(
2β0 LM +
292
9
+ 8 ln(2)− 20Nl
9
− 11pi
2
9
)
H
(0)
qq¯,8 +
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27
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where the splitting functions in the z-soft limit are given by
P
(0)
qq,soft(z) = 2CF
[(
2
1− z
)
+
+
3
2
δ(1− z)
]
,
P
(0)
gg,soft(z) = 4CA
(
1
1− z
)
+
+ β0δ(1− z) . (B.2)
C The integrated coefficient and hard functions
If the renormalization scale µr and the factorization scale µf only depend on mt and Mtt¯,
one may perform the 4-fold integration over θt, φt, Q
2
T and Y in Eq. (2.35) analytically.
We define the integrated coefficient functions as
c˜ij,α ≡
∫ 1
−1
d cos θt
∫ 2pi
0
dφt
2pi
cij,α(cos θt) . (C.1)
The results are
c˜qq¯,8 =
2 + ρ
3
,
c˜gg,1 =
(
1 + ρ− ρ
2
2
)
1
β
ln
1 + β
1− β − 1− ρ ,
c˜gg,8 =
16
5
[
(2 + 2ρ− ρ2) 1
β
ln
1 + β
1− β − 2− 2ρ
]
− 3
5
[
6(1 + ρ− ρ2) 1
β
ln
1 + β
1− β − 2− ρ
]
,
(C.2)
where ρ = 1− β2. We define the integrated hard functions by
Hij,α(z,Mtt¯, µr, µf ) ≡
∫ Q2T,max
0
dQ2T
∫ Ymax
−Ymax
dY Hij,α(z,Mtt¯, QT , Y, µr, µf ) . (C.3)
The LO results are
H(0)qq¯,1 = 0 ,
H(0)qq¯,8 = hqq¯,8 δ(1− z) =
CACF
9
δ(1− z) ,
H(0)gg,1 = hgg,1 δ(1− z) =
CF
32
δ(1− z) ,
H(0)gg,8 = hgg,8 δ(1− z) =
(C2A − 4)CF
64
δ(1− z) .
(C.4)
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The NLO results for the integrated hard functions were already obtained in [45]. There
was a small error in the result which has been pointed out in [46]. It is straightforward to
re-derive the results by integrating Eq. (3.21). For completeness, we list the expressions in
the following:
H(1)qq¯,1 =
16
81
z2 (1− z) ,
H(1)qq¯,8 = 2β0 hqq¯,8 δ(1− z)LM − 2z hqq¯,8 P (0)qq (z)Lf +
256
27
[
ln(1− z)
1− z
]
+
− 16
3
1
(1− z)+
+
1168− 80Nl − 44pi2 + 288 ln(2)
81
δ(1− z)− 128(2 + z + z
2)
27
ln(1− z)
+
[
64(2 + z + z2)
27
− 128
27(1− z)
]
ln(z) +
8(54 + 36z + 23z2 − 5z3)
81
,
H(1)gg,1 = 2β0 hgg,1 δ(1− z)LM − 2z hgg,1 P (0)gg (z)Lf + 2
[
ln(1− z)
1− z
]
+
+
(
7pi2
72
− 11
18
)
δ(1− z)− 2z(2− z + z2) ln(1− z)− 7
18(1− z)
[
1 +
ln(z)
1− z
]
+
[−17 + 19z − 27z2 + 9z3
9
− 1
12(1− z) +
85 + 210z + 129z2
36(1 + z)3
]
ln(z)
+
20 + 12z − 53z2 + 33z3
36
− 21 + 23z
18(1 + z)2
,
H(1)gg,8 = 2β0 hgg,8 δ(1− z)LM − 2z hgg,8 P (0)gg (z)Lf + 5
[
ln(1− z)
1− z
]
+
− 5
4
1
(1− z)+
+
(
35
36
+
25pi2
288
)
δ(1− z)− 5z(2− z + z2) ln(1− z) + 58
3(1− z)
[
1 +
ln(z)
1− z
]
+
[
77 + 23z − 45z2 + 15z3
6
− 29
(1− z) −
19 + 84z + 3z2
6(1 + z)3
]
ln(z)
+
−338 + 24z − 143z2 + 115z3
24
+
15− 47z
6(1 + z)2
,
H(1)qg,1 = −z hgg,1 P (0)gq (z)
[
Lf − 2 ln(1− z)
]− 4(1− z)
9
− z
2
9
ln(z) ,
H(1)qg,8 = −z
[
hgg,8 P
(0)
gq (z) + hqq¯,8 P
(0)
qg (z)
] [
Lf − 2 ln(1− z)
]
+
8 + 7z + 13z2 − 24z3
9
+
z(28 + 47z − 16z2)
18
ln(z) . (C.5)
D Results with alternative scale choices
So far we have used the dynamical scale choice µr ∼ µf ∼ HT /4 exclusively, which is
necessary to match with the NNLO results of [29, 31] and to make predictions for a wide
range of Mtt¯ values up to a few TeV. If we restrict ourselves to the threshold region, other
scales choices are also reasonable. For example, one may let the scales correlated with Mtt¯
or 2mt, which are expected to be numerically similar to HT at low invariant masses. For
completeness, we take a sketchy glance at the NLO+NLP results with two different choices
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Figure 14. NLO+NLP results with alternative scale choices.
of default scales: Mtt¯/4 and mt/2. We show the outcome in Fig. 14. As expected, these
two results are in good agreement with the one using HT /4 as the default scale.
E Possible contributions at NNLP
While it is beyond the scope of the current paper, it is interesting to discuss possible
contributions at the next-to-next-to-leading power (NNLP). At this order, there can be
double insertions of the NLP Lagrangians and effective operators, as well as single insertions
of the NNLP ones. One of the complications here is that crosstalk among different sectors
through sub-leading ultrasoft interactions is activated, which cannot be removed by the
decoupling transformations of Eq. (2.21). As an example, we consider the double insertion
of the NLP pNRQCD Lagrangian term L1apNRQCD, which contains ultrasoft interactions. In
particular, the double insertion of the first term in Eq. (2.22) induces a new contribution
to the potential function with the matrix element
〈0|T[χ†(0)ψ(0)ψ†(x1)~x1ψ(x1)ψ†(x2)~x2ψ(x2)]|ta3 t¯a4〉 〈ta1 t¯a2 |ψ†(0)χ(0)|0〉 , (E.1)
and a new contribution to the soft function with the matrix element
〈0|T[O†s(0) (S†v ~EusSv)(x01,~0) (S†v ~EusSv)(x02,~0)]|Xs〉 〈Xs|Os(0)|0〉 , (E.2)
where Os is a product of ultrasoft Wilson lines. These two functions are convoluted together
in momentum space due to their common dependence on the coordinates x1 and x2. As a
result, the ultrasoft integrals are no longer scaleless and may have a non-zero contribution.
Note that similar contributions have also been discussed in the context of heavy quarkonium
fragmentation [100, 101]. It remains unknown whether this kind of corrections persist
when considering the full NNLP contributions, which is an interesting question for future
investigations.
– 39 –
Acknowledgments
L. L. Yang would like to thank M. Czakon, A. Mitov and Ben D. Pecjak for useful dis-
cussions and collaborations on related subjects. This work was supported in part by the
National Natural Science Foundation of China under Grant No. 11975030 and 11635001,
and the China Postdoctoral Science Foundation under Grant No. 2017M610685. W.-L. Ju
was also partly funded by the Royal Society through an Enhancement Award (grant agree-
ment RGF\EA\181033). The research of X. Wang was supported in part by the Cluster
of Excellence PRISMA+ (project ID 39083149). The research of X. Xu was supported in
part by the SwissNational Science Foundation (SNF)under Grant No. 200020 182038.
References
[1] M. Tanabashi et al. [Particle Data Group], Phys. Rev. D 98, no. 3, 030001 (2018).
[2] P. Nason, arXiv:1712.02796 [hep-ph].
[3] G. Corcella, Front. in Phys. 7, 54 (2019) [arXiv:1903.06574 [hep-ph]].
[4] J. Kieseler, K. Lipka and S. O. Moch, Phys. Rev. Lett. 116, no. 16, 162001 (2016)
[arXiv:1511.00841 [hep-ph]].
[5] M. Butenschoen, B. Dehnadi, A. H. Hoang, V. Mateu, M. Preisser and I. W. Stewart, Phys.
Rev. Lett. 117, no. 23, 232001 (2016) [arXiv:1608.01318 [hep-ph]].
[6] A. H. Hoang, S. Pltzer and D. Samitz, JHEP 1810, 200 (2018) [arXiv:1807.06617 [hep-ph]].
[7] M. Boronat, E. Fullana, J. Fuster, P. Gomis, A. Hoang, V. Mateu, M. Vos and A. Widl,
Phys. Lett. B 804, 135353 (2020) [arXiv:1912.01275 [hep-ph]].
[8] M. Beneke and V. M. Braun, Nucl. Phys. B 426, 301 (1994) [hep-ph/9402364].
[9] M. Beneke, Phys. Lett. B 344, 341 (1995) [hep-ph/9408380].
[10] M. Beneke, P. Marquard, P. Nason and M. Steinhauser, Phys. Lett. B 775, 63 (2017)
[arXiv:1605.03609 [hep-ph]].
[11] A. H. Hoang, C. Lepenik and M. Preisser, JHEP 1709, 099 (2017) [arXiv:1706.08526
[hep-ph]].
[12] S. Ferrario Ravasio, P. Nason and C. Oleari, JHEP 1901, 203 (2019) [arXiv:1810.10931
[hep-ph]].
[13] M. Aaboud et al. [ATLAS Collaboration], Eur. Phys. J. C 77, no. 11, 804 (2017)
[arXiv:1709.09407 [hep-ex]].
[14] A. M. Sirunyan et al. [CMS Collaboration], [arXiv:1904.05237 [hep-ex]].
[15] S. Alioli, P. Fernandez, J. Fuster, A. Irles, S. O. Moch, P. Uwer and M. Vos, Eur. Phys. J. C
73, 2438 (2013) [arXiv:1303.6415 [hep-ph]].
[16] G. Aad et al. [ATLAS Collaboration], JHEP 1510, 121 (2015) [arXiv:1507.01769 [hep-ex]].
[17] J. Fuster, A. Irles, D. Melini, P. Uwer and M. Vos, Eur. Phys. J. C 77, no. 11, 794 (2017)
[arXiv:1704.00540 [hep-ph]].
[18] G. Bevilacqua, H. B. Hartanto, M. Kraus, M. Schulze and M. Worek, JHEP 1803, 169
(2018) [arXiv:1710.07515 [hep-ph]].
– 40 –
[19] G. Aad et al. [ATLAS Collaboration], JHEP 1911, 150 (2019) [arXiv:1905.02302 [hep-ex]].
[20] D. Pagani, I. Tsinikos and M. Zaro, Eur. Phys. J. C 76, no. 9, 479 (2016) [arXiv:1606.01915
[hep-ph]].
[21] M. Czakon, D. Heymes, A. Mitov, D. Pagani, I. Tsinikos and M. Zaro, JHEP 1710, 186
(2017) [arXiv:1705.04105 [hep-ph]].
[22] M. L. Czakon et al., arXiv:1901.08281 [hep-ph].
[23] P. Brnreuther, M. Czakon and A. Mitov, Phys. Rev. Lett. 109, 132001 (2012)
[arXiv:1204.5201 [hep-ph]].
[24] M. Czakon and A. Mitov, JHEP 1212, 054 (2012) [arXiv:1207.0236 [hep-ph]].
[25] M. Czakon and A. Mitov, JHEP 1301, 080 (2013) [arXiv:1210.6832 [hep-ph]].
[26] M. Czakon, P. Fiedler and A. Mitov, Phys. Rev. Lett. 110, 252004 (2013) [arXiv:1303.6254
[hep-ph]].
[27] M. Czakon, P. Fiedler and A. Mitov, Phys. Rev. Lett. 115, no. 5, 052001 (2015)
[arXiv:1411.3007 [hep-ph]].
[28] M. Czakon, D. Heymes and A. Mitov, Phys. Rev. Lett. 116, no. 8, 082003 (2016)
[arXiv:1511.00549 [hep-ph]].
[29] M. Czakon, D. Heymes and A. Mitov, JHEP 1704, 071 (2017) [arXiv:1606.03350 [hep-ph]].
[30] S. Catani, S. Devoto, M. Grazzini, S. Kallweit, J. Mazzitelli and H. Sargsyan, Phys. Rev. D
99, no. 5, 051501 (2019) [arXiv:1901.04005 [hep-ph]].
[31] S. Catani, S. Devoto, M. Grazzini, S. Kallweit and J. Mazzitelli, JHEP 1907, 100 (2019)
[arXiv:1906.06535 [hep-ph]].
[32] N. Kidonakis and G. F. Sterman, Phys. Lett. B 387, 867 (1996).
[33] N. Kidonakis and G. F. Sterman, Nucl. Phys. B 505, 321 (1997) [hep-ph/9705234].
[34] V. Ahrens, A. Ferroglia, M. Neubert, B. D. Pecjak and L. L. Yang, JHEP 1009, 097 (2010)
[arXiv:1003.5827 [hep-ph]].
[35] A. Ferroglia, B. D. Pecjak and L. L. Yang, Phys. Rev. D 86, 034010 (2012) [arXiv:1205.3662
[hep-ph]].
[36] B. D. Pecjak, D. J. Scott, X. Wang and L. L. Yang, Phys. Rev. Lett. 116, no. 20, 202001
(2016) [arXiv:1601.07020 [hep-ph]].
[37] B. D. Pecjak, D. J. Scott, X. Wang and L. L. Yang, JHEP 1903, 060 (2019)
[arXiv:1811.10527 [hep-ph]].
[38] M. Czakon, A. Ferroglia, D. Heymes, A. Mitov, B. D. Pecjak, D. J. Scott, X. Wang and
L. L. Yang, JHEP 1805, 149 (2018) [arXiv:1803.07623 [hep-ph]].
[39] A. M. Sirunyan et al. [CMS Collaboration], JHEP 1902, 149 (2019) [arXiv:1811.06625
[hep-ex]].
[40] M. Aaboud et al. [ATLAS Collaboration], Phys. Rev. D 98, no. 1, 012003 (2018)
[arXiv:1801.02052 [hep-ex]].
[41] A. M. Sirunyan et al. [CMS Collaboration], Phys. Rev. D 97, no. 11, 112003 (2018)
[arXiv:1803.08856 [hep-ex]].
– 41 –
[42] A. M. Sirunyan et al. [CMS Collaboration], Phys. Rev. D 100, no. 7, 072002 (2019)
[arXiv:1907.03729 [hep-ex]].
[43] G. Aad et al. [ATLAS Collaboration], Eur. Phys. J. C 79, no. 12, 1028 (2019)
[arXiv:1908.07305 [hep-ex]].
[44] G. T. Bodwin, E. Braaten and G. P. Lepage, Phys. Rev. D 51, 1125 (1995) Erratum: [Phys.
Rev. D 55, 5853 (1997)] [hep-ph/9407339].
[45] A. Petrelli, M. Cacciari, M. Greco, F. Maltoni and M. L. Mangano, Nucl. Phys. B 514, 245
(1998) [hep-ph/9707223].
[46] K. Hagiwara, Y. Sumino and H. Yokoya, Phys. Lett. B 666, 71 (2008) [arXiv:0804.1014
[hep-ph]].
[47] Y. Kiyo, J. H. Kuhn, S. Moch, M. Steinhauser and P. Uwer, Eur. Phys. J. C 60, 375 (2009)
[arXiv:0812.0919 [hep-ph]].
[48] W. L. Ju, G. Wang, X. Wang, X. Xu, Y. Xu and L. L. Yang, arXiv:1908.02179 [hep-ph].
[49] J. C. Collins, D. E. Soper and G. F. Sterman, Adv. Ser. Direct. High Energy Phys. 5, 1
(1989) [hep-ph/0409313].
[50] A. Buckley, J. Ferrando, S. Lloyd, K. Nordstrm, B. Page, M. Rfenacht, M. Schnherr and
G. Watt, Eur. Phys. J. C 75, 132 (2015) [arXiv:1412.7420 [hep-ph]].
[51] P. Nason, S. Dawson and R. K. Ellis, Nucl. Phys. B 327, 49 (1989) Erratum: [Nucl. Phys. B
335, 260 (1990)].
[52] M. L. Mangano, P. Nason and G. Ridolfi, Nucl. Phys. B 373, 295 (1992).
[53] S. Frixione, M. L. Mangano, P. Nason and G. Ridolfi, Phys. Lett. B 351, 555 (1995)
[hep-ph/9503213].
[54] J. M. Campbell and R. K. Ellis, Nucl. Phys. Proc. Suppl. 205-206, 10 (2010)
[arXiv:1007.3492 [hep-ph]].
[55] D. Britzger et al. [fastNLO Collaboration], arXiv:1208.3641 [hep-ph].
[56] M. Czakon, D. Heymes and A. Mitov, arXiv:1704.08551 [hep-ph].
[57] W. Beenakker, A. Denner, W. Hollik, R. Mertig, T. Sack and D. Wackeroth, Nucl. Phys. B
411, 343 (1994).
[58] W. Bernreuther, M. Fcker and Z. G. Si, Phys. Lett. B 633, 54 (2006) Erratum: [Phys. Lett.
B 644, 386 (2007)] [hep-ph/0508091].
[59] J. H. Kuhn, A. Scharf and P. Uwer, Eur. Phys. J. C 45, 139 (2006) [hep-ph/0508092].
[60] W. Bernreuther, M. Fuecker and Z. G. Si, Phys. Rev. D 74, 113005 (2006) [hep-ph/0610334].
[61] J. H. Kuhn, A. Scharf and P. Uwer, Eur. Phys. J. C 51, 37 (2007) [hep-ph/0610335].
[62] W. Hollik and M. Kollar, Phys. Rev. D 77, 014008 (2008) [arXiv:0708.1697 [hep-ph]].
[63] W. Bernreuther, M. Fucker and Z. G. Si, Phys. Rev. D 78, 017503 (2008) [arXiv:0804.1237
[hep-ph]].
[64] W. Bernreuther and Z. G. Si, Nucl. Phys. B 837, 90 (2010) [arXiv:1003.3926 [hep-ph]].
[65] W. Hollik and D. Pagani, Phys. Rev. D 84, 093003 (2011) [arXiv:1107.2606 [hep-ph]].
[66] J. H. Kuhn and G. Rodrigo, JHEP 1201, 063 (2012) [arXiv:1109.6830 [hep-ph]].
– 42 –
[67] A. V. Manohar and M. Trott, Phys. Lett. B 711, 313 (2012) [arXiv:1201.3926 [hep-ph]].
[68] W. Bernreuther and Z. G. Si, Phys. Rev. D 86, 034026 (2012) [arXiv:1205.6580 [hep-ph]].
[69] J. H. Khn, A. Scharf and P. Uwer, Phys. Rev. D 91, no. 1, 014020 (2015) [arXiv:1305.5773
[hep-ph]].
[70] J. M. Campbell, D. Wackeroth and J. Zhou, PoS DIS 2015, 130 (2015) [arXiv:1508.06247
[hep-ph]].
[71] M. Czakon, D. Heymes, A. Mitov, D. Pagani, I. Tsinikos and M. Zaro, Phys. Rev. D 98, no.
1, 014003 (2018) [arXiv:1711.03945 [hep-ph]].
[72] C. Gtschow, J. M. Lindert and M. Schnherr, Eur. Phys. J. C 78, no. 4, 317 (2018)
[arXiv:1803.00950 [hep-ph]].
[73] A. Pineda and J. Soto, Nucl. Phys. Proc. Suppl. 64, 428 (1998) [hep-ph/9707481].
[74] N. Brambilla, A. Pineda, J. Soto and A. Vairo, Nucl. Phys. B 566, 275 (2000)
[hep-ph/9907240].
[75] M. Beneke, PoS hf 8, 009 (1999) [hep-ph/9911490].
[76] M. Beneke, A. Signer and V. A. Smirnov, Phys. Lett. B 454, 137 (1999) [hep-ph/9903260].
[77] C. W. Bauer, S. Fleming and M. E. Luke, Phys. Rev. D 63, 014006 (2000) [hep-ph/0005275].
[78] C. W. Bauer, S. Fleming, D. Pirjol and I. W. Stewart, Phys. Rev. D 63, 114020 (2001)
[hep-ph/0011336].
[79] C. W. Bauer, D. Pirjol and I. W. Stewart, Phys. Rev. D 65, 054022 (2002) [hep-ph/0109045].
[80] M. Beneke, A. P. Chapovsky, M. Diehl and T. Feldmann, Nucl. Phys. B 643, 431 (2002)
[hep-ph/0206152].
[81] M. Beneke and T. Feldmann, Phys. Lett. B 553, 267 (2003) [hep-ph/0211358].
[82] T. Kinoshita, J. Math. Phys. 3, 650 (1962).
[83] T. D. Lee and M. Nauenberg, Phys. Rev. 133, B1549 (1964).
[84] M. Beneke, P. Falgari and C. Schwinn, Nucl. Phys. B 842, 414 (2011) [arXiv:1007.5414
[hep-ph]].
[85] B. A. Kniehl, A. A. Penin, V. A. Smirnov and M. Steinhauser, Nucl. Phys. B 635, 357
(2002) [hep-ph/0203166].
[86] W. Fischler, Nucl. Phys. B 129, 157 (1977).
[87] A. Billoire, Phys. Lett. 92B, 343 (1980).
[88] M. Beneke, M. Czakon, P. Falgari, A. Mitov and C. Schwinn, Phys. Lett. B 690, 483 (2010)
[arXiv:0911.5166 [hep-ph]].
[89] W. L. Ju and L. L. Yang, JHEP 1906, 050 (2019) [arXiv:1904.08744 [hep-ph]].
[90] A. Pineda and A. Signer, Nucl. Phys. B 762, 67 (2007) [hep-ph/0607239].
[91] M. Beneke, P. Falgari, S. Klein and C. Schwinn, Nucl. Phys. B 855, 695 (2012)
[arXiv:1109.1536 [hep-ph]].
[92] T. Hahn, Comput. Phys. Commun. 140, 418 (2001) [hep-ph/0012260].
[93] R. Mertig, M. Bohm and A. Denner, Comput. Phys. Commun. 64, 345 (1991).
– 43 –
[94] V. Shtabovenko, R. Mertig and F. Orellana, Comput. Phys. Commun. 207, 432 (2016)
[arXiv:1601.01167 [hep-ph]].
[95] V. Shtabovenko, R. Mertig and F. Orellana, arXiv:2001.04407 [hep-ph].
[96] A. von Manteuffel and C. Studerus, arXiv:1201.4330 [hep-ph].
[97] R. D. Ball et al. [NNPDF Collaboration], Eur. Phys. J. C 77, no. 10, 663 (2017)
[arXiv:1706.00428 [hep-ph]].
[98] V. Khachatryan et al. [CMS Collaboration], Eur. Phys. J. C 75, no. 11, 542 (2015)
[arXiv:1505.04480 [hep-ex]].
[99] G. Aad et al. [ATLAS Collaboration], Eur. Phys. J. C 76, no. 10, 538 (2016)
[arXiv:1511.04716 [hep-ex]].
[100] G. C. Nayak, J. W. Qiu and G. F. Sterman, Phys. Rev. D 72, 114012 (2005)
[hep-ph/0509021].
[101] G. C. Nayak, J. W. Qiu and G. F. Sterman, Phys. Lett. B 613, 45 (2005) [hep-ph/0501235].
– 44 –
