This work shows how grammatical evolution can be used to automatically conjecture formulae for Frobenius numbers.
Grammars

Context free grammars
Grammars describing programming languages are defined following the formal grammars, i. e., formal languages, which were introduced as a scientific discipline by Noam Chomsky's works (e. g. [3] ) during his search for simple rules capable of describing natural language. Unlike semantics, which determines the meaning of sentences, grammar merely determines if the form of the sentence is correct. Chomsky concluded that context-free grammars are sufficient for formalizing the grammar of the English language, and exactly these grammars form theoretical basis for most programming languages. Importance of grammars is even greater since they provide the means for formalizing knowledge -if a finite set of simple rules can describe the grammar of English language, then such sets can describe many other phenomena, which in turn opens up a possibility for automated research of these phenomena. Context free grammars are crucial for grammatical evolution as well.
For a given set of symbols A, denote by A * the set of all sequences of symbols from A (including the empty sequence).
Context free grammar can be represented by the quadruple G = (N, T, P, S ), where N is the set of nonterminal symbols (nonterminals), T the set of terminal symbols (terminals), P a finite set of production rules in form A ::= a, where A is nonterminal and a is a sequence of symbols from (N ∪ T ) * , and finally, S is a start symbol that is a member of N ( [8] ). When there are a number of productions that can be applied to one particular element of N, the choice is delimited with the symbol |. For example, rules A ::= a and A ::= b are merged in A ::= a | b. An example of a context free grammar is
Backus-Naur form (BNF)
The Backus-Naur form is the most commonly used notation for expressing the grammar of a language. BNF defines syntax rules [9] , and it was originally developed for describing syntax of Algol 60 ( [6] ). It formalizes syntactic expressions. By listing the set of production rules, we completely determine the grammar. In each rule there is exactly one variable on its left hand side, while on its right hand side there are expressions which can replace the given variable. Here is one example of a rule expr ::= expr operator expr . Successively applying this rule on start symbol expr we get expr operator expr and expr operator expr operator expr . We usually use → to denote the usage of rules. Below is an example of BNF.
Let the set of nonterminals be N = {expr, op, pre-op, var}, the set of terminals T = {sin, cos, exp, log, +, −, /, * , x, 1.0, (, )}, and the set of productions P represented as expr ::= expr op expr (0)
From the start symbol expr we can derive an expression x * x by the following sequence of productions:
Evolutionary algorithms
Evolutionary algorithms are metaheuristic methods, which means that there is no theoretical guarantee of the quality of solutions they provide. Most of the heuristics build and improve one candidate solution, while evolutionary algorithms use more candidate solutions, usually a whole population of solutions. They imitate the process of biological evolution, especially the process of natural selection. Often they use crossover and mutation operators which create new individuals (i. e., candidate solutions -terminology is partially based on theory of evolution), in some neighborhood of the current population. Random variations are typically used throughout the whole algorithm -during population initialization, during mutations, etc. The evolutionary algorithm is most easily described by general pseudocode [2] : ; e v a l u a t e P " [ t ] s e l e c t P [ t +1] from P " [ t ] ; t = t +1; } } Evaluation refers to the assigment of fitness (quality) metric to all individuals -so that selection can be made according to that fitness. Recombination usually includes creating children from pairs of parent individuals (altough, they can be created from more than two parents). Mutation is some change of the randomly selected individuals. Additionaly, algorithm can include duplication of genes and other operations. It is possible that the new population entirely consists of children. The termination criterion is usually stagnation of evolution, but it can be a limit on total duration of evolution, or appearance of a sufficiently good solution.
Introduction and inspiration
Grammatical evolution is a method of automatic programming which uses grammars and evolutionary approach. A standard representation of each candidate solution is a variable length array of bits (i. e. binary chromosomes are used). Bits are grouped into 8-bit chunks called codons, which represent integer numbers. These codons determine which production rule from BNF will be used. Regardless of their integer value, codons are not skipped, but considered modulo the number of possibilities. It is possible for individuals to run out of codons and in this case, we wrap the individual and reuse the codons. This somewhat unusual technique called wrapping draws inspiration from the gene-overlapping phenomenon, which has been observed in many organizms.
Grammatical evolution itself is inspired by the process of generating a protein from the genetic material of an organizm. Next image gives the comparison of genotype-tophenotype mapping between the GE system and a biological system. Left side can help understanding GE but the example in the next section is more elaborating. 
Genotype-to-phenotype Mapping
"The genotype is used to map the start symbol onto terminals by reading codons of 8 bits to generate a corresponding integer value from which an appropriate production rule is selected by using the following mapping function:" rule = codon integer value % number of rules for current nonterminal, where % denotes remainder of the division.
For example, consider the following production -given the nonterminal op , there are four production rules available:
"If we asssume the next codon is 6 and current nonterminal is op , rule (2) will be selected, since 6%4 = 2 (6 ≡ 2 (mod 4)). Each time a production rule has to be selected to map from a nonterminal, another codon is read. In this way, the system traverses the genome." Each time the same codon is expressed, it will always generate the same integer value, but depending on the current nonterminal to which it is being applied, it may result in the selection of a different production rule. However, each time a particular individual is mapped from its genotype to its phenotype, the same output is generated, because the same choices are made each time.
It is possible to run out of codons, and in this case, system wraps the individual and reuses the codons, reading them from the beginning. Even after wrapping, it is possible for an individual to still contain nonterminals. For example, consider an individual with three codons, all equal to zero. Starting from expr and applying the next BNF rule expr ::= expr op expr (0)
mapping would not end with a valid program after any number of wrappings. This occurs because the nonterminal expr is being mapped indefinitely by production rule 0, i. e., nonterminal expr is in each step replaced by expr op expr , resulting in the expression steadily growing as follows expr op expr op expr , etc. Such individuals are going to be evaluated with the lowest possible fitness, so that the selection process can remove them from the population.
This next example serves as a detailed illustration of genotype-to-phenotype mapping. Grammar is the same as in 1.2, but to make it easier to follow this example, it is given here as well: expr ::= expr op expr (0) . Considering the start symbol expr , we see that there are 4 productions to choose from, and given that the first codon is 220, we will use rule number (4), since 220%4 = 0, so that expr is now replaced with expr op expr .
Continuing with the first expr (the underlined one -we are always considering the first nonterminal), after reading next codon 240%4 = 0, we use rule (0) again, which leads us to expr op expr op expr .
Again, we have the same choice for the first expr by reading the next codon value 220, the result being the application of rule (0) to give expr op expr op expr op expr . Now, the leftmost expr will be determined by the codon value 203 that gives us rule (3), which means that expr becomes var . Hence var op expr op expr op expr .
Next codon 101 determines what value var , which has two possible production rules, will take. Since 101%2 = 1, we apply rule (1), i. e., we replace var by 1.0. We now have the following 1.0 op expr op expr op expr .
The next codon will determine what op will become, and since 53%4 = 1, op is replaced by −, which gives us 1.0 − expr op expr op expr .
The mapping process continues until it reaches the following expression
which completely consists of terminals.
Crossover and Mutation
As the individuals are simple bit-vectors, we do not have to employ any specific crossover or mutation operators. Very often standard genetic operators of one-point crossover and one-bit mutation are used. Observe that such mutation does not have to affect the final program, e. g., if the first codon of some chromosome was 0, mutation can change it to 4, which will result in selecting the same production if the rule is any of the ones described in previous section (3.2), since 4%4 = 0 and 4%2 = 0. Besides standard crossover and mutation operators, a codon duplication operator is often used. "Duplication involves randomly selecting a number of codons to duplicate and the starting position of the first codon in this set. The duplicated codons are placed at the end of the chromosome."
Usage of "ordinary" operators shows that the GE component is easily integrated in more general evolutionary algorithms, so that GE can benefit from the latest advances in EA research [7] .
Example Applications
We describe two examples from the first publication of the method [7] .
Symbolic Regression
Symbolic regression is the problem of finding a function or a mathematical expression describing a given set of input and output pairs. The aim is to determine a function that maps the given input to the given output of each pair. Examine a particular function
whose domain is [−1, 1] and 20 pairs (x, f (x)) of input and output values. The grammar used in this problem is again identical to the one in 1.2:
The aim is to find an individual, i. e., a bit-vector, that will, using this grammar and under the rules described in 3.2, map exactly to the expression x 4 + x 3 + x 2 + x (or an equivalent one). A given sample of function values (x i , f (x i )), i = 1, . . . , 20 is used for the evaluation of indviduals -fitness for this problem is given by the sum, taken over 20 function values, of the error between the evolved and target functions. Original research used a population of 500 individuals, mutation probability of 0.1, crossover probability 0.9, and the evolution was terminated after 50 generations. GE was successful in finding correct solution. Compared to the traditional genetic programming, over 100 runs, GE, on average, needed more generations to find the function.
Santa Fe Ant Trail
This is a standard genetic programming problem. The aim is to find a computer program to control an artificial ant so that it can find all 89 pieced of food on a discontinuous trail located on a 32x32 grid. The ant can only turn left (left()), right (right()), move one square ahead (move()) and look ahead one square to determine if there is a piece of food on that square (food ahead()). All actions, except the food_ahead(), take one second to execute.
Grammar used here is significantly longer and different that the one in the previous example, since here we wish to create multiline functions. 
In this example, GE is looking for an individual, i. e., a bit-vector, that will, under this grammar, map to a program which efficiently controls an ant. Number of pieces of food found after 600 seconds was used for evaluating individuals. Other parameters, such as population size, are the same as in the previous example. System has found an efficient program for controlling an ant. Over 100 runs, GE outperformed a standard genetic programming method.
Grammatical Evolution benefits
Grammatical evolution can generate source codes in an arbitrary programming language by a simple change of the grammar -which is usually one short input file. This advantage emerges from the generality of BNF and context-free grammars, hence GE has broad generativity -it can be applied to not only the search of a source code in some programming language, but also to anything context-free grammars can describe.
The Frobenius problem 4.1 Introduction
Frobenius allegedly raised, during his lectures, the following problem: given relatively prime natural numbers a 1 , . . . , a n , find the Frobenius number, the largest natural number that is not representable as a non-negative integer linear combination of a 1 , . . . , a n . This number will be denoted as g(a 1 , . . . , a n ).
For n = 2, it is long known that g(a 1 , a 2 ) = a 1 a 2 − a 1 − a 2 (usually attributed to Sylvester [10] ).
For n = 3, the quest for a similar simple formula has been the subject of extensive research. Curtis ([4] ) has shown that this quest, in a way, cannot succeed -there is no finite set of polynomials { f 1 , . . . , f k } such that, for each choice of a 1 , a 2 , a 3 , there is some i ∈ {1, . . . , k} such that f i (a 1 , a 2 , a 3 ) = g(a 1 , a 2 , a 3 ). Still, efficient algorithms for calculating Frobenius number have been developed, and a semi-explicit formula for g(a 1 , a 2 , a 3 ) was found, as well as numerous lower and upper bounds (for an extensive review on these and other results regarding Frobenius number one can check [1] ).
For a fixed n 4, there is a polynomial time algorithm, but it is impractical. There is no proven efficient algorithm, but various formulae for some specific cases were found, e. g., for arithmetic and geometric sequences of arbitrary length. For n = 4 more specific formulae were found, e. g.
Interpreting the Problem as Symbolic Regression Problem
We interpret the Frobenius problem as a symbolic regression problem -we can, for example, calculate Frobenius number for ≈ 40 quadruples of the form (x, x + 3, 2x + 1, 2x + 7) with a relatively simple recursive algorithm (using dynamic programming). These quadruples and their Frobenius numbers serve as the input data for grammatical evolution. Parameters of the evolution were: population had 500 individuals, it took 100 generations, crossover probability was 0.9, mutation probability was 0.1. It is not important to carefully optimize these parameters.
Proof of the conjectured formula
The proof follows the method developed in the article Frobenius numbers by lattice point enumeration ( [5] , by Einstein, Lichtblau, Strzebonski and Wagon) and concrete details were found with help of the algorithm, i. e., Mathematica package they developed. It is very similar to their proof that g(a, a + 1, a + 4, a + 9) = 1 9 (a 2 + c k a) − d k , where k is the mod-9 residue of a and c k and d k are defined, respectively, by the lists  {18, 17, 16, 15, 14, 13, 12, 20, 19} and {2, 3, 4, 1, 1, 2, 1, 1} , starting from k = 0.
At this moment, the author provides only the sketch ot the proof for the case of k = 7a, without explaining the lattice point enumeration method (for understanding the proof and terminology, sections 1. − 4., 6. & 17. of [5] should suffice). Table 1 is basically the proof for the formula when k = 7a (a ∈ N). One can observe that the proposed elbows determine the domain whose volume is 3k + 1 = 21a + 1 (volume these elbows determine is a linear function of a, so it suffices to check two cases), while protoelbows below show that the corresponding elbows are not in the fundamental domain. The Frobenius corner here is (0, 0, 3a), so Frobenius number is 3a · (6k + 9) − (3k + 1) = 3a · (42a + 9) − 21a − 1 = 126a 2 + 6a − 1 = (21a + 1)(7a − a) − 1,
which is exactly what the formula gives for k = 7a.
Other results
One can try to generalize the formulae for arithmetic and geometric sequences. Probably the simplest generalization of these two is linear recursive sequence, e. g., sequence defined by a n+1 = 3a n + 2. GE system resulted with some conjectures in these casesit seems that, for odd numbers x = 2k + 1 (the quadruples are not relatively prime for even numbers)
f (x = 2k + 1, y = 3x + 2, z = 3y + 2, w = 3z + 2) = = 12k 2 +8k−1−3·(2k+1) k 2 + k 13 + k + 6 13
