Introduction
Optical flow is an important classical problem in computer vision, as it can be used in support of 3D reconstruction, perceptual grouping and object recognition. Here we are interested in applications to autonomous vehicles. In this setting, most of the flow can be explained by the vehicle's ego-motion. As a consequence, once the ego-motion is computed, one can treat flow as a matching problem along epipolar lines. The main difference with stereo vision resides in the fact that the epipolar lines radiate from a single epipole, called the focus of expansion (FOE) .
A few attempts to utilize these constraints have been proposed [22] , mainly in the context of scene flow (i.e., when a stereo pair is available). However, so far, we have not witnessed big performance gains by employing the epipolar constraints. In contrast, we take advantage of recent developments in stereo vision to construct robust solutions to the epipolar flow problem. This paper has three main contributions. Our first contribution is to adapt slanted plane stereo models [39, 2] to the problem of monocular epipolar flow estimation. This allow us to exploit global energy minimization methods in order to alleviate problems in texture-less regions and produce dense flow fields. In particular, we represent the problem as one of inference in a hybrid Markov random field (MRF), where a slanted plane represents the epipolar flow for each segment and discrete random variables represent the boundary relations between each pair of neighboring segments (i.e., hinge, coplanar, occlusion). The introduction of these boundary variables allows the model to reason about ownerships of the boundary as well as to enforce physical validity of the boundary types at junctions.
In order to produce accurate results, slanted plane MRF models require a good over-segmentation of the image, where the planar assumption for each superpixel is approximately satisfied. Towards this goal, our second contribution is an efficient flow-aware segmentation algorithm in the spirit of SLIC [1] , but where the segmentation energy involves both image and flow terms. This encourages the segmentation to respect both image and flow discontinuities.
The success of MRF models also depends heavily on having good data terms. Our last contribution is a local flow matching algorithm, inspired by the very successful stereo algorithm semi-global block matching [20] , which computes very accurate semi-dense flow fields.
We demonstrate the effectiveness of our approach in the challenging KITTI flow benchmark [11] achieving half the error of the best competing general flow algorithm and one third of the error of the best competing epipolar flow algorithm. In the remainder of the paper, we first review related work and present our local epipolar flow algorithm. We then discuss our unsupervised segmentation algorithm which preserves epipolar flow discontinuities, and present our slanted plane MRF formulation. We conclude with our experimental evaluation and a discussion about future work.
Related Work
Over the past few decades we have witnessed a great improvement in performance of flow algorithms. Current approaches can be roughly divided into two categories: gradient-based approaches [21, 5, 41] , which are typically based on the brightness constancy assumption, and matching-based approaches [22, 14, 25] , which match a region (block) around each pixel to a set of candidate locations. Gradient-based methods suffer in the presence of large displacements as the brightness constancy assumption does not hold. Moreover, the regularization employed is typically too local, yielding bad results in textureless regions. Matching-based methods can potentially deal with large displacements, but are typically computationally demanding due to the large amount of candidates required for good accuracy. Furthermore, they also suffer from homogeneous regions as the matching is ambiguous.
While existing many works use a variational approach for continuous flow optimization [21, 5, 6, 41] , a number of recent approaches have proposed discrete MRF formulations [26, 35, 14, 25] . However, these approaches suffer from the discretization trade-off between the number of labels and the resulting computational complexity. The problem is more severe than in stereo, as instead of 1D disparities, a 2D flow field has to be discretized. [14, 25] use a coarse-to-fine approach and sampling, while [26, 35] create a set of candidate flow estimates by standard continuous optical flow algorithms.
When dealing with mostly static scenes, optical flow can be expressed as a 3D rigid motion due to the camera motion. The knowledge of this epipolar geometry has been introduced as a soft constraint in the energy function [36, 37] or as a hard constraint [33, 22] . In the latter, first the fundamental matrix is calculated and the flow estimation is formulated as a 1D search by restricting a corresponding point to lie on the epipolar line. While a soft constraint can yield less errors in independently moving objects, hard constraints can reduce computational complexity and achieve robust estimation of flow in stationary objects if the fundamental matrix is accurately estimated. In this paper we take the latter approach and adapt the highly successful slantedplane MRF approach to stereo vision for the problem of epipolar flow estimation. As demonstrated by our experiments, this results in very significant performance gains.
Semi-global Block Matching for Flow
In this section we extend the popular stereo algorithm, semi-global block matching [20] to tackle the epipolar flow problem. In particular, we first convert the estimation from a 2D matching problem to a 1D search along the epipolar lines, which are defined by the vehicle's ego-motion. We then define parameterizations and cost functions which are appropriate for epipolar flow.
Epipolar Flow as a 1D Search Problem
The first step of our algorithm consists on estimating the fundamental matrix that defines the set of epipolar lines. Towards this goal, we simply match SIFT keypoints [28] in the two consecutive images, and estimate the fundamental matrix F using LMedS and the 8-point algorithm [15] . We then estimate the parameters of the flow that is due to camera rotation, and pose the flow problem as a 1D search along the translational flow component. More formally, let w = (w x , w y , w z ) and v = (v x , v y , v z ) be the camera rotation and translation from time t to time t + 1. Assuming that the scene is static, the flow vector u = (u x , u y ) for a pixel p = (x, y) in the image at time t is given by
where u w (p), u v (p, Z p ) are the components of the flow due to the camera rotation and translation, respectively, and Z p is the depth of pixel p.
Assuming that the camera rotation between two images is small, u w (p) can be expressed as follows [27] ,
where f is the focal length of the camera andx = x − c x ,ȳ = y − c y , with (c x , c y ) the principal point. Thus, we can write u w (p) as a 5-parameter model.
An additional constraint that we can exploit to estimate the rotational component of the flow is given by the fact that u v (p, Z p ) is parallel to the epipolar line passing though that point at time t+1. This epipolar line is given by (p) = Fp withp representing p in homogeneous coordinates. Thus, as u v (p, Z p ) being parallel to the epipolar line (p) implies that p + u w (p) must be on (p), we can impose that
withũ w (p) representing u w (p) in homogeneous coordinates. We can then estimate the parameters of the rotational flow, a = (a 1 , ..., a 5 ), by minimizing the sum for all pixels of the left hand side of Eq. (2). Once this is done, we only need to estimate the flow in the direction of the epipolar lines. This is a 1D computation which is not only computationally attractive, but also results in more accurate matching, as it imposes a strong regularization.
Semi-global Block Matching for Flow
We now discuss how we can adapt the semi-global block matching stereo algorithm (SGM) [20] to estimate the translational component of flow. SGM works in three steps:
Rotated image plane Image plane at time t + 1 ϕ' Figure 2 . Geometric configuration on epipolar plane first a pixel-wise matching cost is calculated and the cost of neighboring pixels is then aggregated taking into account smoothness constraints. Finally, postprocesing is utilized in order to obtain sub-pixel accuracy, remove spurious estimations and return only consistent estimates. We need to define a good parameterization and a good cost function for epipolar flow. The SGM algorithm for stereo works directly on disparities. In the case of flow, using this parameterization leads to the interaction between the epipolar geometry and the scene depth, as the disparity at each point is a complex non-linear function of depth Z p . Instead, we need to come up with a better parameterization that should be approximately linear. Towards this goal, we can write the translational component as
with e (p) a unit vector in the direction of the epipolar line (p) and d(p, Z p ) the disparity along the epipolar line. Fig 1 (left) shows the epipolar geometry of two images, where C and C are the camera centers at time t and t + 1, p and p are the projected image points of a 3D world point P and o and o are the epipoles. Adding the rotation flow vector u w (p) to each pixel p means that the image plane at time t is rotated so that its camera direction is the same as the one at time t + 1, as shown in Fig. 1 (right) . As a result, the epipole and the epipolar line in the rotated image at time t are exactly the same as those in the image at time t + 1. Fig. 2 shows the geometric configuration on the epipolar plane, where r and r are distances between the epipole and the projected image point on both images. We can thus write
where ϕ is the angle between the camera direction and the translation vector v. We can then compute the disparity as
Note that the disparity is a complex function of depth.
Since the z-component v z of the camera translation is constant for all pixels, the ratio vz Zp , denoted VZ-ratio, depends only on the distance Z p . As a consequence the smoothness between the VZ-ratio (S(ω p , ω q ) in Eq. (3)) represents the scene independent of the epipolar geometry. In order to utilize the VZ-ratio, we first quantize it as vz Zp = ωp n υ max , with ω p ∈ {0, 1, 2, ..., n − 1}, where υ max is the maximum value of vz Zp and n is the number of quantization levels. We denote ω p as the VZ-index.
Next, we need to define a cost function adequate for estimating the epipolar flow. We employ a cost function based on edge information as well as the Hamming distance between Census transform descriptors [40] as follows
where B t (·) is the Census transform at time t, H(·, ·) is the Hamming distance between two binary descriptors, q (q, ω q ) = q + u w (q) + u v (q, Z q ; ω q ) is the corresponding pixel in the second image whose VZ-index is ω q , λ cen is a constant, W(p) is a window centered at pixel p and G(·) is the directional derivative in the image in the direction of the epipolar line.
The second step of SGM involves defining a cost aggregation energy. We simply define this cost as the sum of the unary cost and a smoothness term
We define S(ω p , ω q ) to be 0, if ω p = ω q , and two different penalties (0 ≥ λ 1 ≥ λ 2 .) depending whether they are 1 or more integers apart. Using lower penalties for small changes permits an adaptation to slanted or curved surfaces. The flow can then be estimated by solving for the disparities {ω p } by minimizing the energy in Eq. (3). While this global minimization is NP hard, in order to get a fast estimate we adopt the strategy of [20] and aggregate the matching cost in 1D from all directions equally
with L j the cost of direction j. This can be done efficiently as the minimum cost in each direction can be estimated using dynamic programming by recursively computing
Following [20] , once Eq. (3) is minimized, we refine the VZ-index map by sub-index estimation, we remove small spurious regions, and perform a consistency check between the two consecutive frames by running the algorithm both ways and comparing the VZ values. This provides the sets F t and F t+1 of the pixels, whose flow has been estimated, and VZ-indicesω t (p) andω t+1 (p ) of the pixels p ∈ F t , p ∈ F t+1 .
Algorithm 1 MotionSLIC
Init superpixels by sampling pixels in a regular grid
Compute θ i by robust fitting a VZ-index plane end for end for
Joint Segmentation and Flow Estimation
Given an estimate of the flow in a subset of the pixels, we are interested in computing an over-segmentation of the image that respects both flow and image boundaries. This over-segmentation will be used in the next section by our slanted-plane MRF model in order to produce more accurate dense flow estimations. Towards this goal, we represent the VZ-index of each superpixel with a slanted plane,
defined with parameters θ sp = (α sp , β sp , γ sp ), where s p indexes the superpixel that pixel p belongs to. It can be shown that Eq. (4) represents a valid homography. We frame joint unsupervised segmentation and flow estimation as an energy minimization problem, and define the energy of each pixel as the sum of energies encoding shape, appearance and flow, taking special care into modeling occlusions. The input to our algorithm is the two images as well as our initial (possibly sparse) flow estimateω (see section 3). We now discuss each energy term in more details.
Regular Shape: We prefer superpixels that have a regular shape. Following [1] we encode this as
where μ sp is the superpixel centroid, g = W × H/m with W, H the width and height of the image and m the desired number of superpixels.
Appearance: We encourage the elements of the same superpixel to have similar appearance. We do so by defining
where c sp is the mean appearance descriptor for superpixel s p . Let q(p, θ sp ) be the predicted location of pixel p at time t + 1 computed using the plane assumption (Eq. (4)) and (1). We can encode a similar energy for the next frame Flow: This potential enforces that the plane parameters should agree with the input flowω t (p) as follows
We can define the total energy of a pixel as This is a non-convex mixed continuous-discrete optimization problem, which is NP-hard to solve. We derive an iterative scheme that works in three steps: first we minimize the energy with respect to the assignments, we update the parameters μ sp , c sp by simply computing their means, and then compute the plane parameters by using a robust estimator. The algorithm, which we denote MotionSLIC, is summarized in Algorithm 1. This algorithm can be extended to stereo vision by simply replacing the two consecutive frames with the left and right images of the stereo pair, and the VZ-ratio with disparity. Our experimental evaluation will demonstrate the effectiveness of our method in both epipolar flow and stereo estimation problems. 
Slanted-plane MRFs for Epipolar Flow
Slanted-plane MRF models are among the leading approaches to stereo vision [2] . Recently, [39] proposed a slanted-plane MRF model for stereo vision that reasons about segments as well as occlusion boundaries. Here we follow a similar idea, and represent the epipolar flow estimation problem as inference in a mixed continuous-discrete random field. The continuous variables represent 3D planes encoding the VZ-ratio, while the discrete variables encode the type of boundaries between pairs of superpixels. Our approach takes as input epipolar flow as well as an oversegmentation of the image. In particular, we employ the epipolar flow fields and segmentations estimated by MotionSLIC (see section 4).
Let y i = (α i , β i , γ i ) ∈ 3 be a random variable representing the i−th slanted plane. For each pixel p belonging to the i−th segment, we can compute its VZ-ratio as
where p = (u, v), c i = (c iu , c iu ) is the center of the ith segment, γ i the VZ-ratio in the segment center, and y i represents the slanted plane y i = (α i , β i , γ i ). We have centered the planes as it improves the efficiency. Let o i,j ∈ {co, hi, lo, ro} be a discrete random variable representing whether two neighboring planes are coplanar, form a hinge or an occlusion boundary. Here, lo implies that plane i occludes plane j, and ro the opposite. We define our hybrid conditional random field in terms of all slanted-planes and boundary variables and encode potentials over sets of continuous, discrete or mixture of both types of variables. We now briefly describe the potentials employed, and refer the reader to [39] for more details.
VZ-ratio:
We define truncated quadratic potentials for each segment encoding that the plane should agree with the epipolar flow estimated using the algorithm from section 3.
Boundary: We employ 3-way potentials linking our discrete and continuous variables expressing the fact that when Table 3 . Use of VZ index vs disparity on SGM-Flow evaluated on the validation set of KITTI [11] .
two neighboring planes are hinge or coplanar they should agree on the boundary, and when a segment occludes another, the boundary should be explained by the occluder.
Compatibility: We penalize occlusion boundaries that are not supported by the data. Additionally, we define a potential that penalizes negative VZ-ratios.
Occam's razor: We impose a regularization on the type of occlusion boundary, where we prefer simpler explanations (i.e., coplanar better than hinge better than occlusion).
Junction Feasibility: We encode the physical validity of junctions of 3 and 4 planes. Although these potentials are high-order, they only involve variables with 4 states, thus the additional complexity is not prohibitive.
Color similarity: This potential encodes the fact that we expect segments which are coplanar to have similar color statistics, while the entropy is higher when the planes form an occlusion boundary or a hinge. We employ the χ-squared distance between histograms of neighboring segments.
Computing the MAP estimate of our hybrid MRF is NPhard. Instead, we rely on approximate algorithms based on LP relaxations. Following [39] we make use of particle convex belief propagation (PCBP) [29] , a technique that is guaranteed to converge and gradually approach the optimum. PCBP is an iterative algorithm that works as follows: For each continuous variable particles are sampled around the current solution. These samples act as labels in a discretized MRF which is solved to convergence using convex belief propagation [16] . The current solution is then updated with the MAP estimate obtained on the discretized MRF. This process is repeated for a fixed number of iterations. In our implementation, we use the distributed message passing algorithm of [32] to solve the discretized MRF at each iteration. Algorithm 2 depicts our PCBP-Flow algorithm. At each iteration, to balance the trade off between exploration and exploitation, we decrease the variance of the distribution we sample from. Following [39] , we discretize the continuous variables, and utilize the algorithm of [17] for learning the importance of each potential.
Experimental Evaluation
We perform our experiments on the challenging KITTI dataset [11] , which is composed of 194 training and 195 test high-resolution images captured from an autonomous driving platform driving around a urban environment. We use 10 images for training and 184 for validation. The ground truth is semi-dense covering approximately 30 % of the pixels. We employ two different metrics to evaluate our approach. The first one measures the average number of pixels (non-occluded and all) whose error is bigger than a fixed threshold. The second one reports end-point error for both settings. For all experiments, we employ the same parameters which have been validated on the validation set. We use υ max = 0.3 and n = 256 for our discretization of the VZ-ratio. For SGM-Flow, we set λ cen = 0.5, λ 1 = 100, λ 2 = 1600, use a window W(p) of size 5×5, and aggregate information over 4 paths. Unless otherwise stated, for MotionSLIC we set the number of superpixels m = 400, λ pos = 4000, λ disp = 30, λ d = 3, use 10 iterations and a Lab vector as the mean color representation. For PCBP, we employ the same parameter values as [39] , and run inference with 10 particles and 5 iterations of re-sampling.
Comparison with the state-of-the-art: We compare our approach to the state-of-the-art in the test set of KITTI. As shown in Table 1 , our approach significantly outperforms all approaches, yielding approximately half the error of the best general flow algorithm, and a third of the error of the best epipolar flow algorithm, i.e., GC-BM-Mono [22] . Interestingly, even a scene flow approach, i.e., GC-BM-Bino [22] that unlike our approach utilizes stereo pairs results in three times more error. Fig. 3 depicts our flow estimations.
Importance of each step: We evaluate the importance of each step of our pipeline. Table 2 depicts errors of our SGM-Flow (section 3), our MotionSLIC (section 4) as well as our PCBP-Flow (section 5) algorithms. Note that the output of SGM-flow is used as input for motionSLIC, and the output of motionSLIC is used as input to PCBP-flow. Each step significantly improves results.
Running Time:
We evaluate the run time of our approach. KITTI Table 4 . Epipolar constraint and piece-wise planar assumptions on the validation set of KITTI [11] . If the true FOE is used to estimate flow, there is no error ("Oracle FOE"). The error of the best oracle match along the epipolar line when employing our estimated FOE is also very small. In "Oracle GT", ground truth flow vectors are converted into VZ-index values using the epipolar lines estimated from ground truth, and VZ-index planes are fitted to the superpixel segments, which are generated by motionSLIC. In "Oracle estimated", flow vectors of ground truth are converted to VZ-index values using our estimated epipolar lines. SGM-Flow has no oracle access. Table 5 . Importance of energy terms of MotionSLIC: The first number in color and flow denotes the number of images used.
existing approaches.
Importance of VZ-index: As shown in Table 3 using VZ-index instead of disparity as parameterization in our SGM-Flow algorithm significantly improves performance.
Oracle: We would like to estimate how much we loose due to the assumptions of our model. Our first assumption is that most of the flow is due to the ego-motion. As shown in Table 4 , if the true FOE is used to estimate flow, there is basically no error ("Oracle FOE"). When utilizing our estimated FOE (via SIFT matching and 8-point algorithm with RANSAC), the error of the best oracle match along the epipolar line is also very small. Thus, even with a noisy egomotion estimation, one could potentially achieve very low error. The second assumption is that the VZ-ratio is piece-wise planar. Note that given the ground truth epipolar lines ("Oracle GT"), the piece-wise planar assumption is fairly accurate. When the epipolar lines are estimated by our ego-motion estimation ("Oracle estimated"), the piecewise planar assumption becomes worse, but is still a good fit. Our algorithm ("SGM-Flow") is not far from the oracle.
Energy terms in MotionSLIC: Table 5 depicts performance as a function of the energy terms employed. The first row coincides with SLIC [1] . Note that performance significantly increases by adding flow.
Stereo: Our MotionSLIC algorithm can be utilized for stereo vision in order to compute disparities and segmentations that respect depth boundaries. We called this StereoSLIC. Once computed, it can be used as input to the slanted-plane MRF model of [39] . We call this PCBPStereoSLIC. As shown in Table 6 both algorithms outperform the state-of-the-art. Importantly, StereoSLIC requires only a few seconds per image.
Conclusion and Future Work
We have presented a slanted-plane MRF model for the problem of epipolar flow estimation which utilizes a robust data term as well as an over-segmentation of the image that respects flow boundaries. We have demonstrated the effectiveness of our approach in the challenging KITTI flow benchmark, achieving half the error of the best competing general flow algorithm and one third of the error of the best competing epipolar flow algorithm. Our algorithms can be easily parallelized (see e.g., [32] ). We plan to explore this to achieve real-time performance in the future. Table 6 . Stereo: Comparison with the state-of-the-art on the test set of KITTI [11] .
