Abstract: Broad-scale impact and vulnerability assessments are essential for informing decisions on long-term adaptation planning at the national, regional, or global level. These assessments rely on population data for quantifying exposure to different types of hazards. Existing population datasets covering the entire globe at resolutions of 2.5 degrees to 30 arc-seconds are based on information available at administrative-unit level and implicitly assume uniform population densities within these units. This assumption can lead to errors in impact assessments and particularly in coastal areas that are densely populated. This study proposes and compares simple approaches to regionalize population within administrative units in the German Baltic Sea region using solely information on urban extent from the Global Urban Footprint (GUF). Our results show that approaches using GUF can reduce the error in predicting population totals of municipalities by factor 2 to 3. When assessing exposed population, we find that the assumption of uniform population densities leads to an overestimation of 120% to 140%. Using GUF to regionalise population within administrative units reduce these errors by up to 50%. Our results suggest that the proposed simple modeling approaches can result in significantly improved distribution of population within administrative units and substantially improve the results of exposure analyses.
Introduction
Coastal areas are highly exposed to natural hazards [1] and this exposure will increase as a result of climate-change-induced sea-level rise (SLR) and associated impacts such as flooding, erosion, permanent inundation, and saltwater intrusion [2] . Coastal flooding, in particular, will increase in frequency and intensity [3] and is expected to be the most costly impact of SLR [4] . At the same time, rapid socioeconomic development [5] [6] [7] , leading to high concentration of people assets in coastal regions and particularly in large urban centers, is expected to further exacerbate flood risk.
Adaptation measures, in the form of protection, accommodation or retreat, can reduce the impact of coastal flooding by several orders of magnitude [4] . In this context, establishing long-term adaptation policies constitutes a key element for the sustainability of coastal regions [8] and will be necessary for achieving the United Nations Sustainable Development Goals (SDG) outlined in the "2030 Agenda" [9] . In particular, coastal adaptation explicitly relates to SDGs 11 (Sustainable Cities and Communities), 13 (Climate Action), and 14 (Life below Water) and is indirectly linked to other SDGs.
To inform decisions on coastal adaptation, assessment of the impact of coastal flooding has been carried out at different scales [4, [10] [11] [12] , from global to local. An essential input, but also one
Study Area
We analyzed 17 districts (NUTS-3 level) in the federal states of Schleswig-Holstein and Mecklenburg-Vorpommern in northern Germany that extend to the Baltic Sea. Ten of the districts are rural (see Figure 1 ) and consist of 816 municipalities (LAU-2 level). The seven urban districts consist of one municipality each, which leads to 823 municipalities in total. Circa 2.25 million people live in the study area, which encompasses approximately 17,000 km 2 . With a mean population density of about 130 people per km 2 , the study area is predominantly rural. The three cities with the highest population are Kiel (235,000), Lübeck (210,000), and Rostock (200,000) [28] . Including islands, the coastline has a length of approximately 2600 km [29] . About a quarter of the coast is protected by dikes, which mostly protect densely populated areas [30] . Storm surges constitute the primary coastal hazard in the region, with the highest storm surge recorded occurring in 1872 with a measuring a peak height of 3.30 m in Travemünde (Schleswig-Holstein) [31] and 2.83 m in Wismar (Mecklenburg-Vorpommern) [29] . 
Data and Methods.

Data
Population
We used two products of the 2011 Census. First, we used the regular population grid with a horizontal resolution of 100 m [32] . The population density (population per hectare) and population count (population per cell) did not differ due to the Lambert Azimuthal Equal Area Projection (LAEA-EPSG:3035) used in this study. For the 100 m population grid, all cells with population below 3 people per hectare were adjusted for data-protection reasons; namely, the values of cells with a population of 2 have been adjusted to 3, and cells with a population of 1 have been adjusted to 0 [33, 34] . To assess the effects of this data manipulation on the total population numbers in the study area, we aggregated the population in the grid of the entire study area. We compared the totals to the population count reported on the municipality level [28] , which is the finest level of census data and the second product of the 2011 Census used in this study. The sum of the gridded population exceeded the sum of population reported per administrative unit by 6404 for the entire study area. As this was a share of circa 0.3% on Figure 1 . Location, administrative boundaries, and distribution of urban/rural districts for the study area.
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Data
Population
We used two products of the 2011 Census. First, we used the regular population grid with a horizontal resolution of 100 m [32] . The population density (population per hectare) and population count (population per cell) did not differ due to the Lambert Azimuthal Equal Area Projection (LAEA-EPSG:3035) used in this study. For the 100 m population grid, all cells with population below 3 people per hectare were adjusted for data-protection reasons; namely, the values of cells with a population of 2 have been adjusted to 3, and cells with a population of 1 have been adjusted to 0 [33, 34] . To assess the effects of this data manipulation on the total population numbers in the study area, we aggregated the population in the grid of the entire study area. We compared the totals to the population count reported on the municipality level [28] , which is the finest level of census data and the second product of the 2011 Census used in this study. The sum of the gridded population exceeded the sum of population reported per administrative unit by 6404 for the entire study area.
As this was a share of circa 0.3% on the total population, we considered the 100 m population grid as reliable reference data for evaluating different population regionalization approaches.
Urban Extent
For the identification of urban areas, we employed the GUF, which is a binary settlement mask that has been derived from TanDEM-X and TerraSAR-X radar images collected in 2011 and 2012 [27] . It is a global dataset, which is available in two resolutions, namely 2.8 arc-seconds (hereinafter referred to as GUF2.8), and 0.4 arc-seconds (hereinafter referred to as GUF0.4). At the equator, this corresponds to a resolution of approximately 84 m and 12 m, respectively.
We projected both GUF2.8 and GUF0.4 to LAEA (see Figure 2) . For GUF2.8 we used the cell positions of the census population raster and assigned the value of the nearest neighbor. For GUF0.4, we also used the cell positions of the census population raster and calculated the share of urban GUF0.4 cells assigned to each cell with a spatial resolution of 100 m. For the original GUF0.4, we used all cells with an urban share larger than 0% and classified them as urban. Additionally, we created an urban mask (hereinafter referred to as GUF0.4 5% ) that employed a threshold of 5% to classify cells as urban (see Section 4 for discussion on the threshold). the total population, we considered the 100 m population grid as reliable reference data for evaluating different population regionalization approaches.
We projected both GUF2.8 and GUF0.4 to LAEA (see Figure 2) . For GUF2.8 we used the cell positions of the census population raster and assigned the value of the nearest neighbor. For GUF0.4, we also used the cell positions of the census population raster and calculated the share of urban GUF0.4 cells assigned to each cell with a spatial resolution of 100 m. For the original GUF0.4, we used all cells with an urban share larger than 0% and classified them as urban. Additionally, we created an urban mask (hereinafter referred to as GUF0.4 5%) that employed a threshold of 5% to classify cells as urban (see Section 4 for discussion on the threshold). 
Exposed Area
We used a Digital Elevation Model (DEM) representing surface heights with a vertical accuracy of approximately 15 cm and a horizontal resolution of 1 m [35] to assess the exposed area (see Figure 3) . In a first step, we projected the data to the LAEA projection and aggregated the data to a spatial resolution of 10 m to reduce processing time. Next, we estimated the coastal floodplain considering 8-sided hydrological connectivity to the sea [36] . We used a threshold of 3 m, which corresponds approximately to the height of the 1872 storm surge. As all non-river-induced floodplains were within a distance of 24 km to the coastline, we additionally implemented a maximum flow distance of 24 km from the Baltic Sea to prevent overestimation of the floodplain due to rivers and channels. In a last step, we further aggregated the data to 100 m to match the spatial resolution of the population data. In the aggregation process, we calculated the share of cells representing exposure per hectare and assessed exposed population by multiplying the calculated share with the population count. [35] to assess the exposed area (see Figure 3) . In a first step, we projected the data to the LAEA projection and aggregated the data to a spatial resolution of 10 m to reduce processing time. Next, we estimated the coastal floodplain considering 8-sided hydrological connectivity to the sea [36] . We used a threshold of 3 m, which corresponds approximately to the height of the 1872 storm surge. As all non-river-induced floodplains were within a distance of 24 km to the coastline, we additionally implemented a maximum flow distance of 24 km from the Baltic Sea to prevent overestimation of the floodplain due to rivers and channels. In a last step, we further aggregated the data to 100 m to match the spatial resolution of the population data. In the aggregation process, we calculated the share of cells representing exposure per hectare and assessed exposed population by multiplying the calculated share with the population count. 
Resampling of Population
We compared 6 approaches to regionalise population within administrative units (Table 1) . Approach I served as the baseline approach presenting population distribution in global datasets. Approaches II to VI employed the GUF. In this context, we used 'urban' as areas identified as urban in the GUF, which included cities as well as rural settlements. All approaches were applied on both the district and municipality level. Table 1 . Main concept the 6 approaches tested.
Approach Description
I + no ancillary data used + uniform population density within administrative units II and III + population is only assigned to urban areas + uniform population density within urban areas of an administrative unit IV + population is only assigned to urban areas + population is assigned proportionally to the share of urban extent per cell + uniform population density in cells with the same urban share within one administrative unit + population density across and within settlements of the same administrative unit differ urban share differs V and VI + population is only assigned to urban areas + settlements can extend over more than one administrative unit + population density increases with extent of settlements + population density between settlements of an administrative unit differs + uniform population density within a settlement
In Approach I, we assumed that population is uniformly distributed within each administrative unit, which means that all cells within an administrative unit had the same population count (and density as we used an equal area projection). Between administrative units, population density differed. This approach is similar to the one used in GPW [18] but does not account for water bodies. In Approach II, we identified the urban extent per administrative unit based on GUF2.8. We assumed that population is solely located in these areas and distributed the population uniformly in the urban areas of each administrative unit. All settlements within an administrative unit had the same population density. In Approach III, we used GUF0.4 5% instead of GUF2.8 to identify urban extent per administrative unit and assumed uniform population densities within these areas. Approaches II and III are comparable to dasymetric approaches that distribute population based on land cover or land use (e.g., References [37, 38] ) but less complex, as they assign population solely to urban areas. In Approach IV, we weighted the population count per administrative unit based on the share of urban extent per 100 m cell calculated from GUF0.4 5% . Within an administrative unit, the population count in a cell with an urban share of 80% was twice as high as in a cell with an urban share of 40%. Between administrative units, the population count of cells with the same urban share differed. In Approach V, we assumed that population density increases with the size of urban clusters. To define urban clusters, we first buffered clusters in GUF2.8 by 150 m (one cell in all directions) to avoid clusters being divided by rivers and parks. Second, we performed an 8-sided connectivity analysis of the buffered GUF2.8 to group cells to clusters. Finally, we reduced the extent of the defined clusters to the original extent of GUF2.8. Next, we calculated the extent and population count for each cluster. We grouped these clusters into small (<10 ha), medium (10 ha to 150 ha), and large (>150 ha) clusters based on the extent. We assumed a linear correlation between the log cluster extent (in ha) and mean population density per cluster. We used the stats package of R Version 3.3.1 [39] to fit linear models for both medium and large clusters. We set the upper threshold to 150 ha to minimize the offset between the linear fit for medium and large clusters and the lower threshold to 10 ha to exclude outliers. For medium clusters, we achieved the best fit with an intercept of -0.771 and a slope of 3.607. For large clusters, an intercept of -14. 16 and a slope of 6.29 led to the best fit. For all small clusters, we applied the modeled population density for an extent of 10 ha. Next, we multiplied the modeled mean population density with the cluster extent to calculate the modeled population count per cluster. Within a cluster, we assumed uniform population densities. On the administrative level, we adjusted in a final step the modeled population totals to the population totals reported in the census. In Approach VI, we followed the scheme described in Approach V but used GUF0.4 5% instead of GUF2.8. Subsequently, we buffered all urban pixels by 150 m. We used the same threshold of 10 ha to differentiate between small and medium clusters but a threshold of 235 ha to differentiate between medium and large clusters. For medium clusters, an intercept of -2.85 and a slope of 2.78 led to the model with the best fit. For large clusters, we achieved the best fit with an intercept of -20.8 and a slope of 6.0. Approaches V and VI are described in more detail in the Appendix A.
Results and Discussion
To assess if the GUF can be used as an estimator for population, we compared the urban extents classified in GUF2.8, in GUF0.4 without any threshold, and in GUF0.4 5% . The latter employs an urban coverage threshold of 5% to the areas that actually are populated in the census population raster. Results are presented in Table 2 . We found that 83% of the population live in areas that are defined as urban in GUF2.8. 44% of all populated areas are not classified as urban (omission error) and 31% of areas that are classified as urban are not populated at all (commission error). GUF0.4 appears to be a better estimator than GUF 2.8, as 95.3% of the population live in areas classified as urban in GUF0. 4 . The commission error of 46% is higher as in GUF2.8, but the omission error of 18% is considerably lower. Using a 5% urban coverage threshold reduces the population living in areas classified as urban to 94% and increases the omission error to 22%, but reduces the commission error to 40%. Since the sum of the omission and commission error is lower in GUF0.4 5% , we did not use the original GUF0.4 for our analyses. 1 Omission error is defined as the share of cells with population >0 that are not classified as urban in the GUF on the total amount of cells with a population greater than zero. 2 Commission error is defined as the share of cells that are classified as urban in GUF but with a population of zero on the total amount of cells that are classified as urban in GUF. 3 Population captured is the share of the sum of population in cells that are classified as urban in the GUF on the total sum of population in the study area.
As cells with a population of one have a value of zero in the census population raster, the 'true' error of commission is lower than the one reported in Table 2 . The percent of population that overlays with urban cells in GUF is also affected by the fact that the values of cells with low population (<3) have been altered in the original census raster [33] . Replacing population counts of 1 by 0 (2 by 3) reduces (increases) the proportion of population in urban areas. As 97.1% of the population is located in cells with a population larger three, we expect this effect to be negligible.
Performance on Municipality Level
We tested the performance of the six approaches on the district level by comparing the predicted population on municipality level to the census population on the municipality level [24] . The performance metrics of the approaches presented in Table 3 are only representative for the rural districts, as urban districts consist of only one municipality each. In the case that urban districts would consist of more than one municipality, we would expect the differences in performance metrics between the tested approaches to be smaller, as the proportion of built-up area on the total area in urban districts is larger than in rural districts (see Figures 1 and 2 ). For Approach I, this would lead to an improvement of the performance metrics, as the share of nonurban areas and thus the potential of wrongly allocated population would reduce. The performance metrics of the other approaches would depend on the actual characteristics of urban areas. We expect all approaches to perform best, if population within cities is homogeneously distributed. In case of heterogeneously distributed population, e.g., due to multistorey housing, which the GUF and consequently our approaches do not consider, we expect the performance of the proposed approaches to decline, as population densities are underestimated. However, if population data are available for city districts, the approaches can resolve differences in population density within cities. 1 Calculations are based on the difference (error) in total population per municipality between predicted population by the six approaches adjusted to district level minus the census population. 2 Q25, Q50 and Q75 are the 25th, 50th, and 75th quantile of the error. 3 MAE is the Mean Absolute Error. 4 RTAE is the Relative Total Absolute Error, which is defined as the sum of the deviations between modeled and true population on the municipality level divided by the total population [40] . 5 RMSE is the Root Mean Square Error. 6 %RMSE is defined as the RMSE divided by the mean population of administrative units [24] .
Approach I shows overall the highest differences to the census data. The Mean Average Error (MAE) and the Root Mean Square Error (RMSE) are approximately double of the respective ones in Approach III, which has the second-highest differences to the census data. Both Approaches I and III overestimate population in three out of four municipalities. Approaches II, IV, and VI show similar MAEs, with Approach IV leading to the smallest MAE. Approach VI has the best performance based on RMSE.
Comparing our results, in terms of absolute values, to other studies is not straightforward, as characteristics of settlements in different study areas can considerably differ. In addition, many studies use the RMSE or the MAE to compare model performance within a study area. If different study areas are compared, the information value that these indicators provide is limited, as study areas with high population counts will lead to higher RMSE than study areas with small population counts. To overcome this issue and to provide a first-order comparison, we used the relative indices %RMSE and Relative Total Absolute Error (RTAE); %RMSE is defined as the RMSE divided by the mean population count of the administrative units [24] and RTAE is defined as the sum of the deviations between modeled and true population over all administrative units divided by the total true population [40] . Stevens and colleagues [24] calculated %RMSE for GPW for Cambodia (82%), Vietnam (100%), and Kenya (146%). Approach I, which is comparable to the approach used in GPW, shows an %RMSE of 94%, which agrees with the findings by Stevens and colleagues [24] . The different approaches proposed in this study reduce the %RMSE by a factor of 2 to 3, which is comparable to the factor 1.6 to 2 reported by Stevens and colleagues [24] , who use about 40 variables to model population density on the national level. Briggs and colleagues [41] tested satellite data on light emissions and Corine Land Cover data to spatially distribute population for fourteen European countries. They validated their results against four sets of population data on the European level, and for Great Britain separately. For Great Britain, the RMSE ranged from 238 to 346 with reported mean populations of 228 and 370. Based on these reported numbers, we calculated the %RMSE to be 105% and 94%, respectively. The performance is in the same order of magnitude as Approach I in our study, but the error is 2 to 3 times higher than in Approaches II to VI that actually employed the GUF. On the European level, the RMSE in the study of Briggs and colleagues [41] ranged from 240 to 412 with reported mean populations of 228 and 370. This corresponds to an %RMSE of 105% and 114%, respectively. However, Briggs and colleagues validated their results on cell level (1 km resolution), whereas we validated the tested approaches on municipality level. Batista e Silva and colleagues [40] used a refined version of Corine Land Cover to spatially distribute population data on community level for Europe to a spatial resolution of 100 m. They reported RTAE on national level between 0.106 and 0.892. For Germany, their approaches led to RTAE between 0.247 and 0.281 [40] . The approaches tested in the present study led to an RTAE of 0.467 for Approach I, and a range from 0.137 to 0.208 for the approaches employing GUF data (see Table 3 ). Based on these numbers, the performance metrics suggest that GUF can lead to slightly better results than land-cover-based approaches. However, our study analyzed a subregion of Germany, whereas the model performance presented by Batista e Silva and colleagues [40] is evaluated nationwide.
The performance of the proposed approaches on the municipality level varies over the study area (Figure 4) . Approach I overestimates population in municipalities with mean population densities below the average of the respective district. The overestimation is higher the more concentrated the population is in urban centres. Approaches II and III show in general lower prediction errors than Approach I. However, Approach III considerably overestimates population in some municipalities, which also leads to higher RMSE and %RMSE than in Approach II (Table 3) . Approach IV seems to perform well all over the study area and shows the lowest overall MAE. Approach VI and particularly Approach V underestimate population in most municipalities. Furthermore, Approach VI shows overall the lowest RMSE and %RMSE but considerably overestimates population in some municipalities. Approach VI leads in 27.6% of all municipalities to the smallest absolute error ( Figure 5 ), followed by Approach IV (20.5%), Approach V (15.8%), Approach II (14.6%), Approach III (14.2%), and Approach I (5.7%). For 1.6% of the municipalities, at least two approaches led to the smallest error. Approach I leads for 69.3% of all municipalities to the highest absolute error, followed by Approach V (12.6%), Approach VI (7.2%), Approach III (4.9%), Approach II (3.0%), and Approach IV (2.0%). For Approach VI leads in 27.6% of all municipalities to the smallest absolute error (Figure 5 ), followed by Approach IV (20.5%), Approach V (15.8%), Approach II (14.6%), Approach III (14.2%), and Approach I (5.7%). For 1.6% of the municipalities, at least two approaches led to the smallest error. Approach I leads for 69.3% of all municipalities to the highest absolute error, followed by Approach V (12.6%), Approach VI (7.2%), Approach III (4.9%), Approach II (3.0%), and Approach IV (2.0%). For another 1.0% at least two approaches lead to the highest error. This is in agreement with the results shown in Table 3 , which indicate the smallest errors for Approaches VI and IV. 
Exposed Population
We evaluated the six Approaches by assessing the exposure of population to coastal flooding and comparing it to the 'true' exposure. We assessed the 'true' exposure by analyzing the population living below 3 m based on the 100 m census grid [32] . We found that all tested approaches led to a considerable overestimation of exposure in our study area. The results are shown in Table 4 . Approach V, in which the population density increases with city size, shows the lowest error (overestimation of 72%) if population is adjusted on municipality level. Approach I, which distributes population uniformly on municipality level, shows the highest error (overestimation of 143%). 
We evaluated the six Approaches by assessing the exposure of population to coastal flooding and comparing it to the 'true' exposure. We assessed the 'true' exposure by analyzing the population living below 3 m based on the 100 m census grid [32] . We found that all tested approaches led to a considerable overestimation of exposure in our study area. The results are shown in Table 4 . Approach V, in which the population density increases with city size, shows the lowest error (overestimation of 72%) if population is adjusted on municipality level. Approach I, which distributes population uniformly on municipality level, shows the highest error (overestimation of 143%). For all approaches that employ the GUF, we found that population adjustments on finer levels lead to improved estimates in exposure analysis. As population is not distributed uniformly within an administrative unit, errors are reduced by adjusting data on finer administrative units. Nevertheless, in Approach I, which is comparable to widely used approaches on global and regional scales, the adjustment of the data on finer scale led to considerably higher errors in exposed population. This suggests that, in the German Baltic Sea region, people tend to live near the coast but not in exposed areas. For example, the population density in coastal rural municipalities is 34% higher than in non-coastal rural municipalities. If the seven municipalities of urban districts (which are all coastal) are also considered, population density in coastal municipalities is 175% higher than in non-coastal municipalities.
We also found that previous studies were likely to have overestimated exposed population, although different reference dates for population and the modeled flood heights make a direct comparison difficult. For example, Sterr [30] used population numbers on the municipality and district level to estimate the 1995 population living on an elevation of 5 m or lower above mean sea level for Mecklenburg-Vorpommern at 319,400. This value is more than three times higher than the 2011 exposure of population living on elevations of 3 m or lower above mean sea level reported for the entire study area. Considering a decline of population in Mecklenburg-Vorpommern of 12% between 1995 and 2011 [42] , the exposed population is in the same magnitude as in Approach I or even higher.
Our results demonstrate that the use of the GUF reduces the overestimation of exposed population by 22% to 27% on district level and by 40% to 50% on municipality level (Table 4 ). This shows that by not assigning any population to areas with no urban settlements errors in impact assessment can be reduced considerably. We also found that approaches with GUF2.8 led to better results than approaches with GUF0.4 5% (see Approach II vs. Approach III, and Approach V vs. Approach VI). This may seem surprising, as GUF2.8 covers 83% and GUF0.4 5% 94% of the population in the study area. However, according to our findings the commission error in GUF0.4 5% is higher than in GUF2.8 (see Table 2 ), which means that more uninhabited areas are classified as urban. One reason for this is that urban uninhabited structures, such as industrial areas, secondary housing, or small buildings, are resolved at finer spatial resolutions. Approach IV shows that GUF0.4 5% can lead to improved results, if it is used to differentiate population density within settlements.
We must note that our study is based on census data. This means that the population counts represent where the population is registered but not necessarily where the population resides. This is of particular relevance for exposure analysis. Deville and colleagues [20] show for France and Portugal, that during the summer holiday period (July and August), coastal areas face a population increase of > 60% compared to the population officially registered in the coastal areas. We assume that their findings also hold true for the German Baltic coast. As surges in the study area are observed during winter, when few tourists are in the study area, we did not explicitly account for tourism. However, as GUF does not differentiate between touristic accommodation (e.g., secondary houses and hotels) and houses permanently inhabited, we accounted implicitly for tourism. This also led to an overestimation of exposed population in all Approaches II to VI, if touristic infrastructure is located in exposed areas and residential population are assigned erroneously to these areas. The same effect can be seen in industrial areas. These are also resolved in GUF but have very low population density or are uninhabited. In the study area, this led to an overestimation of exposure, as harbors and shipyards are typically located on low elevated zones close to the coastline. A further limitation is that large agglomerations of people, e.g., multistorey residential buildings, cannot be represented by all tested approaches. This can lead to considerable underestimation of population in a small number of cells. This limitation does not only apply to this this study but, in general, to dasymetric-mapping approaches [41] .
We expect that our findings are transferable to other study regions. Globally, 39% of the population lives within a distance of 100 km from the coast [43] . This population is also not distributed uniformly within administrative units but gathered in urban clusters [43] . As the GUF seems to provide realistic settlement patterns in study areas all over the globe [27] , we expect that the proposed approaches II to IV can be applied on regional and global scales to regionalize population within administrative units, which could considerably improve the data basis for exposure analysis. Approaches V and VI perform well (Approach V lowest overall error for exposure; Approach VI lowest overall %RMSE) but rely on highly resolved census data to adjust the thresholds used in the modeling process. These are not available all over the globe [44, 45] . Approach II performs better than Approach III as GUF0.4 5% has a higher error of commission than GUF2.8. However, GUF2.8 does not capture 17% of the total population within the study area. Weighting the population depending on the urban coverage in each cell (Approach IV) leads to the smallest errors on municipality level and reduces the error in exposure analysis considerable.
Conclusions
Our study shows that using uniform population densities on a municipality level (finer scale) can lead to higher errors in exposure analysis compared to using uniform population densities on a district level (coarser scale). As new population data tend to be available on ever finer scales [18] , the assumption of a uniform spatial distribution of population when assessing exposure to coastal flooding may lead to substantial errors in assessing exposure to coastal flooding. By using simple methods that solely employ the GUF as ancillary data to regionalise population within administrative units the error in exposed population can be reduced by 40% to 50%. However, exposure analysis shows that the modeled population distributions overestimate the number of people living in the floodplain compared to gridded census data. We anticipate that accounting for the height of buildings in order to determine the number of floors can lead to improved estimates. Before any of the analyzed approaches can be applied on global scales, the observations of this study would need to be further evaluated in study areas with different settlement characteristics.
randomly, but followed the conditions that two urban and two or three rural districts of each state had to be used for calibration. These conditions ensured that cities could be found in both calibration and validation data. Furthermore, the conditions allowed accounting for possible differences in settlement patterns that developed under different political systems in the study area between 1945 and 1989 [46] and might persist.
Approach V
In Approach V, we used 3043 settlements (urban clusters) that were located in the districts selected for calibration. Of these, we classified 2352 settlement as small clusters (extent < 10 ha), 653 as medium clusters (extent ≥ 10 ha and <150 ha), and 38 as large clusters (extent ≥ 150 ha). For medium and large clusters, we used a linear model to represent the correlation between the logarithm of settlement extent and the mean population density per settlement calculated by the stats package in R version 3.3.1 [39] . For small clusters, we used the modeled density for a settlement extent of 10 ha, independent from the actual settlement extent. For medium clusters, we achieved the best fit with an intercept of -0.771 and a slope of 3.607. For large clusters, an intercept of -14. 16 and a slope of 6.29 lead to the best fit. For validation, we used 1911 settlements located in the districts selected for validation of which we classified 1336 as small clusters, 533 as medium clusters and 42 as large clusters.
We evaluated the performance of the model by calculating the RMSE and the MAE for mean population density within a settlement and the sum of population in a settlement (Table A1) . Figure A1 illustrates the model used in Approach V and the settlement characteristics (extent and mean population density) used for calibration and validation. GUF2.8 captures 83.1% of the population in the study area. As the model solely used GUF2.8 as ancillary data, this led to an underestimation of the total population in the study area. Thus, we adjusted the predicted population counts to the census population on the district and municipality level [28] . This led to an increase of RMSE and MAE for mean population density within a settlement (Table A2) , because people actually not living in areas defined as settlements by GUF2.8 were located to areas defined as settlements. Despite this, the RMSE of the population sum per settlement adjusted to GUF2.8 captures 83.1% of the population in the study area. As the model solely used GUF2.8 as ancillary data, this led to an underestimation of the total population in the study area. Thus, we adjusted the predicted population counts to the census population on the district and municipality level [28] . This led to an increase of RMSE and MAE for mean population density within a settlement (Table A2) , because people actually not living in areas defined as settlements by GUF2.8 were located to areas defined as settlements. Despite this, the RMSE of the population sum per settlement adjusted to municipality level was reduced considerably. Figure A2 shows the residuals for the unadjusted model, the model adjusted to match total district population and the model adjusted to match total municipality population. The adjusted models overestimate (positive residuals) the mean population density for large clusters. Furthermore, the model adjusted to the municipality level shows high residuals for very small clusters, which indicates a small number of urban cells in the corresponding municipality. 
Approach VI
In Approach VI, we used the same districts for calibration and validation as we did for Approach V. Due to different urban extents the number of settlements (urban clusters) differed between the approaches. We grouped 3232 settlements in the calibration area to 2057 small clusters (below 10 ha settlement extent), 1136 medium clusters (extent ≥ 10 ha and <235 ha), and 39 large clusters (extent ≥ 235 ha). For medium clusters, a model with an intercept of -2.85 and a slope of 2.78 showed the best fit. For large clusters, an intercept of -20.8 and a slope of 6.0 led to the model with the best fit. We used the 
In Approach VI, we used the same districts for calibration and validation as we did for Approach V. Due to different urban extents the number of settlements (urban clusters) differed between the approaches. We grouped 3232 settlements in the calibration area to 2057 small clusters (below 10 ha settlement extent), 1136 medium clusters (extent ≥ 10 ha and <235 ha), and 39 large clusters (extent ≥ 235 ha). For medium clusters, a model with an intercept of -2.85 and a slope of 2.78 showed the best fit. For large clusters, an intercept of -20.8 and a slope of 6.0 led to the model with the best fit. We used the calculated mean population density for clusters with an extent of 10 ha for small clusters independently from the actual cluster extent. For validation, we grouped 2047 settlements to 1177 small clusters, 829 medium clusters, and 41 large clusters. We calculated RMSE and MAE to test the ability of the model to predict mean population density per settlement based on the settlement extent (Table A3 ). Figure A3 illustrates the model used in Approach VI and the settlement characteristics (extent and mean population density) used for calibration and validation. GUF0.4 5% captured 94.1% of the population in the study area, which is clearly more than GUF2.8 (see Table 2 ). This required smaller adjustments on district and municipality level compared to Approach V, which led to smaller errors in the model performance of the adjusted model (Table A4) . The error indicators for population sum in calibration and validation areas were reduced considerably compared to Table A3 . GUF0.4 5% captured 94.1% of the population in the study area, which is clearly more than GUF2.8 (see Table 2 ). This required smaller adjustments on district and municipality level compared to Approach V, which led to smaller errors in the model performance of the adjusted model (Table A4) . The error indicators for population sum in calibration and validation areas were reduced considerably compared to Table A3 . Comparable to Approach V ( Figure A2 ), the adjusted models overestimated (positive residuals) the actual mean population density in large clusters ( Figure A4 ). However, in particular the adjustment to population totals on the municipality level led to a reduction of residuals for large clusters and lowered the RMSE by factor 5 (171 (calibration) and 198 (validation) compared to 918 (calibration) and 1077 (validation) in the unadjusted model). 
