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自動チューニング並列 SATソルバの設計と実装
1 はじめに
与えられた命題論理式を満たす変数の割り当ての存
在の有無を判定する問題を充足可能性問題 (propositional
SATisﬁability problem, SAT) と呼ぶ. 定理証明器や回路検
証などの問題は多項式時間内で SATに変換可能であり,こ
れらの検証ツールのエンジンとして利用できる SAT ソル
バの高速化の意義が大きい. SATソルバの高速化手法の一
つとしてチューニングが挙げられるが,並列 SATソルバに
おいてこの分野の研究はあまり進んでおらず, 高速化の余
地が大きいと考えられる.
本研究では, MPI を用いたクラスタ向け並列 SAT ソル
バ c-satw[1] を基として自動チューニングを行う機能を実
装し,評価を行った. 評価対象としては SAT-Race2010の問
題を用いて元の c-satwと比較して, 15%の性能向上を達成
した.
2 SAT
SAT は論理変数の正負の出現を表す literal, literal の論
理和である節,節の論理積である CNFで表現される. 以下
は CNFの例で,この例では a = T; b = T; c = F; d = T と割
り当てることで,式全体を充足させることができる.
(a _ b) ^ ( a _ c _ d) ^ (b _  d) ^ ( b _  c _  d)
近年の逐次 SATソルバでは, CDCLアルゴリズムが標準
的に採用されている. CDCL アルゴリズムでは, 探索途中
で変数の割り当てによる矛盾が起きた際に特定の探索域に
解が存在しないことを示す節（学習節）を元の CNFに追加
することで探索域の剪定を行い, 解の探索の高速化を図っ
ている.
SATは NP完全問題であるが前述のように幅広く応用で
き, SAT ソルバの高速化の研究が盛んに行われている. 近
年の SATソルバでは, 100万～1000万程度の多数の変数を
持つ問題の求解が可能になっている. また,マルチコアやク
ラスタ環境を利用した並列化による高速化の研究も進めら
れている.
3 c-satw
c-satw は図 1 のように 3 層のマスタ・ワーカ構造を取
り, MPIを使用した並列 SATソルバである. ワーカ部では
MiniSATと PrecoSATのストラテジの異なる 2種類の逐次
SATソルバを連携させることで, 問題の得手不得手を吸収
している. PrecoSATは MiniSATよりも性能が良いソルバ
であるので, c-satw では 1 つの子マスタの下に PrecoSAT
を 4 台, MiniSAT を 1 台配置する構成を採用している. ま
た, マスタは各ワーカが探索途中で取得した学習節を他の
ワーカに配布している. これにより各ワーカ間で学習節を
共有することができ, 高速に動作している. ただし, 各ワー
カが取得した学習節を全て共有しようとすると通信コスト
が膨大になってしまうので, c-satw では学習節の長さに基
づいた共有量の制限を行っている.
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図 1 c-satwの階層モデル
4 c-satws
c-satw では, 使用する PrecoSAT と MiniSAT の比率は
4:1 で固定されている. しかし, 両ソルバで得意とする問
題が異なるので, 問題毎にこの比率の動的変更を行い高速
化することが考えられる. そこで, 本研究では機械学習の
1つである Support Vector Machine(SVM)を用いた動的な
チューニングを行う機能を追加した c-satws を作成した.
SVM の特徴としては汎化能力が高く, 未学習の問題に対
する分類の精度が高いと点が挙げられる. c-satws では事
前にある程度の個数のサンプルに対して最適な比率と各サ
ンプルを表す特徴量を組にしたデータベースを用意してお
き, 問題を解く際に SVM によってこのデータベースを基
に PrecoSAT と MiniSAT の比率の動的変更を行っている.
なお, 選択できる比率は,PrecoSAT:MiniSAT=4:1, 3:2, 8:1,
7:2の 4種類である. また,この変更のコストは小さく 0.01
～1秒程度で行える.
5 評価実験
c-satws の性能評価を行うにあたり, SAT Competition
2009 の 292 問と SAT-Race 2010 の 100 問で c-satw と比
較した. また, データベース作成用のサンプルとして SAT
Competition 2009 の 292 問を使用し, 特徴量としては, 問
題に含まれる変数の個数や節の個数などを用いている. 実
験環境としては表 1を用いた. なお,c-satws, c-satw共に通
信のタイミングに依存する実行時間のばらつきが存在する
ので 5回の実行時間の平均で評価を行った.
CPU/周波数 AMD Opteron/3.0GHz
コア数 (PE数) Dual-Core  8 (16PE)
メモリ 128GB / node
通信 10GbE
表 1 実験環境
実験結果を表 2, 3 に示す. 今回の実験では Competition
2009 から作成した機械学習用のデータベースを利用して
いるが, Competion 2009 は確認のために解かせた. その結
果, c-satwと比較して 8問多くとくことができ,また幾何平
均で 21%程度の速度向上が得られた. これはほぼ理想に近
い結果で, 他の問題を解かせた場合に最大でどの程度の速
度向上を得ることができるかの指標にできる.
c-satw c-satws
SAT 81 83
UNSAT 113 119
TOTAL 194 202
time(s) 40467.5 32992.8
表 2 Competition 2009の結果
c-satw c-satws
SAT 22 22
UNSAT 53 55
TOTAL 75 77
time(s) 10844.2 9597.1
表 3 Race 2010の結果
次に Race 2010 についてであるが, 解けた問題数で比べ
ると 2問増えており,幾何平均で 15%程度の速度向上が得
られた. また, SVMによる機械学習の精度の観点から見る
と, UNSAT instanceでは分類の精度がある程度高かったた
めに,解けた問題数も増え,速度向上比も上がったと考えら
れる. 特に c-astwsで 100秒以上かかる問題では,全ての問
題で速度向上が得られ, 実行時間の長い問題で効果が高い
と言える (図 2参照).
一方で, SAT instance で分類がそれほど上手くいかな
かったために, 解けた問題数が増えず, UNSAT instance に
比べて速度向上が得られなかったと考えら得る. この理由
としては, SAT instanceは c-satwの実行時間のばらつきが
UNSAT instanceに比べて大きかったことが挙げられる. ま
た, データベースを作成する際の特徴量の選択が適切でな
かった可能性もある. これらのために SVM の分類が上手
く行かなかったと考えられる.
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図 2 c-satwsの性能向上比:UNSAT
6 まとめと今後の課題
今回の実験により並列 SATソルバにおける SVMを用い
た高速化の効果が確かめられた. 特に Race 2010のUNSAT
instance では, SVM を用いない従来手法よりも 2 問多く
解くことができ, 幾何平均で 15% 程度の速度向上が達成
できた. 一方で, SAT instanceは UNSAT instanceに比べて
SVMによる分類の精度が低く,改善の必要がある. 例えば,
選択する特徴量を変更し, 分類の精度を高めることが考え
られる. また,今回はMiniSATと PrecoSATの比率を SVM
によるチューニングの対象としたが, 他の要素を対象とす
る高速化も考えられる. 例えば,学習節は探索域の削減の効
果があるが, 大量に学習節を共有すると通信のコストがか
さみ, また保持する学習節が多くなりすぎると探索の速度
も低下してしまうので, 共有する学習節についても問題に
合わせたチューニングを行うことで解の探索の高速化が望
めると考えられる.
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