Abstract. Motivated by a problem of P. Koszmider we introduce the class of quasi-prime Banach spaces. This class lies between the classes of prime and primary Banach spaces. It is shown that for every 1 < p < ∞ there exists a strictly quasi-prime separable reflexive Banach space X p such that p is a complemented subspace of X p . A similar result also holds for the case of 1 and c 0 . More generally, for every separable decomposable prime Banach space Y not containing 1 there exists a strictly quasi-prime X Y containing Y as a complemented subspace. We also investigate the operators acting on these spaces as well as the complemented subspaces of their finite powers.
Introduction
A Banach space X is said to be prime if it is isomorphic to each one of its infinite dimensional complemented subspaces. A classical result of A. Pelczynski [12] yields that c 0 and p for 1 ≤ p < ∞ are all prime spaces, and J. Lindenstrauss in [9] has also shown that ∞ shares the same property. More recently, W.T. Gowers and B. Maurey [7] have shown that there exists an indecomposable reflexive prime Banach space not containing any p for 1 ≤ p < ∞. It remains open whether the only decomposable (i.e. spaces which are the direct sum of two infinite dimensional subspaces) separable prime Banach spaces are the known ones. In particular, it is not known if mixed Tsirelson spaces with a subsymmetric basis, like Schlumprecht's space [13] , could be prime.
A wider class is that of primary Banach spaces, namely spaces X with the property that whenever X ∼ = Y ⊕ Z then either Z ∼ = X or Y ∼ = X. As is well known, classical results yield that this class includes L p (0, 1), C[0, 1], James space J, James Tree space JT and others.
In a recent paper P. Koszmider [8] , under CH, has constructed a nonseparable C(K) space satisfying the property that whenever C(K) ∼ = Y ⊕ Z then either Y ∼ = c 0 and Z ∼ = C(K) or vice versa. In the same paper he also asked whether a separable Banach space could occur sharing similar properties. This problem was also mentioned by Y. Benyamini in his review for P. Koszmider's paper.
In the present note we answer affirmatively P. Koszmider's question. In particular, we introduce a new class of primary Banach spaces called quasi-prime. Their definition is motivated by the properties of Koszmider's space and can be stated as follows: A Banach space X is said to be quasi-prime if there exists an infinite dimensional subspace Y of X such that X admits a unique nontrivial decomposition as Y⊕X. If Y is isomorphic to X, then X is prime; otherwise X will be called strictly quasi-prime. As is shown every strictly quasi-prime space has exactly two, up to isomorphism, complemented subspaces, and more importantly the space admits a unique nontrivial decomposition. Our main results concerning strictly quasi-prime spaces are included in the next theorem.
Theorem I. The following hold:
( Each X p is the HI Schauder sum of the corresponding p and similarly for X 0 . The external HI norm is based on the Gowers-Maurey norm as in [2] . The space X Y , in the third part of the theorem above, is also an HI Schauder sum of the space Y where the external norm uses higher complexity saturation methods as in [5] . The proof of the theorem above is presented in sections 2 and 3. In section 4 for X a Schauder sum of a sequence of spaces (X n , · ) n we define the class of horizontally strictly singular operators T : X → X, and we prove the following:
⊕X n ) gm be an HI Schauder sum of a sequence (X n , · n ) n of separable Banach spaces. Assume that for every (w n ) n (horizontal) block sequence in X the space W = w n : n ∈ N is totally incomparable to each X n . Then for every T : X → X bounded linear operator there exists λ ∈ R such that T − λI is horizontally strictly singular.
We also prove that for n = m the spaces X n p , X m p are not isomorphic and similarly for X 0 . This yields that for every n ∈ N the space X n p has at least n + 1 pairwise nonisomorphic complemented subspaces. We extend our thanks to P. Wojtaszczyk and the referee for their valuable comments and remarks.
2. The spaces X p for 1 ≤ p < ∞ and X 0 Notation. Let (X n , · n ) n be a sequence of separable Banach spaces. Then i. By Ω we denote the cartesian product Ω = ∞ n=1 X n . ii. We denote the elements of Ω byx,ỹ, etc. For a given vectorx ∈ Ω we denote by suppx the set suppx = {n ∈ N :x(n) = 0}. We set Ω 00 = {x ∈ Ω : |suppx| < ∞} and Ω * 00 = {x * ∈ ∞ n=1 X * n : |suppx * | < ∞}. iii. Forx ∈ Ω 00 , by ranx we denote the minimal interval of the natural numbers [min suppx, max suppx] that contains suppx (ranx * has an analogous meaning). iv. For two subsets E 1 , E 2 of N we write E 1 < E 2 if max E 1 < min E 2 . For x,ỹ ∈ Ω 00 we writex <ỹ whenever suppx < suppỹ. A sequence (x n ) n in Ω 00 is said to be block ifx n <x n+1 for all n ∈ N.
v. For every A ⊂ N we denote by P A the linear map P A : Ω → Ω with
Additionally, for A = {1, ..., n} we denote P A by P [1,n] and I − P A by P (n,∞) . Also for simplicity we set P {n} = P n , for n ∈ N.
Finally, for k ∈ N we denote by i k : X k → Ω 00 the natural embedding.
Definition 1.
A Banach space (X, · ) is called a Schauder sum of the sequence (X n , · n ) n if the following are satisfied: i. Ω 00 ⊆X and Ω 00 is dense inX.
ii. x n = i n (x) , for every n ∈ N and x ∈ X n . iii. For every n ∈ N andx ∈X, P [1,n] :X →X is bounded andx = lim n∈N P [1,n] 
iv. A Schauder sumX of the sequence (X n , · n ) n will be called bimonotone if for every interval I of N we have that P I (x) ≤ x for everyx ∈X.
v. A Schauder sumX will be called boundedly complete if for anyx ∈ Ω the relation sup n∈N P [1,n] 
vi. A Schauder sumX will be called shrinking if for anyx * ∈X * we havẽ
This yields that the spaceX * is a Schauder sum of the sequence (X * n ) n . We note that if a Schauder sumX of a sequence (X n , · n ) n is boundedly complete and shrinking, thenX is reflexive if and only if each X n is reflexive. In [2] it was shown that given a sequence of separable Banach spaces (X n , · n ) n there exists a Gowers-Maurey type HI Schauder sum of the sequence (X n , · n ) n . Namely, we have the following 3. Every block sequence (x n ) n generates a HI subspace; i.e. the subspace
We give the definition of a quasi-prime Banach space.
Definition 2.
A Banach space X is said to be quasi-prime if there exists a subspace Y of X such that X admits a unique nontrivial decomposition as Y ⊕ X. If Y is not isomorphic to X, then X will be called strictly quasi-prime. Remark 1. It is worth indicating the connection of a decomposable prime or quasiprime Banach space to its finite codimensional subspaces. Namely we have 1. If X is a prime Banach space such that X admits a unique nontrivial decomposition as X ∼ = X ⊕X, then X is isomorphic to all its finite codimensional subspaces. We present a short argument showing this. Let Z be a closed hyperplane of X;
This yields that X ∼ = Z. Using induction it is easy to check that X is isomorphic to all its finite codimensional subspaces. The above also yields that if X is quasi-prime space (see Definition 2) and Y is isomorphic to X, then X is prime. 2. Let X be a quasi-prime Banach space admitting a unique nontrivial decomposition as X ∼ = X ⊕ Y where Y is not isomorphic to X. One of the following alternatives holds: Either Y ∼ = Z whenever codim(Z) = 2n − 1, n ∈ N, and X ∼ = Z whenever codim(Z) = 2n, n ∈ N or X is isomorphic to all its finite codimensional subspaces. To see this first note that
Hence, we have two cases.
Either
The first one shows that X is isomorphic to all of its finite codimensional subspaces. As for the second we have the following:
However X ⊕ X is not isomorphic to X, and thus if W is a subspace of X with codimension 2, we have
Thus X must be isomorphic to W . This analysis gives us that in the second case we have that X must be isomorphic to its subspaces of even codimension and Y isomorphic to its subspaces of odd codimension.
Let us point out that all the examples of decomposable quasi-prime spaces presented in this paper fall into the first alternative stated in the the above remark; namely they are all isomorphic to their finite codimensional subspaces. We do not know if there exists a quasi-prime not isomorphic to its hyperplanes.
We now pass to prove the existence of separable strictly quasi-prime Banach spaces. In the sequel we shall denote by X 0 the Gowers-Maurey HI Schauder sum of the sequence X n = c 0 for all n ∈ N, and for p ≥ 1 we set X p the corresponding one of the sequence X n = p for all n ∈ N; our intention is to show that these spaces are strictly quasi-prime. Let's observe that the space X p has as a complemented subspace the space p , and it is not an isomorphic p since X p contains HI subspaces. Similarly for X 0 . Therefore, neither X p nor X 0 is a prime space. Our intention is to prove that the above spaces are indeed strictly quasi-prime. We start with some preliminary lemmas.
Proof. Assume the contrary and let Y , Z be HI subspaces of Y and Z, respectively. Since Y and Z are complements of X there exists > 0 such that d(S Y , S Z ) > . As Y , Z are HI we have that for every k ∈ N the maps P [1,k] 
X n are both strictly singular. Thus, using a sliding hump argument we may construct a block sequence (w n ) n in X and normalized sequences (y n ) n , (z n ) n in Y and Z , respectively, such that y n − w 2n < δ 2n and z n − w 2n+1 < δ 2n+1 for a sequence (δ n ) n of positive numbers such that ∞ n=1 δ n < 4 . By Theorem 1 we have that if we set W 1 = w 2n : n ∈ N and
and this is a contradiction. Proof. Assume the contrary. Then for every k ∈ N the map P [1,k] |Y is not an isomorphism. Thus for every k ∈ N and > 0 there exists a y ∈ Y with y = 1 such that P [1,k] (y) < . Thus using a sliding hump argument we construct a normalized block sequence (z n ) n and a sequence y n ∈ Y such that n y n − z n < . Hence by Theorem 1 the space z n : n ∈ N is HI and isomorphic to the subspace of Y generated by (y n ) n , and this leads to a contradiction.
Lemma 3.
Let Y be a subspace of X, where X = X p or X = X 0 , not containing an HI subspace. We distinguish the following cases:
Proof. The case of 1 .
Assume not. Then there exists an > 0 such that for every k ∈ N there exists x k ∈ X (k,∞) such that P (x k ) > . Thus, using a sliding hump argument we may assume that that (x k ) k is a block. As (x k ) k is block we have that (x k ) k is weakly null and thus P (x k ) k is weakly null. On the other hand, Lemma 2 yields that Y is isomorphic to a subspace of 1 , and by the Schur property of 1 we have that
The case of p for p > 1 and c 0 . We present a proof only in the case of p , as the arguments in the case of c 0 are almost identical. Consider p > 1 and assume that the conclusion fails. Then there exists a normalized sequence (y k ) k in Y and a sequence (I k ) k of successive intervals of N such that for the maps
Since by Lemma 2 we know that Y is isomorphic to a subspace of p we may assume, by passing to a subsequence if necessary, that the sequence z k = y 2k − y 2k−1 is weakly null and by passing to a further subsequence we have that (z k ) k is equivalent to the standard basis of p . Hence, there exists a C > 0 such that for all n ∈ N we have
At the same time we have that the functional f = 1 log 2 (n+1) n i=1 f i belongs to the norming set G, and this gives us f (
, which is a contradiction. Proof. By Lemma 1 we can assume that Y does not contain an HI subspace. Let P : X → Y be a projection of X onto Y . First we shall show that there exists a k ∈ N such that Y is isomorphic to a complemented subspace of
X i is isomorphic to p or c 0 for any k ∈ N by a classical result of Pelczynski, this would imply that Y ∼ = p or Y ∼ = c 0 . We will only treat the case of p , as the proof for c 0 goes through identical arguments.
By Lemma 3 we can choose k ∈ N such that
Taking into account the identities
we deduce that the operators
are both invertible. Therefore, the operators P [1,k] :
we can see that
T is also invertible. Let ι be the natural inclusion of P [1,k] 
Then we have the following factorization:
which yields that the operator
is a projection of
We will now show that Z ∼ = X p . Using similar arguments as in the case of Y , we see that the factorization of the invertible operator P (k,∞) (I − P )| X (k,∞) :
→ X (k,∞) yields that X (k,∞) is isomorphic to a complemented subspace of Z. In particular, p is isomorphic to a complemented subspace of Z. In order to see that Z ∼ = X p we write
and this completes the proof.
All the above yields the next theorem. In particular the space X 0 provides an affirmative answer to P. Koszmider's question [8] .
Quasi-prime HI Schauder sums of a prime space Y
In this section we start with an arbitrary separable prime and decomposable space Y , which does not contain an isomorphic copy of 1 , and we provide an example of a quasi-prime X Y not isomorphic to Y such that X Y = X Y ⊕ Y . The construction of X Y uses higher complexity HI Schauder sums and relies heavily on earlier results concerning the Schreier hierarchy (S ξ ) ξ<ω 1 introduced in [1] and the repeated averages hierarchy RA developed in [3] . For the results used we refer the reader to [5] for a detailed exposition. We start with the following result form [3] Lemma 4. Let Y be a separable Banach space that does not contain 1 
For a proof we refer to Lemmas 13.32, 13.34 and Proposition 13.35 in [5] . Now let Y be a separable prime space that does not contain 1 . We fix ξ < ω 1 such that the conclusion of the previous lemma holds for Y . Using an increasing sequence of countable ordinals (ξ j ) j such that ξ < ξ 1 , we construct
In order to prove that X Y admits a unique nontrivial decomposition X Y = X Y ⊕ Y we follow the same steps as in the cases of X p for p > 1. The only difference is in Lemma 3, which can be restated in the following manner:
Lemma 5. Let Z be a subspace of X Y with the property that there exists n ∈ N such that the projection P [1,n] restricted on Z is an isomorphic embedding. Then for every > 0 there exists a k ∈ N such that P (k ,∞) (z) < z for all z ∈ Z.
The proof follows the same steps as in the proof of Lemma 3. In this case, however, instead of using averages in Y one uses special convex combinations (see [5] ) in order to arrive to the desired contradiction.
Theorem 3. The space X Y admits a unique nontrivial decomposition as
Proof. Let W , Z be two complemented subspaces of X Y such that X Y ∼ = W ⊕ Z and denote by P : X Y → Z and I − P : X Y → W the associated projections. As in Lemma 1 one can show that either P or I − P is not an isomorphism restricted on any block subspace of X Y . We assume that it is P that satisfies this property. Arguing as in Lemma 2 it is proved that there exists k ∈ N such that P [1,k] restricted on Z is an isomorphic embedding. Invoking Lemma 5 for < min{
< z for all z ∈ Z, and thus proceeding as in Proposition 1 we can show that Z ∼ = Y and W ∼ = X.
The space of operators on an HI Schauder sum
In this section we study the structure of bounded linear operators acting on an HI Schauder sum X. It is shown, under an additional assumption concerning the block subspaces of X, that for every T ∈ L(X) there exists λ ∈ R such that T − λI is horizontally strictly singular. The corresponding definition is given below.
Definition 3. Let X = (
∞ n=1 ⊕X n ) gm be an HI Schauder sum of the spaces (X n , · n ) n . A bounded linear operator S : X → X will be called horizontally strictly singular if S restricted on an arbitrary block subspace of X is not an isomorphism.
We recall the definition of 1 averages. Proof. We assume that T is not strictly singular. Then there exists a block subspace Z generated by a normalized block sequence (z n ) n such that T restricted on Z is an isomorphism. Since Z is totally incomparable to each X n , we have that for each k ∈ N the operator P [1,k] 
X i is strictly singular. This yields that for every > 0 there exist block sequences (w n ) n , (v n ) n such that the following hold:
i. The sequence (w n ) n is normalized, and (w n ) n ⊂ z n : n ∈ N . ii.
∞ n=1 T w n − v n < . Therefore, for sufficiently small > 0 we may assume that the sequence (T w n ) n is also a block sequence in X.
By Lemma 6 we may additionally assume that (w n ) n consists of 2 − 1 averages with increasing lengths. Applying Lemma 7 we have that there exists an L ∈ [N] and a λ ∈ R such that lim n∈L T (w n ) − λw n = 0. Moreover, L can be chosen such that T − λI Y | w n : n ∈ L is a compact operator. The HI property of Y and Proposition 1.2 in [5] yield that T − λI Y is strictly singular.
An immediate consequence of the preceding arguments is the following.
Theorem 4. Let X = (
∞ n=1 ⊕X n ) gm be an HI Schauder sum of a sequence (X n , · n ) n of separable Banach spaces. Assume that for every (w n ) n (horizontal) block sequence in X the space W = w n : n ∈ N is totally incomparable to each X n . Then for every T : X → X bounded linear operator there exists λ ∈ R such that T − λI is horizontally strictly singular.
Proof. Let Y be a block subspace of X. Then by the previous lemma there exists λ ∈ R such that the operator T − λI restricted on Y is strictly singular. Let Z be another block subspace; then it is easy to see that W = Y ∪ Z is also an HI space. Since T − λI W restricted on Y is strictly singular, Proposition 1.2 in [5] yields that T − λI restricted on W is also strictly singular. Hence, T − λI is a horizontally strictly singular operator.
The above also yields the following: Proposition 2. Let X be the HI Schauder sum of a sequence (X n , · n ) n of separable Banach spaces and T : X → Z a bounded linear operator. Assume that there exists a subspace Y of X such that T restricted on Y is an isomorphism. If for every n ∈ N the projection P [1,n] restricted on Y is strictly singular, then there exists n 0 ∈ N such that T restricted on P (n 0 ,∞) (X) is an isomorphism.
Proof. Suppose not. Then for every n ∈ N there exists a w n ∈ P (n,∞) (X) such that w n = 1 and T w n < 1 2 n . Clearly, we may assume that the sequence (w n ) n is block. Moreover, using a sliding hump argument we can pick a normalized block sequence (v n ) n almost contained in Y such that if we set V = v n : n ∈ N and W = w n : n ∈ N we have that T restricted on V is an isomorphism and T restricted on W is strictly singular. Since the space U = V ∪ W is HI, Proposition 1.2 in [5] yields a contradiction, and this completes the proof.
We now will show that for any 1 ≤ p < ∞ and n ∈ N the space X Proof. Assume that T is indeed an isomorphic embedding and choose θ > 0 such that T x ≥ θ for all x ∈ X n+1 p with x = 1. By Theorem 4, T can be represented as T = λ ij I ij i,j + S ij i,j with 1 ≤ i ≤ n and 1 ≤ j ≤ n + 1, where I ij is the identity I ij : X p (j) → X p (i) and S ij : X p (j) → X p (i) is a horizontally strictly singular operator.
Consider the matrix Λ = λ ij ij defining a linear operator Λ : R n+1 → R n . As Λ cannot be an isomorphic embedding there exists a vector (a i )
iii. There exists k ≤ n + 1 such that |a k | = 1.
Since each S ij is horizontally strictly singular starting with a block subspace Y of X p and repeatedly applying Proposition 2.c.4 in [10] for the operators S ij |Y , we show that for every > 0 there exists x ∈ X p with x = 1 such that (4) S ij (x) < , for all 1 ≤ i ≤ n, 1 ≤ j ≤ n + 1.
For sufficiently small we choose x ∈ X p as above such that settingS = S ij ) ij and for 1 ≤ m ≤ n+1,x m = (y 
