Optimal efficiency of the retrieval techniques depends on the search methodologies that are used in the video processing system. The use of inappropriate search methodologies may make the processing system ineffective. Hence, an effective video segmentation and retrieval system is an essential prerequisite for searching a relevant video from a huge collection of videos. In this paper we propose a video retrieval system based on the integration of various visual cues. In contrast to key-frame based representation of shot, our approach analyzes all frames within a shot to construct a compact representation of video shot. In feature extraction step we extract quantized color, motion and edge density features. A similarity measure is defined using LSI (Latent semantic indexing) to locate the occurrence of similar video clips in the database. Our approach is able to fully exploit the spatio-temporal contents of the video. Experimental results indicate that the proposed algorithm is effective and outperforms some existing technique. The detailed result analysis and graphs supports the effectiveness and correctness of the system.
INTRODUCTION
Recent developments in computer technology, especially in the area of storage technology, have led to a considerable growth in the quantity and quality of multimedia databases. This has provided a good platform for the demand for information retrieval from these large databases. In general, multimedia contents comprise audio and video signals without indexes. So, conventional text-based information retrieval methods cannot be directly employed to multimedia contents. Due to the high cost, manual indexing to these databases is generally impractical [2] . The traditional text based search experiences the subsequent drawbacks: (1) Manual annotations are time consuming and costly to implement. With the increase in the number of media in a database, the complexities in determining the required information also increases. To manually annotation of all attributes of the media content is a difficult task [4] . (2) Manual annotations fall short in handling the difference of subjective perception. The phrase "a picture is worth a thousand words" describes that the textual description is not necessary for representing subjective perception. Acquiring the entire attributes of the content of any media is unachievable [2] . For this reason, we require a good search technique for Content-Based Video Retrieval System (CBVR). In other words, content-based is defined as the search which will examine the original image contents. Here, content relates to colors, shapes, textures, or any other information that can be obtained from the image directly [5] . Recently, CBVR system has been widely studied. In CBVR, vital information is automatically taken out by employing signal processing and pattern recognition techniques for audio and video signals [2] . Digital video needs to efficiently store the index, store, and retrieve the visual information from multimedia database. Video has both spatial and temporal dimensions and video index should capture the spatio-temporal contents of the scene. In order to achieve this, a framework mainly works into three basic steps. Shot segmentation, Feature extraction and finally similarity match for effective retrieval of the query clip. This approach has established a general framework of image retrieval from a new perspective. The query example may be an image, a shot or a clip. A shot is a sequence of frames that was continuously captured by the same camera, while a clip is a series of shots describing a particular event. Our query statement is formulated as: given a sample clip, find all occurrences of similar (or relevant) video clips in the database. Current techniques for content-based video retrieval can be broadly classified into two categories. 1) Frame sequence matching [6] Mohan 1998, proposed a scheme that matches videos based on similarity of temporal activity, it finds similar "actions". Furthermore, it provides precise temporal localization of the actions in the matched videos. Video sequences are represented as a sequence of feature vectors called fingerprints. The fingerprint of the query video is matched against the fingerprints of videos in a database using sequential matching. [7] Tan et al. 1999, here author achieves the compact shot representation by integrating the color and spatial features of individual frame. In the video matching step, a shot similarity measure is defined to locate the occurrence of similar video clips in the database. [8] Naphade et al. 2000, proposed original two-phase scheme for video similarity detection. For each video sequence, they extract two kinds of signatures with different granularities: coarse and near Coarse. In the second phase, the query video example is compared with the results of the first phase according to the similarity measure of the near signature. They achieve better quality results than the conventional approaches. Many authors [9] The first approach of frame sequence matching is derived from the sequential correlation matching that is widely used in the signal processing domain. These methods usually focus on frame-by-frame comparison between two clips in order to find sequences of frames that are consistently similar. The common drawback of these techniques is the heavy computational cost of the exhaustive search. Although there exist some techniques ( [20] Kashino et al. 2003) to improve the linear scanning speed, their time complexity still remains at least linear to the size of database. Additionally, these approaches are susceptible to alignment problem when comparing clips of different encoding rates. In second category, each video shot is represented by a key-frame compactly. To reduce computational cost, video sequence matching is achieved by comparing the visual features of keyframes. The problem with these approaches lies in that they all leave out the temporal variations and correlation between key-frames within an individual shot. Also, it is not clear as to which image should be used as the key-frame for a shot. To strike a good balance between searching accuracy and computational cost, in this paper, we propose an integrated approach for shot matching. In contrast to previous approaches, our approach analyzes all frames within a shot to extract more visual features for shot representation. Because there does not exists a single visual feature for the best representation of video content, we integrate several visual features to capture the spatio-temporal information more accurately. The next section of this paper describes the shot segmentation method. Visual features used in our work are extracted and are described in section 3. Then, the proposed similarity measure and video matching algorithm are described in Section 4. The performance evaluation of our approach is reported in Section 5. Finally, some concluding remark is given in Section 6.
SHOT SEGMENTATION
In the process of shot segmentation, the entire video clips are separated into 'chunks' or video shots. Consider the database video clips as
. In other words, the shot segmentation can also be defined as the grouping of consecutive frames based on the captured shots. In the proposed retrieval system, the shot segmentation is performed by applying biorthogonal wavelet transformation to every frame of a video clip and then by calculating the L2-norm distance between every frame.
Firstly, all the frames of every th i video clip is transformed to biorthogonal wavelet transformation domain as 
By checking all the consecutive frames, they are separated 
FEATURE EXTRACTION
In the process of feature extraction, here, some dominant features such as Motion feature, Quantized color feature and Edge density are determined. The feature extraction process is described as follows.
MOTION FEATURE EXTRACTION
Motion features are any components in the video clip that exhibits motion i.e. the components that shows movement in the consecutive frames. They are extracted by dividing the frames of a particular shot into several blocks and then by identifying the blocks that exhibits motion in the consecutive frames. Hence, each frame of the th k shot is sub-divided into b n blocks (each of size n m ) and then the SED is determined for the blocks of two consecutive frames as follows 
COLOR FEATURE EXTRACTION
Color quantization or color image quantization is a process that lessens the number of individual colors employed in an image or frame of a video clip, generally with the intent that the new image should be as visually identical to the original image. Here, with the aid of the color quantization process, the color features are extracted from the shot segmented video clips. To accomplish this, firstly, all the frames of every shot of the video clip is converted from RGB color space to b a L * * color space as follows
In Eq. (5), Eq. (6) and Eq. 
EDGE DENSITY EXTRACTION
The edge density feature is an attribute of a video clip that can indicate the clip frames by means of magnitude of the edge of any object present in the clip. To extract the feature, firstly, the shot segmented video clip is resampled so that the frames of the shot segmented video clip accomplish the size of r r N M  . The resampled frames of the shot segmented video clip are subjected to gray scaling operation and so that every frame of the shot segmented video clips that are in RGB color space is converted to gray scale. Then, two pixel distances are determined in Eq. (13) and Eq. (17) as follows
Once the distance is calculated, an edge preserving operation is performed based on the obtained distance and so three classes of edges are obtained as follows (14), Eq. (15) and Eq. (16) 
RETRIEVAL OF VIDEO CLIPS BASED ON QUERY CLIPS
In the retrieval, the database video clips that are similar to the query clip are retrieved by means of measuring the similarity in between the query clip and the database video clips. When a query clip is given to the proposed retrieval system, all the aforesaid features are extracted as performed for the database video clips. Then, with the aid of LSI, similarity is measured between every database video clip and the query clip.
Before we perform the LSI based similarity measure, the transpose of each feature vector extracted for every video clip is determined so as to obtain the feature vector as column vector. The obtained column vectors for the motion feature of all the database video clips are concatenated and then by appending zeros in the necessary locations, a feature matrix is generated. Then, the column vectors of the next feature, color, are appended just below the particular location of the feature matrix. In other words, the column vector for color feature of the 0 In the first process of LSI based similarity measure, the A is subjected to SVD decomposition. Using the SVD theorem, the matrix A is decomposed as 
where, 
RESULTS AND DISSCUSSIONS
The proposed retrieval system is implemented in the MATLAB platform (version 7.10) and tested using the database video clips of MPEG-2 format. To evaluate the performance of the proposed approach, we set up a database that consists of 50 videos. The genres of videos include home video, news, sports, movies and documentaries. The testing with different genres of videos would ensure that the overall performance of the algorithm is not biased toward a specific video category.
The frame results obtained in the intermediate process of the proposed CBVR system is depicted in the following figures where DC is the number of similar clips which are detected correctly, DB is the number of similar clips in the database and DT is the total number of detected clips. The ground truth of database, i.e., the decision whether a video clip is similar or not, is determined by human perception. We compare our implemented approach, with the well known video retrieval algorithm proposed by Jain et al. (Jain et al. 1999) . They implemented the algorithm using key-frames of abrupt transitions i.e. Hard cuts, they extracted image features (color, texture and motion) around the key frames. For each key frame in the query, a similar value is obtained with respect to the key frames in the database video. Consecutive key frames in the database video that are highly similar to the query key frames are then used to generate the set of retrieved video clips. The performance of Jain's algorithm may be limited by the following factors:
• Instead of using the all the frames that make a shot, only the image features of key-frame are used to represent the whole shot content. Only few key frames cannot possibly contain the complete visual cues of the video shot.
•
The color description is based on traditional histogram which does not capture spatial layout information of each color.
The video similarity is measured by the Euclidean distance between feature histograms. However, two different bins may represent perceptually similar features but are not compared in this measure. It has been shown that video similarity measured by LSI and SVD is more effective than histogram Euclidean distance for image retrieval. .
CONCLUSION AND FUTURE SCOPE
We have presented a new video shot representation and a video similarity measure to achieve video retrieval task. Unlike key-frame based representation of shot, the proposed approach analyzes all frames within a shot to extract more visual features for shot representation. Our approach integrates color, motion and edge features to fully exploit the spatio-temporal information contained in video. Thus, the proposed system is able to resemble human similarity perception to some extent. Experimental results indicate that the proposed approach is effective and feasible in retrieving and ranking similar video clips. Finally, our future work should incorporate other video features, such as audio and text, for assessing video similarity. The work can also expanded for fade, dissolve and wipe gradual transitions.
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