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Abstract
This paper considers an application of scale-invariant
feature detection using scale-space analysis suitable for use
with wide field of view cameras. Rather than obtain scale-
space images via convolution with the Gaussian function on
the image plane, we map the image to the sphere and obtain
scale-space images as the solution to the heat (diffusion)
equation on the sphere which is implemented in the fre-
quency domain using spherical harmonics. The percentage
correlation of scale-invariant features that may be matched
between any two wide-angle images subject to change in
camera pose is then compared using each of these meth-
ods. We also present a means by which the required sam-
pling bandwidth may be determined and propose a suitable
anti-aliasing filter which may be used when this bandwidth
exceeds the maximum permissible due to computational re-
quirements. The results show improved performance using
scale-space images obtained as the solution of the diffusion
equation on the sphere, with additional improvements ob-
served using the anti-aliasing filter.
1. Introduction
Wide-angle field of view cameras and even panoramic
imaging systems have become ubiquitous in robotics and
computer graphics. There is hardly any robot without an
omnidirectional vision system and many immersive display
techniques use as input high resolution panoramic devices
like Pointgrey’s Ladybug. An increasing interest in biologi-
cally inspired navigation techniques has also launched sev-
eral approaches on navigation using animal-like eyes.
In parallel, during the last decade we experienced the
success of local feature detectors, among them the most
prominent being David Lowe’s Scale-Invariant Feature
Transform (SIFT) [13]. Like many other feature detectors
and descriptors [12][14][15][2], SIFT is based on the prin-
ciple of scale-space and the detection of a feature as an
extremal response in scale and image space. While scale-
space is well founded in planar perspective images as con-
volution with a Gaussian, applying blindly the same filter
functions to radially distorted images does not yield fea-
tures that are stable under different camera poses.
In this paper, we assume that we can map any radially
distorted or panoramic image to a sphere. Then we de-
fine the scale-space on the sphere as the solution of the heat
equation on the sphere which is expressed as a response in
the frequency domain. Convolution takes places in the fre-
quency domain because direct execution of convolution on
spherical coordinates is a space variant operation.
When we perform the convolution in the frequency do-
main, we can choose an upper bandwidth limit that would
alleviate aliasing effects due to subsampling of areas with
small apparent size in the image. We present an anti-
aliasing technique that takes into account the effectively ir-
regular sphere sampling. We test it in scale-invariant feature
detection and correspondence.
This work is motivated by applications of scale-invariant
feature detection for vision based localisation with wide-
angle cameras [16], where techniques for vision based loop
closure could be applied [9]. However, there are other po-
tential applications in graphics where detection of 3D fea-
tures on mesh models using scale-space analysis has been
considered [4]. Although we have previously implemented
scale-invariant feature matching with fisheye images using
the solution to the heat equation on the sphere [8], we did
not consider to what extent factors such as bandwidth se-
lection and aliasing have on performance. Furthermore, we
only obtained results for a fisheye camera, where here we
consider both a central catadioptric and fisheye camera.
The contribution of this paper is shown in systematic ex-
periments to be twofold:
• We introduce spherical diffusion [3] based on the heat
equation as the underlying scale-space for shift invari-
ant features and we find a great effect on their stability
with respect to pose change.
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• To counterfeit aliasing effects at the periphery of the
image we introduce a low pass filter that accounts for
the sampling in the original image plane which results
in an irregular sampling on the sphere.
2. Scale-space images
For a given input image I(x,y) defined on R2, the scale-
space response L(x,y;σ) for perspective images at scale σ
is obtained as the solution to the heat equation
k∆L(x,y;σ) = ∂σL(x,y;σ)
with initial condition L(x,y;0) = I(x,y). The solution is the
convolution with the Gaussian function. In case of images
defined on the sphere we could have defined a Gaussian on
the sphere and construct a scale-space. The scale-space re-
sponse should be independent of the position on the image
[11]. Unfortunately, convolution of the image with a fixed
sized Gaussian is not a shift invariant operator on the sphere
under the action of pure rotation.
Instead, we consider defining the scale-space response
for wide-angle images as the convolution of the image
mapped to the sphere and the solution of the (heat) diffu-
sion equation on the sphere. The result is a shift invariant
operator on the sphere where shift means pure rotation.
The unit sphere S2 is defined as the set of all points
η(θ,φ) = [cosφsinθ,sinφsinθ,cosθ]T , where θ ∈ [0,pi) is
an angle of colatitude and φ ∈ [0,2pi) an angle of longitude.
The spherical Laplace operator on the sphere is [10]:
∆S2 =
1
sinθ
∂
∂θ
(
sin(θ) ∂∂θ
)
+
1
sin2(θ)
∂2
∂φ2 , (1)
whose eigenfunctions are the spherical harmonic functions
Y ml [7]:
∆S2Y ml =−l(l +1)Y ml . (2)
For a given position on the sphere η(θ,φ), the spherical har-
monic function of degree l and order m is
Y ml (η) =
√
2l +1
4pi
(l−m)!
(l +m)!P
m
l (cos(θ))eimφ (3)
where Pml are the associated Legendre polynomials and
l ∈ N, |m| ≤ l. It is possible to then represent any square
integratable function f ∈ L2(S2) on the sphere, such as an
image, as a linear summation of spherical harmonic func-
tions:
f = ∑
l∈N
∑
|m|≤l
ˆf ml Y ml , ˆf ml =
Z
S2
f (η)Y ml (η)dη (4)
where the coefficients ˆf ml are the spherical Fourier trans-
form (spectrum) of f and Y ml denotes the complex conju-
gate.
From the definition of spherical Laplace operator in 1,
the spherical diffusion equation reads:
∆S2 u(θ,φ,t) =
1
k ∂tu(θ,φ,t). (5)
Its solution was derived by Bu¨low [3]. Recalling the result
from 2 and assuming that u(θ,φ,t) is separable, a solution
to the spherical diffusion equation 5 may be written in the
frequency domain as:
uˆml (t) = uˆ
m
l (0)e−l(l+1)kt (6)
with uˆml (0) the spectrum of the initial condition – in our case
the spectrum of the original image I(θ,φ).
The spherical Dirac function may be written as a spheri-
cal harmonic expansion using 4:
δS2 = ∑
l∈N
√
2l +1
4pi
Y 0l . (7)
The Green’s function G(θ,φ;t) of the spherical diffusion
equation 5 may then be found by setting initial condition
G(θ,φ;0) = δS2(θ,φ) and using 6 to obtain
G(θ,φ;t) = ∑
l∈N
√
2l +1
4pi
Y 0l (θ,φ)e−l(l+1)kt (8)
The function is the summation of only zonal harmonic func-
tions Y 0l as it is rotationally symmetric about the north pole
n = (0,0,1)T .
Driscoll and Healy define convolution of two functions
on the sphere as [5]:
( f ∗h)(η) =
Z
R∈SO(3)
f (Rn)h(R−1η)dR, η ∈ S2 (9)
Using 9, they prove the following theorem for convolution
of a function and symmetrical filter as a response in the fre-
quency domain:
Theorem 1 For functions f ,h ∈ L2(S2), the transform of
the convolution is a pointwise product of the transforms
( f̂ ∗h)ml = 2pi
√
4pi
2l +1
ˆf ml ˆh0l (10)
where ˆh0l represent the zonal harmonics of the filter and
( f̂ ∗h)ml is the spectrum of the convolution.
From the solution of the spherical diffusion equation in
8, the scale-space response of a function in the frequency
domain may then be found:
( ˆft)ml = ( ˆf0)ml e−l(l+1)kt . (11)
This is the equation used for computation of spherical diffu-
sion and the corresponding spherical images are computed
with the inverse spherical Fourier transform.
To find the forward and inverse discrete spherical Fourier
transform (SFT), we use the implementation of Driscoll and
Healy [5], where the sample points on the sphere are:
θi =
pi(2i+1)
4b , i ∈ {0,1, . . . ,2b−1} (12)
φ j = pi jb , j ∈ {0,1, . . . ,2b−1} (13)
for a selected bandwidth b.
3. Camera Selection
In this work, we consider the use of two popular wide-
angle cameras; a fisheye camera and a parabolic catadiop-
tric camera. To represent an image as a function on the
sphere, the camera is required to be central projection where
each pixel maps to a unique ray in space. Although this re-
quirement has been proven for parabolic catadioptric cam-
eras [1], we assume that it is true for fisheye cameras.
As will be discussed in section 5, we use synthetic fish-
eye and parabolic images in our experiments. However, we
do base the fisheye camera model on an real 1024×768 res-
olution camera equipped with an Omnitech Robotics fish-
eye lens which is capable of obtaining an image with full
hemispherical field of view. Shown in Figure 1 is the map-
ping function between a radius on the image plane R from
the camera centre to an angle of colatitude θ on the sphere
for the camera. Also shown is the mapping for the parabolic
camera model that we use, where we scale the model such
that a point on the hemisphere θ = pi2 maps to the same ra-
dius on the image plane as the fisheye camera.
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Figure 1. Mapping form radius on image plane from camera centre
to angle of colatitude on the sphere for a fisheye and parabolic
camera.
Although there are many camera models that have been
proposed for fisheye cameras, we use the unified image
model which is suitable for use with all central catadiop-
tric cameras [6]. In the case of the fisheye camera, it was
suggested in [17] through empirical observations that it is
suitable to use for some fisheye cameras which we have
confirmed through our own results. The relationship be-
tween the polar coordinates I(R,ζ) on the image plane and
the angle of colatitude θ and longitude φ using this model
are:
φ = ζ (14)
θ = sin−1
(
lc(lc +mc)+
√
R2(1− l2c )+(lc +mc)2
R+ (lc+mc)
2
R
)
.
(15)
The values are approximately (lc,mc) = (1.0,355) and
(lc,mc) = (2.7,960) for the parabolic and fisheye cameras
respectively.
4. Bandwidth Selection and Anti-Aliasing
When using a discrete SFT, the maximum bandwidth b
of the function on the sphere must be specified. Rather than
select this bandwidth ad-hoc, we consider a method where
it may be estimated based on the local sampling rate of the
image plane with respect to a function on the sphere.
4.1. Image Bandwidth
Consider an image as a set of samples of a function on
the sphere with sampling rate dψ/dP, where dψ is a change
in angle along any great circle on the sphere with respect to
the centre of the sphere, and dP is a change in pixel coor-
dinates on the image plane. As a spherical function is peri-
odic over 2pi, the maximum bandwidth of a function on the
sphere that may be represented on the image plane bimage
without aliasing is limited by the sampling rate:
bimage =
1
2
(
2pi
dψ
dP
)
. (16)
Referring to Figure 2 which shows a reference coordi-
nate system on the image plane, define α as the angle from
the line through the image centre. The problem is then to
find the local sampling rate dψdP (R,α) at a given radius R
from the image centre and direction α for a given camera.
Figure 2. Coordinate system of image plane. The vector dP repre-
sents a small shift at angle α from a point on the image at radius R
from the image centre.
Consider a point x0 on the image plane and another point
x1 obtained by a small shift dP at angle α from x0. These
map to the points on η0 and η1 on the sphere respectively.
It is possible to then write:
η0 = [cosφsinθ,sinφsinθ,cosθ]T = gn (17)
where g = Rz(φ)Ry(θ) is a rotation matrix and n = [0,0,1]T
is the north pole. Here the matrix Rz(φ) is the rotation
about the z-axis and Ry(θ) the rotation about the y-axis.
The resulting change in angle dψ on the sphere is dψ = θ′
where η′1(θ′,φ′) = gT η1, from which the local sampling rate
dψ/dP may be found. It is possible however to derive a di-
rect relationship by considering the mapping between man-
ifolds M and Ω, here the unit sphere S2 and the image plane
respectively for the given camera model C : Ω 7→ M.
For any point on the sphere η(θ,φ) = (x,y,z)T , the Eu-
clidean line element is dl2 = dx2 +dy2 +dz2, where dψ2 ≡
dl2. Substituting for the angle of colatitude θ and longitude
φ yields:
dψ2 = dθ2 + sin2 θdφ2. (18)
For the unified image model, the following variables may
then be found (19,20,21):
dφ2 = dζ2 (19)
sin2 θ =
(
lc(lc +mc)+
√
R2(1− l2c )+(lc +mc)2
R+ (lc+mc)
2
R
)2
(20)
which may be substituted directly into 18 to obtain the
expression for dψ2 as a function of the change in polar co-
ordinates on the image plane. Then, as a small shift dP at
angle α corresponds to the following changes in polar coor-
dinates on the image plane
dR2 = dP2 cos2 α (22)
dφ2 =
{
0 if R = 0[
tan−1
( dPsinα
R+dPcosα
)]2 if R > 0 (23)
the expression for dψdP (R,α) may be found. The results for
the parabolic and fisheye camera are shown in Figure 3.
In our experiments, the maximum permissible band-
width which may be used due to memory restrictions is
b = 512. From the results in Figure 3 it is evident that the
maximum bandwidth for both cameras exceeds this value.
As a result, there is the possibility that the spectrum ob-
tained from the discrete SFT may contain some degree of
aliasing.
4.2. Anti-aliasing
It may be argued that the simplest approach to prevent
aliasing is to reduce the resolution of the input image so that
the maximum bandwidth is less than b = 512. However, for
each camera this requires that the the resolution be reduced
(a) Parabolic
(b) Fisheye
Figure 3. Bandwidth of the parabolic and fisheye cameras
by a factor greater than 2. As the bandwidth is not constant
for all positions in the image, simply reducing the resolu-
tion penalises regions in the image with a bandwidth below
the maximum value. We consider here that when sampling
pixels on the image which correspond to angles θ,φ on the
sphere, a low pass interpolation filter may be used.
A function on the sphere of bandwidth b satisfies the con-
dition ˆf ml = 0,∀l > b. Recalling the definition of convolu-
tion in the spherical Fourier domain with a symmetrical fil-
ter in 10, a function f may be bandlimited to b if the zonal
coefficients satisfy the following constraints:
ˆh0l =
{
1
2pi
√
2l+1
4pi if l ≤ b
0 if l > b
(24)
The ideal low pass filter defined with respect to the north
pole may then be defined as:
hb(θ,φ) = ∑
l≤b
√
2l +1
16pi3 Y
0
l (θ,φ). (25)
To implement interpolation, for a given pixel location
x(R,ζ) on the image plane corresponding to position η(θ,φ)
on the sphere, the function is rotated by g = Rz(φ)Ry(θ)
and projected to the image plane. Unfortunately, ideal fre-
quency response is only achieved for integration over all
pixel locations on the image plane. To reduce the size of
dθ2 =

(
R2(1−l2c )√
R2(1−l2c )+(lc+mc)2
)
−
(
lc(lc +mc)+
√
R2(1− l2c )+(lc +mc)2
)(
R2−(lc+mc)2
R2+(lc+mc)2
)
(R2 +(lc +mc)2)
√
1−R2
(
lc(lc+mc)+
√
R2(1−l2c )+(lc+mc)2
R2+(lc+mc)2
)2

2
dR2 (21)
the region over which integration is required, we apply a
Blackman window function w:
w(i) = 0.42−0.5cos
(
2pii
N−1
)
+0.08cos
(
4pii
N−1
)
(26)
where N is selected to include all points up to the fourth zero
crossing of the filter. Shown in Figure 4 is the comparison
of the ideal low pass filter and the windowed filter.
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Figure 4. The ideal and windowed low pass filter (left), and the
zonal coefficients of the windowed filter (right) for bandwidth b =
256.
To demonstrate the validity of the filter, the spectrums
are shown in Figure 5 when the image is sampled using both
simple linear interpolation and the low pass interpolation
filter. The magnitude shown for each l is:
mag(l) = ∑
|m|≤l
√
4pi
2l +1
ˆhml ˆhml . (27)
5. Experiments and Results
The goal of our experiments is to determine if a greater
percentage correlation of scale-invariant features are found
between images subject to changes in camera pose when
scale-space images are obtained by convolution with the
spherical diffusion function on the sphere compared to
Gaussian convolution on the image plane. These results are
found for both the parabolic catadioptric and fisheye cam-
eras described in section 3.
5.1. Input Images
For the experiments presented, we use synthetic wide-
angle images. This allows the results for any wide-angle
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Figure 5. Image spectrum using simple linear interpolation and
using low pass filter interpolation for the image shown. The band-
width of the low pass filter was set to b = 256.
camera to be simulated and gives greater precision when
determining if a corresponding feature has been found in
any two images. To produce the synthetic images, a high
resolution (2272× 1704) pixel input image is used which
we consider as a plane in space. Images are then obtained
as if the camera were positioned at some distance and orien-
tation from this plane. Rather than use linear interpolation
when sampling from this input image, the mean value of all
pixels on the input image that project within a given pixel
on the wide-angle image is used. This technique is used
to more closely simulate the acquisition of images using a
digital camera.
Our data set contains the 25 input images shown in Fig-
ure 6. For each of these images, 45 synthetic parabolic and
45 synthetic fisheye images are produced; five different dis-
tances from the plane with 9 different rotations at each dis-
tance. An example of the images obtained at the closest and
furthest distance at each rotation is shown in Figure 7 for the
fisheye camera. Each of these images is 1024×768 pixels
in size.
5.2. Scale-Space Images
For each camera, scale-space images are obtained using
both Gaussian convolution on the image plane, and convo-
lution with the solution of the spherical diffusion equation
on the sphere implemented in the spherical Fourier domain.
Figure 7. Example of the images obtained with the fisheye camera. The top row shows images at each of the nine rotations at the closest
distance and the bottom row at the furthest distance.
Figure 6. The data set consisting of 25 input images
We will refer to each of these as perspective and spheri-
cal scale-space respectively. For spherical scale-space, two
separate bandwidths (b = 256,b = 512) are used with and
without the use of the low pass anti-aliasing interpolation
filter for each.
Scale selection is based on the values used in SIFT. For
perspective scale-space, the image size is first doubled and
pre-smoothed to a starting scale σ = 1.6 (assuming initial
scale σ = 1.0). With respect to the original image size, the
starting scale for perspective scale-space is σ = 0.8. We
consider then that a suitable starting scale t for spherical
scale-space may be found from the angle of colatitude θ
corresponding to a radius R = 0.8 on the image plane from
the image centre, where t = σ2. The initial scales for spher-
ical scale-space for the parabolic and fisheye cameras are
then t0 = 0.00442 and t0 = 0.00302 respectively. For both
perspective and spherical scale-space, the scale-space im-
ages are found for the first 5 octaves of scale-space, where
each scale is separated by a factor k = 21/3.
5.3. Feature Detection
Given a set of scale-space images, the difference of
Gaussian images are found from which SIFT features are
detected. This is done by first finding pixels that are lo-
cal extrema compared to the neighbouring 26 pixels in the
current and adjacent difference of Gaussian images whose
absolute value is above some threshold. Edge responses are
then removed by enforcing a maximum ratio between the
maximum and minimum principal curvature of the differ-
ence of Gaussian function at the pixel position, which we
set to r < 10. Finally, feature position and scale are inter-
polated using a 3D quadratic fit. In our experiments, we
consider three different difference of Gaussian thresholds;
0.01,0.02, and 0.03 (assuming the input image has pixel
values in the range 0 to 1).
5.4. Feature Correspondences
For any feature found on the parabolic or fisheye image
plane, its position and support region (defined by the feature
scale) is mapped back to the original perspective plane con-
taining the input image. This allows any two images to be
easily compared. For perspective scale-space, the support
region is defined by a circle on the parabolic or fisheye im-
age plane with radius r = σ centred around the feature posi-
tion. For the modes using spherical scale-space, the support
region is a circle of radius r = sin(
√
t) on the sphere centred
around the feature position on the sphere (if the feature po-
sition were rotated to the pole, then t is related to an angle
of colatitude θ by t = θ2).
For the set of feature positions and scales defined on the
perspective image plane, correspondences are found based
on the Euclidean distance between feature position and the
shape and size of their support regions. A correspondence
may only be found with the closest feature in the other im-
age within some distance threshold, which we set as 5 pixels
in the perspective image plane ((2272×1704) pixels). The
error between scales ε is then found from the support re-
gions (µ1,µ2) using the same approach considered in [15]:
ε = 1− n(µ1∩µ2)
n(µ1∪µ2) (28)
where n(µ1∩µ2) and n(µ1∪µ2) are the number of pixels in
the intersection and union of the regions respectively. Here,
we use the same threshold of 0.2.
5.5. Results
We present results for two scenarios. We consider the
percentage correlation of features for a camera subject to
Figure 8. Feature correspondences found between two wide-angle
images.
pure rotation, and then to changes in both rotation and
scale (distance from the plane containing the image in the
scene). For each image set, this gives a total of ( 9×82 )×5 =
180 combinations for pure rotation and
( 4×5
2
)
(9× 9) =
810 combinations for rotation and scale change (4500 and
20250 for all 25 sets). The results for the percentage corre-
lation and outright number of feature matches are shown in
Figure 9 and Figure 10 respectively, where the mean values
over all image sets are shown. The notation lpf indicates
the use of the low pass interpolation filter. The difference of
Gaussian thresholds used are DoG1 = 0.001, DoG2 = 0.002
and DoG3 = 0.003.
6. Discussion
From Figure 9(a) it is seen that the percentage correla-
tion of feature correspondences is improved when spherical
scale-space images are used for all difference of Gaussian
thresholds. It is clear also that this percentage improves
as the sampling bandwidth increases, where additional im-
provements are found when the low pass interpolation fil-
ter is used. For the case where the images are subject to
changes in both scale and rotation as shown in Figure 9(b),
the results show some differences. In the case of the fisheye
camera, improvements compared to perspective scale-space
are only found for the sampling bandwidth b = 512. How-
ever, it can be seen again that performance improves when
the interpolation filter is used.
For the case of the parabolic camera, the results for per-
spective scale-space out perform all those using spherical
scale-space. However, this result can be explained by con-
sidering image formation using parabolic cameras. Under
stereographic projection, circles on the image plane map
via inverse stereographic projection to isotropic regions on
the sphere. Considering that the majority of feature corre-
spondences are found at small scales, locally a symmetrical
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(a) Results for pure rotation.
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(b) Results for rotation and scale change
Figure 9. Average percentage correlation of scale-invariant fea-
tures.
Gaussian function on the image plane is a close approxima-
tion to an isotropic function on the sphere. This result also
suggests that even when attempting to implement low pass
filtering, as the filter is not an ideal low pass filter, there may
still be some aliasing which degrades performance.
Although the percentage of feature correspondences in-
creases in most instances when using spherical scale-space,
the number of feature matches is less than that for perspec-
tive scale-space. Notice however that in most cases both
the percentage of feature correspondences and the outright
number of feature matches increase as the sampling band-
width is increased. This result suggests that as expected,
the performance of the spherical scale-space method could
be further improved if the sampling bandwidth could be in-
creased.
7. Conclusions
In this work, we considered the use of scale-space im-
ages obtained by convolution with the solution of the (heat)
DoG 1 DoG 2 DoG 3 DoG 1 DoG 2 DoG 3
0
50
100
150
200
250
300
350
Rotation
N
um
be
r M
at
ch
es
 
 
Perspective
Spherical (b=256)
Spherical (b=256, lpf)
Spherical (b=512)
Spherical (b=512, lpf)
Parabolic Fisheye
(a) Results for pure rotation.
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Figure 10. Average number of scale-invariant features correspon-
dences.
diffusion equation on the sphere as the ideal solution for
use with wide-angle cameras compared to Gaussian con-
volution on the image plane. We compared these two ap-
proaches through systematic experiments using synthetic
parabolic catadioptric and fisheye images. Results showed
an overall improvement in the percentage correlation of
scale-invariant features using convolution with the solution
of the diffusion equation on the sphere. We also presented
a method of anti-aliasing in the form of a low pass interpo-
lation filter which further improved results.
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