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Abstract of thesis entitled: 
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Submitted by Wang, Zexi 
for the degree of Master of Philosophy in Mathematics 
at The Chinese University of Hong Kong in August 2007 
This thesis illustrates a project to check the effect of a medicine and find the 
quantitative relationship among the effect of the medicine, temperature and the 
concentration of the medicine. Two main parts of the project are introduced in 
this thesis. One is the data extraction and the other is the data analysis. 
In the part of data extraction, experimental videos are split back into images, 
which are called frames. Some techniques in image processing are used to extract 
the data which are interested in, and then all data are gathered to obtain the 
information of the whole videos. The data are output in format of excel files. 
In the part of data analysis, statistical methods are used on the data obtained 
from the experimental videos. T-test is used to check the effect of the medicine. 
ANOVA method is executed to determine the significance of the factors. Finally 
i 
regression model is built up to describe the quantitative relationship between 
the effect of the medicine and the factors, temperature and concentration of the 
medicine. 
The thesis illustrates the whole process of the effect analysis, including the 
design of the experiments, the video processing and the data analysis. We hope 
it may be helpful to the researchers in relevant fields. 
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Medicine production is a very important field. It is not only very meaningful to 
the health of human beings, but also a field which can bring a lot of economic 
benefits. In the whole procedure of the medicine production, the test of the effect 
of the medicine is a very important part. In General, it is a time-consuming job 
and plenty of experiments are needed to carry out in this stage. Sometimes a 
single experiment needs several days or even several months. Researchers have 
to pay much attention to the experiments and spend a lot of time. So it is very 
meaningful to make the experiments more automatic. It means the researchers 
can save more time and energy to spend on the creative jobs. One way to achieve 
this goal is to record the experiments into videos and use computers to extract 
the useful information from the videos, see [1]. If we can come up appropriate 
methods, the researchers will be liberated from the hard work of supervision of 
the experiments. Furthermore, the data extracted by the computers are more 
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accurate and the efficiency will be highly improved. 
After the experiments are recorded into videos, we want to use the computer 
as a powerful tool to extract the useful data from the videos. Since videos can 
be regarded as collections of frames and each frame is actually an image, image 
processing can be used to extract the information from a continuous process by 
handling the corresponding videos. 
Image processing has been widely used in many fields. It is not only to enhance 
the image, such as denoising and high resolution, but also can be used to extract 
useful information from the existing digital images, which is also called computer 
vision, see [2). Handling each frame and gathering the information together, the 
whole information on the video is obtained. In our project, we choose flies as the 
objective animal. We feed the medicine to the flies and observe the behaviors 
of the flies in order to detect the effect of the medicine. The circumstances of 
the experiments are set to simplify the procedure of the video-processing. The 
details are shown in Chapter 1. 
After the experiments, what we have directly are only a pile of data. So 
data analysis is needed to draw the final conclusions. In data analysis statistical 
methods are always very hot since no theorems or equations are known for us to 
make the final decision. The aim of the research is just to find the quantitative 
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relations and the intrinsic rules. What we can count on are only the data from 
the experiments. In this case, any decision is made with certain risk. The data 
analysis is a job to make the decision with the risk as low as possible. Some 
statistical methods provide us very good framework to do such kind of work. For 
example, hypothesis testing is a process to test our ideas with some risk based 
on the data, see [3]; ANOVA is a method which shows us whether the factors 
are significant enough to be used as predictors, see [4]; Regression model is a 
widely-used statistical technique for investigating and modeling the relationship 
between variables, see [7]. All these methods are used in the procedure of data 
analysis in this thesis. The details will be illustrated in relevant chapters. 
The followings are the framework of this thesis. In Chapter 1, we will intro-
duce the design of the experiments. It shows us how the experiments are carried 
out and how the videos are gotten. Then the details on how to handle the exper-
imental videos are illustrated in Chapter 2. The introduction of the data analysis 
is in Chapter 3. In the following chapters, the details of data analysis are shown 
step by step. In Chapter 4, t test is used to compare the behaviors of the flies 
which were fed with medicine with those without medicine. In Chapter 5，two-
way ANOVA is used to check the significance of the factors, i.e., the temperature 
and concentration of the medicine. Regression model is built up in Chapter 6. In 
Chapter 7, some further topics in this field are mentioned. 
Chapter 1 
The Design of the Experiments 
The design of the experiments is very important. It is the foundation of the whole 
project. First of all, the experiments should be able to provide the data we need. 
Furthermore, the circumstance should make further analysis as easy as possible. 
In our project, the medicine is a kind of anodyne. The fly is used as the 
objective animal. We will set up experiments to test the sensitivity of the fly 
to high temperatures. Our main idea is that if the fly becomes less sensitive to 
the high temperature, we say the medicine is effective since the fly become un-
responsive to the high temperature. Some indices are needed, such as the time 
percentage staying in the high temperature circumstance. Since we can design 
the experiments by ourselves, we will do some jobs to lighten the workload in 
the data-extracting process. It helps us to avoid complicated algorithms in image 
processing. The details of the experiments will be introduced first. Then we will 
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point out what are needed from the experimental videos. The methods are also 
illustrated in detail in this part. 
1.1 Flies and the Devices 
Collect Drosophila Adults 
Wild-type Drosophila melanogaster strain Canton-S was obtained from the 
Bloomington Drosophila Stock Center (http://flystocks.bio.indiana.edu/). Flies 
were grown at 25°C on standard cornmeal medium supplemented with dry yeast. 
One to three days-old Drosophila were collected and used for experiments. We 
think all flies are identical type before they are fed with medicine. 
Construction of a device for observation of Drosophila Adults behavioral out-
put 
A device in combination of three modules, heating machine, a plastic box stall 
and digital camera, was constructed for observation of Drosophila adults behav-
ioral output (Fig. 1.1.1). A heating machine, depicted in Fig. 1.1.2, is composed 
of two flat tin-made platforms on which the surface temperature can be controlled 
by corresponding digital temperature controller. The surface temperature of the 
platform will be maintained through the feed back control of varic and thermocou-
ple. After setting desired temperature for individual platform, the temperature 
will be detected by the thermocouple while giving signal to varic to control the 




I I . mstic Box 
y{一 w 4 - 1 \ 
Heatiii? D e v i c e — — . L ^ g ^ g S ^ M \ 
/ x P ^ \ 
Figure 1.1.1: Device 
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Figure 1.1.2: Platform 
input current for maintaining temperature steadily. 
The second module of the device is a plastic box stall which a Imm-thick 
square plastic sheet with a cut of 4cm diameter circle in the middle was sand-
wiched by a 1mm plastic sheet and a thin sheet of transparency. A fly can be 
transferred into the circle-space provided. The color of the background circle 
area is white. As in figure 1.1.3, we use four points marked on the surface of the 
transparency to define the circle for the purpose of image processing. 
The third module of the device is a digital camera (Sony Handy cam DCR-
PCIOOOE) which was set up vertically above the plastic box stall on the surface 
of the heating platform to record the movement of a fly within 3 minutes time 
interval. 
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Figure 1.1.3: Circle 
1.2 Parameter Settings and Interested Informa-
tion 
Studying the behavioral output in response to noxious heat stimulation 
In the treatment, a fly was transferred into a plastic box stall and placed on the 
tin-made platforms at the side of 25°C. The behavioral output of the fly was 
recorded for 3 minutes. The duration for the fly staying on the left-handed side 
(tested temperature at 37°C, 34.5°C, 32°C) and the right-handed side (fixed at 
25°C) was analyzed by computer. The software is mainly MATLAB. 
The experimental video is about three-minute long. There are around 25 
frames per second and around 4500 frames for the whole video. For each combi-
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nation of Temperature and Concentration of the medicine, about 30 observations 
are carried out. The format of the videos from the camera is 'MPG'. Since MAT-
LAB can only handle the videos in form of 'AVF, we first need to transfer the 
videos from 'MPG' to 'AVF by some converting software. 
The fly can move freely in the circle area. Remember that this area is halved 
into two parts according to the temperature. The temperature on right side is 
normal temperature, 25°C. The left side is high-temperature side. The temper-
ature is controlled according to what we need. But in fact, for the area near 
the middle line, the temperature may not easy to determine. So we cut out the 
middle part along the middle line as a special area when we extract the data from 
the videos. The width of this area is 5 pixels. In the video processing, the circle 
area is divided into three parts, i.e., left, right and middle. 
The information that we are interested in is listed as follows. 
1. The time percentage of the fly on left side. 
2. The time percentage of the fly on right side. 
3. The time percentage of the fly in the middle area. 
4. The times that the fly crosses the middle area between the left side and the 
right side. 
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5. The approximated movement trace of the fly. 
Chapter 2 
Video Processing 
2.1 Videos, Computer Vision and Image Pro-
cessing 
In modern society, videos appear everyday and everywhere. Most of us are not 
strange to them. They can tell us stories and show the beautiful scenery in other 
countries. The videos can also be used in the modern research work. One of the 
most important features of videos is that they can give audiences the direct visual 
pictures to recur the original process. In our project, we use videos to record the 
experiments for further data extraction. 
There are so many things to talk about the videos. For example, how the 
videos are made and which compression format is used and so on. Here we intro-
11 
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duce the videos with the aspect by which the videos are handled in our research 
process. A video is a collection of frames and each frame is an image. There 
are 25 to 30 frames in one second of video clip. Generally researchers separate 
the frames and handle each frame as an image. So some techniques in image 
processing are utilized. Some researchers focus on how to improve the quality of 
the existing videos. They try to work on the videos to denoise the videos or get 
higher resolution versions, see [10]. The other direction of research is to extract 
useful information from the videos by computers. This is a branch of computer 
vision. It can accelerate the process of research project and lessen the mistakes 
in the data extraction. We would like to introduce some background of computer 
vision and image processing [11]. 
Many definitions for 'image processing' and 'computer vision' have been pro-
posed, but it is usually accepted that image processing involves manipulating a 
digital image to generate a second image that differs in some respects from the 
first, whereas computer vision involves extracting numerical or symbolic informa-
tion from images. 
Although image processing and computer vision are relatively new subjects, 
the first digital image was created in the 1920s when photographs were converted 
to a numerical format for transmission by Morse code across the Atlantic by 
telegraph. In this process, the photograph was divided into small areas that 
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were assigned a numerical code that depended on the distribution of brightness 
in them. The code was transmitted and the photograph reconstructed using 
specially designed printing blocks. This was a time-consuming process. Each 
photograph would take several hours to code, transmit and print. However, the 
alternative was to send the photograph across the ocean by steamship, which 
could take over a week. 
The process of coding, transmitting by telephone and printing photographs 
did not change conceptually for some 50 years, but the time taken to complete the 
process became shorter as the hardware that was used became more sophisticated. 
Major advances in image processing began to be made in the 1960s. The US 
and Russian space programmes began to generate large amounts of image data 
that needed to have artefact removed and to be enhanced for viewing. Simultane-
ously, advances in the technology meant that computers became powerful enough 
to store images and to process them within realistic time frames and to display 
the images. 
Since then, we have seen the cost and availability of computer hardware change 
to make powerful computers available to the mass market, sufficiently powerful 
for many image processing or computer vision applications. With the increased 
availability of computing power has come a vast increase in the range of appli-
) 
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cations of image processing and computer vision systems. From being restricted 
to government, university or industrial laboratories, these systems have emerged 
into everyday life; we see their output in our entertainment and news, in medical 
imaging devices, in scientific research, in exploration and in many other activities. 
Now we come back to the video processing. The basic idea is to split the 
videos into frames. We handle each frame and then gather the information of 
each image to get the whole information of the videos. Some techniques, such 
as morphology, region detection and motion tracking, are usually utilized in this 
kind of problems. In our project, we make the motion tracking process easier by 
setting special experimental circumstance. 
2.2 Details in Video Processing 
In this chapter, we will show how to deal with the videos in detail. The exper-
imental videos are handled frame by frame. Each frame is actually an image. 
See figure 2.2.1. Extracting the information from each image and gathering all 
information, we will get what we want about the video. 
From the objective information listed above, we can see they are all descrip-
tions on the movement status of the fly. So the first problem is to locate the fly in 
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each frame. Analyzing the frames of the videos, it is easy to see that the color of 
the fly is much darker than that of the background circle area. Actually the color 
of this circle area is set as white. So the fly can be easily found by detecting the 
darkest point of the frame. To accelerate the speed of the computation in data 
extracting process, we cut out the square area which just circumscribes the circle 
area. See figure 2.2.2. According the four red points on the circumference, we can 
easily cut it out. The other advantage is to focus on the area we are interested in. 
In practice, the background may be contaminated by some black points. It may 
make our algorithm fail to find the fly. Cutting out the square area will decrease 
the probability to make such mistakes. The frame is originally in RGB format. 
We can only take out the first channel of this image. See figure 2.2.2. We can see 
the fly is much darker than the background. Approximately the minimum value 
of all pixels in the frame is regarded as the fly. By this method the fly will be 
located in each frame of the video. 
To generate the trace of the fly in the whole video, we can just record the 
location of the fly in each frame. Then we mark all positions in the same picture. 
This picture is the movement trace in the whole video. It can be shown in a bi-
nary image. So we generate a matrix with the same size as the square area. It is 
initialized as a zero matrix. When the fly is located in a frame, the corresponding 
entry in the trace matrix will be set the value 1. After all frames are handled, 
the binary matrix will show the trace of the fly. The white pixels in the image 
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Figure 2.2.4: Vector 
represent the trace of the fly. Please See figure 2.2.3. 
When the circle area is cut out, the erect diameter of this circle is just the 
boundary between the high temperature side and the normal temperature side. 
Just as what we have said, we set a middle area which includes two pixels on each 
side of the middle line. So the high temperature side, the normal temperature 
side and the middle area can all be determined. 
In each frame, it is easy to find which area the fly stayed in after the position 
of the fly is located. What we want is the time percentages that the fly stays in 
each area. What we need to do is to count the numbers that the fly stays in each 
area. Since the video includes 25 frames for each second, the time percentages 
should be same to the ratios of the corresponding frame numbers to the total 
frame number. 
The remaining objective is to find the times that the fly passes through the 
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middle area. To achieve this a vector is constructed. Its length is the number of 
the frames in the video. There are three entry values in this vector, —1, 0 and 
1. See figure 2.2.4. The meaning of these values is explained as follows. If the 
fly is on the high temperature side in the i-th frame, —1 will be given to the i-th 
corresponding entry of the vector. Similarly, 1 stands for normal temperature 
side and 0 stands for the middle area. Since the positions of the fly in the frames 
are continuous, the fly must go across the middle area when it walks between the 
high temperature side and the normal temperature side. Look at the vector. It 
means there must be 0 between 1 and —1. It can also be easily understood that 
several Os , Is or —Is get together because of the movement continuity. We call 
the several neighbors with the same value as an entry segment. On the other 
hand, if the fly walks on the middle area, it need not walk through this area. For 
example, when it goes into the middle area from the normal temperature side, 
it may come back to the normal temperature side rather than go to the high 
temperature side. It means the entries near the entry segment with the value 0 
can have the same value. So we can judge from the vector whether the fly goes 
across the middle area. If the entries beside the entry segment with value 0 are 
the same, it means the fly does not pass through the middle area. Otherwise, the 
fly passes the middle area one time. So we count out the number of the entry 
segments which satisfy the following two conditions. The first is that the value 
of all entries in this segment is 0. The second is that the entries beside it are 
different and the values are 1 or - 1 . The number of such segments is just the 
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number that the fly passes through the middle area. 
To do some statistical analysis, more than one observations are needed under 
the same experimental condition. For example, fixing the high temperature and 
the concentration of the medicine, we repeat the experiments 30 times. Thirty-
videos are recorded. Then we change the high temperature and the concentration 
and do the experiments. Twenty to thirty videos are made for each condition un-
til all desired combinations of the high temperatures and the concentrations are 
tried. Finally hundreds of videos are obtained and the methods mentioned above 
are used to extract the useful information which we are interested in. The data 
are output in format of excel file. The procedure of data extraction is done. 
Chapter 3 
Data Analysis 
In Chapter 2，we have gotten some data which we are interested in from the 
experimental videos. The following task is to check whether the medicine really 
works on the fly. If so, we will try to find the quantitative relationship between 
the effect of the medicine and some important factors. All conclusions are based 
on the data collected from the experimental videos. We first introduction some 
background of data analysis. 
3.1 Background 
Data analysis is the act of transforming data with the aim of extracting useful 
information and facilitating conclusions. Depending on the type of data and the 
question, this might include application of statistical methods, curve fitting, se-
20 
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lecting or discarding certain subsets based on specific criteria, or other techniques. 
In contrast to data mining, data analysis is usually more narrowly intended as 
not aiming to the discovery of unforeseen patterns hidden in the data, but to the 
verification or disproval of an existing model, or to the extraction of parameters 
necessary to adapt a theoretical model to (experimental) reality. 
Statistical methods, used appropriately, allow us to draw conclusions based 
on data. Data and conclusions based on data appear regularly in a variety of 
settings: newspapers, advertisements, magazines, and professional journals. In 
scientific research, business, industry, and government, informed decisions are of-
ten data-driven. 
Once data have been collected or an appropriate data source is identified, the 
next step in the data analysis process usually involves organizing and summariz-
ing the information. After data have been summarized, we often wish to draw 
conclusions or make decisions based on the data. This usually involves gener-
alizing from a small group of individuals or objects that we have studied to a 
much larger group. The entire collection of individuals or objects about which 
information is desired is called the population of interest. A sample is a subset 
of the population, selected for study in some prescribed manner. 
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3.2 Outline of Data Analysis in Our Project 
In the process of our research, the first thing is to determine the direction of the 
whole project based on the data set. For example, we want to determine whether 
the medicine is effective to the flies. Only if the answer is affirmative, it is mean-
ingful to build up a regression model in the following steps. Hypothesis testing is 
such a method to make some decision following data. The details will be intro-
duced in Chapter 4. After the effect is confirmed, we will find some significant 
factors to build up a regression model to describe the quantitative relationship 
between the effect and these factors. ANOVA can be used to achieve such an ob-
jective. Significance analysis will be illustrated in Chapter 5. When the factors 
are determined, we will begin to build the regression model in Chapter 6. These 
are the main ideas of the data analysis process in our project. 
We use the time percentage that the fly stays on the high temperature side 
as a response variable to show the effect of the medicine. At the same time, we 
use the following two factors as the explanatory variables, the temperatures of 
the high-temperature side and the concentration of the medicine. Of course there 
may be some other factors which could affect the effect of the medicine, but here 
we just ignore them or say that we treat them as the same value in all experiments. 
Here we use y to denote the response variable, i.e. the percentage that the fly 
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stays on the high temperature side, and use T for the variable temperature and C 
for the variable concentration. Then our subjective can be described as follows. 
By the data extracted from the videos, we try to find whether the response 
variable, y�is significantly affected by the explanatory variables, C and T. If so, 
we will try to build a regression model to describe the relationship among these 
three variables, i.e. to find the representation 
y = f{c,T). 
What we have are the data in form of excel files extracted from the experimental 
videos. So our idea is to use the statistical analysis methods to analyze the data 
and draw the relevant conclusions. It can be split into the following three steps. 
Step I Set the same temperature on both side of the circle area and study 
the behaviors of flies. Then set higher temperature on left side. Judge whether 
the data vectors of the response variable are different between the flies with 
medicine and those without medicine in the same temperature. Here we control 
the concentration of the medicine as IQmg/ml. In this step, we use the Hypoth-
esis Testing, Two-sample t test, to justify whether the effect of the medicine is 
significant. 
Step II If the answer for Step I is affirmative, we will try to judge whether 
the two explanatory variables affect the response variable significantly. In this 
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step, we use the statistical method called Two-way AN OVA. 
Step III If the answer for Step II is affirmative, we will try to build 
the regression model to describe the relationship between the response variable 
and the explanatory variables. In this thesis, the polynomial regression model is 
used. The statistic, adjusted B?, is used as the criterion to justify the fitness of 
the model. 
The details of each step are shown in the following chapters. 
Chapter 4 
Effect of the Medicine 
In this part, we will try to judge whether there are significant differences be-
tween flies with medicine and flies without medicine. Firstly, we get the time 
percentages on high temperature side. The high temperatures change among 
32°C, 34.5°C, 37°C. On each temperature, one group is wild and the other is 
fed with medicine. There is one fly in each experiment and twenty to thirty ex-
periments are carried out for each group. In all experiments, the concentration of 
the medicine is fixed at 16mg/ml. Then for each temperature, we get two group of 
data. What we want is to see whether the two group of data are significantly dif-
ferent. The direct idea is to compare the mean values under each combination of 
the temperatures and the concentrations. For example, when the temperature is 
set at 32°(7，the mean of the samples from the flies fed with medicine is 45.2905% 
and the mean of the samples from the flies without medicine is 21.3791%. It 
seems that the former is much larger than the latter. But when the temperature 
25 
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is 34.5°C, the mean of the samples from the flies fed with medicine is 18.6349%. 
And the mean of the samples from the flies without medicine is 13.3507%. In 
this case, although the mean value with medicine is bigger than that without 
medicine, it seems not to be so sure that the reason of the difference does not 
come from the error of sampling. Or say we are just lucky to get such a result. 
Here we treat the data in each group as a sample drew from the corresponding 
population. What we really want to compare is the means of these two popula-
tions. Are the means have the same value or not? Are the mean of the samples 
from the flies fed with medicine is significantly bigger than that of the samples 
from the flies without medicine? Two-sample t test can be used to achieve this 
objective. It is a kind of Hypothesis Testing. We will first introduce the theoret-
ical framework of this method. 
4.1 Hypothesis Testing 
In many research jobs what we can get from the experiments is the data set. 
The further work may be to use the data to support or reject some ideas in our 
brains. Hypothesis Testing is such a kind of procedure for testing a claim about 
a property of a population. 
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A hypothesis is a claim or statement either about the value of a single pop-
ulation characteristic or about the values of several population characteristics. 
Hypothesis Testing is a method for using sample data to decide between two 
competing claims (Hypotheses) about a population characteristic. If it were pos-
sible to carry out a census of the entire population, we would know which of 
the two hypotheses is tenable, but usually we must decide between them using 
information from a sample. 
At the beginning of the Hypothesis Testing, we shall initially assume that a 
particular hypothesis, called the null hypothesis, Hq, is the correct one. We then 
consider the evidence (the sample data) and reject the null hypothesis in favor 
of the competing hypothesis, called alternative hypothesis, H � � o n l y if there is 
convincing evidence against the null hypothesis, i.e. sample evidence strongly 
suggests that HQ is false. If the sample does not contain such evidence, HQ will 
not be rejected. The two possible conclusions are then reject Hq or fail to reject 
HQ. 
Once hypotheses have been formulated, we need a method for using sample 
data to determine whether HQ should be rejected. The method used for this 
purpose is called a test procedure. Generally, we make an inference about a pop-
ulation using that is extracted from the sample rather than the whole population. 
So there is some chance that the use of a test procedure with sample data may 
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lead us to the wrong conclusion about the population characteristic. One type 
of error involves rejecting Hq even though Hq is true. This type of error is called 
type I error. The second type of error results from failing to reject HQ when it is 
false. This kind of error is called type II error. The probability of a type I error 
is the p value. Generally speaking, if it is smaller than some given number, we 
would like to reject HQ and accept HA. In the following, we will introduce the 
test procedure of two sample t test. 
4.2 Two-sample t Test 
At first we set the same temperature, 25°C on both sides. We put the flies 
without medicine in the circle area and study their behaviors. The experimental 
data show that the percentage that the fly stays on each side is approximately 
50%. This fact makes our experiments more reasonable. Then we set higher 
temperatures on left side and use the two-sample t-test on the data from the 
experiments. 
In the two-sample t-test, we compare the averages from two independent sam-
ples to determine whether a significant difference exists between the samples. 
Here we suppose both distributions share common standard deviation, a. Please 
see Table 4.2.1. We can construct a t-statistic by pooling the estimates of the 
standard deviation from the two samples into a single estimate, which is labeled 
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as s. The value of s is 
jini-l)sl + {n2-l)sl 
Y ^ 1 + ^ 2 - 2 . 
The two-sample i-statistic is as follows. 
{xi- X2) - (/ii - /i2) 
“ � 1 r ’ （4-2.1) 
S\ — + ― 
V ni 712 
where Xi and X2 are the sample averages for the first and second samples, si and 
S2 are the sample standard deviations, ni and n] are the sample sizes. In our 
experiments, rii and n � a r e both between 20 and 30. " i and 购 are the means of 
the two distributions. This pooled t- statistic follows a i-distribution with degrees 
of freedom equal to 
df = rii + 712 — 2. 
Here we show the procedure with the example that where the temperature is 
32°C. The data from group 1’ the flies without medicine, include 16 experiments 
and data from group 2, the flies with medicine, include 30 experiments. We 
suppose 
仇：i^i 一 "2 二 0 
Ha.- m 12 
Set a = 0.05’ i.e. if the probability of Type I error is not larger than 0.05, we 
will reject the null hypothesis HQ. TO compute the probability, we only need to 
compute the value of the i-statistic by the formula (4.2.1). Then find the proba-
CHAPTER 4. EFFECT OF THE MEDICINE 30 
Table 4.2.1: Standard Deviation 
Temperature 32°C 34.5°C 37°C 
With Medicine 0.1860 0.1587 0.1759 
Without Medicine 0.2074 0.1414 0.1584 
Table 4.2.2: The P-value. 
Temperature 32°C 34.5°C 37°C 
p-value 1.8630e-004 0.0909 0.0431 
bility by the corresponding i-distribution. The probability is called p-value. 
In this example, when the high temperature is set as 32°C we get the p-
value as 1.8630 x 10_4. It is small enough to reject the null hypothesis when 
the significant level parameter is set as 0.05, which means if the p-value is less 
than 0.05 the null hypothesis will be rejected. It shows that the means of the 
two populations are significantly different. Furthermore, the flies with medicine 
will stay longer on the high temperature side comparing with that without the 
medicine. So we can say the medicine really works on the flies' behavior when 
the temperature is 32°C7. It is effective. See Table 4.2.2 for other p-values. The 
p-values at 34.5°C and 37°C are much larger than that at 32°C. If the significant 
level parameter is set as 0.05，the t-test shows that the medicine is significant at 
37°C. But we can not judge whether the medicine is significant at 34.5°C since 
the p-value is 0.0909 and bigger than 0.05. This p-value shows that the decision 
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to reject the hypothesis is correct with the probability 90.91%. It is not too bad. 
If the significant level parameter is set as 0.1, the hypothesis testing will show 
us that the medicine is effective at 34.5°C. Of course it is acceptable in this stage. 
The conclusions are that the medicine is effective on the fly and further study 
is worth carrying out on the data set to determine some explanatory factors and 
the relationship with the effect of the medicine. 
Chapter 5 
Significance of the Two Factors 
In the former part on two-sample i-test, we have drawn the conclusion that the 
medicine does work on the flies' behaviors. Of course it is a piece of good news. 
Now we want to know more about the medicine. For example, how does the 
concentration of the medicine affect the effect of the medicine? We choose the 
time percentage that the fly stays on the high temperature side as the index to 
show the effect of the medicine. It seems that the high temperature is another 
factor which can affect the percentage. Now what we want to do is to find some 
quantitative relationship among the time percentage on high-temperature side, 
the high temperatures and the concentration of the medicine. Here we regard 
the high temperatures and the concentrations of the medicine as two factors that 
affect the percentage, the response variable. And it is meaningful to determine 
the effect of the medicine with different concentrations at different temperatures. 
It sounds reasonable to choose these two factors as the explanatory variables. 
32 
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But is it the truth? We can not take it for granted. All conclusions should be 
given by the experimental data. Here we can raise the aim of this part: 
Do the two factors affect the response variable significantly enough for us to ac-
cept them as explanatory variables in the further regression process? 
5.1 Background of ANOVA 
The method called ANOVA will be used in this part. The whole name of ANOVA 
is analysis of variance. It is a technique originally developed by Fisher (1925) [5], 
[6]. It has widespread applications. Its purpose is to predict a single dependent 
variable on the basis of one or more predictor variables, and to establish whether 
those predictors are good predictors. 
In this chapter we will use two-way ANOVA since we have two explanatory 
variables as predictor variables. The idea of two-way ANOVA is very similar to 
that of one-way ANOVA, which has only one predictor variable and can be ex-
plained easily. So we begin with the one-way ANOVA to show the basic idea of 
this method. 
If we fix the concentration of the medicine as 16mg/ml, we will have a one 
factor problem. For each temperature, we carry out about 30 experiments. If 
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we want to judge whether the temperature is a significant factor for the response 
variable, we can compare the mean of each temperature group. If they are differ-
ent, or at least not all of them are the same, we can say this factor does affect the 
response variable. We have the null hypothesis Hq and the alternative hypothesis 
Ha. 
HQ： there is no difference between the various groups (conditions). 
Ha： there is at least one group's mean different from some others'. 
There are some assumptions of AN OVA as follows. If fii represents the pop-
ulation mean of condition i and af represents the population variance of this 
condition, analysis of variance is based on certain assumptions about these pop-
ulation parameters and the model itself. 
1. Validity of the structural model 
ANOVA begins by assuming that the structural model is an accurate de-
scription of the data. In the case of one-way ANOVA, it means only one 
factor influences the data systematically and the residual variability repre-
sents random error. 
2. Homogeneity of variance 
Assume that each of the populations has the same variance: 
2 2 2 2 (7^  = (72 = • • • = Cc = ^ , 
where c means the factor has c different values. 
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3. Normality 
Assume that the scores for each condition are normally distributed around 
the mean for the condition. 
4. Independence of error observations 
Assume that the observations are independent. That is, for any two obser-
vations within an experimental condition (group), we assume that knowing 
how one of these observations stands relative to the population mean tells 
us nothing about the other observation. Random assignment of subjects to 
groups is an important way of achieving this. 
5.2 The Model of ANOVA 
Suppose there are c levels for the factor. There are rij experiments for the j-th 
level. Decompose the response as 
response(y) = deterministic component (fj,) + random error (e) 
Consider the data of each level of the factor 
ijij = iij + Bij i = 1’...，n)- j = 1 ’ . . • ’ c. 
c 
There are n = ^ n ^ equations, one for each observation. The random errors 
{e i j } are assumed to be distributed with normal with mean zero and variance 
Assume the expected value of error is zero, we have Eyij = fij. Thus, we interpret 
fij to be the expectation of the response yij. Similarly, because we assume that 
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the random errors have variance cr^ , we have Var yij = a"^. Thus, we interpret 
cr2 to be the true, unknown variance of the response. This variance is assumed 
to be common over all factor levels. 
To estimate the parameters { / i j } , as with regression we use the method of 
least squares. That is, let fij be some candidate estimate of fij. The quantity 
j=l i=l 
represents the sum of squared deviations of the responses from these candidate 
estimates. From straightforward algebra, the value of jl*j that minimizes the sum 
1 
mentioned above is yi = — Thus, yt is the least squares estimate of iij. 
几 j j=i 
The minimum sum of squared deviations is called the error sum of squares and 
is defined to be 
c i^j 
Error SS = SS{y,, •.. 二 - Vif. (5.2.1) 
j=l i=l 
The total variation in the data set is summarized by the total sum of squares, 
c rij 
TotalsS = ^iVij -幻2’ (5.2.2) 
j=i t=i 
1 C n j 
where y 二 一 丫 ^ ^ yij. The difference, called the factor sum of squares, can be 




F actor SS = TotalSS - ErrorSS 二 二 n^-fe 一 yf. (5.2.3) 
•7=1 
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Another important conception in ANOVA is degree of freedom or df. This con-
cept will be used in the computation of the mean squares. 
Here are the rules for one-way ANOVA df calculations: 
1. If there n observations in total, dftotai = n — I. 
2. In a one-way ANOVA, if there are c levels of the factor, 
df factor = c - 1. 
3. We can calculate the degrees of freedom for error like this: 
df error = dftotai 一 df factor • 
Mean squares are easy: just divide each SS by the corresponding number of 
df. They could be regarded as the 'average amount of squared variability per 
；J 
independent piece of information', the fraction of the SS per degree of freedom. 
So we have the following formulas: 
FactorMS 二 ^ ^ ^ (5.2.4) 
C 丄 
ErrorMS = ^ ^ ^ ^ (5.2.5) 
n - c 
We have mentioned that the ANOVA is actually a F-test. Here we give the 
expression of the F statistic: 
FactorMS 
ErrorMS � ) 
It is distributed as Fc_i, n-c under the null hypothesis. For example, see the 
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Figure 5.2.1: The distribution of F4，25 
distribution of F4, 25 in the figure 5.2.1. It means that if the null hypothesis is 
true, our F statistic will have the same distribution as a random variable having 
an F distribution. By the F-distribution and the F-value from (5.2.6), we can 
get the corresponding p-value of this F-test. If this p-value is smaller than a, we 
will reject the null hypothesis Hq. 
The F statistic can be understood in the following way. By (5.2.3), we can 
see that the total variance TotalSS can be decomposed into two parts: the vari-
ance between the levels of the factor F actor SS and the variance within each level 
ErrorSS. The F statistic is the ratio Factor MS to ErrorMS. If the value is 
very large, we can say that the variance comes mainly from the change of the 
levels of the factor. It means that the change of the levels is the main reason 
why the response fluctuates from the mean. So we can say that the factor really 
affects the response. Actually, when the value of F statistic is given, we can get 
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a probability by the corresponding F distribution. If the value is very large, the 
probability is very small. If the probability is small enough, the null hypothesis 
will be rejected. It also means that the factor really affects the response signifi-
cantly. This is the logic of the one-way ANOVA. 
For the two-way ANOVA, there are two independent factors we need to con-
sider. We denote them as Factor I and Factor II. Actually the two factors are 
handled one by one. One F-test is carried out for each factor. For example, when 
we want to handle the Factor I, we have many values for each level of Factor I. 
They come from different levels of Factor II. We just take the average as the 
value for this level of Factor 1. Now it looks like the one-way ANOVA case. The 
procedure is described as follows. 
Use yijk to denote the kth. observation of the ith level of Factor I and jth level 
of Factor II, where l<k<K,l<i<I and 1 < j < c. In this section, the data 
are assumed to be balanced. That is, for each combination of levels of Factor I 
and Factor II，we assme that there are an equal number, K, observations avail-
able. Of course we can fix the number of the experiments for each combination 
and it can simplify the presentation here. Then there are n = IcK observations 
in total. To illustrate the idea clearly, we give the following expressions. 
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^ I c K 
= (5.2.7) 
2=1 j=l k=l 
1 I K 
u = (5-2.8) 
i=l k=l 
1 c K 
Vi- = 啡. (5-2.9) 
c 八 j=l k=l 
Similar to the model in one-way ANOVA, we interpret the parameter ji to be the 
population mean, j3i to be the difference due to the zth level of Factor I and t j 
to be the difference due to the 灿 level of Factor 11. With these parameters, the 
t w o factor additive model is 
Vijk = /i + A + Tj + Gy-fc, (5.2.10) 
where i = 1’ • • •，/’ j = 1’ . . .，c, and k = 1,…,K. We suppose that A = 0 
and J2'j=i = 0. The errors, {cy-fc}, are assumed to be random, independent 
draws from a normal population with mean zero and variance cr^ . 
The least squares parameter estimates are determined by minimizing the sum 
of squares 
SS{fl\Pl... • f i * ’ •.. = - (A* + 念 + f；))'- (5.2.11) 
i=l j=l k=l 
Here • • •,街’子丄、...’ f* are candidates of " ’ " i，…，"/ ’ n，… ’ t � . The 
least squares estimates are 
A =仏 A = Vi- - j / - , 千 j 二 勾-j, - y-- (5.2.12) 
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In this case, the variability still unaccounted for, after the introduction of the 
parameters fi, (3 and r is summarized by 
I c K 
Error SS = (队计一访.._ 如.+ 歹…尸. (5.2.13) 
i=l j=l k=l 
To account for each source of the variability, consider the decomposition 
Vijk - V…=(负•• - y-) + {y-j- - j/…）+ ivijk - Vi- - y-r + 众"） （5.2.14) 
Squaring each side of equation (5.2.14) and summing over all observations yields 
Totals S = FactorISS + FactorlISS + ErrorSS. (5.2.15) 
Here, ErrorSS is defined in equation (5.2.13) and 
I c K 
Totals S = YMjk 一 安…)2’ (5.2.16) 
i=l j=l k=l 
I 
FactorISS = cK ^ ( f / i . . 一 ；^…尸’ (5.2.17) 
i=l 
c 
FactorlISS = IK Y,iU 一 fj…f. (5.2.18) 
For the degrees of freedom, 
dfFactorl = / " 1, (5.2.19) 
dfFactorII = C - h (5-2.20) 
dfError=n-{I + C-l). (5.2.21) 
So the mean squares are given as follows. 
F a c t o r I M S = F t \ S S , (5.2.22) 
1—1 
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„ , ” ， … FactorlISS , � 
FactorllMS = ：——, (5.2.23 
c - 1 \ ' 
^ … Error SS , � 
Error MS = 5.2.24 
n - ( / + c - 1} ‘ 
Then the two F-statistics are given as follows. 
乃 （ 漏 ） 
Generally if the F statistic is large enough, we consider the corresponding Factor 
affects the response significantly. 
5.3 Two-way ANOVA in Our Data Analysis 
In our experiments, Temperature and the Concentration of the medicine are cho-
sen as the two factors. For each combination of these two factors, twenty to thirty-
experiments are carried out. Take the average as the values of the percentage at 
each combination of the temperature and the concentration. See Table 5.3.1. The 
ANOVA will be carried out on this data table. Here we regard K = I. For the 
factor Temperature, 32°C, 34.5°C and 37°C are considered. So / = 3. For the 
factor Concentration, 32mg/ml, Wmg/ml, 3.2mg/ml, 2.5Qmg/ml and 1.5mg/ml 
are considered. So c = 5. Using the data extracted from the experimental videos, 
we can do the two-way ANOVA. We get the two F statistics as follows. 
Ft = 21.22, Fc = 2.44. 
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Table 5.3.1: Means of the percentage (%) 
—— 32mg/ml 16mg/ml 3.2mg/ml 2.56mg/ml 1.5mg/ml 
32°C 22.0440 45.2905 42.1967 31.3151 15.2070 
34.5°C 13.7805 15.0056 14.4500 14.0056 13.7867 
37°C 1.9781 11.8748 6.7325 3.5302 1.1602 
The corresponding p-value is 
PT = 0.0006, PC = 0.132. 
From the results above, we can see that the p value of the Temperature is very 
small. It shows that the factor Temperature affects the percentage very signifi-
cantly. It is also reasonable. But the p value of the concentration, which is 0.132， 
is not so small. We can say that this factor affects the response variable not as 
significantly as the factor Temperature does. Theoretically the factor concentra-
tion affects the response variable significantly with the probability 0.868. Here we 
would like to accept the concentration as an explanatory variable in the further 
regression process for the following two reasons. The first is that the probability 
mentioned above is not too bad and we think it is acceptable. The second is that 
the concentration of the medicine is a more meaningful factor for our research 
work. It is a quantitative property of the medicine with more useful and mean-
ingful worth. 
So we can draw the conclusion that the two factors, Temperature and Concen-
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tration, are both accepted as the explanatory variables for the response variable, 
i.e., the time percentage that flies stay on the high-temperature side. We can con-
tinue the following regression process to get a quantitative relationship between 
the response variable and the explanatory factors. 
Chapter 6 
Regression Model 
Regression analysis is one of the most widely used techniques for analyzing multi-
factor data. Its broad appeal and usefulness result from the conceptually logical 
process of using an equation to express the relationship between a variable of 
interest (the response) and a set of related predictor variables. Regression anal-
ysis is also interesting theoretically because of elegant underlying mathematics 
and a well-developed statistical theory. Successful use of regression requires an 
appreciation of both the theory and the practical problems that typically arise 
when the technique is employed with real-world data. 
The polynomial regression is actually a kind of linear regression analysis. It 
is used in our regression process. The response variable in our model is the time 
percentage that the flies stay on the high temperature side. We denote it as y. 
There are two explanatory variables in the model. One is the temperature, T. 
45 
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The other is the concentration of the medicine C. Our objective of this part 
is to find an appropriate polynomial P so that y = P{T, C) can describe the 
relationship among y, T and C according to the real data as well as possible. 
How can we judge whether the model is a good one? The criterion is the ad-
justed R"\ i.e. Rl^j. We divide the raw data into two groups. For each group, 
we starting from the linear polynomial and high order terms are added into the 
model step by step. In each step, if the adjusted R"^  increases, we mark this 
polynomial. Considering polynomials for both data groups, we choose the best 
polynomial as the final model. In practice, too high order in the regression is not 
welcomed. At least it is not easy for us to understand the meaning of the rela-
tionship in a medical or biological way. So we only try the order no higher than 3. 
After the model is built, some data will be used to verify the model. We want 
to see whether this model can predict the relationship among y, T and C very 
well. Of course, if it is good, we would like to accept it. Otherwise, we need to 
try other regression models to get a better one. 
In this part, we will use regression model to find the quantitative relationship 
between the response variable and the explanatory variables. Firstly, the rele-
vant background of regression analysis will be introduced. Then we will focus on 
the polynomial regression model which we use in the data analysis. Finally the 
results of the regression analysis based on the data are illustrated. 
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6.1 Background of Regression Analysis 
Regression analysis is a statistical technique for investigating and modeling the 
relationship between variables. Applications of regression are numerous and occur 
in almost every field, including engineering, the physical and chemical sciences, 
economics, management, life and biological sciences, and the social sciences. In 
fact, regression analysis may be the most widely used statistical technique. To 
illustrate, an index of business journals, ABI/INFORM, lists over 22,000 articles 
using regression techniques over the period 1960 — 1990. And these are only the 
applications that were considered innovative enough to be published in scholarly 
reviews. 
Regression analysis of data is so pervasive in modern business that it is easy 
to overlook the fact that the methodology is barely over 100 years old. Scholars 
attribute the birth of regression to the 1885 presidential address of Sir Francis 
Galton to the anthropological section of the British Association of the Advance-
ment of Sciences. In that address, described in Stigler (1986), Galton provided 
a description of regression and linked it to normal curve theory. His discovery 
arose from his studies of properties of natural selection and inheritance. 
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We can start with a simplest example to illustrate the basic idea in the regres-
sion method. Let y represent the response variable and x represent the explana-
tory variable or responsor. Then the equation of a straight line relating these two 
variables is 
= + (6.1.1) 
where Pq is the intercept and pi is the slope. Now the data points do not fall 
exactly on a straight line, so the equation (6.1.1) should be modified to account 
for this. Let the difference between the observed value of y and the straight line 
("0 + I3\x) be an error e. It is convenient to think of e as a statistical error; that 
is, it is a random variable that accounts for the failure of the model to fit the data 
exactly. The error may be made up of the effects of other variables on delivery 
time, measurement errors, and so forth. Thus, a more plausible model for the 
delivery time data is 
y = (3Q + pix + e (6.1.2) 
Equation (6.1.2) is called a linear regression model. 
To gain some additional insight into the linear regression model, suppose that 
we can fix the value of the regressor variable x and observe the corresponding 
value of the response y. Now if x is fixed, the random component e on the right 
hand side of equation (6.1.2) determines the properties of y. Suppose that the 
mean and variance of £ are 0 and cr^ , respectively. Then the mean response at 
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any value of the regressor variable is 
Eiy\x) = /I咖=E(/3o + /3ix + e) 二 / ? � + /3ix (6.1.3) 
The variance of y given any value of x is 
Var{y\x)=〜丨怎=Var(j3o + Pix + = cr^ . (6.1.4) 
Thus the true regression model = + Pix is a line of mean values, that 
is the height of the regression line at any value of x is just the expected value of 
y for that x. The slope,历’ can be interpreted as the change in the mean of y 
for a unit change in x. Furthermore, the variability of 2/ at a particular value of 
X is determined by the variance of the error component of the model, This 
implies that there is a distribution of y values at each x and that the variance of 
this distribution is the same at each x. 
In almost all applications of regression, the regression equation is only an ap-
proximation to the true functional relationship between the variables of interest. 
These functional relationships are often based on physical, chemical, or other 
engineering or scientific theory. Consequently, these types of models are often 
called mechanistic models. Regression models, on the other hand, are thought 
of as empirical models. Sometimes the underlying mechanism is more complex, 
resulting in the need for a more complex approximating function. 
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In general, the response variable y may be related to k regressors, Xi,X2, • • • , Xk, 
so that 
y = pQ + Pixi (32X2 + P k X k + e. (6.1.5) 
This is called a multiple linear regression model because more than one re-
gressor is involved. The adjective "linear" is employed to indicate that the model 
is linear in the parameters A)，A’ …，A；, not because ^ is a linear function of 
the x's. When we handle the models, the values of y and re's are often known as 
given data. So we will get linear systems by substituting these values. There are 
also many models in which y is related to the x's in a nonlinear fashion can still 
be treated as linear regression models as long as the equation is linear in the 
An important objective of regression analysis is to estimate the unknown pa-
rameters in the regression model. This process is also called fitting the model 
to the data. There are not only one parameter estimation technique. One of 
these techniques is the method of least squares, which has been mentioned in the 
former chapter. This method is used in our regression analysis. 
The next phase of a regression analysis is called model adequacy checking, 
in which the appropriateness of the model is studied and the quality of the fit 
ascertained. Through such analysis the usefulness of the regression model may 
be determined. The outcome of adequacy checking may indicate either that the 
model is reasonable or that the original fit must be modified. Thus, regression 
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analysis is an iterative procedure, in which data lead to a model and a fit of the 
model to the data is produced. The quality of the fit is then investigated, leading 
either to modification of the model or the fit or to adoption of the model. 
A regression model does not imply a cause-and-effect relationship between the 
variables. Even though a strong empirical relationship may exist between two or 
more variables, this cannot be considered evidence that the regressor variables 
and the response are related in a cause-and-effect manner. To establish causality, 
the relationship between the regressors and the response must have a basis outside 
the sample data — for example, the relationship may be suggested by theoretical 
considerations. Regression analysis can aid in confirming a cause-and-effect rela-
tionship, but it cannot be the sole basis of such a claim. 
Finally it is important to remember that regression analysis is part of a broader 
data-analytic approach to problem solving. That is, the regression equation itself 
may not be the primary objective of the study. It is usually more important to 
gain insight and understanding concerning the system generating the data. 
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6.2 Polynomial Regression Models 
6.2.1 Background 
In our regression analysis, polynomial regression model is used. In the polynomial 
model, a polynomial is employed to describe the relationship between the response 
and the explanatory variables. For example, the second-order polynomial in one 
variable 
y = + (5ix + (W + e (6.2.1) 
and the second-order polynomial in two variables 
y = pQ + (3ixi + P2X2 + + [322x1 + P12X1X2 + e (6.2.2) 
are linear regression models. Here they are called linear models. It is not be-
cause the functions are linear function. It is because during the procedures the 
high order items are treated as new variables so that it can be dealt as linear 
regression models. Polynomials are widely used in situations where the response 
is curvilinear, as even complex nonlinear relationships can be adequately modeled 
by polynomials over reasonably small ranges of the x's. Details will be shown in 
the following part. 
In our data analysis, two explanatory variables are involved. So the two-
variable polynomial will be used. The remaining problem is to determine the 
order and the coefficients of the polynomial. In practice too high order of the 
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polynomial is not welcomed. Actually, linear polynomial is best for the biological 
researchers if the model can describe the relationship well enough. The simpler, 
the better. Sometimes quadratic polynomials and three-order polynomials are 
used. Our strategy is to try different polynomials from low order to high order. 
We use adjusted B? rather than R � a s the criterion to judge a polynomial good 
or not. The bigger is the value of adjusted R"^ , the better is the polynomial. If 
the values are the same, a simpler polynomial is better. 
6.2.2 and adjusted R'^  
A measure of the adequacy of a regression model that has been widely used 
is the coefficient of multiple determination, R"^. Suppose there are K possible 
regressors all together and we want to pick out p of them as useful regressors in 
the model. Let R � d e n o t e the coefficient of multiple determination for a subset 
regression model with p terms, that is, p - 1 regressors and an intercept term Pq. 
Computationally, 
均 二 響 = 1 - 赞 （6 2.3) 
where SSR{P) and SSnesip) denote the regression sum of squares and the residual 
sum of squares, respectively, for a p-term subset model. Note that there are CjT^ 
values of R^ for each value of p, one for each possible subset model of size p. 
Now Rp increases as p increases and is a maximum when p = K + 1. Therefore, 
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the analyst uses this criterion by adding regressors to the model up to the point 
where an additional variable is not useful in that it provides only a small increase 
in Rl since more regressors lead to less SSnes while theSSr remains. To solve 
this problem, Aitkin [8] proposed one solution by providing a test by which all 
subset regression models that have an B? not significantly different from the R^ 
for the full model can be identified. So it is not straightforward to use as a 
criterion for choosing the number of regressors to include in the model. In our 
regression procedure adjusted R? is used as the criterion. It is defined as follows. 
尺 2她 p = l - ( ^ ) (1 - K ) (6.2.4) 
\fi — p J 
The R\逝、p statistic does not necessarily increase as additional regressors are 
introduced into the model. In fact, it can be shown ([9]) that if s regressors 
are added to the model, R%ij’ p+s will exceed R%ij’ p if and only if the partial 
F statistic for testing the significance of the s additional regressors exceeds 1. 
Consequently, one criterion for selection of an optimum subset model is to choose 
the model that has a maximum RAdj, p-
In our experiment, there are two explanatory variables, T and C. We collect 
the data for 3 values of T: 32°C, 34 .5�C and 37°C and 5 values of C, 32mg/ml, 
16mg/ml, 3.2mg/ml, 2.56mg/mi, 1.5mg/mL Then there are 15 combinations of 
these two variables. For each combination, there are 20 to 30 observations. There 
are 404 combinations altogether. We divide the data into two groups, Group I 
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(198 observations) and Group II (206 observations). We first study the values 
of adjusted R^ in each group when the terms of the polynomials increase. If the 
adjusted R"^  become larger than that of all former polynomials, this polynomial 
will be a better one. If we just focus on one data set, the polynomial with largest 
adjusted R^ would be the best. Here we consider these two group of data and 
choose the polynomial with good adjusted B? for both of the two data sets. After 
we determine the terms of the best polynomial, we combine all data together to 
get the coefficients of the polynomial. This polynomial will be the regression 
model. 
Starting from the linear case for each group 
y = + + (6.2.5) 
we compute the adjusted E?. Then we update the model by adding the higher 
order items step by step. Then we compute the adjusted B? for each case. If the 
adjusted B? is larger than all former values, the new model will be marked. We 
only try the polynomials whose orders are not higher than 3. Actually we can see 
from the result that one of the cube polynomials will give the highest adjusted 
B? in both data sets. It is an acceptable value in the practical project. All values 
of the adjusted R"^  are shown in Table 6.2.1. So we will accept this polynomial 
as the final model. See the figure 6.2.1. 
y 二 950.9654 — 51.0066T+19.7366C + 0.6773T2 — 0.9507C"2-0 3502:rc 
+0.0117TC2 + 0.0100C3 
(6.2.6) 
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Table 6.2.1: Adjusted R2 
Basis Group I Group II 
l,T,C 0.5691 0.5331 
l,T,C,T2 0.5732 0.5343 
l,T,C,C2 0.6091 0.5627 
l,T,C,T* C 0.5707 0.5326 
I, T, C, T2, C 2 0.6146 0.5646 
I, T, C, T2, T * C 0.5762 0.5347 
I, T, CC2, T * C 0.6081 0.5604 
1, T, C, T2, C2, T * C 0.6147 0.5629 
I, T, C, T2, C2, C3 0.6197 0.5773 
I, T, C, T2, C2, T3 0.611 0.561 
1, T, C, T2, C2, T2 * C 0.6146 0.5628 
1, T, C, T2, C2, T * C 2 0.6179 0.5644 
I, T, C, T2, C2, T 3, C 3 0.6162 0.5736 
I, T, C, T2, C2, T * C, T3 0.6112 0.5592 
I, T, C, T2, C2, T * C, C 3 0.6199 0.5756 
1, T, C, T2, C2, T * C, T * C2 0.6264 0.5659 
l,T,C,T2,C2,T* C,T2 * C 0.6129 0.5618 
1, T, C, T2, C2, T * C, T 3, T2 * C 0.6093 0.5581 
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6.3 Model Verification 
By linear regression, a polynomial is given. It comes from the existing data. We 
can say the polynomial is a good one by the criterion adjusted The next 
question is whether it is a good one from the practical point of view. Can it 
really describe the relationship between the response and the regressors? There 
are many ideas for this question. Here we use some new data to check whether it 
is a good one. We carry out new experiments and get some new data which are 
different from those used in the regression analysis. If the model can predict the 
value of response well enough, we will accept it as a good model. For example, 
control T = 32°C and C = 8mg/ml. Carry out 30 experiments for this combi-
nation and the average of the response is 48.7998. The corresponding value from 
regression model is 49.3769. The residue is 0.5771. 
Be careful about the ranges of temperature and concentration. For example, 
the temperature should be controlled between 32°C and 37°C. If the temperature 
is beyond this range, the result from the model may not be good. For example, 
when the temperature is lower than 32°C and the concentration of the medicine 
is small, the value of the percentage from the model may be very high(> 90%). 
Actually when the percentage is much larger than 50%, there may be something 
wrong. So if the value of the percentage is larger than 50%, we choose 50% as 
the value in the model. Denote y as the percentage from the equation (6.2.6), Y 
as the final value in our model. The final model is the following. 
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{U.G.f.C^} 
30 38 Temperature 
Concentration 
Figure 6.4.1: Quadratic Model 
0, y < 0 ] 
y = 50’ y > 50; 
y, otherwise. 
\ 
6.4 A Simpler Model As the Other Choice 
In the former part, we have proposed a polynomial regression model. That model 
is based on the adjusted B? completely. It can give good forecast in numerical 
way. However, some researchers may think it is a little complicated. So here we 
propose a simpler model. 
Consider the adjusted E? in the Table 6.2.1. When we take the basis as 
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1,T, C, T^, C\ the values of adjusted B? are also not bad although they are not 
the largest in each group. The other advantage of this quadratic model is that we 
can easily understand its meaning. When concentration or temperature is fixed, 
the response variable is a quadratic function of the other regressor. We pick it as 
a simpler choice of the regression model. The polynomial is as follows. It is show 
in Figure 6.4.1. 
y = 828.4251 - 42.4424r + 1.4623(7 + 0.54257^2 _ o.0457C^ 
6.5 Conclusions 
In this chapter, we have found two polynomial regression models for this project. 




There are two main parts in this thesis. The first is to extract the useful infor-
mation from the experimental videos by computer. This is a kind of computer 
vision. The second is data analysis. Some statistical methods are used on the 
data to draw relevant conclusions. Both of these two jobs are very useful in real 
research work, especially for research based on experiments. The thesis shows the 
whole procedure from the original experimental materials to the final conclusions. 
The project has been finished, but there are also some further research jobs 
need to be done. For example, in this project the flies are small so that we can 
regard them as points in the objective detection. In some other biological ex-
periments, the objective animals are not so small, new methods are needed to 
locate the position of the objective. For example, the behaviors of mouse are 
recorded in videos. If we want to locate the position of the mouse, more compli-
61 
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cated techniques are needed. Another advantage of this project is that we can 
design the experiment by ourselves so that we can simplify the programming If 
experimental videos are given first, more jobs are needed based on the videos and 
more complicated techniques are needed to utilize in the data extraction. 
In the data analysis procedure, the polynomial regression model is used. Since 
the polynomial model is easy to be understood and the result is acceptable, we 
choose it as the final model. Actually other nonlinear models can also be tried. 
It is also meaningful to compare the results from different regression models and 
choose the best one. 
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