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A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION
FOR A CLASSICAL SYSTEM OF PARTICLES
IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Abstract. In this paper we present a rigorous derivation of a new kinetic equation describing the
limiting behavior of a classical system of particles with three particle instantaneous interactions,
which are modeled using a non-symmetric version of a ternary distance. The equation, which we
call ternary Boltzmann equation, can be understood as a step towards modeling a dense gas in
non-equilibrium.
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1. Introduction
The Boltzmann equation is the central equation of collisional kinetic theory. It is a nonlinear
integro-differential equation giving the statistical description of a dilute gas in non-equilibrium in
Rd, for d ≥ 2. It is given by{
∂tf + v · ∇xf = Q2(f, f), (t, x, v) ∈ (0,∞)× Rd × Rd,
f(0, x, v) = f0(x, v), (x, v) ∈ Rd × Rd,
(1.1)
where the unknown function f : [0,∞)×Rd×Rd → R represents the probability density of finding
a molecule of the gas in position x ∈ Rd, with velocity v ∈ Rd, at time t ≥ 0, and f0 : Rd×Rd → R
is the initial probability density of the gas. The expression Q2(f, f) on the right hand side of (1.1)
is the collisional operator which is an appropriate quadratic integral operator acting on f , taking
into account binary interactions of a pair of gas particles. Its exact form depends on the type
of interaction between particles. Since the gas is assumed to be very dilute, interactions among
three particles or higher order interactions are neglected due to much lower probability of occurring
compared to binary.
However, when the gas is dense enough, higher order interactions are much more likely to hap-
pen, therefore they produce a significant effect to the evolution of the gas and one needs to take
them into consideration. An example of such a situation is a colloid, which is a homogeneous
non-crystalline substance consisting of either large molecules or ultramicroscopic particles of one
substance dispersed through a second substance. As pointed out in [40], interactions among three
particles seriously contribute to the grand potential of a colloidal gas, therefore they play a crucial
role in its evolution. A surprising but very important result of [40] is that interactions among three
interacting particles actually depend on the sum of the distances between particles, as opposed to
depending on different geometric configurations among interacting particles. This observation is
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apparently of invaluable computational importance since it significantly simplifies numerical calcu-
lations on three particle interactions. The results of [40] have been further verified experimentally
e.g. [18] and numerically e.g. [33].
1.1. The program introduced and the goal of this paper. Motivated by the observations
of [40] and the fact that the Boltzmann equation is valid only for very dilute gases, we aim to
introduce and rigorously derive (from a system of classical particles) a kinetic model which goes
beyond binary interactions. In particular, our long term goal is to incorporate a sum of higher order
interactions terms in (1.1), so that the new equation gives a more accurate description of denser
gases in non-equilibrium. Such an equation would be of the form
∂tf + v · ∇xf =
m∑
k=2
Qk(f, f, · · · , f︸ ︷︷ ︸
k-times
), (t, x, v) ∈ (0,∞)× Rd × Rd,
f(0, x, v) = f0(x, v), (x, v) ∈ Rd × Rd,
(1.2)
where, for k = 1, ...,m, the expression Qk(f, f, · · · , f︸ ︷︷ ︸
k-times
) is the k-th order collisional operator and
m ∈ N is the accuracy of the approximation depending on the density of the gas in some sense.
Notice that for m = 2, equation (1.2) reduces to the classical Boltzmann equation (1.1).
The task of rigorously deriving an equation of the form (1.2) from a classical many particle
system, even for the case m = 2, is a challenging problem that has been settled only in certain
situations; for hard-sphere interactions, the analysis was pioneered by Lanford [36] and recently
completed by Gallagher, Saint-Raymond, Texier [25], while for short-range potentials, it has been
done in [35, 25, 39]. Up to our knowledge, the casem = 3 has not been studied at all. In addition to
understanding binary interactions and interactions among three particles, the case m = 3 requires
careful analysis of their mutual interactions. We leave this challenging task for a future work and
in this paper we focus on rigorously deriving a purely ternary equation, which itself brings a lot
of challenges due to combinatorial and configurational intricacies of evolving in time interactions
among three particles. We derive an equation of the form{
∂tf + v · ∇xf = Q3(f, f, f), (t, x, v) ∈ (0,∞)× Rd × Rd,
f(0, x, v) = f0(x, v), (x, v) ∈ Rd × Rd,
(1.3)
where Q3(f, f, f) is the ternary collisional operator which is an integral operator of cubic order in
f . We refer to (1.3) as the ternary Boltzmann equation.
We note that attempts for generalization of the Boltzmann equation to denser gases using formal
density expansions have been made in the past, see e.g. [14, 28, 31, 42], but in a different context
than ours.
1.2. Ternary interactions. In a typical, dilute hard-sphere gas, the probability of a simultaneous
contact of three hard-spheres is very small compared to e.g. the situation when one of the three
particles is in simultaneous contact with two other particles. Motivated by this observation and the
fact that, according to [40], interactions among three particles are determined by the sum of the
distances of the interacting particles, we introduce the notion of an interaction of three particles
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based on a non-symmetric version of a ternary distance. More precisely, we introduce the ternary
distance as follows
d(x1;x2, x3) :=
√
|x1 − x2|2 + |x1 − x3|2, x1, x2, x3 ∈ Rd. (1.4)
Notice that d(x1;x2, x3) is not symmetric in general; it is symmetric with respect to the last two
arguments only.
Having defined the ternary distance, we introduce the notion of a ternary interaction. Let ǫ > 0
and consider three particles i, j, k with positions and velocities (xi, vi), (xj , vj), (xk, vk) ∈ R2d. We
say that the particles i, j, k are in (i; j, k) ternary ǫ-interaction1 if the following geometric condition
holds:
d2(xi;xj , xk) = |xi − xj |2 + |xi − xk|2 = 2ǫ2. (1.5)
The parameter ǫ above is called interaction zone.
Heuristically speaking, an (i; j, k) interaction expresses interaction of the particle i with the pair
of uncorrelated particles (j, k) with respect to the ǫ-dependent ternary distance defined in (1.4).
By uncorrelated, we mean that particles j, k are not directly affected by each other. For example,
Figure 1.1 shows particles that are not in ternary interaction, while Figure 1.2 offers two examples
xi
2ǫ
xj
xk
2ǫ
Figure 1.1. d2(xi;xj , xk) > 2ǫ
2.
of particles which are in ternary interaction.
xi
ǫ
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xk
ǫ
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√
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2
2
ǫ
Figure 1.2. d2(xi;xj , xk) = 2ǫ
2.
Remark 1.1. One can ask why we chose to work with the ternary distance introduced in (1.4)
rather than with the symmetric version given by
d(x1, x2, x3) :=
√
|x1 − x2|2 + |x1 − x3|2 + |x2 − x3|2, x1, x2, x3 ∈ Rd. (1.6)
1when not ambiguous, we will refer to (i; j, k) ternary ǫ-interaction as (i; j, k) interaction.
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The reason for this is due to the fact that the ternary interaction (1.5) with the distance given
by (1.4) allows more geometric configurations than the one that would rely on symmetric distance.
For instance, in the case of particles that are hard-spheres of diameter ǫ, the interaction based
on symmetric distance would allow only the configuration when the three hard-spheres are in a
simultaneous contact, while the one that we work with allows multiple configurations, and is hence
less restrictive.
Let us now describe how velocities instantaneously transform when a ternary interaction happens.
Consider an (i; j, k) ternary ǫ-interaction i.e.
|xi − xj |2 + |xi − xk|2 = 2ǫ2. (1.7)
Let v∗i , v
∗
j , v
∗
k denote the velocities of the interacting particles after the interaction. Assuming the
particles are of equal mass m = 1, we consider the interaction to be elastic i.e. the three particle
momentum-energy system is satisfied:
v∗i + v
∗
j + v
∗
k = vi + vj + vk, (1.8)
|v∗i |2 + |v∗j |2 + |v∗k|2 = |vi|2 + |vj |2 + |vk|2. (1.9)
Now we introduce the relative positions re-scaled vectors
ω˜1 :=
xj − xi√
2ǫ
, ω˜2 :=
xk − xi√
2ǫ
. (1.10)
Notice that (1.7) implies (ω˜1, ω˜2) ∈ S2d−11 , where S2d−11 denotes the (2d− 1)-unit sphere i.e.
|ω˜1|2 + |ω˜2|2 = 1. (1.11)
We shall call the vectors ω˜1, ω˜2 impact directions of the interaction. Since the i particle interacts
with the pair of uncorrelated particles (j, k), we assume the velocities vj , vk transform with respect
to the impact directions unit vector i.e.(
v∗j
v∗k
)
=
(
vj
vk
)
− c
(
ω˜1
ω˜2
)
, (1.12)
for some c ∈ R. We note that once we added condition2 (1.12) to the system (1.8)-(1.9), the new
system has a unique solution that algebraically characterizes the conservation of momentum and
energy for the type of ternary interaction defined in (1.5).
It is straightforward to verify that (1.8)-(1.9), (1.12) yield the collision formulas
v∗i = vi +
〈ω˜1, vj − vi〉+ 〈ω˜2, vk − vi〉
1 + 〈ω˜1, ω˜2〉 (ω˜1 + ω˜2),
v∗j = vj −
〈ω˜1, vj − vi〉+ 〈ω˜2, vk − vi〉
1 + 〈ω˜1, ω˜2〉 ω˜1,
v∗k = vk −
〈ω˜1, vj − vi〉+ 〈ω˜2, vk − vi〉
1 + 〈ω˜1, ω˜2〉 ω˜2,
(1.13)
Throughout the paper, when an (i; j, k) interaction happens, we assume that velocities of the
interacting particles instantaneously transform according to the collisional law
(vi, vj , vk)→ (v∗i , v∗j , v∗k). (1.14)
2we note that (1.12) is the ternary analogue of the condition that appears when one considers binary interactions,
see e.g. [25].
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1.3. Phase space and the equation derived. Now we are ready to introduce the phase space
that will be used throughout this paper to describe the evolution of a system of N -particles of ǫ-
interaction zone. Roughly speaking particles will perform free motion as long as they are far enough,
with respect to the distance (1.4), and they will instantaneously transform velocities according to
the collisional law (1.14) when they interact. Recall that in this paper we pursue only ternary
interactions analysis, thus the phase space will take into account only those.
Definition 1.2. Let d ∈ N, with d ≥ 2, N ∈ N and ǫ > 0. The phase space of the N -particle
system of ǫ-interaction zone is defined as:
DN,ǫ =
{
ZN = (XN , VN ) ∈ R2dN : d2(xi;xj , xk) ≥ 2ǫ2 ∀(i, j, k) ∈ IN
}
, (1.15)
where
d2(xi;xj , xk) = |xi − xj |2 + |xi − xk|2, (1.16)
and
XN = (x1, ..., xN ) ∈ RdN , VN = (v1, ..., vN ) ∈ RdN ,
represent the positions and velocities of the N -particles, and
IN =
{
(i, j, k) ∈ {1, ..., N}3 : i < j < k
}
.
Remark 1.3. As it becomes apparent from Definition 1.2, we assume that the N -particles are
ordered and we take into account (being the boundary of the phase space) only (i; j, k) interactions,
for 1 ≤ i < j < k ≤ N . This is just an assumption simplifying the combinatorics occurring from
three particle interactions. One can alternatively work with the phase space taking into account all
ternary interactions i.e.
D˜N,ǫ =
{
ZN = (XN , VN ) ∈ R2dN : d2(xi;xj , xk) ≥ 2ǫ2, d2(xj ;xi, xk) ≥ 2ǫ2,
and d2(xk;xi, xj) ≥ 2ǫ2, ∀i, j, k ∈ {1, ..., N} with i 6= j, i 6= k , j 6= k
}
,
and obtain the same results. For convenience, we opt to work with the phase space (1.15).
Let us now describe the evolution in time of such a system. Consider an initial configuration
ZN ∈ DN,ǫ. The motion is described as follows:
(I) Particles are assumed to perform rectilinear motion as long as there is no interaction i.e.
ZN(t) = (XN (t) , VN (t)) = (XN + tVN , VN ), as long as
d2 (xi + τvi;xj + τvj , xk + τvk) > 2ǫ
2, ∀τ ∈ [0, t), ∀(i, j, k) ∈ IN .
(1.17)
(II) Assume now that an initial configuration ZN = (XN , VN ) has evolved until time t > 0,
reaching ZN(t) = (XN (t), VN (t)), and there is an (i; j, k) interaction at time t. Then the
velocities vi(t), vj(t), vk(t) instantaneously transform according to the collisional law (1.14)
i.e.
(vi(t), vj(t), vk(t))→ (v∗i (t), v∗j (t), v∗k(t)), (1.18)
where v∗i (t), v
∗
j (t), v
∗
k(t) are given by (1.13) with impact directions
ω˜1 =
xj(t)− xi(t)√
2ǫ
, ω˜2 =
xk(t)− xi(t)√
2ǫ
.
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We remark that it is not at all obvious that (I)-(II) produce a well defined dynamics, since the
evolution is not smooth in time, and the system can possibly run into pathological configurations.
In the case of binary interactions, the analogous result has been established in the work of Alexander
[2], but that work does not apply to the notion of ternary interaction used in this paper. However,
we were able to prove (see Theorem 4.16) that a global in time, measure-preserving flow can be
defined for almost all initial configurations. In particular, in order to go from local in time to global
in time flow we establish the following crucial fact - if a triplet of particles was in the interaction
then as the system evolves in time the subsequent interaction cannot involve the same triplet of
particles. For more details on the establishment of the flow, see Subsection 2.2.
The global measure-preserving interaction flow established yields the Liouville equation for the
evolution fN of an initial N -particle of ǫ-interaction zone probability density fN,0:
∂tfN +
N∑
i=1
vi · ∇xifN = 0, (t, ZN ) ∈ (0,∞)× D˚N,ǫ,
fN (t, ZN ) = fN(t, Z
∗
N ), whenever d
2(xi;xj , xk) = 2ǫ
2 only for (i, j, k) ∈ IN .
fN (0, ZN) = fN,0(ZN ), ZN ∈ D˚N,ǫ,
(1.19)
where
Z∗N = (XN , V
∗
N ),
V ∗N = (v1, ..., vi−1, v
∗
i , vi+1, ..., vj−1, v
∗
j , vj+1, ..., vk−1, v
∗
k, vk+1, ..., vN ).
Although (1.19) is a linear transport equation, efficiently solving it is almost impossible in case where
the particle number N is very large. This is why an accurate statistical description is welcome, and
to obtain it one wants to understand the limiting behavior of (1.19) as N →∞ and ǫ→ 0+, with
the hope that qualitative properties of (1.19) will be revealed for a large but finite N .
Letting the number of particles N →∞ and the interaction zone ǫ→ 0+ in the new scaling:
Nǫd−
1
2 ≃ 1, (1.20)
we derive the ternary Boltzmann equation{
∂tf + v · ∇xf = Q3(f, f, f), (t, x, v) ∈ (0,∞)× Rd × Rd,
f(0, x, v) = f0(x, v), (x, v) ∈ Rd × Rd.
(1.21)
Here f represents the probability density of finding a molecule of the gas in position x ∈ Rd, with
velocity v ∈ Rd at time t > 0, and f0 is the initial probability density of the gas. The expression
Q3(f, f, f) is the ternary collisional operator, given by:
Q3(f, f, f) =
ˆ
S
2d−1
1 ×R2d
b+ (f
∗f∗1 f
∗
2 − ff1f2) dω1 dω2 dv1 dv2, (1.22)
where
b+ = max{b, 0},
b = b(ω1, ω2, v1 − v, v2 − v) := 〈ω1, vs+1 − vi, vs+2 − vi〉,
f∗ = f(t, x, v∗), f = f(x, t, v),
f∗1 = f
∗
1 (t, x, v
∗
1), f1 = f(t, x, v1),
f∗2 = f
∗
2 (t, x, v
∗
2), f2 = f(t, x, v2),
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and is of cubic order.
It is interesting to point out that the ternary Boltzmann equation (1.21) enjoys similar statistical
properties as the actual Boltzmann equation. In particular, we show that the local conservation laws
hold as well as the H-Theorem, at least for sufficiently nice solutions. Also entropy is minimized
by Maxwellian distributions, and Maxwellians are the unique stationary solutions of (1.21). These
properties illustrate that our model has a desired physical properties, analogous to properties of
solutions to the Boltzmann equation itself.
1.4. Strategy of the derivation. Now the natural question is: how do we pass from the N -
particle dynamics (1.19) to the statistical kinetic description of the ternary equation (1.21)? We
implement the program that was pioneered by Lanford [36] and recently refined by Gallagher,
Saint-Raymond, Texier [25] for deriving the classical Boltzmann equation (1.1) for hard-spheres in
the Boltzmann-Grad scaling
Nǫd−1 ≃ 1. (1.23)
This program has been implemented in the case of short range potentials too e.g. [35, 25, 39]. It
is built on deriving linear finite and infinite hierarchies of equations, and connecting them with
the Boltzmann equation (1.1). However, to the best of our knowledge, the program has not been
explored outside of the context of binary interactions. By generalizing the program to allow consid-
eration of ternary particle interactions, we illustrate that the program is universal enough. However
to make it applicable to ternary interactions we follow evolution in time of ternary particle inter-
actions, that inform new mathematical arguments described below.
We show that the solutions of the finite hierarchy, which are marginal densities of the solution to
the Liouville equation (1.19), converge in observables to the corresponding solutions of the infinite
hierarchy in the new scaling (1.20). This is achieved by repeatedly using Duhamel’s formula for
the finite and infinite hierarchy respectively and comparing the corresponding series expansions.
However this is not immediate to do because of the divergences of the finite particle flow and
the free flow, due to the ternary interactions of particles in the finite particle case. To overcome
this problem, we develop new geometric and combinatorial estimates, that help us extract small
measure sets of initial data which lead to these diverging trajectories. The problem of divergence
is present in the derivation of the classical Boltzmann equation as well, see [36, 25], but our case
is significantly more complex. In particular, controlling post-collisional configurations requires
completely new treatment. To achieve that, we need to explicitly calculate the Jacobian of ternary
interactions with respect to relative positions, and estimate the surface measure of sets of the form
(Kdρ × Rd) ∩ S, where Kdρ is a d-dimensional solid cylinder of radius ρ and S is an appropriate
2d-dimensional ellipsoid. Those technical results are obtained in Section 9. For more details on the
difficulties encountered, see Subsection 2.2.
Acknowledgements. I.A. gratefully acknowledges support from NSF grant DMS-1516228. N.P.
gratefully acknowledges support from NSF grant DMS-1516228 and DMS-1840314. Authors are
thankful to Thomas Chen, Irene Gamba, Philip Morrison and Maja Taskovic´ for helpful discussions
regarding physical and mathematical aspects of the problem. Also authors would like to thank
Ryan Denlinger for his constructive suggestions regarding geometric estimates in this paper.
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2. A map of the paper and statement of the main results
In this section, we outline the main steps of the derivation of the ternary equation (1.3), followed
by a description of difficulties encountered along the way and strategies for addressing them.
2.1. Towards the statement of the main results. We pursue analysis of ternary interactions
among particles in the following way:
• Step 1: We informally state the first main result of this paper which crucially uses the fact
that as the finite system of particles evolves time it does not allow consecutive interactions
involving the same triplet of particles. For a rigorous statement see Theorem 4.16, and for
a description of difficulties encountered when establishing this result, see Subsection 2.2.
Existence of a global flow : Let m ∈ N and 0 < σ << 1. There is a global in time
measure-preserving flow (Ψtm)t∈R : Dm,σ → Dm,σ described a.e. by (1.17)-(1.18) which
preserves kinetic energy. This flow is called the σ-interaction zone flow of m-particles or
simply the interaction flow.
• Step 2: Identifying relevant equations:
(a) We integrate by parts the Liouville equation (1.19) to obtain a finite linear hierarchy of
equations for the sequence of marginals FN = (f
(s)
N )s∈N of fN , where fN is the solution
to the Liouville equation, with initial data fN,0. More precisely, the marginals of fN
are introduced by:
f
(s)
N (Zs) =
ˆ
R2d(N−s)
fN (ZN )1DN,ǫ(ZN ) dxs+1... dxN dvs+1... dvN , 1 ≤ s < N,
f
(s)
N = fN , s = N,
f
(s)
N = 0, s > N,
where for Zs = (Xs, Vs) ∈ R2ds, we write ZN = (Xs, xs+1, ..., xN , Vs, vs+1, ..., vN ).
The time evolution of marginals is decribed by the BBGKY hierarchy3:
∂tf
(s)
N +
∑s
i=1 vi · ∇xif (s)N = CNs,s+2f (s+2)N , 1 ≤ s ≤ N,
f
(s)
N (t, Z
∗
s ) = f
(s)
N (t, Zs), if d
2(xi;xj , xk) = 2ǫ
2, only for (i, j, k) ∈ Is
f
(s)
N (0, Zs) = f
(s)
N,0(Zs),
(2.1)
where for 1 ≤ s ≤ N − 2, BBGKY hierarchy collisional operator CNs,s+2 is given by:
CNs,s+2f (s+2)N (t, Zs) = AN,ǫ,s
s∑
i=1
ˆ
S
2d−1
1 ×R2d
b+(ω1, ω2, vi, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
×
[
f (s+2)
(
t, Zi∗s+2,ǫ
)− f (s+2) (t, Zis+2,ǫ)] dω1 dω2 dvs+1 dvs+2.
(2.2)
3Bogoliubov, Born, Green, Kirkwood, Yvon
A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION 11
We use the notation:
AN,ǫ,s = 2
d−2(N − s)(N − s− 1)ǫ2d−1,
b+ = max{b, 0},
b = b(ω1, ω2, vs+1 − vi, vs+2, vi) := 〈ω1, vs+1 − vi, vs+2 − vi〉,
Zis+2,ǫ = (Xs, xi −
√
2ǫω1, xi −
√
2ǫω2, v1, ..., vi−1, vi, vi+1, ..., vs, vs+1, vs+2)
Zi∗s+2,ǫ = (Xs, xi +
√
2ǫω1, xi +
√
2ǫω2, v1, ..., vi−1, v∗i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
We also write
CNs,s+2 ≡ 0, s ≥ N − 1.
Duhamel’s Formula yields that the BBGKY hierarchy can be written in mild form as
follows:
f
(s)
N (t, Zs) = T
t
sfN,0(Zs) +
ˆ t
0
T t−τs CNs,s+2f (s+2)N (τ, Zs) dτ, s ∈ N, (2.3)
where for any measurable function gs : Ds,ǫ → R, we write
T tsgs(Zs) := gs(Ψ
−t
s Zs),
and Ψts : Ds,ǫ → Ds,ǫ is the ǫ-interaction zone flow of s-particles.
(b) Formally taking the limit of the expression (2.2) as N →∞, ǫ→ 0+ under the scaling
(1.20), we obtain an infinite linear coupled hierarchy, the Boltzmann hierarchy,
for the sequence of functions F = (f (s))s∈N, with initial data F0 = (f
(s)
0 )s∈N. The
Boltzmann hierarchy is given by:{
∂tf
(s) +
∑s
i=1 vi · ∇xif (s) = C∞s,s+2f (s+2), s ∈ N,
f (s)(0, Zs) = f
(s)
0 (Zs),
(2.4)
where for s ∈ N, the Boltzmann hierarchy collisional operator C∞s,s+2 is given by:
C∞s,s+2f (s+2)(t, Zs) =
s∑
i=1
ˆ
S
2d−1
1 ×R2d
b+(ω1, ω2, vi, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
×
[
f (s+2)
(
t, Zi∗s+2
)− f (s+2) (t, Zis+2)] dω1 dω2 dvs+1 dvs+2.
(2.5)
We use the notation
b+ = max{b, 0},
b = b(ω1, ω2, vs+1 − vi, vs+2, vi) = 〈ω1, vs+1 − vi, vs+2 − vi〉,
Zis+2 = (Xs, xi, xi, v1, ..., vi−1, vi, vi+1, ..., vs, vs+1, vs+2),
Zi∗s+2 = (Xs, xi, xi, v1, ..., vi−1, v
∗
i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
Duhamel’s Formula yields that the Boltzmann hierarchy can be written in mild form
as follows:
f (s)(t, Zs) = S
t
sf0(Zs) +
ˆ t
0
St−τs C∞s,s+2f (s+2)(τ, Zs) dτ, s ∈ N, (2.6)
where for any measurable function gs : R
2ds → R, we write
Stsgs(Zs) := gs(Φ
−t
s Zs),
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where Φts : R
2ds → R2ds is the s-particle free flow of s-particles defined by
StsZs = S
t
s(Xs, Vs) = (Xs − tVs, Vs).
(c) It can be observed that the anzatz f⊗s(Zs) =
∏s
i=1 f(zi) is a solution to the Boltz-
mann hierarchy (2.4), with factorized initial data f⊗s0 (Zs) =
∏s
i=1 f0(zi), if f satisfies
the ternary Boltzmann equation (1.21). This observation connects the Boltzmann
hierarchy with the ternary Boltzmann equation.
• Step 3: Proof of local in time well-posedness (LWP), by which we mean existence, unique-
ness and continuous dependence of the solution with respect to initial data, for BBGKY
hierarchy (2.1), Boltzmann hierarchy (2.4) and the ternary Boltzmann equation (1.21).
(See vertical lines in Figure 2.1 below). Since this is the first time equation (1.21) and
hierarchies (2.1), (2.4) appear it is important to establish some a-priori bounds. Then, to
achieve LWP, we run a fixed-point argument in appropriate energy-weighted L∞-spaces.
• Step 4: Convergence in observables4 of the solution to the BBGKY hierarchy to the solution
of the Boltzmann hierarchy under the scaling (1.20). (See horizontal lines in Figure 2.1
below).
This is our main result and it completes the derivation. We state it here informally. For
a rigorous statement of the result see Theorem 7.5.
Statement of the main result : Let F0 be initial data for the Boltzmann hierarchy, and
FN,0 be some BBGKY hierarchy initial data which “approximate” F0 as N → ∞, ǫ → 0+
under the scaling (1.20). Let FN be the solution to the BBGKY hierarchy (2.1) with initial
data FN,0, and F the solution to the Boltzmann hierarchy (2.4), with initial data F0, up to
short time T > 0. Then FN converges in observables to F in [0, T ] as N → ∞, ǫ → 0+,
under the scaling (1.20).
The convergence obtained implies that the solution of the finite hierarchy indeed approx-
imates the solution of the infinite hierarchy in [0, T ], as N → ∞, ǫ → 0+ in the scaling
(1.20). For factorized initial data (initial independence assumption) the Boltzmann hier-
archy reduces to the ternary Boltzmann equation (1.21). Therefore, the ternary equation
derived gives an accurate description of a gas which consists of a very large number of
initially independent particles in non-equilibrium.
We summarize the program in Figure 2.1.
2.2. Main difficulties. The main difficulties in our work arise when trying to establish ternary
interactions dynamics and when proving convergence of the BBGKY hierarchy to the Boltzmann
hierarchy. These steps are necessary in the binary case as well, but in our case they are much
harder because of the higher geometric and combinatorial complexity that ternary interactions
involve. More specifically, the main difficulties faced in this work are the following:
(i) Dynamics: Since it is the first time, up to our knowledge, that ternary interactions dynamics
appears in literature, we need to rigorously define the interaction flow. It is not hard to
find configurations which run into pathological trajectories i.e. multiple interactions, grazing
4by which we mean an appropriate notion of weak-convergence in velocities, which is uniform in compacts in
space, and uniform in [0, T ].
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t=0:     FN,0
 LWP     FN(t)
t=T:     FN(T)
F0
F(t) LWP
F(T)
conv in obs.
conv in obs.
N
N
N
Figure 2.1. Outline of the program.
LWP: Local well-posedness
Conv. in obs.: Convergence in observables
FN (t) : solution of the BBGKY hierarchy in [0, T ] with initial data FN,0.
F (t) : solution of the Boltzmann hierarchy in [0, T ] with initial data F0.
interactions and infinitely many interactions in a finite time. To overcome this problem, we
show that a measure-preserving interaction flow which preserves kinetic energy is well-defined
for a.e. configuration in the phase space (1.15), see Theorem 4.16. The proof of Theorem 4.16
is achieved in the following steps:
• Construction of local in time interaction flow: We show that a.e. initial configuration
ZN ∈ Dm,σ follows a collision free trajectory up to a small time, the first collision time,
depending on ZN .
• Introducing a small time parameter δ > 0, we eliminate, up to small measure, sets
of configurations which run into pathological trajectories in (0, δ], and show that the
interaction flow is measure-preserving on the complement and it preserves kinetic energy.
The elimination is achieved by appropriately covering these pathological sets, and showing
that the covering has small measure with respect to δ. This elimination process is much
harder than the binary case because of the combinatorics induced by ternary collisions.
Moreover, the loss of symmetry in the ternary collision condition requires more elaborate
geometric estimates which are not needed in the binary case due to spherical symmetry.
The fact that the interaction flow is measure-preserving and preserves energy follows from
the fact that it is point-wise composed by measure and energy preserving transformations.
• Extension to a global interaction flow: We inductively apply the previous arguments
with time step δ to define the interaction flow globally in time on the complement of
a pathological set of initial configurations. We then let δ → 0, and show that this
pathological set is of measure zero.
(ii) Recollisions: The main idea to obtain convergence (Theorem 7.5) is to inductively use mild
forms (2.3), (2.6) of the BBGKY hierarchy and Boltzmann hierarchy respectively, to formally
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obtain the following series expansions, with respect to the initial data:
f
(s)
N (t, Zs) = T
t
sf
(s)
N,0(Zs) +
∞∑
k=1
ˆ t
0
ˆ t1
0
...
ˆ tk−1
0
T t−t1s CNs,s+2T t1−t2s+2 ...
...CNs+2k−2,s+2kT tks+2kf (s+2k)N,0 (Zs) dtk... dt1, (2.7)
f (s)(t, Zs) = S
t
sf
(s)
0 (Zs) +
∞∑
k=1
ˆ t
0
ˆ t1
0
...
ˆ tk−1
0
St−t1s C∞s,s+2St1−t2s+2 ...
...C∞s+2k−2,s+2kStks+2kf (s+2k)0 (Zs) dtk... dt1. (2.8)
Comparing expressions (2.7)-(2.8), we expect to obtain the required convergence under the
scaling (1.20) since f
(s)
N,0 “approximates” f
(s)
0 under the same scaling. However it is not possible
to directly compare (2.7)-(2.8) because of the possible divergence of the backwards interaction
flow from the free flow, which we call recollisions.. Elimination of recollisions is achieved
by using some delicate geometric arguments to extract small measure sets of pathological
initial data, up to truncation parameters, which lead to recollisions. On the complement
expansions (2.7)-(2.8) are comparable. In the limit, the measure of these pathological sets
is negligible, thus we obtain the required convergence. Compared to the binary case, the
elimination process is significantly more difficult. First the combinatorics induced by the
ternary collisions makes the construction of the pathological sets much more complicated, see
Sections 10-11. Furthermore, measure estimates of these sets are more delicate because of the
loss of symmetry in the ternary collision condition, therefore more careful geometric treatment
is needed, see Sections 9-11.
After some reductions due to the a-priori estimates developed in Section 8, the main idea
for eliminating recollisions is an inductive application of Proposition 10.2 and Proposition
10.5. Those two Propositions control the adjunction of a pair of collisional particles to a given
configuration. More precisely:
(I) Proposition 10.2 enables us to extract a pathological set of added collisional particles
to a given configuration, such that the backwards interaction flow of the occurring con-
figuration coincides with the backwards free flow. Proposition 10.2 is of combinatorial
nature, making its proof significantly harder than the corresponding binary case results
presented in [36, 25].
(II) Proposition 10.5 provides a quantitative estimate showing that the pathological set
constructed in Proposition 10.2 is of “small” measure up to the truncation parameters.
Its proof is quite elaborate, using delicate geometric arguments discussed thoroughly
in Section 9. To obtain the estimate, we have to distiguish between pre-collisional and
post-collisional adjunctions. More specifically:
• Pre-collisional adjunction: To obtain estimates for the pre-collisional case, we use
some spherical estimates developed in Subsection 9.1. Spherical estimates are
velocities estimates, meaning they are obtained through integration in “small”
velocity sets.
• Post-collisional adjunction: The post-collisional case is significantly harder than
the pre-collisional, and new tools are needed, see Subsection 9.3. We strongly
rely on a new geometric estimate stated in Lemma 9.3. To obtain post-collisional
control, one has to perform integration in relative positions of particles instead
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of velocities. To do that, we first need to distinguish added particles depending
on the size of their cross-section. Particles with “small” cross-section are easily
controlled with a standard geometric estimate on (2d − 1)-spherical shells. For
the rest of added particles, we use the transition map and the explicit estimates
on its Jacobian (see Proposition 9.5) to convert position description to velocity
description, which is more convenient in order to obtain quantitative estimates.
To the best of to our knowledge, it is the first time that this transition map
appears in literature. Non-symmetry of the ternary interaction makes things
subtler than the pre-collisional case. To treat this difficulty, we had to introduce
some new ellipsoidal estimates, see Lemma 9.8, which follow after an isomorphic
distortion of the (2d− 1)-sphere to some (2d− 1)-ellipsoids and an application of
the new Lemma 9.3.
2.3. Organization of the manuscript. Let us briefly describe the main structure of the paper.
• In Section 3, we define the collisional transformation of three interacting particles. This
will be the law under which interacting particles instantaneously transform velocities after
an interaction.
• In Section 4, we define the appropriate phase space which models ternary interactions. We
then establish a measure-preserving interaction flow on this phase space and a Liouville-
type equation. This is our first main result. Existence of the interaction flow is crucial
because it guarantees that almost all configurations evolve “well” in time.
• In Section 5, we derive the BBGKY hierarchy after integrating by parts the Liouville
equation. We then formally take the limit under the scaling (1.20) to heuristically derive
the Boltzmann hierarchy. In the case of factorized initial data, we reduce the Boltzmann
hierarchy to the ternary Boltzmann equation, and study some of its main properties.
• In Section 6, we define mild solutions to the BBGKY hierarchy and Boltzman hierarchy
and the ternary Boltzmann equation in appropriate exponentially weighted L∞-spaces. We
then derive some a-priori bounds to show local well posedness for both hierarchies and the
ternary equation. In the special case of factorized initial data, we show that the Boltzmann
hierarchy reduces to the ternary Boltzmann equation.
• In Section 7, we give the definition of convergence in observables, and intoduce the necessary
vocabulary to address the convergence question.
• In Section 8, we use the a-priori bounds developed in Section 6 to reduce the convergence
proof to term by term convergence of the series (2.7)-(2.8) terms.
Sections 9-12 are devoted to the elimination of recollisions and the convergence proof and
are the heart of our contibution.
• In Section 9, we develop the necessary geometric tools to eliminate recollisions. Many of
these estimates are new, and are inspired by the geometric nature of ternary interactions.
• In Section 10, we subtract a pathological set of initial data such that the backwards inter-
action flow and the backwards free flow coincide on the complement. We then employ the
geometric results developed in Section 9 to show that the pathological set subtracted is of
small measure up to some truncation parameters.
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• In Sections 11-12, we conclude the convergence proof. In particular, in Section 11 we
eliminate recollisions, using results from Section 10, and in Section 12 we combine results
from Sections 8, 11 to prove Theorem 7.5.
2.4. Notation. For convenience, we introduce some basic notation which will be frequently used
throughout the manuscript:
• d ∈ N will be a fixed dimension with d ≥ 2.
• Given x, y ∈ R, we write
x . y ⇔ ∃Cd > 0 : x ≤ Cdy, (2.9)
x ≃ y ⇔ ∃Cd > 0 : x = Cdy, (2.10)
x ≈ y ⇔ ∃C1,d, C2,d > 0 : C1,dy ≤ x ≤ Cd,2y. (2.11)
• Given n ∈ N and A ⊆ Rn, Lebesgue measurable, we write |A|n for the n-Lebesgue measure
of A. Given a hypersurface S ⊆ Rn and a measurable A ⊆ S, we write |A|S for the surface
measure of S induced by the Lebesgue measure in Rn.
• Given n ∈ N, ρ > 0 and w ∈ Rn, we write Bnρ (w) for the n-closed ball of radius ρ > 0,
centered at w ∈ Rn
Bnρ (w) = {x ∈ Rn : |x− w| ≤ ρ} .
In particular, we write
Bnρ := B
n
ρ (0),
for the ρ-ball centered at the origin.
• Given n ∈ N and ρ > 0, we write Sn−1ρ for the (n− 1)-sphere of radius ρ > 0:
S
n−1
ρ = {x ∈ Rn : |x| = ρ} .
• When we write x << y, we mean that there is a small enough constant c > 0, independent
of x, y, such that x < cy. This constant c is appropriately chosen for the calculations to
make sense.
• We use the following notation for the pull-back of a function. Given sets X,Y 6= ∅, a
function Ψ : X → Y and B ⊆ Y we write
[Ψ ∈ B] := Ψ−1(B) = {x ∈ A : Ψ(x) ∈ B}, (2.12)
for the pullback of B under Ψ.
3. Collisional transformation of three particles
In this first section, we define the collisional transformation of three particles, induced by a given
pair of impact directions, and investigate its properties. The collisional transformation will be
the law under which the velocities (v1, v2, v3) of three interacting particles, with impact directions
(ω1, ω2) ∈ S2d−11 , instantaneously transform. The impact directions will in general represent the re-
scaled relative positions of the particles. We also prove that the collisional transformation provides
the general solution of the three particle momentum-energy conservation system, parametrized by
the impact directions.
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For convenience, given (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, let us write
cω1,ω2,v1,v2,v3 =
〈ω1, v2 − v1〉+ 〈ω2, v3 − v1〉
1 + 〈ω1, ω2〉 . (3.1)
Notice that cω1,ω2,v1,v2,v3 is well-defined for all (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, since
1 + 〈ω1, ω2〉 ≥ 1− |ω1||ω2| ≥ 1− 1
2
(|ω1|2 + |ω2|2) = 1
2
. (3.2)
Definition 3.1. Consider impact directions (ω1, ω2) ∈ S2d−11 . We define the collisional transfor-
mation induced by (ω1, ω2) ∈ S2d−11 as
Tω1,ω2 : (v1, v2, v3) ∈ R3d −→ (v∗1 , v∗2 , v∗3) ∈ R3d, (3.3)
where 
v∗1 = v1 + cω1,ω2,v1,v2,v3(ω1 + ω2),
v∗2 = v2 − cω1,ω2,v1,v2,v3ω1,
v∗3 = v3 − cω1,ω2,v1,v2,v3ω2,
(3.4)
and cω1,ω2,v1,v2,v3 is given by (3.1).
Remark 3.2. Notice that the collisional transformation Tω1,ω2 : R
3d → R3d crucially depends on
the choice of the impact directions (ω1, ω2) ∈ S2d−11 . In general different impact directions induce
different collisional transformations.
In the following definition, we introduce the notion of the cross-section which will have a promi-
nent role in the rest of the paper.
Definition 3.3. We define the cross-section b : S2d−11 × R2d → R as:
b(ω1, ω2, ν1, ν2) = 〈ω1, ν1〉+ 〈ω2, ν2〉, (ω1, ω2, ν1, ν2) ∈ S2d−11 × R2d. (3.5)
Remark 3.4. Notice that, given (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, we have
b(ω1, ω2, v2 − v1, v3 − v1) = (1 + 〈ω1, ω2〉) cω1,ω2,v1,v2,v3 . (3.6)
For convenience, given (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, we will write
c = cω1,ω2,v1,v2,v3 , b = b(ω1, ω2, v2 − v1, v3 − v1),
c∗ = cω1,ω2,v∗1 ,v∗2 ,v∗3 , b
∗ = b(ω1, ω2, v∗2 − v∗1 , v∗3 − v∗1).
(3.7)
Remark 3.5. Notice that Cauchy-Schwartz inequality yields
1 + 〈ω1, ω2〉 ≈ 1, ∀(ω1, ω2) ∈ S2d−11 . (3.8)
Indeed, we have
|〈ω1, ω2〉| ≤ |ω1||ω2| ≤ 1
2
(|ω1|2 + |ω2|2) = 1
2
, ∀(ω1, ω2) ∈ S2d−11 ,
thus
1
2
≤ 1 + 〈ω1, ω2〉 ≤ 3
2
, ∀(ω1, ω2) ∈ S2d−11 .
Hence (3.6) yields
b(ω1, ω2, v2 − v1, v3 − v1) ≈ cω1,ω2,v1,v2,v3 , ∀(ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d. (3.9)
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Direct algebraic calculations illustrate the main properties of the collisional tranformation.
Proposition 3.6. Consider a pair of impact directions (ω1, ω2) ∈ S2d−11 . The induced collisional
transformation Tω1,ω2 has the following properties:
(i) Conservation of momentum
v∗1 + v
∗
2 + v
∗
3 = v1 + v2 + v3. (3.10)
(ii) Conservation of energy:
|v∗1 |2 + |v∗2 |2 + |v∗3 |2 = |v1|2 + |v2|2 + |v3|2. (3.11)
(iii) Conservation of relative velocities magnitude:
|v∗1 − v∗2 |2 + |v∗1 − v∗3 |2 + |v∗2 − v∗3 |2 = |v1 − v2|2 + |v1 − v3|2 + |v2 − v3|2. (3.12)
(iv) Micro-reversibility of the cross-section:
b(ω1, ω2, v
∗
2 − v∗1 , v∗3 − v∗1) = −b(ω1, ω2, v2 − v1, v3 − v1). (3.13)
(v) Tω1,ω2 is a linear involution i.e. Tω1,ω2 is linear, and
T−1ω1,ω2 = Tω1,ω2 . (3.14)
In particular,
| detTω1,ω2 | = 1, (3.15)
so Tω1,ω2 is measure-preserving.
Proof. (i) and (ii) are guaranteed by construction. (iii) comes immediately after combining (i) and
(ii). To prove (iv), we use (3.4) to obtain
v∗2 − v∗1 = v2 − v1 − 2cω1 − cω2,
v∗3 − v∗1 = v3 − v1 − 2cω2 − cω1.
Pairing with ω1 and ω2 respectively, adding, using notation from (3.7) and the fact that (ω1, ω2) ∈
S
2d−1
1 , we get
b∗ = 〈ω1, v∗2 − v∗1〉+ 〈ω2, v∗3 − v∗1〉 = 〈ω1, v2 − v1〉+ 〈ω2, v3 − v1〉 − 2c (1 + 〈ω1, ω2〉)
= b− 2b
= −b,
by (3.6). To prove (v), first notice that Tω1,ω2 is linear in velocities. Recalling notation from (3.7),
(iv) together with (3.7) imply that
c∗ + c = 0.
Hence, 
v∗∗1 = v
∗
1 + c
∗(ω1 + ω2) = v1 + (c∗ + c)(ω1 + ω2) = v1,
v∗∗2 = v
∗
2 − c∗ω1 = v2 − (c∗ + c)ω1 = v2,
v∗∗3 = v
∗
3 − c∗ω2 = v3 − (c∗ + c)ω2 = v3,
which implies
T−1ω1,ω2 = Tω1,ω2 .
Moreover,
|det Tω1,ω2 | = 1,
so Tω1,ω2 is measure-preserving. 
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In the rest of this section, we will show that the collisional transformation produces the general
solution of the momentum-energy conservation system of (v1, v2, v3) ∈ R3d which is given by:
v′1 + v
′
2 + v
′
3 = v1 + v2 + v3, (3.16)
|v′1|2 + |v′2|2 + |v′3|2 = |v1|2 + |v2|2 + |v3|2, (3.17)
parametrized by the impact directions (ω1, ω2) ∈ S2d−11 . In (3.16)-(3.17), (v′1, v′2, v′3) ∈ R3d rep-
resents a possible solution of the system. For this purpose, we define the set of solutions to the
system (3.16)-(3.17)
Sv1,v2,v3 :=
{
(v′1, v
′
2, v
′
3) ∈ R3d which satisfy the system given by (3.16)-(3.17)
}
.
Proposition 3.7. Let (v1, v2, v3) ∈ R3d. Then the solutions to the momentum-energy system
(3.16)-(3.17) are given by
Sv1,v2,v3 =

v1 + cω1,ω2,v1,v2,v3(ω1 + ω2)v2 − cω1,ω2,v1,v2,v3ω1
v3 − cω1,ω2,v1,v2,v3ω2
 : (ω1, ω2) ∈ S2d−11
 .
Proof. For convenience, let us write
Av1,v2,v3 :=

v1 + cω1,ω2,v1,v2,v3(ω1 + ω2)v2 − cω1,ω2,v1,v2,v3ω1
v3 − cω1,ω2,v1,v2,v3ω2
 : (ω1, ω2) ∈ S2d−11
 .
A direct calculation shows that the tripletv1 + cω1,ω2,v1,v2,v3(ω1 + ω2)v2 − cω1,ω2,v1,v2,v3ω1
v3 − cω1,ω2,v1,v2,v3ω2
 ,
is a solution to (3.16)-(3.17) i.e.
Sv1,v2,v3 ⊇ Av1,v2,v3 .
Let us now show the opposite inclusion. Consider (v′1, v
′
2, v
′
3) ∈ Sv1,v2,v3 .
(i) Assume first that (v′1, v
′
2, v
′
3) 6= (v1, v2, v3). Conservation of momentum (3.16) implies that
(v′2, v
′
3) 6= (v2, v3). Therefore there exists c 6= 0 and (ω1, ω2) ∈ S2d−11 such that(
v′2
v′3
)
=
(
v2
v3
)
− c
(
ω1
ω2
)
. (3.18)
Conservation of momentum then yields
v′1 = v1 + c(ω1 + ω2),
v′2 = v2 − cω1,
v′3 = v3 − cω2,
(3.19)
where c 6= 0. Substituting (3.19) into (3.17), and using the fact that c 6= 0, we obtain
c = cω1,ω2,v1,v2,v3 ,
given by (3.1). Therefore (v′1, v
′
2, v
′
3) ∈ Av1,v2,v3 .
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(ii) Assuming now that (v′1, v
′
2, v
′
3) = (v1, v2, v3), we choose (ω1, ω2) ∈ S2d−11 such that(
ω1
ω2
)
⊥
(
v2 − v1
v3 − v1
)
⇔ cω1,ω2,v1,v2,v3 = 0.
Notice that there are infinitely many (ω1, ω2) ∈ S2d−11 with this property, since the intersection
of S2d−11 with the hyperplane V =
{(
v2 − v1
v3 − v1
)}⊥
is an ellipse in R2d. That immediately implies
(v′1, v
′
2, v
′
3) ∈ Av1,v2,v3 .
Combining (i)-(ii) we obtain
Sv1,v2,v3 ⊆ Av1,v2,v3 .
The result is proved. 
4. Dynamics of m-particles
In this section we rigorously define the dynamics of m-particles of small interaction zone 0 <
σ << 1. Heuristically speaking particles perform free motion as long as they are not interacting, and
instantaneously transform velocities according to the collisional transformation, defined in Section
3, when they interact. Intuitively, the dynamics is well-defined as long as we have well-separated
in time interactions, such that each of those interactions involves only one triplet. However it is far
from obvious that such a dynamics can be globally defined.
To overcome this problem, we first define the flow up to the first collision time for a.e. con-
figurations, and this flow is measure-preserving. Removing a small measure set, up to truncation
parameters, of pathological initial configurations, we are showing that the motion can be continued
up to the second collision time, the i flow being measure-preserving. Inductively repeating this
process, we define a global in time measure-preserving flow for all initial configurations except a
small measure pathological set, up to the truncation. In the limit, it is shown that the measure of
this pathological set is negligible, therefore a measure-preserving flow is established for almost any
choice of initial configurations, see Theorem 4.16. The strategy of our proof is inspired by Alexander
[2], where a measure-preserving flow is a.e. established for the binary hard-spheres interaction flow.
In our case though, the proof is significantly more complicated due to the higher combinatorial and
geometric complexity induced by ternary collisions.
Throughout this section we consider m ∈ N and 0 < σ << 1.
4.1. Phase space definitions. Let 0 < σ << 1. For m ≥ 3, we define the m-index set of ordered
triplets as:
Im =
{
(i, j, k) ∈ {1, ...,m}3 : i < j < k} . (4.1)
For m ≥ 3, we define the phase space of the m-particles of σ-interaction zone as
Dm,σ =
{
Zm = (Xm, Vm) ∈ R2dm : d2(xi;xj , xk) ≥ 2σ2, ∀(i, j, k) ∈ Im
}
, (4.2)
where
Xm = (x1, ..., xm) ∈ Rdm, Vm = (v1, ..., vm) ∈ Rdm,
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represent the positions and velocities of the m-particles respectively, and
d(xi;xj , xk) =
√
|xi − xj |2 + |xi − xk|2, (4.3)
is the distance in positions of the particles i, j, k.
For convenience we also define
D1,σ ≡ R2d and D2,σ ≡ R4d. (4.4)
Elements of Dm,σ are called configurations.
For m ≥ 3, the phase space Dm,σ decomposes to the interior
D˚m,σ =
{
Zm = (Xm, Vm) ∈ R2dm : d2(xi;xj , xk) > 2σ2, ∀(i, j, k) ∈ Im
}
, (4.5)
and the boundary
∂Dm,σ =
{
Zm = (Xm, Vm) ∈ Dm,σ : ∃(i, j, k) ∈ Im, with d2(xi;xj , xk) = 2σ2
}
=
⋃
(i,j,k)∈Im
Σijk, (4.6)
where Σijk are the collisional surfaces given by:
Σijk =
{
Zm = (Xm, Vm) ∈ Dm,σ : d2(xi;xj , xk) = 2σ2
}
. (4.7)
Elements of D˚m,σ are called non-collisional configurations or just non-collisional, and elements of
∂Dm,σ are called collisional configurations or just collisions.
We further decompose the boundary to simple collisions:
∂scDm,σ = {Zm = (Xm, Vm) ∈ ∂Dm,σ : there is unique (i, j, k) ∈ Im : Zm ∈ Σijk} ,
and multiple collisions:
∂mcDm,σ = {Zm = (Xm, Vm) ∈ ∂Dm,σ : there are (i, j, k) 6= (i′, j′, k′) ∈ Im : Zm ∈ Σijk ∩ Σi′j′k′} .
Notice that in the special case m = 3, we have
∂mcD3,σ = ∅, ∂D3,σ = ∂scD3,σ,
i.e. there are no multiple collisions when we consider only three particles.
Definition 4.1. Let m ≥ 3 and Zm ∈ ∂scDm,σ. Then there is a unique triplet (i, j, k) ∈ Im such
that Zm ∈ Σijk. In this case we will say that Zm is an (i; j, k) simple collision and we will write
Σscijk := {Zm = (Xm, Vm) ∈ ∂scDm,σ : Zm is (i; j, k) simple collision} . (4.8)
Remark 4.2. Notice that
Σscijk ∩ Σsci′j′k′ = ∅, ∀(i, j, k) 6= (i′, j′, k′) ∈ Im,
and ∂scDm,σ decomposes to:
∂scDm,σ =
⋃
(i,j,k)∈Im
Σscijk.
For the purposes of defining a global flow, throughout this section we use the following notation:
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Definition 4.3. Let (i, j, k) ∈ Im and Zm ∈ Σscijk. We introduce
(ω˜1, ω˜2) :=
1√
2σ
(xj − xi, xk − xi) ∈ S2d−11 . (4.9)
Therefore, each (i; j, k) simple collision naturally induces impact directions (ω˜1, ω˜2) ∈ S2d−11 , and a
collisional transformation Tω˜1,ω˜2 .
We also give the following definition:
Definition 4.4. Let m ≥ 3, (i, j, k) ∈ Im and Zm = (Xm, Vm) ∈ Σscijk. We denote
Z∗m = (Xm, V
∗
m),
where
V ∗m = (v1, ..., vi−1, v
∗
i , vi+1, ..., vj−1, v
∗
j , vj+1, ..., vk−1, v
∗
k, vk+1, ..., vm),
and
(v∗i , v
∗
j , v
∗
k) = Tω˜1,ω˜2(vi, vj , vk), (ω˜1, ω˜2) ∈ S2d−11 are given by (4.9).
4.2. Classification of simple collisions. It will be useful to classify simple collisions in order to
eliminate collisions which graze under time evolution. For this purpose, we introduce the following
language:
Definition 4.5. Let m ≥ 3, (i, j, k) ∈ Im and Zm ∈ Σscijk . The configuration Zm is called:
• pre-collisional when
b(ω˜1, ω˜2, vj − vi, vk − vi) < 0,
• post-collisional when
b(ω˜1, ω˜2, vj − vi, vk − vi) > 0,
• grazing when
b(ω˜1, ω˜2, vj − vi, vk − vi) = 0,
where (ω˜1, ω˜2) ∈ S2d−11 is given by (4.9) and b is given by (3.5).
Remark 4.6. Let m ≥ 3, (i, j, k) ∈ Im and Zm ∈ Σscijk. Using (3.13), we obtain the following:
(i) Zm is pre-collisional iff Z
∗
m is post-collisional.
(ii) Zm is post-collisional iff Z
∗
m is pre-collisional.
(iii) Zm = Z
∗
m iff Zm is grazing.
We refine the phase space according to:
D∗m,σ = D˚m,σ ∪ ∂sc,ngDm,σ, (4.10)
where
∂sc,ngDm,σ = {Zm = (Xm, Vm) ∈ ∂scDm,σ : Zm is non-grazing} , (4.11)
is the part of the boundary consisting of simple, non-grazing collisions Notice that D∗m,σ is a
full measure subset of Dm,σ and ∂sc,ngDm,σ is a full surface measure subset of ∂Dm,σ, since its
complement constitutes of lower dimension submanifolds of ∂Dm,σ.
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4.3. Construction of the local flow. Heuristically speaking a configuration will evolve under the
free flow as long as it is in D˚m,σ, and will transform velocities under the collisional transformation
whenever it reaches the boundary in a simple, non-grazing collision. However, in order to establish
a well-defined dynamics, we need to exlude configurations which run into “pathological” trajectories
under time evolution, meaning multiple collisions, grazing collisions or infinitely many collisions in
finite time. In this subsection we show that each Zm ∈ D∗m,σ follows a well-defined trajectory for
short time.
Next Lemma defines the flow for any initial configuration Zm ∈ D∗m,σ up to the time of the first
collision.
Lemma 4.7. Let m ≥ 3 and Zm = (Xm, Vm) ∈ D∗m,σ. Then there is a time τ1Zm ∈ (0,∞] such that
defining Zm(·) : (0, τ1Zm ]→ R2dm by:
Zm(t) = (Xm (t) , Vm (t)) :=

(Xm + tVm, Vm), if Zm is non-collisional or post-collisional,
(Xm + tV
∗
m, V
∗
m), if Zm is pre-collisional,
the following hold:
(i) Zm(t) ∈ D˚m,σ, ∀t ∈ (0, τ1Zm),
(ii) if τ1Zm <∞, then Zm(τ1Zm) ∈ ∂Dm,σ,
(iii) If Zm ∈ Σscijk for some (i, j, k) ∈ Im, and τ1Zm <∞, then Zm(τ1Zm) /∈ Σijk,
The time τ1Zm is called the first (forward) collision time of Zm.
Remark 4.8. One can similarly construct the first backwards collision time of Zm for the backwards
in time evolution of Zm, which will belong to [−∞, 0). We investigate the properties of the first
forward collision time, and similar results hold for the first backwards collision time as well.
Proof. Let us make the convention inf ∅ = +∞. We define
τ1Zm =

inf {t > 0 : Xm + tVm ∈ ∂Dm,σ} , if Zm is post-collisional,
inf {t > 0 : Xm + tV ∗m ∈ ∂Dm,σ} , if Zm is pre-collisional.
(4.12)
• Assume that Zm ∈ D˚m,σ. Since D˚m,σ is open and the free flow is continuous, we obtain
τ1Zm > 0, and claims (i)-(ii) follow immediately from (4.12). Part (iii) is not applicable in
this case.
• Assume now that Zm ∈ ∂sc,ngDm,σ, hence Zm is a simple non-grazing collision. Therefore
we may distinguish the following cases:
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– Zm is an (i; j, k) post-collisional configuration: For any t > 0, we have
d2(xi + tvi;xj + tvj , xk + tvk) = |xi − xj + (vi − vj)t|2 + |xi − xk + (vi − vk)t|2
= |xi − xj |2 + |xi − xk|2 + t2
(|vi − vj |2 + |vi − vk|2)+
+ 2t (〈xi − xj , vi − vj〉+ 〈xi − xk, vi − vk〉)
≥ 2σ2 + 2tb(xj − xi, xk − xi, vj − vi, vk − vi)
> 2σ2, (4.13)
since b(ω˜1, ω˜2, vj − vi, vk − vi) > 0. This inequality and the fact that Zm is simple
collision imply that τ1Zm > 0, and claim (i) holds. Claim (ii) follows from (4.12) and
claim (iii) follows from (4.13).
– Zm is an (i; j, k) pre-collisional configuration: We use the same argument for Z
∗
m which
is (i; j, k) post-collisional, by Remark 4.6.
The result is proved. 
Let us make an elementary, but crucial remark which will turn of fundamental importance when
extending the flow globally in time.
Remark 4.9. For configurations with τ1Zm =∞ the flow is globally defined as the free flow. In the
case where τ1Zm <∞ and Zm(τ1Zm) ∈ ∂sc,ngDm,σ, we may apply Lemma 4.7 once more, considering
Zm(τ
1
Zm
) as initial point, and extend the flow up to the second collision time:
τ2Zm := τ
1
Zm(τ1Zm )
.
Moreover, if τZm <∞ and Zm(τ1Zm) ∈ Σscijk for some (i, j, k) ∈ Im, part (iii) of Lemma 4.7 implies
that:
Zm(τ
2
Zm) /∈ Σijk.
4.4. Extension to a global interaction flow. In this subsection, we extract a null set from D∗m,σ
such that the flow is globally defined for positive times on the complement. For this purpose, we
first truncate positions and velocities considering two parameters 1 < R < ρ, and then truncate
time with a small parameter δ in the scaling:
0 < δR << σ << 1 < R < ρ. (4.14)
Let us note that similar results can be obtained for negative times as well.
Throughout this subsection, we consider parameters satisfying the scaling (4.14). Recall that
given r > 0 we denote the dm-ball of radius r > 0, centered at the origin, as:
Bdmr =
{
x ∈ Rdm : |x| ≤ r} . (4.15)
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We first assume initial positions are in Bdmρ and initial velocities in B
dm
R . For m ≥ 3, we
decompose D∗m,σ ∩ (Bdmρ ×BdmR ) in the following subsets:
Ifree :=
{
Zm = (Xm, Vm) ∈ D∗m,σ ∩ (Bdmρ ×BdmR ) : τ1Zm > δ
}
,
I1sc,ng :=
{
Zm = (Xm, Vm) ∈ D∗m,σ ∩ (Bdmρ ×BdmR ) : τ1Zm ≤ δ, Zm(τ1Zm) ∈ ∂sc,ngDm,σ,
and τ2Zm > δ
}
,
I1sc,g :=
{
Zm = (Xm, Vm) ∈ D∗m,σ ∩ (Bdmρ ×BdmR ) : τ1Zm ≤ δ, Zm(τ1Zm) ∈ ∂scDm,σ,
but Zm(τ
1
Zm) is grazing
}
,
I1mc :=
{
Zm = (Xm, Vm) ∈ D∗m,σ ∩ (Bdmρ ×BdmR ) : τ1Zm ≤ δ, Zm(τ1Zm) ∈ ∂mcDm,σ
}
,
I2sc,ng :=
{
Zm = (Xm, Vm) ∈ D∗m,σ ∩ (Bdmρ ×BdmR ) : τ1Zm ≤ δ, Zm(τ1Zm) ∈ ∂sc,ngDm,σ,
but τ2Zm ≤ δ
}
.
(4.16)
Notice that for Zm ∈ Ifree ∪ I1sc,ng, thanks to Lemma 4.7, the flow is well defined up to time δ, and
there occurs at most one simple non-grazing collision in (0, δ]. We aim to estimate the measure of
I1sc,g ∪ I1mc ∪ I2sc,ng, up to the truncation parameters.
4.4.1. Covering arguments. In this part of the subsection, we make a shell-like covering of the set
I1mc ∪ I2sc,ng in a way that we can estimate the measure of the coverings. In particular, Lemma 4.10
is a crucial tool which serves as the inductive step to eliminate pathological initial configurations
which lead to multiple collisions or infinitely many collisions in a finite time. Shell covering is used
in the binary case as well, see Alexander [2], however combinatorics of the ternary case makes this
covering argument much more delicate than the one needed for the binary case. Let us note that
similar coverings can be obtained for the backwards in time flow as well.
Lemma 4.10. For m ≥ 4, the following inclusion holds:
I1mc ∪ I2sc,ng ⊆
⋃
(i,j,k) 6=(i′,j′,k′)∈Im
(Uijk ∩ Ui′j′k′) ,
where, given (i, j, k) ∈ Im, we denote
Uijk =
{
Zm = (Xm, Vm) ∈ Bdmρ ×BdmR : 2σ2 ≤ d2(xi;xj , xk) ≤ (
√
2σ + 4δR)2
}
. (4.17)
For m = 3, there holds:
I1mc = I
2
sc,ng = ∅.
Proof. For m = 3, we have seen that ∂mcD3,σ = ∅, hence I1mc = ∅. Also, since m = 3, we trivially
obtain I3 = {(1, 2, 3)}, hence Remark 4.9 implies that τ2Zm = ∞ i.e. there is no other collision in
the future, so I2sc,ng = ∅.
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Therefore,
I1mc = I
2
sc,ng = ∅.
Assume now that m ≥ 4. We first assume that either Zm ∈ D˚m,σ or Zm is post-collisional.
Therefore, up to time τ1Zm , we have free flow i.e.
Zm(t) = (Xm + tVm, Vm), ∀t ∈ (0, τ1Zm ].
We distinguish the following cases:
• Zm ∈ I1mc: We have τ1Zm ≤ δ and Zm(τ1Zm) ∈ ∂mcDm,σ. So there are (i, j, k) 6= (i′, j′, k′) ∈ Im
such that
d2
(
xi
(
τ1Zm
)
;xj
(
τ1Zm
)
, xk
(
τ1Zm
))
= 2σ2, (4.18)
d2
(
xi′
(
τ1Zm
)
;xj′
(
τ1Zm
)
, xk′
(
τ1Zm
))
= 2σ2. (4.19)
Since there is free motion up to τ1Zm , triangle inequality implies
|xi − xj | ≤ |xi(τ1Zm)− xj(τ1Zm)|+ δ|vi − vj | ≤ |xi(τ1Zm)− xj(τ1Zm)|+ 2δR. (4.20)
Since there is collision at τ1Zm , we have
|xi(τ1Zm)− xj(τ1Zm)|2 + |xi(τ1Zm)− xk(τ1Zm)|2 = 2σ2 ⇒ |xi(τ1Zm)− xj(τ1Zm)| ≤
√
2σ (4.21)
Combining (4.20)-(4.21), we obtain
|xi − xj |2 ≤ |xi(τ1Zm)− xj(τ1Zm)|2 + 4
√
2σδR+ 4δ2R2. (4.22)
Using the same argument for the pair (i, k), adding, and recalling the fact that there is (i; j, k)
simple collision at τ1Zm , we obtain
2σ2 ≤ d2(xi;xj , xk) ≤ 2σ2 + 8
√
2σRδ + 8δR2 ≤ 2σ2 + 8
√
2σRδ + 16δR2 = (
√
2σ + 4δR)2
⇒ Zm ∈ Uijk,
(4.23)
where the lower inequality holds trivially since Zm ∈ Dm,σ.
Applying the same argument for (i′, j′, k′) we get Zm ∈ Ui′j′k′ , therefore
I1mc ⊆
⋃
(i,j,k) 6=(i′,j′,k′)∈Im
(Uijk ∩ Ui′j′k′ ). (4.24)
• Zm ∈ I2sc,ng: Assuming that Zm(τ1Zm) is an (i; j, k) non-grazing collision, Remark 4.9 guarantees
that Zm(τ
2
Zm
) /∈ Σijk. So Zm(τ2Zm) ∈ Σi′j′k′ for some (i′, j′, k′) 6= (i, j, k). Clearly all particles
perform free motion in (0, τ1Zm ], so the same argument we used to obtain (4.23) yields
2σ2 ≤ d2(xi;xj , xk) ≤ (
√
2σ + 4δR)2 ⇒ Zm ∈ Uijk. (4.25)
Moreover, particles keep performing free motion in [τ1Zm , τ
2
Zm
) except particles i, j, k whose velocities
instantaneously tranform because of the collision at τ1Zm .
Recall we wish to prove as well:
Zm ∈ Ui′j′k′ ⇔ 2σ2 ≤ d2(xi′ ;xj′ , xk′ ) ≤ (
√
2σ + 4δR)2. (4.26)
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The lower inequality trivially holds because of the phase space so it suffices to prove the upper
inequality. Notice that it is impossible to have {i′, j′, k′} = {i, j, k}, since (i′, j′, k′) 6= (i, j, k) ∈ Im
by assumption. Therefore, it suffices to distinguish the following cases:
(I) i′, j′, k′ /∈ {i, j, k}: Since particles (i′, j′, k′) perform free motion up to τ2Zm , a similar argument
to the one we used to obtain (4.23) yields Zm ∈ Ui′j′k′ . The only difference is that we apply
the argument up to time τ2Zm instead of τ
1
Zm
. Claim (4.26) is proved.
(II) There is at least one recollision i.e. at least one of i′, j′, k′ belongs to {i, j, k} but no more than
two. The argument is similar to (I), the only difference being that velocities of the recolliding
particles transform at τ1Zm . Since the argument is similar for all cases, let us provide the
proof in detail only for one case, for instance (i′, j′, k′) = (i, k, k′), for some k′ > k.
Let us denote(
v∗i
(
τ1Zm
)
, v∗j
(
τ1Zm
)
, v∗k
(
τ1Zm
))
: = Tω˜1(τ1Zm ),ω˜2(τ
1
Zm
)
(
vi
(
τ1Zm
)
, vj
(
τ1Zm
)
, vk
(
τ1Zm
))
= Tω˜1(τ1Zm ),ω˜2(τ
1
Zm
) (vi, vj , vk) ,
where(
ω˜1
(
τ1Zm
)
, ω˜2
(
τ1Zm
))
:=
1√
2ǫ
(
xj
(
τ1Zm
)− xi (τ1Zm) , xk (τ1Zm)− xi (τ1Zm)) ∈ S2d−11 ,
since Zm(τ
1
Zm
) ∈ Σscijk. The fact that Vm ∈ BdmR , conservation of energy by the free flow and
conservation of energy by the collision (3.11) imply
v∗i
(
τ1Zm
)
, v∗j
(
τ1Zm
)
, v∗k
(
τ1Zm
) ∈ BdR. (4.27)
For the pair (i, k), we have
xi(τ
2
Zm) = xi(τ
1
Zm) + (τ
2
Zm − τ1Zm)v∗i
(
τ1Zm
)
= xi + τ
1
Zmvi + (τ
2
Zm − τ1Zm)v∗i
(
τ1Zm
)
,
xk(τ
2
Zm) = xk(τ
1
Zm) + (τ
2
Zm − τ1Zm)v∗k
(
τ1Zm
)
= xk + τ
1
Zmvk + (τ
2
Zm − τ1Zm)v∗k
(
τ1Zm
)
,
so
xi − xk = xi(τ2Zm)− xk(τ2Zm)− τ1Zm(vi − vk)− (τ2Zm − τ1Zm)
(
v∗i
(
τ1Zm
)− v∗k (τ1Zm)) .
Therefore, triangle inequality implies
|xi − xk| ≤ |xi(τ2Zm)− xk(τ2Zm )|+ τ1Zm |vi − vk|+ (τ2Zm − τ1Zm)|v∗i
(
τ1Zm
)− v∗k (τ1Zm) |
≤ |xi(τ2Zm)− xk(τ2Zm )|+ 2τ1ZmR+ 2(τ2Zm − τ1Zm)R (4.28)
= |xi(τ2Zm)− xk(τ2Zm )|+ 2τ2ZmR
≤ |xi(τ2Zm)− xk(τ2Zm )|+ 2δR, (4.29)
where to obtain (4.28) we use triangle inequality and (4.27), and to obtain (4.29) we use the
assumption τ2Zm ≤ δ. For the pair (i, k′), we proceed similarly, the only difference being that
only particle i collides at τ1Zm . We obtain
xi − xk′ = xi(τ2Zm)− xk′ (τ2Zm)− τ1Zm(vi − vk′ )− (τ2Zm − τ1Zm)(v∗i
(
τ1Zm
)− vk′ ).
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So triangle inequality and Remark 4.27 imply
|xi − xk′ | ≤ |xi(τ2Zm)− xk′ (τ2Zm)|+ τ1Zm |vi − vk′ |+ (τ2Zm − τ1Zm)|v∗i
(
τ1Zm
)− vk′ |
≤ |xi(τ2Zm)− xk′ (τ2Zm)|+ 2τ1ZmR+ 2(τ2Zm − τ1Zm)R
= |xi(τ2Zm)− xk′ (τ2Zm)|+ 2τ2ZmR
≤ |xi(τ2Zm)− xk′ (τ2Zm)|+ 2δR,
By an argument similar to (4.23), inequality (4.26) follows. In all other cases (4.26) follows
in a similar way.
Combining (4.25), (4.26), we obtain the result.
Assume now that Zm is pre-collisional. Then, by Remark 4.6, Z
∗
m is post-collisional. Con-
servation of energy (3.11) yields Z∗m ∈ Bdmρ × BdmR , so following the same arguments as in the
post-collisional case, we obtain the required result. The proof is complete. 
4.4.2. Measure estimates. Now we wish to estimate the measure of I1sc,g ∪ I1mc ∪ I2sc,ng in order to
show that outside of a small measure set we have a well defined flow up to small time δ. To estimate
the measure of I1mc∪I2sc,ng, we will strongly rely on the shell-like covering made in Lemma 4.10. Let
us note that the loss of symmetry induced by the ternary collisions makes the measure estimates
significantly harder than in the binary case. In particular, in the binary case, the covering is a
achieved by actual spherical shells, while in the ternary case spherical symmetry is lost, therefore
new treatment is needed to obtain the necessary estimates. Let us note that similar estimates can
be obtained for the backwards in time flow as well.
First we estimate the measure of I1sc,g:
Lemma 4.11. Let m ≥ 3. Then I1sc,g is of zero Lebesgue measure.
Proof. Notice that
I1sc,g ⊆
⋃
(i,j,k)∈Im
Mijk,
where
Mijk =
{
Zm ∈ D∗m,σ ∩ (Bdmρ ×BdmR ) : Zm(τ1Zm) is an (i; j, k) grazing collision
}
.
We claim that for each (i, j, k) ∈ Im, the set Mijk is of zero measure. Indeed, consider (i, j, k) ∈ Im
and Zm ∈Mijk. Since Zm(τ1Zm) is an (i; j, k) simple collision, we have
|xi − xj + τ1Zm(vi − vj)|2 + |xi − xk + τ1Zm(vi − vk)|2 = 2σ2. (4.30)
But Zm(τ
1
Zm
) is assumed to be grazing collision so
〈xj − xi + τ1Zm(vj − vi), vj − vi〉+ 〈xk − xi + τ1Zm(vk − vi), vk − vi〉 = 0 (4.31)
Using (4.31) to eliminate τ1Zm from (4.30), we obtain that Mijk is embedded in an 1-codimension
submanifold of D∗m,σ ∩ (Bdmρ ×BdmR ), so it is of zero Lebesgue measure. By sub-additivity, I1sc,g is
of zero Lebesgue measure as well, and the result is proved. 
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We observe that Lemmas 4.10-4.11 imply that it suffices to estimate the measure of Uijk∩Ui′,j′,k′ ,
for all (i, j, k) 6= (i′, j′, k′) ∈ Im.
For this purpose, let us introduce some notation. Given m ≥ 3 and (i, j, k) ∈ Im, we define the
following sets:
• Given (xj , xk) ∈ R2d, we define
Si(xj , xk) =
{
xi ∈ Rd : (xi, xj , xk) ∈ Uijk
}
. (4.32)
• Given (xi, xk) ∈ R2d, we define
Sj(xi, xk) =
{
xj ∈ Rd : (xi, xj , xk) ∈ Uijk
}
. (4.33)
• Given (xi, xj) ∈ R2d, we define
Sk(xi, xj) =
{
xk ∈ Rd : (xi, xj , xk) ∈ Uijk
}
. (4.34)
Lemma 4.12. Let m ≥ 3 and (i, j, k) ∈ Im. Then the following estimates hold:
|Si(xj , xk)|d ≤ Cd,Rδ, ∀(xj , xk) ∈ R2d, (4.35)
|Sj(xi, xk)|d ≤ Cd,Rδ, ∀(xi, xk) ∈ R2d, (4.36)
|Sk(xi, xj)|d ≤ Cd,Rδ, ∀(xi, xj) ∈ R2d. (4.37)
Proof. For convenience, let us write σ0 =
√
2σ, δ0 = 4δR. Scaling (4.14) implies
0 < δ0 << σ0 << 1. (4.38)
The proof of (4.36)-(4.37): By symmetry it suffices to prove (4.37). Consider (xi, xj) ∈ R2d, and
let us write α = |xi − xj |. Recalling (4.34), we have
Sk(xi, xj) =
{
xk ∈ Rd : σ20 − α2 ≤ |xi − xk|2 ≤ (σ0 + δ0)2 − α2
}
.
We distinguish the following cases:
• α > σ0: We have
(σ0 + δ0)− α2 < (σ0 + δ0)2 − σ20 = δ0(2σ0 + δ0) < δ0,
since 0 < δ0 << σ0 << 1. Thus
Sk(xi, xj) ⊆
{
xk ∈ Rd : |xi − xk| ≤
√
δ0
}
,
so
|Sk(xi, xj)|d . δd/20 ≤ δ0 = 4Rδ, (4.39)
since δ0 < 1 and d ≥ 2.
• α ≤ σ0: Recalling (4.34), we have
Sk(xi, xj) =
{
xk ∈ Rd :
√
σ20 − α2 ≤ |xi − xk| ≤
√
(σ0 + δ0)2 − α2
}
.
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Thus Sk(xi, xj) is a spherical shell in R
d, of inner radius
√
σ20 − α2 and outer radius√
(σ0 + δ0)2 − α2. Therefore
|Sk(xi, xj)|d ≃
(√
(σ0 + δ0)2 − α2
)d
−
(√
σ20 − α2
)d
(4.40)
=
(√
(σ0 + δ0)2 − α2 −
√
σ20 − α2
) d−1∑
m=0
(√
(σ0 + δ0)2 − α2
)d−1−m(√
σ20 − α2
)m
=
(σ0 + δ0)
2 − σ20√
(σ0 + δ0)2 − α2 +
√
σ20 − α2
d−1∑
m=0
(√
(σ0 + δ0)2 − α2
)d−1−m(√
σ20 − α2
)m
=
δ0(2σ0 + δ0)√
(σ0 + δ0)2 − α2 +
√
σ20 − α2
d−1∑
m=0
(√
(σ0 + δ0)2 − α2
)d−1−m(√
σ20 − α2
)m
≤ δ0√
(σ0 + δ0)2 − α2 +
√
σ20 − α2
(√
(σ0 + δ0)2 − α2 + (d− 1)
√
σ20 − α2
)
(4.41)
≤ (d− 1)δ0 = 4(d− 1)Rδ, (4.42)
where to obtain (4.41) we use the fact that 0 < δ0 << σ0 << 1, and to obtain (4.42) we
use the fact that d ≥ 2.
Combining (4.39)-(4.42), we obtain (4.37).
The proof of (4.35): Consider (xj , xk) ∈ R2d. Completing the square, one can see that
Si(xj , xk) =
{
xi ∈ Rd : σ20 − α2 ≤
∣∣∣∣xi − xj + xk2
∣∣∣∣2 ≤ (σ + δ0)2 − α2
}
,
where
σ0 = σ, δ0 =
4δR√
2
, α =
1
2
√
2(|xj |2 + |xk|2)− |xj + xk|2.
Scaling (4.14) implies
0 < δ0 << σ0 << 1.
The estimate follows by an argument identical to the proof of (4.36)-(4.37).
The proof is complete. 
Lemma 4.13. Let m ≥ 3, 1 < R < ρ and 0 < δR < σ << 1. Then the following estimate holds:
|I1sc,g ∪ I1mc ∪ I2sc,ng|2dm ≤ Cm,d,Rρd(m−2)δ2.
Proof. For m = 3, the result comes trivially from Lemmas 4.10-4.11.
Assume m ≥ 4. Lemmas 4.10-4.11 and sub-additivity imply it suffices to uniformly estimate the
measure of Uijk ∩ Ui′j′k′ , for all (i, j, k) 6= (i′, j′, k′) ∈ Im.
Consider (i, j, k) 6= (i′, j′, k′) ∈ Im, and recall notation from (4.32)-(4.34). We will strongly rely
on Lemma 4.12.
We consider the following cases:
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(I) i′, j′, k′ /∈ {i, j, k}: Fubini’s Theorem and (4.37) imply
|Uijk ∩ Ui′j′k′ |2dm . Rdmρd(m−6)
ˆ
B6dρ
1Sk(xi,xj)∩Sk′(xi′ ,xj′ ) dxi dxj dxk dxi′ dxj′ dxk′
≤ Rdmρd(m−6)
(ˆ
Bdρ×Bdρ
ˆ
Rd
1Sk(xi,xj) dxk dxj dxi
)(ˆ
Bdρ×Bdρ
ˆ
Rd
1Sk′(xi′ ,xj′ )
dx′k dx
′
j dx
′
i
)
≤ Cd,Rρd(m−2)δ2.
(II) Exactly one of i′, j′, k′ belongs to {i, j, k}: Without loss of generality, we consider the case i′ =
i, j′ 6= j, k 6= k′, and all other cases occurring can be treated similarly using the corresponding
estimate from (4.35)-(4.37). Fubini’s Theorem and (4.37) imply
|Uijk ∩ Uij′k′ |2dm . Rdmρd(m−5)
ˆ
B5dρ
1Sk(xi,xj)∩Sk′ (xi,xj′ ) dxi dxj dxk dxj′ dxk′
≤ Rdmρd(m−5)
ˆ
Bdρ
(ˆ
Bdρ
ˆ
Rd
1Sk(xi,xj) dxk dxj
)(ˆ
Bdρ
ˆ
Rd
1Sk′(xi,xj′ )
dxk′ dxj′
)
dxi
≤ Cm,Rρd(m−2)δ2.
(III) Exactly two of i′, j′, k′ belong to {i, j, k}: Without loss of generality, we consider the case i′ =
i, j′ = j, k 6= k′, and all other cases occurring can be treated similarly using the corresponding
estimate from (4.35)-(4.37). Fubini’s Theorem and (4.37) imply
|Uijk ∩ Uijk′ |2dm . Rdmρd(m−4)
ˆ
B4dρ
1Sk(xi,xj)∩Sk′(xi,xj′ ) dxi dxj dxk dxk′
≤ Rdmρd(m−4)
ˆ
Bdρ×Bdρ
(ˆ
Rd
1Sk(xi,xj) dxk
)(ˆ
Rd
1Sk′(xi,xj) dxk′
)
dxj dxi
≤ Cm,Rρd(m−2)δ2.
By similar arguments we obtain the same estimate for all the combinations (i, j, k) 6= (i′, j′, k′) ∈
Im. Combining these estimates, and using Lemmas 4.11, 4.10, we obtain the required estimate.
The proof is complete. 
4.4.3. The global interaction flow. We inductively use Lemma 4.13 to define a global flow which
preserves energy for almost all configuration. For this purpose, given Zm = (Xm, Vm) ∈ R2dm, we
define its kinetic energy as:
Em(Zm) :=
1
2
m∑
i=1
|vi|2 (4.43)
For convenience, let us define the free flow of m-particles which is nothing more than the recti-
linear motion of particles in time.
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Definition 4.14. Let m ∈ N. We define the free flow of m-particles as the family of measure-
preserving maps (Φtm)t∈R : R
2dm → R2dm, given by
ΦtmZm = Φ
t
m(Xm, Vm) := (Xm + tVm, Vm). (4.44)
The map Φtm is a clearly a linear measure-preserving isomorphism of R
2dm, for any t ∈ R.
Lemma 4.15. Let n ∈ N, S ⊆ Rn is the closure of a smooth domain, and F : S → Rn be an
injective map. Assume there exist B,G ⊆ S such that:
(i) S = G ∪B, B ∩G = ∅,
(ii) |B|n = 0, |F (B)|n = 0,
(iii) G is open, F is a diffeomorphism of G and | JacF (x)| = 1, ∀x ∈ G.
Then F preserves the Lebesgue measure i.e. for all A ⊆ S Lebesgue measurable, F (A) is Lebesgue
measurable, and
|F (A)|n = |A|n. (4.45)
Proof. Let A ⊆ S Lebesgue measurable. We first prove that F (A) is Lebesgue measurable. We
have
F (A) = F ((A ∩G) ∪ (A ∩B)) = F (A ∩G) ∪ F (A ∩B). (4.46)
But F (A ∩G) is Lebesgue measurable since A is measurable, G is open thus measurable, and F is
a diffeomorphism of G. Moreover F (A ∩ B) is measurable since it has zero Lebesgue measure by
(ii). Therefore, (4.46) implies that F (A) is Lebesgue measurable.
Let us now prove (4.45). Since |B|n = 0, we have
|A ∩G|n ≤ |A|n ≤ |A ∩G|n + |A ∩B|n = |A ∩G|n,
thus
|A|n = |A ∩G|n. (4.47)
Since |F (B)|n = 0, we have
|F (A ∩G)|n ≤ |F (A)|n ≤ |F (A ∩B)|n + |F (A ∩G)|n = |F (A ∩G)|n,
thus
|F (A)|n = |F (A ∩G)|n. (4.48)
Since F is a diffeomorphism of G with | JacF (x)|=1, we may change variables under F , to obtain
|F (A ∩G)|n =
ˆ
F (A∩G)
dy =
ˆ
F (G)
1F (A∩G)(y) dy =
ˆ
G
1F (A∩G)(F (x))| JacF (x)| dx
=
ˆ
G
1A∩G(x) dx = |A ∩G|n.
(4.49)
Combining (4.47)-(4.49), we obtain (4.45). The result is proved. 
We are now in the position to state the Existence Theorem of σ-interaction zone flow of m-
particles.
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Theorem 4.16 (Existence of the interaction flow). Let m ∈ N and 0 < σ << 1. There exists a
measure-preserving family of maps (Ψtm)t∈R : Dm,σ → Dm,σ such that
Ψt+sm Zm = (Ψ
t
m ◦Ψsm)(Zm) = (Ψsm ◦Ψtm)(Zm), a.e. in Dm,σ, ∀t, s ∈ R, (4.50)
Em
(
ΨtmZm
)
= Em(Zm), a.e. in Dm,σ, ∀t ∈ R, (4.51)
For m ≥ 3 : ΨtmZ∗m = ΨtmZm, σ − a.e. on ∂sc,ngDm,σ, ∀t ∈ R, (4.52)
where σ is the surface measure induced on ∂Dm by the Lebesgue measure. This family of maps is
called the σ-interaction zone flow of m-particles.
For m = 1, 2, the flow coincides with the free flow.
Remark 4.17. While the inductive step of proof is inspired by [25], we emphasize that we had to
carefully address all the rest of the properties of the flow. In particular, since this is the first paper
which rigorously treats ternary collisions, we carefully present the initial step of the construction,
including showing that the flow is measure-preserving, as well as the proof of (4.52) which will be
of fundamental importance for the derivation of the Liouville equation.
Proof. For m = 1, 2 the flow is trivially defined as the free flow:
ΨtmZm ≡ ΦtmZm,
where Φtm is the free flow given by (4.44). It is clearly measure-preserving, and satisfies (4.50)-(4.51).
Assume now that m ≥ 3. We first construct a full measure subset of the phase space where the
forward in time flow can be well-defined.
Fix t > 0, R > 1, and consider 0 < δR << σ such that k = t/δ ∈ N.
Initial step:
(a) Construction of the flow: Using the sets defined in (4.16), we define
I+0 (t, R, δ) := I
1
sc,g ∪ I1mc ∪ I2sc,ng ⊆ BdmR ×BdmR . (4.53)
Moreover, applying Lemma 4.13 with ρ = R, the measure of I+0 (t, R, δ) can be estimated as:
|I+0 (t, R, δ)|dm ≤ Cm,d,RRd(m−2)δ2.
For convenience, let us write
S =
[
(BdmR ×BdmR ) ∩ D∗m,σ
] \ I+0 (t, R, δ).
By (4.53), we obtain
S = {Zm ∈ (BdmR ×BdmR ) ∩D∗m,σ : τ1Zm =∞ or τ1Zm ∈ (0, δ], Zm(τ1Zm) ∈ ∂sc,ngDm,σ, τ2Zm > δ}.
(4.54)
In other words each Zm ∈ S faces at most one simple non-grazing collision in (0, δ]. Therefore the
flow Ψδm : S → R2dm is well-defined.
(b) Conservation of measure by the flow up to δ: We will use the fact that the free flow is a
diffeomorphism of Jacobian one, and the fact that for any (i, j, k) ∈ Im, the map
T ijkm : Zm ∈ Σscijk → Z∗m ∈ Σscijk (4.55)
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is by (3.14) a diffeomorphism as well. In particular, recalling notation from (4.9), (3.3), partial
differentiation implies
| JacT ijkm (Zm)| = | detTω˜1,ω˜2 | = 1, ∀Zm ∈ Σscijk, (4.56)
where (ω˜1, ω˜2) are given by (4.9), and to obtain (4.56) we use (3.15).
To prove that the flow up to δ preserves measure, we will use Lemma 4.15. By (4.54), the set S
is decomposed as:
S = G ∪B, (4.57)
where
G = {Zm ∈ (BdmR ×BdmR ) ∩D∗m,σ : τ1Zm =∞ or τ1Zm ∈ (0, δ), Zm(τ1Zm ) ∈ ∂sc,ngDm,σ, τ2Zm > δ},
B = {Zm ∈ (BdmR ×BdmR ) ∩D∗m,σ : τ1Zm = δ, Zm(τ1Zm) ∈ ∂sc,ngDm,σ}.
Let us verify that requirements of Lemma 4.15, for n = 2md, F = Ψδm are satisfied.
• B is of measure zero and Ψδm(B) is of measure zero: It comes from the fact that Ψδm
coincides with the free flow on B. Therefore
B = (Ψδm)
−1({δ}) = (Φδm)−1({δ}) = Φ−δm ({δ})⇒ |Gδ|2dm = |Φ−δm ({δ})|2dm = 0,
since the free flow is measure-preserving. Moreover,
|Ψδm(B)|2dm = |Φδm(B)|2dm = |B|2dm = 0.
• G is open relatively to S: Fix any Zm,0 ∈ G. By smoothness of the pre-collisional and
post-collisional conditions, we conclude the following:
– If τ1Zm = ∞, there is a relatively open region UZm,0 ⊆ S such that each Zm ∈ UZm,0
faces no collisions in the future.
– If τ1Zm,0 ∈ (0, δ), there is a relatively open region UZm,0 ⊆ S such that any Zm ∈ UZm,0
faces exactly the same collision in (0, δ), as Zm,0 does.
In other words all Zm,0 ∈ G locally have the same collision history. This proves that G
open relatively to S. Let us note that this reasoning also implies that the first collision
time map τ1 : Zm ∈ G→ τ1Zm ∈ (0, δ) ∪ {∞} is smooth.
• Ψδm is a diffeomorphism of S and | JacΨδmZm,0| = 1, ∀Zm,0 ∈ G: Fix Zm,0 ∈ G. We
distinguish the following cases:
– τZ1m,0 =∞: Due to same collision history, there is a region UZm,0 ⊆ S such that
ΨδmZm = Φ
δ
mZm, ∀Zm ∈ UZm,0 .
Therefore, Ψδm is a diffeomorphism of UZm,0 , and JacΨ
δ
mZm,0 = 1.
– 0 < τZ1m,0 < δ: Due to same collision history, there is a region UZm,0 ⊆ S such that
any Zm ∈ UZm,0 faces exactly the same collision in (0, δ), as Zm,0 does. Let us assume
that Zm,0(τ
1
Zm,0
) ∈ Σscijk, for some (i, j, k) ∈ IN . Then we have
Ψδm(Zm) = (Φ
δ−τ1Zm
m ◦ T ijkm ◦ Φ
τ1Zm
m )(Zm), Zm ∈ UZm,0 .
Since the free flow, the first collision time map τ1 and the map T ijkm are smooth, we
obtain that Ψδm is differentiable in UZm,0 and | JacΨδmZm,0| = 1. Since T ijkm is an
involution, we clearly obtain that Ψδm is a diffeomorphism of UZm,0 .
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Since Zm,0 ∈ G is arbitrary, we conclude that Ψδm is a diffeomorphism ofG and | JacΨδmZm,0| =
1 ∀Zm,0 ∈ G. The claim follows from Lemma 4.15.
Induction up to k: Since the collisional transformation preserves velocities magnitude, triangle
inequality implies that for any Zm ∈
[(
BdmR ×BdmR
) ∩ D∗m,σ] \ I+0 (R, δ), we have
ΨδmZm ∈ BdmR(1+δ) ×BdmR .
Since the flow up to δ is shown to be measure-preserving, applying Lemma 4.13, for ρ = R(1 + δ),
we may find a subset
I+1 (R, δ) ⊆ BdmR ×BdmR ,
with
|I+1 (R, δ)|2dm ≤ Cm,d,RRd(m−2)(1 + δ)d(m−2)δ2,
such that each initial configuration in
[(
BdmR ×BdmR
) ∩ D∗m,σ]\[I+0 (R, δ) ∪ I+1 (R, δ)] faces at most
one simple non-grazing collision in [0, δ], and at most one simple non-grazing collision in [δ, 2δ].
With a similar argument, we may see that the flow generated in [δ, 2δ] preserves measure, so the
flow up to 2δ is measure-preserving.
Repeating this process k := t/δ times we may construct a subset
I+δ (t, R) :=
k−1⋃
j=0
I+j (R, δ) ⊆ BdmR ×BdmR ,
with
|I+δ (t, R)|2dm ≤ Cm,d,RRd(m−2)δ2
k−1∑
j=0
(1 + jδ)d(m−2)
t=kδ≤ Cm,d,RRd(m−2)δ2k(1 + t)d(m−2)
t=kδ
= Cm,d,RR
d(m−2)t(1 + t)d(m−2)δ
= Cm,d,R,tδ,
such that any Zm ∈
[(
BdmR ×BdmR
) ∩ D∗m,σ]\ I+δ (t, R) evolves up to t, and faces at most one simple
non-grazing collision in each time interval [jδ, (j + 1)δ], j = 0, ..., k − 1.
Global extension: The flow generated is measure-preserving and independent of δ. Therefore,
defining
I+(t, R) =
⋂
0<δR<<σ
t/δ∈N
I+δ (t, R) ⊆ BdmR ×BdmR ,
we get
|I+(t, R)|2dm = 0,
and the flow up to t is well-defined for any Zm ∈
[(
BdmR ×BdmR
) ∩ D∗m,σ] \ I+(t, R) meaning Zm
faces finitely many non-grazing simple collisions up to time t. Moreover, the flow up to t is measure-
preserving.
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Considering sequences Rn →∞, tn →∞, and defining
I+ =
∞⋃
n=1
I(tn, Rn),
we obtain
|I+|2dm = 0.
Therefore, the set
Γ+ = D∗m,σ \ I+,
is a full measure subset of Dm,σ. For any t > 0 and Zm ∈ Γ+, we define ΨtmZm to be the trajectory
followed by Zm up to time t. By the definition of Γ
+ it is clear that ΨtmZm ∈ Γ+. Moreover, for
t > 0, the map Ψtm : Γ
+ → Γ+ is measure-preserving. It also satisfies (4.50) and clearly
Ψtm(Z
∗
m) = Ψ
t
m(Zm), ∀Zm ∈ Γ+ ∩ ∂sc,ngDm,σ.
For negative times, since similar estimates hold for the backwards in time flow, we may construct
a full measure subset Γ−, with complement I−, and the flow Ψtm : Γ
− → Γ− in similar way. For
t = 0, we trivially define Ψ0m as the identity map.
We define Γ = Γ+ ∩ Γ− and I = I+ ∪ I−. Clearly Dm,σ = Γ ∪ I, and Γ is a full measure
subset of the phase space. Moreover the one-parameter family of map (Ψtm)t∈R : Γ → Γ is clearly
measure-preserving and satisfies (4.50) a.e. in Dm,σ and (4.52) on Γ ∩ ∂sc,ngDm,σ. Conservation of
energy (4.51) is easily obtained in Γ, since energy is preserved in any of the finetely many, simple,
non-grazing collisions occuring up to time t.
The proof of (4.52): In order to prove that (4.52) holds a.e. on ∂sc,ngDm,σ, it suffices to prove
I ∩ ∂sc,ngDm,σ is σ-null subset of ∂sc,ngDm,σ. We denote λ to be the Lebesgue measure on R2dm
and σ the surface measure induced by λ on ∂sc,ngDm,σ. Given a time t0 > 0 and any measurable
A ⊆ ∂sc,ngDm,σ, Fubini’s Theorem implies
λ
({
Ψtmy : (y, t) ∈ A× (0, t0)
})
=
ˆ t0
0
σ
({
Ψtmy : y ∈ A
})
dt
= σ(A)t0,
since the flow is measure preserving. In particular taking A = I ∩ ∂sc,ngDm,σ, and assuming
σ(A) > 0, we get that
λ
({
Ψtmy : (y, t) ∈ A× (0, t0)
})
> 0,
which is a contradiction since the flow is a.e. defined. Therefore, σ(A) = 0, and (4.52) is proved.
Finally we trivially extend the maps (Ψtm)t∈R on Dm,σ, so that they satisfy (4.50), (4.51), (4.52).
The result is proved. 
4.5. The Liouville equation. In this subsection we formally derive them-particle of σ-interaction
zone Liouville equation, for m ≥ 3.
Consider m ≥ 3 and let P0 be a Borel probability measure on R2dm, absolutely continuous with
respect to the Lebesgue measure, with a probability density fm,0 satisfying the following properties:
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• fm,0 is supported in Dm,σ i.e.
supp fm,0 := {Zm ∈ R2dm : fm,0(Zm) 6= 0} ⊆ Dm,σ. (4.58)
• fm,0 is symmetric i.e. for any permutation pm of the m-particles, there holds:
fm,0(Zpm) = fm,0(Zm), ∀Zm ∈ R2dm. (4.59)
Let us note that P0 expresses the initial distribution in space and velocities of the m-particles.
We are interested in the evolution of this measure under the interaction flow. For this purpose,
given t ≥ 0 we define Pt to be the push-forward of P0 under the interaction flow i.e.
Pt(A) = P0
(
Ψ−tm (A)
)
, A ⊆ R2dm Borel measurable.
Conservation of measure under the interaction flow implies that Pt is absolutely continuous with
probability density given by
fm(t, Zm) =

fm,0 ◦Ψ−tm , a.e. in Dm,σ,
0, a.e. in R2dm \ Dm,σ.
(4.60)
Clearly fm(t, Zm) is symmetric and supported in Dm,σ, for all t ≥ 0. Moreover, by definition we
have
fm(0, Zm) = fm,0 ◦Ψ0m(Zm) = fm,0(Zm), in D˚m,σ. (4.61)
Additionally, since m ≥ 3, (4.52) implies
fm(t, Z
∗
m) = fm,0 ◦Ψ−tm (Z∗m)
= fm,0 ◦Ψ−tm (Zm)
= fm(t, Zm), σ − a.e. on ∂sc,ngDm,σ, ∀t ≥ 0.
Thus,
fm(t, Z
∗
m) = fm(t, Zm), σ − a.e. on ∂sc,ngDm,σ, ∀t ≥ 0. (4.62)
Finally, recall from (4.60) that
fm(t, Zm) = fm,0 ◦Ψ−tm (Zm), a.e. in Dm,σ, ∀t ≥ 0. (4.63)
Combining (4.61), (4.62) and (4.63), we obtain that fm satisfies the m-particle Liouville equation
in mild form 
fm(t, Zm) = fm,0 (Ψ
−t
m (Zm)) , a.e. in Dm,σ, ∀t ≥ 0,
fm(t, Z
∗
m) = fm(t, Zm), σ − a.e. on ∂sc,ngDm,σ, ∀t ≥ 0,
fm(0, Zm) = fm,0(Zm), in D˚m,σ.
(4.64)
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Formally assuming that fm is smooth, the chain rule yields that fm needs to satisfy them-particle
Liouville equation in Dm,σ:
∂tfm +
m∑
i=1
vi · ∇xifm = 0, (t, Zm) ∈ (0,∞)× D˚m,σ,
fm(t, Z
∗
m) = fm(t, Zm), (t, Zm) ∈ [0,∞)× ∂scDm,σ,
fm(0, Zm) = fm,0(Zm), Zm ∈ D˚m,σ.
(4.65)
4.6. Flow operators. In this subsection, we introduce some notation defining free flow of m-
particles operator and the σ-interaction zone flow of m-particles operator.
For convenience, let us denote
L0(R2dm) := {gm : R2dm → R : gm is measurable} . (4.66)
Definition 4.18. For t ∈ R, we define σ-interaction zone flow of m-particles operator T tm :
L0(R2dm)→ L0(R2dm) as:
T tmgm(Zm) =

gm(Ψ
−t
m Zm), if Zm ∈ Dm,σ,
0, if Zm /∈ Dm,σ.
(4.67)
Remark 4.19. Given an initial probability density fm,0, satisfying (4.58)-(4.59), the function
fm(t, Zm) = T
t
mfm,0(Zm) is formally the unique solution to the Liouville equation (4.65) with
initial data fm,0.
We also define the free flow of m-particles operator.
Definition 4.20. For t ∈ R and m ∈ N, we define the free flow of m-particles operator Stm :
L0(R2dm)→ L0(R2dm) as:
Stmgm(Zm) = gm(Φ
−t
m Zm) = gm(Xm − tVm, Vm). (4.68)
Remark 4.21. Mild form of Liouville equation (4.64) directly implies that the σ-interaction zone
flow of m-particles operator T tm : L
∞(R2dm)→ L∞(R2dm) satisfies:
‖T tmgm‖L∞ ≤ ‖gm‖L∞ , ∀gm ∈ L∞(R2dm).
In the special case where supp gm ⊆ Dm,σ, we obtain that T tm is an isometry on L∞(R2dm) i.e.
‖T tmgm‖L∞ = ‖gm‖L∞ .
Also, for any m ∈ N, free flow of m-particles operator Stm : L0(R2dm)→ L0(R2dm), is an isometry
on L∞(R2dm) i.e.
‖Stmgm‖L∞ = ‖gm‖L∞ , ∀gm ∈ L∞(R2dm).
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5. BBGKY hierarchy, Boltzmann hierarchy and the ternary Botlzmann equation
In this section we considerN -particles of ǫ-interaction zone, where N ≥ 3 and 0 < ǫ << 1. We in-
tegrate theN -particle Liouville’s equation to formally obtain a linear hierarchy of integro-differential
equations satified by the marginals of its solution (BBGKY hierarchy). We then formally derive
the limiting hierarchy (Boltzmann hierarchy) occuring under the appropriate scaling and formally
show it reduces to a nonlinear integro-differential equation (the new ternary Boltzmann equation)
for chaotic initial data. Then, we investigate important properties of the ternary Boltzmann equa-
tion, which as expected are related to analogous properties of the Boltzmann equation.
5.1. The BBGKY hierarchy. ConsiderN -particles of interaction zone 0 < ǫ << 1, whereN ≥ 3.
For s ∈ N, we define the s-marginal of a symmetric probability density fN , supported in DN,ǫ, as
f
(s)
N (Zs) =

ˆ
R2d(N−s)
fN (ZN ) dxs+1... dxN dvs+1... dvN , 1 ≤ s < N,
fN , s = N,
0, s > N,
(5.1)
where for Zs = (Xs, Vs) ∈ R2ds, we write ZN = (Xs, xs+1, ..., xN , Vs, vs+1, ..., vN ). It is straightfor-
ward that, for all 1 ≤ s ≤ N , the marginals f (s)N are symmetric probability densities, supported in
Ds,ǫ and
f
(s)
N (Zs) =
ˆ
R2d
f
(s+1)
N (XN , VN ) dxs+1 dvs+1, ∀1 ≤ s ≤ N − 1.
Assume now that fN is formally the solution to the N -particle Liouville equation (4.65) with
initial data fN,0. We seek to formally find a hierarchy of equations satisfied by the marginals of
fN . The answer is obvious for s ≥ N since by definition
f
(s)
N = 0, for s > N, (5.2)
and
f
(N)
N = fN (5.3)
We observe that ∂DN,ǫ is equivalent up to surface measure zero to ΣX × RdN where
ΣX :=
⋃
(i,j,k)∈IN
Σsc,Xijk , (5.4)
and Σsc,Xijk are the projections in space of Σ
sc,X
ijk , given in (4.8). Notice that (5.4) is a pairwise
disjoint union.
The main part of the hierarchy will come after integrating by parts the Liouville equation.
Consider 1 ≤ s ≤ N − 1. The boundary and initial conditions can be easily recovered integrating
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Liouville’s equation boundary and initial conditions respectively i.e.{
f
(s)
N (t, Z
∗
s ) = f
(s)
N (t, Zs), (t, Zs) ∈ [0,∞)× ∂scDs,ǫ, s ≥ 3,
f
(s)
N (0, Zs) = f
(s)
N,0(Zs), Zs ∈ D˚s,ǫ.
(5.5)
Notice that for s = 1, 2 there is no boundary condition, since Ds,ǫ = R2ds by (4.4).
Consider now a smooth test function φs compactly supported in (0,∞)×Ds,ǫ such that whenever
(i, j, k) ∈ IN with j ≤ s, the following holds:
φs(t, psZ
∗
N ) = φs(t, psZN ) = φs(t, Zs), ∀(t, ZN ) ∈ (0,∞)× Σscijk, (5.6)
where ps : R
2dN → R2ds denotes the natural projection in space and velocities, given by
ps(ZN ) = Zs, ∀ZN ∈ R2dN .
Multiplying the Liouville equation by φs, and integrating over (0,∞)×DN,ǫ, we obtain its weak
form ˆ
(0,∞)×DN,ǫ
(
∂tfN (t, ZN ) +
N∑
i=1
vi∇xifN (t, ZN )
)
φs(t, Zs) dXN dVN dt = 0. (5.7)
For the time derivative in (5.7), we use Fubini’s Theorem and integration by parts in time to obtainˆ
(0,∞)×DN,ǫ
∂tfN(t, ZN )φs(t, Zs) dXN dVN dt = −
ˆ
DN,ǫ
ˆ ∞
0
fN (t, ZN )∂tφs(t, Zs) dt dXN dVN
(5.8)
= −
ˆ ∞
0
ˆ
R2dN
fN (t, ZN )∂tφs(t, Zs) dXN dVN dt
(5.9)
= −
ˆ ∞
0
ˆ
R2ds
f
(s)
N (t, Zs)∂tφs(t, Zs) dXs dVs dt
(5.10)
= −
ˆ
R2ds
ˆ ∞
0
f
(s)
N (t, Zs)∂tφs(t, Zs) dt dXs dVs
=
ˆ
(0,∞)×Ds,ǫ
∂tf
(s)
N (t, Zs)φs(t, Zs) dXs dVs dt,
(5.11)
where to obtain (5.8), we integrate by parts in time and use the fact that φs is compactly supported
in (0,∞) × Ds,ǫ, to obtain (5.9) we use the fact that fN is supported in (0,∞) × DN,ǫ, to obtain
(5.10) we use (5.1), and to obtain (5.11) we integrate by parts over time, and use again the fact
that φs is compactly supported in (0,∞)×Ds,ǫ.
For the material derivative term in (5.7), the Divergence Theorem implies that for any t > 0, we
haveˆ
DN,ǫ
N∑
i=1
vi∇xifN (t, ZN )φs(t, Zs) dXN dVN =
ˆ
DN,ǫ
divXN [fN (t, ZN)VN ]φs(t, Zs) dXN dVN
= A1 +A2, (5.12)
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where
A1 := −
ˆ
DN,ǫ
VN · ∇XNφs(t, Zs)fN (t, ZN ) dXN dVN ,
A2 :=
ˆ
ΣX×RdN
nˆ (XN ) · VNfN (t, ZN )φs (t, Zs) dVN dσ,
and ΣX is given by (5.4), nˆ(XN ) is the outwards normal vector on Σ
X at XN ∈ ΣX , dσ is the
surface measure on ΣX . Moreoverˆ
DN,ǫ
VN · ∇XNφs(t, Zs)fN (t, ZN ) dXN dVN =
ˆ
R2dN
Vs · ∇Xsφs(t, Zs)fN (t, ZN ) dXN dVN (5.13)
=
ˆ
R2ds
Vs · ∇Xsφs(t, Zs)f (s)N (t, Zs) dXs dVs (5.14)
= −
ˆ
R2ds
divXs [f
(s)
N (t, Zs)Vs]φs(t, Zs) dXs dVs
(5.15)
= −
ˆ
Ds,ǫ
s∑
i=1
vi∇xif (s)N (t, Zs)φs(t, Zs) dXs dVs,
(5.16)
where to obtain (5.13) we use the fact that fN is supported in DN,ǫ, to obtain (5.14) we use
(5.1), and to obtain (5.15) we use again the Divergence Theorem and the fact that φs is compactly
supported in (0,∞)×Ds,ǫ. Combining (5.7), (5.11), (5.12), (5.16), and recalling the space boundary
decomposition (5.4), we obtain
ˆ
(0,∞)×Ds,ǫ
(
∂tf
(s)
N (t, Zs) +
s∑
i=1
vi∇xif (s)N (t, Zs)
)
φs (t, Zs) dXs dVs dt =
= −
ˆ
(0,∞)×ΣX×RdN
nˆ (XN ) · VNfN (t, ZN )φs (t, Zs) dVN dσ dt
= −
∑
(i,j,k)∈IN
ˆ
(0,∞)×Σsc,Xijk ×RdN
nˆijk (XN ) · VNfN (t, ZN)φs (t, Zs) dVN dσijk dt
=
∑
(i,j,k)∈IN
ˆ ∞
0
Cijk(t) dt, (5.17)
where for (i, j, k) ∈ IN and t > 0, we denote
Cijk(t) = −
ˆ
Σsc,Xi,j,k×RdN
nˆijk (XN ) · VNfN (t, ZN)φs (t, Zs) dVN dσijk , (5.18)
and nˆijk(XN ) is the outwards normal vector on Σ
sc,X
ijk at XN ∈ Σsc,Xijk , dσijk is the surface measure
on Σsc,Xijk . We easily calculate
− nˆijk(XN ) · VN = (
√
2)−1
〈xj−xi√
2ǫ
, vj − vi〉+ 〈xk−xi√2ǫ , vk − vi〉√
1 + 〈xj−xi√
2ǫ
, xk−xi√
2ǫ
〉
.
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Notice that since we are integrating over Σsc,Xijk , we have(
xj − xi√
2ǫ
,
xk − xi√
2ǫ
)
∈ S2d−11 .
Making the change of variables (vi, vj , vk) → (v∗i , v∗j , v∗k), under the collisional transformation in-
duced by
(
xj−xi√
2ǫ
, xk−xi√
2ǫ
)
, using (5.19), Proposition 3.6 parts (iv), (v) and the boundary condition
of (4.65), we obtain
Cijk(t) =(
√
2)−1
ˆ
Σsc,Xijk ×RdN
〈xj−xi√
2ǫ
, v∗j − v∗i 〉+ 〈xk−xi√2ǫ , v∗k − v∗i 〉√
1 + 〈xj−xi√
2ǫ
, xk−xi√
2ǫ
〉
fN (t, Z
∗
N)φs(t, πsZ
∗
N) dVN dσijk
=− (
√
2)−1
ˆ
Σsc,X
ijk
RdN
〈xj−xi√
2ǫ
, vj − vi〉+ 〈xk−xi√2ǫ , vk − vi〉√
1 + 〈xj−xi√
2ǫ
, xk−xi√
2ǫ
〉
fN (t, Z
∗
N)φs(t, πsZ
∗
N) dVN dσijk .
(5.20)
Equations (5.18)-(5.20) and the test function condition (5.6) imply
Cijk(t) = 0, ∀(i, j, k) /∈ I˜N , ∀t > 0, (5.21)
where
I˜N := {(i, j, k) ∈ IN : 1 ≤ i ≤ s < j < k ≤ N} . (5.22)
Notice we immediately take that the (N − 1)- marginal satisfies the (N − 1)-Liouville equation i.e.
∂tf
(N−1)
N +
N∑
i=1
vi∇xif (N−1)N = 0, (t, ZN−1) ∈ (0,∞)× D˚N−1,ǫ,
f
(N−1)
N (t, Z
∗
N−1) = f
(N−1)
N (t, ZN−1), (t, ZN−1) ∈ [0,∞)× ∂scDN−1,ǫ,
f
(N−1)
N (0, ZN−1) = f
(N−1)
N,0 (ZN−1), ZN−1 ∈ D˚N−1,ǫ.
(5.23)
This fact comes in agreement with physical intuition. Indeed, since we have three particles inter-
action we do not expect to be able recover f
(N−1)
N from f
(N)
N .
For 1 ≤ s ≤ N−2 and (i, j, k) ∈ I˜N , Fubini’s Theorem implies that the (dN−1)-surface measure
on Σsc,Xijk can be written as
dσijk(XN ) = dSxi(xj , xk)
N∏
ℓ=1
ℓ 6=j,k
dxℓ, (5.24)
where, given xi ∈ Rd, dSxi is the (2d−1)-surface measure on the (2d−1)-sphere of center (xi, xi) ∈
R2d and radius
√
2ǫ:
Sxi =
{
(xj , xk) ∈ R2d : |xj − xi|2 + |xk − xi|2 = 2ǫ2
}
. (5.25)
The decomposition (5.24) and the symmetry assumption on fN yield that
Cijk(t) = Ci,s+1,s+2(t), ∀(i, j, k) ∈ I˜N , ∀t > 0. (5.26)
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Therefore, recalling (5.21)-(5.22), (5.26) yield∑
(i,j,k)∈IN
Cijk(t) =
∑
(i,j,k)∈I˜N
Cijk(t)
=
s∑
i=1
N−1∑
j=s+1
N∑
k=j+1
Ci,s+1,s+2(t)
=
s∑
i=1
N−1∑
j=s+1
(N − j)Ci,s+1,s+2(t)
= (1 + 2 + ...+N − s− 1)
s∑
i=1
Ci,s+1,s+2(t)
=
1
2
(N − s)(N − s− 1)
s∑
i=1
Ci,s+1,s+2(t), ∀t > 0. (5.27)
Hence, thanks to (5.18)-(5.19), (5.27), (5.17) can be rewritten as
ˆ
(0,∞)×Ds,ǫ
(
∂tf
(s)
N (t, Zs) +
s∑
i=1
vi∇xif (s)N (t, Zs)
)
φs (t, Zs) dXs dVs dt
=
1
2
(N − s)(N − s− 1)
s∑
i=1
ˆ ∞
0
Ci,s+1,s+2(t) dt.
(5.28)
Let us fix i ∈ {1, ..., s}. Performing the change of variables
ω1 =
xs+1 − xi√
2ǫ
,
ω2 =
xs+2 − xi√
2ǫ
,
and recalling the notation from (3.5)
b(ω1, ω2, vs+1 − vi, vs+2 − vi) = 〈ω1, vs+1 − vi〉+ 〈ω2, vs+2 − vi〉,
we obtain thanks to (5.18)-(5.19), (5.24), (5.1), the fact that supp f
(s+2)
N ⊆ Ds+2,ǫ thatˆ ∞
0
Ci,s+1,s+2(t) dt =
=
ˆ
(0,∞)×Ds,ǫ
2d−1ǫ2d−1
ˆ
S
2d−1
1 ×R2d
b (ω1, ω2, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
× f (s+2)N (t,Xs, xi +
√
2ǫω1, xi +
√
2ǫω2, Vs, vs+1, vs+2) dω1 dω2 dvs+1 dvs+2 dXs dVs dt.
(5.29)
Splitting the cross-section to positive and negative parts, followed by an application of the relevant
boundary condition to the positive part ((5.5), or the boundary condition of (4.65) if s = N − 2),
and use of the substitution (ω1, ω2) → (−ω1,−ω2) for the negative part, the right hand side of
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(5.29) becomes:ˆ
(0,∞)×Ds,ǫ
2d−1ǫ2d−1
ˆ
S
2d−1
1 ×R2d
b+ (ω1, ω2, vs+1 − vi, vs+2 − vi)
×
(
f
(s+2)
N (t, Z
i∗
s+2,ǫ)− f (s+2)N (t, Zis+2,ǫ)
)
dω1 dω2 dvs+1 dvs+2 dXs dVs dt,
(5.30)
where given i ∈ {1, ..., s}, we denote
Zis+2,ǫ = (x1, ..., xi, ..., xs, xi −
√
2ǫω1, xi −
√
2ǫω2, v1, ...vi−1, vi, vi+1, ..., vs, vs+1, vs+2),
Zi∗s+2,ǫ = (x1, ..., xi, ..., xs, xi +
√
2ǫω1, xi +
√
2ǫω2, v1, ...vi−1, v∗i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
(5.31)
Finally, we combine (5.2)-(5.3), (5.23), (5.28)-(5.30), to formally obtain the BBGKY hierarchy for
s ∈ N: 
∂tf
(s)
N +
s∑
i=1
vi∇xif (s)N = CNs,s+2f (s+2)N , (t, Zs) ∈ (0,∞)× D˚s,ǫ,
f
(s)
N (t, Z
∗
s ) = f
(s)
N (t, Zs), (t, Zs) ∈ [0,∞)× ∂scDs,ǫ, whenever s ≥ 3,
f
(s)
N (0, Zs) = f
(s)
N,0(Zs), Zs ∈ D˚s,ǫ,
(5.32)
where
CNs,s+2 = CN,+s,s+2 − CN,−s,s+2. (5.33)
For 1 ≤ s ≤ N − 2 we denote
CN,+s,s+2f (s+2)N (t, Zs) = AN,ǫ,s
s∑
i=1
ˆ
S
2d−1
1 ×R2d
b+√
1 + 〈ω1, ω2〉
× f (s+2)N
(
t, Zi∗s+2,ǫ,
)
dω1 dω2 dvs+1 dvs+2,
(5.34)
CN,−s,s+2f (s+2)N (t, Zs) = AN,ǫ,s
s∑
i=1
ˆ
S
2d−1
1 ×R2d
b+√
1 + 〈ω1, ω2〉
× f (s+2)N
(
t, Zis+2,ǫ
)
dω1 dω2 dvs+1 dvs+2,
(5.35)
where we use the notation
AN,ǫ,s = 2
d−2(N − s)(N − s− 1)ǫ2d−1,
b+ = max{b, 0},
b = b(ω1, ω2, vs+1 − vi, vs+2 − vi),
Zis+2,ǫ = (x1, ..., xi, ..., xs, xi −
√
2ǫω1, xi −
√
2ǫω2, v1, ...vi−1, vi, vi+1, ..., vs, vs+1, vs+2),
Zi∗s+2,ǫ = (x1, ..., xi, ..., xs, xi +
√
2ǫω1, xi +
√
2ǫω2, v1, ...vi−1, v∗i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
(5.36)
For s ≥ N − 1 we trivially define
CNs,s+2 ≡ 0. (5.37)
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Duhamel’s formula implies that the BBGKY hierarchy can be written in mild form as follows
f
(s)
N (t, Zs) = T
t
sf
(s)
N,0(Zs) +
ˆ t
0
T t−τs CNs,s+2f (s+2)N (τ, Zs) dτ, s ∈ N, (5.38)
where T ts is the ǫ-interaction zone flow of s-particles operator given in (4.67).
5.2. The Boltzmann hierarchy. We will now derive the Boltzmann hierarchy as the formal limit
of the BBGKY hierarchy as N →∞ and ǫ→ 0+ under the scaling
Nǫd−1/2 ≃ 1. (5.39)
This scaling guarantees that for a fixed s ∈ N, we have
AN,ǫ,s −→ 1, as N →∞ and ǫ→ 0+ in the scaling (5.39).
Formally taking the limit under the scaling imposed we may define the following collisional operator:
C∞s,s+2 = C∞,+s,s+2 − C∞,−s,s+2,
where
C∞,+s,s+2f (s+2)(t, Zs) =
s∑
i=1
ˆ
(S2d−11 ×R2d)
b+√
1 + 〈ω1, ω2〉
f (s+2)
(
t, Zi∗s+2
)
× dω1 dω2 dvs+1 dvs+2,
(5.40)
C∞,−s,s+2f (s+2)(t, Zs) =
s∑
i=1
ˆ
(S2d−11 ×R2d)
b+√
1 + 〈ω1, ω2〉
× f (s+2) (t, Zis+2)
× dω1 dω2 dvs+1 dvs+2,
(5.41)
and
b+ = max{b, 0},
b = b(ω1, ω2, vs+1 − vi, vs+2, vi),
Zis+2 = (x1, ..., xi, ..., xs, xi, xi, v1, ...vi−1, vi, vi+1, ..., vs, vs+1, vs+2),
Zi∗s+2 = (x1, ..., xi, ..., xs, xi, xi, v1, ...vi−1, v
∗
i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
(5.42)
Now we are ready to introduce the Boltzmann hierarchy. More precisely, given an initial proba-
bility density f0, the Boltzmann hierarchy for s ∈ N is given by:
∂tf
(s) +
s∑
i=1
vi∇xif (s) = C∞s,s+2f (s+2), (t, Zs) ∈ (0,∞)× R2ds,
f (s)(0, Zs) = f
(s)
0 (Zs), ∀Zs ∈ R2ds.
(5.43)
Duhamel’s formula implies that the Boltzmann hierarchy can be written in mild form as follows
f (s)(t, Zs) = S
t
sf
(s)
0 (Zs) +
ˆ t
0
St−τs C∞s,s+2f (s+2)(τ, Zs) dτ, s ∈ N. (5.44)
where Sts denotes free flow of s-particles operator given in (4.68).
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5.3. The ternary Boltzmann equation. In most applications, particles are initially indepen-
dently distributed. This translates to factorized Boltzmann hierarchy initial data i.e.
f
(s)
0 (Zs) = f
⊗s
0 (Zs) =
s∏
i=1
f0(xi, vi), s ∈ N, (5.45)
where f0 : R
2d → R is a given function. One can easily verify that the anszatz
f (s)(t, Zs) = f
⊗s(t, Zs) =
s∏
i=1
f(t, xi, vi), s ∈ N, (5.46)
solves the Boltzmann hierarchy with initial data given by (5.45), if f : [0,∞) × R2d → R satisfies
the following nonlinear integro-differential equation:
∂tf + v · ∇xf = Q3(f, f, f), (t, x, v) ∈ (0,∞)× R2d,
f(0, x, v) = f0(x, v), (x, v) ∈ R2d,
(5.47)
which we call the ternary Boltzmann equation. The collisional operator Q3 is given by
Q3(f, f, f)(t, x, v) =
ˆ
S
2d−1
1 ×R2d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2) dω1 dω2 dv1 dv2, (5.48)
where
b+ = max{b, 0},
b = b(ω1, ω2, vs+1 − vi, vs+2 − vi),
f∗ = f(t, x, v∗), f = f(t, x, v),
f∗1 = f(t, x, v
∗
1), f1 = f(t, x, v1),
f∗2 = f(t, x, v
∗
2), f = f(t, x, v2).
(5.49)
Duhamel’s formula implies the ternary Boltzmann equation can be written in mild form as follows
f(t, x, v) = St1f0(x, v) +
ˆ t
0
St−τ1 Q3(f, f, f)(τ, x, v) dτ, (5.50)
where
St1g(x, v) = g(x− tv, v), ∀(t, x, v) ∈ [0,∞)× R2d, g : R2d → R.
Remark 5.1. We will see in Section 6 that both mild Boltzmann hierarchy and mild ternary Boltz-
mann equation are well-posed in appropriate functional spaces. Therefore, the tensorized product
of the mild solution to the ternary Boltzmann equation will give the unique mild solution to the
Boltzmann hierarchy.
5.3.1. Weak form and the Boltzmann inequality. Let us now investigate some properties of the
ternary collisional operator Q3. It will turn out that they are actually analogous to the properties
of the classical Boltzmann equation operator, see [11]. In the following, most calculations are formal,
assuming that the functions involved are continuous and sufficiently decreasing in velocities for the
integrals involved to make sense. We include these calculation for the sake of completeness since
this is the first time the ternary Boltzmann equation appears in the literature.
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Proposition 5.2. Consider a function f : [0,∞)× R2d → R. Then the following hold:
(i) For any test function φ : [0,∞)× R2d → R, the following weak identity holds:
ˆ
Rd
Q3(f, f, f)φdv ≈
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)
× (φ+ φ1 + φ2 − φ∗ − φ∗1 − φ∗2) dω1 dω2 dv1 dv2 dv,
(5.51)
where we use the notation introduced in (5.49).
(ii) In case f > 0, the following analogue of the Boltzmann inequality (see [11]) holds:
D(f) := −
ˆ
Rd
Q3(f, f, f) ln f dv ≥ 0, (5.52)
i.e. the so-defined entropy dissipation D(f) is non-negative.
Proof. (i) Notice that performing the unitary substitution (ω1, ω2)→ (−ω1,−ω2), using (3.1),(3.4),
(3.13), and performing the unitary substitution (v∗, v∗1 , v
∗
2)→ (v, v1, v2), we obtain
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ∗ dω1 dω2 dv1 dv2 dv =
−
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φdω1 dω2 dv1 dv2 dv,
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ∗1 dω1 dω2 dv1 dv2 dv =
−
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ1 dω1 dω2 dv1 dv2 dv,
and
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ∗2 dω1 dω2 dv1 dv2 dv =
= −
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ2 dω1 dω2 dv1 dv2 dv.
So recalling the operator Q3(f, f, f) from (5.48), it suffices to show
ˆ
Rd
Q3(f, f, f)φdv ≈
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ1 dω1 dω2 dv1 dv2 dv (5.53)
ˆ
Rd
Q3(f, f, f)φdv ≈
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ2 dω1 dω2 dv1 dv2 dv. (5.54)
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We first show (5.53). Performing the unitary transformation (v, v1, v2)→ (v′1, v′, v′2), and recalling
notation from (3.1), we obtain
φ1 = φ(v1) = φ(v
′),
b(ω1, ω2, v, v1, v2) = b(ω1, ω2, v
′
1, v
′, v′2)
cω1,ω2,v,v1,v2 = cω1,ω2,v′1,v′,v′2 ,
f∗ = f(t, x, v˜′1) := f˜1
′
, v˜′1 := v
′
1 + cω1,ω2,v′1,v′,v′2 (ω1 + ω2) ,
f∗1 = f(t, x, v˜
′) := f˜ ′, v˜′ := v′ − cω1,ω2,v′1,v′,v′2ω1,
f∗2 = f(t, x, v˜
′
2) := f˜2
′
, v˜′2 := v
′
2 − cω1,ω2,v′1,v′,v′2ω2,
f = f(t, x, v′1) := f
′
1,
f1 = f(t, x, v
′) := f ′,
f2 = f(t, x, v
′
2) := f
′
2.
(5.55)
Since the map (v, v1, v2)→ (v′1, v′, v′2) is unitary, we obtainˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ1 dω1 dω2 dv1 dv2 dv =
ˆ
S
2d−1
1 ×R3d
b+(ω1, ω2, v
′ − v′1, v′2 − v′1)√
1 + 〈ω1, ω2〉
(f˜1
′
f˜ ′f˜2
′ − f ′1f ′f ′2)φ(v′) dω1 dω2 dv′1 dv′2 dv′.
(5.56)
The velocities v˜′, v˜′1, v˜
′
2 are not in general the image of (v
′, v′1, v
′
2) under the collisional transformation
induced by (ω1, ω2). However they satisfy the momentum-energy conservation system:
v˜′ + v˜′1 + v˜
′
2 = v
′ + v′1 + v
′
2,
|v˜′|2 + |v˜′1|2 + |v˜′2|2 = |v′|2 + |v′1|2 + |v2|2.
Therefore, Proposition 3.7 implies that there exists (ω˜1, ω˜2) ∈ S2d−11 such that
(v˜′, v˜′1, v˜
′
2) = Tω˜1,ω˜2(v
′, v′1, v
′
2). (5.57)
Motivated by this observation, in order to conclude (5.53), we aim to change variables in the impact
directions surface integral so that (5.57) holds, and then use part (ii) of Lemma 13.1 (see Appendix)
for γ = 1 and the smooth function Ψ : R2d → R given by:
Ψ(ω1, ω2) = |ω1|2 + |ω2|2. (5.58)
Let us note that we clearly have
∇Ψ(ω1, ω2) = 2(ω1, ω2) 6= 0, ∀(ω1, ω2) ∈ R2d \ {(0, 0)}, (5.59)
and
[Ψ = 1] = S2d−11 . (5.60)
The key observation is the following elementary identity:
b(ω˜1, ω˜2, v
′
1 − v′, v′2 − v′) = b(−ω˜1 − ω˜2, ω˜2, v′ − v′1, v′2 − v′1), ∀(ω˜1, ω˜2) ∈ S2d−11 . (5.61)
However if we perform the change of variables given by the involutionary linear transformation:
(ω1, ω2)→ (−ω˜1 − ω˜2, ω˜2),
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the sphere structure is not preserved (i.e. the sphere is not mapped in the sphere), and (5.53)
cannot be recovered. This is happening because of the assymetry inherited in our model.
To overcome this problem, the idea is to normalize this linear map. However if one merely
normalizes, the extension map is of trivial Jacobian, thus Lemma 13.1 is not applicable. For this
reason, we will use an involutionary map which coincides with the normalization merely on the
sphere. We consider the domain
Ω = {(ω˜1, ω˜2) ∈ R2d : 1 + |ω˜2|2 + 2〈ω˜1, ω˜2〉 > 0},
and the map F : Ω→ R2d given by:
F (ω˜1, ω˜2) :=
(−ω˜1 − ω˜2, ω˜2)√
1 + |ω˜2|2 + 2〈ω˜1, ω˜2〉
. (5.62)
Notice that S2d−11 ⊆ Ω. Indeed, for any (ω˜1, ω˜2) ∈ S2d−11 , we have
1 + |ω˜2|2 + 2〈ω˜1, ω˜2〉 = |ω˜1 + ω˜2|2 + |ω˜2|2 > 0, ∀(ω˜1, ω˜2) ∈ S2d−11 : ω˜2 6= 0.
However, even if ω˜2 = 0, we have
1 + |ω˜2|2 + 2〈ω˜1, ω˜2〉 = 1 > 0,
thus S2d−11 ⊆ Ω.
Notice also that F : S2d−11 → S2d−11 . In fact, a direct calculation shows that F is a diffeomorphic
involution of Ω i.e. F−1 : Ω→ Ω is given by
(ω˜1, ω˜2) = F
−1(ω1, ω2) :=
(−ω1 − ω2, ω2)√
1 + |ω2|2 + 2〈ω1, ω2〉
. (5.63)
Therefore recalling Ψ from (5.58), we have
[Ψ ◦ F = 1] = S2d−11 , (5.64)
Moreover, by the chain rule, we obtain
F (F (ω˜1, ω˜2)) = (ω˜1, ω˜2)⇒ JacF (ω˜1, ω˜2)) 6= 0, ∀(ω˜1, ω˜2) ∈ Ω. (5.65)
(5.59), (5.65), the fact that F is bijective and (5.64) imply that requirements of part (ii) of Lemma
13.1 are satisfied.
Using (5.63), a direct calculation shows that for any (ω˜1, ω˜2) ∈ S2d−11 , we have
b(ω˜1, ω˜2, v
′
1 − v′, v′2 − v′) =
b(ω1, ω2, v
′ − v′1, v′2 − v′1)√
1 + |ω2|2 + 2〈ω1, ω2〉
,
1 + 〈ω˜1, ω˜2〉 = 1 + 〈ω1, ω2〉
1 + |ω2|2 + 2〈ω1, ω2〉 ,
hence
b+(ω˜1, ω˜2, v
′
1 − v′, v′2 − v′)√
1 + 〈ω˜1, ω˜2〉
=
b+(ω1, ω2, v
′ − v′1, v′2 − v′1)√
1 + 〈ω1, ω2〉
. (5.66)
Recalling (3.1), we also obtain
cω˜1,ω˜2,v′,v′1,v′2 = cω1,ω2,v′1,v′,v′2
√
1 + |ω2|2 + 2〈ω1, ω2〉. (5.67)
50 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Moreover by (5.63), we obtain
ω˜1 + ω˜1 = − ω1√
1 + |ω2|2 + 2〈ω1, ω2〉
. (5.68)
Therefore, recalling the velocities v˜′1, v˜
′, v˜′2 from (5.55), expressions (5.67) and (5.63), (5.68), imply
v˜′ = v′ − cω1,ω2,v′1,v′,v′2ω1 = v′ + cω˜1,ω˜2,v′,v′1,v′2(ω˜1 + ω˜2) = v′∗,
v˜′1 = v
′
1 + cω1,ω2,v′1,v′,v′2(ω1 + ω2) = v
′ − cω˜1,ω˜2,v′,v′1,v′2 ω˜1 = v′∗1 ,
v˜′2 = v
′
2 − cω1,ω2,v′1,v′,v′2ω2 = v′2 − cω˜1,ω˜2,v′,v′1,v′2 ω˜2 = v′∗2 ,
(5.69)
where recalling (3.4), we write
(v′∗, v′∗1 , v
′∗
2 ) := Tω˜1,ω˜2(v
′, v′1, v
′
2), (5.70)
i.e. the collisional transformation of (v′, v′1, v
′
2) is taken with respect to the pair of impact directions
(ω˜1, ω˜2) ∈ S2d−11 . Let us write
f ′∗ := f(v′∗), f ′∗1 := f(v
′∗
1 ), f
′∗
2 := f(v
′∗
2 ).
Using part (ii) of Lemma 13.1, Fubini’s Theorem, and recalling (5.56), (5.66), (5.69) yield
ˆ
S
2d−1
1 ×R3d
b+(ω1, ω2, v1 − v, v2 − v)√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2)φ1 dω1 dω2 dv1 dv2 dv =
=
ˆ
S
2d−1
1 ×R3d
b+(ω1, ω2, v
′ − v′1, v′2 − v′1)√
1 + 〈ω1, ω2〉
(f˜1
′
f˜ ′f˜2
′ − f ′1f ′f ′2)φ(v′) dω1 dω2 dv′1 dv′2 dv′
≈
ˆ
S
2d−1
1 ×R3d
b+(ω˜1, ω˜2, v
′
1 − v′, v′2 − v′)√
1 + 〈ω˜1, ω˜2〉
(f ′∗f ′∗1 f
′∗
2 − f ′f ′1f ′2)φ(v′) dω˜1 dω˜2 dv′1 dv′2 dv′
=
ˆ
Rd
Q3(f, f, f)φdv.
Claim (5.53) is proved. To prove (5.54), we use a symmetric argument. The weak identity (5.51)
follows.
(ii) Considering f > 0, and choosing φ = ln f in (5.51), we obtain (5.52) as follows:
−D(f) =
ˆ
Rd
Q3(f, f, f) ln f dv
≈
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2) ln
ff1f2
f∗f∗1 f
∗
2
dω1 dω2 dv1 dv2 dv
≤ 0,
where we used the elementary inequality
(x− y) ln y
x
≤ 0, ∀x, y > 0. (5.71)
Therefore D(f) ≥ 0. 
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5.3.2. Collision invariants and local conservation laws. We first give the collision invariants defini-
tion:
Definition 5.3. A continuous function φ : Rd → R is called collision invariant if
φ(v∗1) + φ(v
∗
2) + φ(v
∗
3 ) = φ(v1) + φ(v2) + φ(v3), ∀(ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d. (5.72)
We will show that all collision invariants are of the form
φ(v) = α+ 〈b, v〉+ c|v|2, v ∈ Rd,
for some α, c ∈ R and b ∈ Rd.
We will rely on the following well-known Lemma, for the proof see [10], p. 75.:
Lemma 5.4. The following hold:
(i) Let n ∈ N, and assume φ : Rn → R is continuous function satisfying:
φ(v1 + v2) = φ(v1) + φ(v2), ∀v1, v2 ∈ Rn, (5.73)
Then
φ(v) = 〈b, v〉,
for some b ∈ Rn.
(ii) Assume φ : [0,∞)→ R is a continuous function satisfying:
φ(r + s) = φ(r) + φ(s), ∀r, s ≥ 0.
Then
φ(r) = cr,
for some constant c ∈ R.
In order to find the collision invariants we will use the following weaker form of Lemma 5.4 for
odd functions:
Lemma 5.5. Let n ∈ N, and assume φ : Rn → R is an odd continuous function satisfying:
φ(v1 + v2) = φ(v1) + φ(v2), ∀v1 ⊥ v2 ∈ Rn, (5.74)
Then
φ(v) = 〈b, v〉,
for some b ∈ Rn.
Proof. Our proof is based on an argument developed in [10]. By part (i) of Lemma 5.4, it suffices
to show that φ satisfies (5.73). Notice that since φ is odd we have φ(0) = 0. Consider v1, v2 ∈ Rn.
By (5.74), we may assume without loss of generality that 〈v1 v2〉 6= 0. Consider ξ ∈ Rn with
〈ξ, v1〉 = 〈ξ, v2〉 = 0, |ξ|2 = |〈v1, v2〉| > 0. (5.75)
Applying (5.74) for the the pairs of perpendicular vectors (v1, ξ), (v2, ξ), we obtain
φ(v1 + ξ) = φ(v1) + φ(ξ), (5.76)
φ(v2 + ξ) = φ(v2) + φ(ξ) = φ(v2) + φ(ξ), (5.77)
φ(v2 − ξ) = φ(v2) + φ(−ξ) = φ(v2)− φ(ξ), (5.78)
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where to obtain (5.78) we use the fact that φ is odd. We distinguish the following cases:
(i) 〈v1, v2〉 > 0: Condition (5.75) implies v1 + ξ ⊥ v2 − ξ. Indeed we have
〈v1 + ξ, v2 − ξ〉 = 〈v1, v2〉 − 〈v1, ξ〉+ 〈ξ, v2〉 − |ξ|2 = 0.
Then implies
φ(v1 + v2) = φ((v1 + ξ) + (v2 − ξ)) (5.79)
= φ(v1 + ξ) + φ(v2 − ξ)
= φ(v1) + φ(ξ) + φ(v2)− φ(ξ) (5.80)
= φ(v1) + φ(v2),
where to obtain (5.79), we apply (5.74) for the perpendicular vectors v1 + ξ, v2 − ξ, and to obtain
(5.80) we use (5.76), (5.78). The claim is proved for this case.
(ii): 〈v1, v2〉 < 0. Condition (5.75) implies v1 + ξ ⊥ v2 + ξ. Indeed we have
〈v1 + ξ, v2 + ξ〉 = 〈v1, v2〉+ 〈v1, ξ〉+ 〈ξ, v2〉+ |ξ|2 = 0.
Then we have
φ(v1 + v2) + φ(2ξ) = φ((v1 + v2 + 2ξ) (5.81)
= φ((v1 + ξ) + (v2 + ξ))
= φ(v1 + ξ) + φ(v2 + ξ) (5.82)
= φ(v1) + φ(v2) + 2φ(ξ) (5.83)
where to obtain (5.81), we apply (5.74) for the perpendicular vectors v1 + v2, 2ξ, to obtain (5.82),
we apply (5.74) for the perpendicular vectors v1+ξ, v2+ξ, and to obtain (5.83) we use (5.76)-(5.77).
But notice that what was proven in case (i) implies
φ(2x) = 2φ(x), ∀x ∈ Rn,
hence
φ(2ξ) = 2φ(ξ). (5.84)
Then the claim follows from (5.81)-(5.83) and (5.84).
The result is proved. 
We are now able to find all the collision invariants.
Proposition 5.6. All collision invariant functions are of the form:
φ = α+ 〈b, v〉+ c|v|2, (5.85)
for some α, c ∈ R and b ∈ Rd. Conversely, every function of the form (5.85) is collision invariant.
Proof. Consider first a function of the form (5.85). Then collision invariance directly follows from
the conservation of momentum and energy of an interaction and linearity.
A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION 53
To prove the other direction, assume φ is a collision invariant function. We claim first that the
function φ(v1)+φ(v2)+φ(v3) is constant whenever v1+v2+v3 and |v1|2+ |v2|2+ |v3|2 are constant.
Indeed, consider v′1, v
′
2, v
′
3 ∈ Rd such that
v1 + v2 + v3 = v
′
1 + v
′
2 + v
′
3,
|v1|2 + |v2|2 + |v3|2 = |v′1|2 + |v′2|2 + |v′3|2.
Then by Proposition 3.7 there exists (ω1, ω2) ∈ S2d−11 , such that
(v′1, v
′
2, v
′
3) = Tω1,ω2(v1, v2, v3) = (v
∗
1 , v
∗
2 , v
∗
3).
By the collision invariance of φ we get,
φ(v1) + φ(v2) + φ(v3) = φ(v
∗
1) + φ(v
∗
2) + φ(v
∗
3) = φ(v
′
1) + φ(v
′
2) + φ(v
′
3),
which proves the claim. In other words, since φ is assumed continuous, we may write
φ(v1) + φ(v2) + φ(v3) = Φ
(|v1|2 + |v2|2 + |v3|2, v1 + v2 + v3) , (5.86)
for some continuous function Φ : [0,+∞)× Rd → R.
We proceed the proof in the following steps:
(i) φ is even, φ(0) = 0: Given v ∈ Rd, we choose v1 = v, v2 = −v and v3 = 0 in (5.86) to obtain
φ(v) =
1
2
Φ
(
2|v|2, 0) , ∀v ∈ Rd.
Therefore, there is continuous function ψ : [0,+∞)→ R, with
φ(v) = ψ(|v|2), ∀v ∈ Rd. (5.87)
Setting v3 = 0 in equation (5.86), and using (5.87), we obtain
Φ
(|v1|2 + |v2|2, v1 + v2) = ψ (|v1|2)+ ψ (|v2|2) , ∀v1, v2 ∈ Rd. (5.88)
Setting v1 = v, v2 = 0 in (5.88), and using the fact that ψ(0) = φ(0) = 0, we obtain
Φ(|v|2, v) = ψ(|v|2), ∀v ∈ Rd. (5.89)
Considering v1, v2 ∈ Rd with v1 ⊥ v2, we have
ψ(|v1 + v2|2) = Φ(|v1 + v2|2, v1 + v2) (5.90)
= Φ(|v1|2 + |v2|2, v1 + v2) (5.91)
= ψ(|v1|2) + ψ(|v2|2), (5.92)
where to obtain (5.90) we use (5.89), to obtain (5.91) we use the assumption v1 ⊥ v2, and to obtain
(5.92) we use (5.88). We have shown that
ψ(|v1|2 + |v2|2) = ψ(|v1|2) + ψ(|v2|2), ∀v1 ⊥ v2. (5.93)
We choose unit vectors n1, n2 ∈ Rd with n1 ⊥ n2. Then (5.93) implies
ψ(r + s) = ψ(|r1/2n1|2 + |s1/2n2|2) = ψ(|r1/2n1|2) + ψ(|s1/2n2|2) = ψ(r) + ψ(s), ∀r, s ≥ 0.
By part (ii) of Lemma 5.5, we conclude
ψ(r) = cr, for some c ∈ R,
thus
φ(v) = ψ(|v|2) = c|v|2,
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and the result follows for the even case.
(ii) φ is odd : Assume φ is odd, and consider v1, v2 ∈ Rd with v1 ⊥ v2. Equation (5.86), for
v3 = 0, and the identity
|v1|2 + |v2|2 = 〈v1 + v2, v1 + v2〉, since v1 ⊥ v2,
imply there is a continuous function h : Rd → R such that
φ(v1) + φ(v2) = h(v1 + v2), ∀v1 ⊥ v2 ∈ Rd. (5.94)
We apply (5.94) with one vector being v1 + v2 and the other being 0 to obtain:
φ(v1 + v2) = φ(v1 + v2) + φ(0) = h(v1 + v2). (5.95)
Equations (5.94)-(5.95) imply
φ(v1 + v2) = φ(v1) + φ(v2), ∀v1 ⊥ v2 ∈ Rd.
Hence, Lemma 5.5 yields
φ(v) = 〈b, v〉,
for some b ∈ Rd, and the result follows for the odd case.
(iii) φ(0) = 0: We split φ to an even and an odd part φ = φe + φo, where
φe(v) =
1
2
(φ (v) + φ (−v)) , φe(0) = 0,
φo(v) =
1
2
(φ (v)− φ (−v)) .
By linearity of the collisional transformation, we notice that φe and φo are collision invariant as
well so cases (i)-(ii) yield
φe(v) = c|v|2, for some c ∈ R,
φo(v) = 〈b, v〉, for some b ∈ Rn.
Therefore,
φ(v) = 〈b, v〉+ c|v|2.
(iv) General case: Let us write φ(0) = α. Then the function ψ(v) := φ(v)− α is collision invariant
and ψ(0) = 0, so part (iii) implies the result. 
Recalling D from (5.52), let us solve the functional equations:
D(f) = 0, (5.96)
and
Q3(f, f, f) = 0, (5.97)
for continuous and sufficiently decreasing in velocities f > 0.
Proposition 5.7. Consider a positive, decreasing in velocities function f : [0,∞)×R2d → (0,∞).
Then the following hold:
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(i) D(f) = 0 iff f is Maxwellian i.e. f is of the form
f =
R
(2πT )d/2
e−
|v−U|2
2T .
for some continuous functions R, T : [0,∞)× Rd → (0,∞) and U : [0,∞)× Rd → Rd.
(ii) Q3(f, f, f) = 0 iff f is a Maxwellian.
Proof. Let us first prove (i). By (5.51), we have
D(f) ≈ −
ˆ
S
2d−1
1 ×R3d
b+√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2) ln
ff1f2
f∗f1f2
dω1 dω2 dv1 dv2 dv.
Using the elementary fact that given x, y > 0, there holds
(x− y) ln y
x
≤ 0, with equality holding iff x = y,
we obtain that
D(f) = 0⇔ f∗f∗1 f∗2 = ff1f2, (5.98)
or after taking logarithms
D(f) = 0⇔ ln f∗ + ln f∗1 + ln f∗2 = ln f + ln f1 + ln f2. (5.99)
Assume D(f) = 0. Then, (5.99) implies that ln f is collision invariant, hence Proposition 5.6 yields
ln f = α+ 〈b, v〉+ c|v|2,
for some continuous functions α, c : [0,∞)× Rd → R and b : [0,∞)× Rd → Rd or equivalently
f =
R
(2πT )d/2
e−
|v−U|2
2T , (5.100)
for some continuous functions R, T : [0,∞)×Rd → R and U : [0,∞)×Rd → Rd. Since f is assumed
to be positive and decreasing in velocities, we obtain that R, T > 0. Therefore f is Maxwellian.
Assuming now that f is Maxwellian, conservation of momentum (3.10) and conservation of energy
(3.11) imply that ln f is collision invariant, and the claim follows again from (5.99).
Let us now prove (ii). We start by observing
Q3(f, f, f) = 0⇒ D(f) = 0⇒ f is Maxwellian, (5.101)
where to obtain the second implication we use part (i). To prove the other direction, let us
assume that f is Maxwellian. Hence ln f is collision invariant thus f∗f∗1 f
∗
2 = ff1f2. Therefore,
Q3(f, f, f) = 0. 
Multiplying the ternary Boltzmann equation with the collision invariants and integrating in
velocities, one obtains, at least formally, the following local conservation laws:
Proposition 5.8. Let f be a solution to the ternary Boltzmann equation (5.47). Then the following
local conservation laws hold:
(i) Local conservation of mass:
∂t
ˆ
Rd
f dv +∇x ·
ˆ
Rd
fv dv = 0. (5.102)
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(ii) Local conservation of momentum:
∂t
ˆ
Rd
vf dv +∇x ·
ˆ
Rd
fv ⊗ v dv = 0. (5.103)
(iii) Local conservation of energy:
∂t
ˆ
Rd
|v|2f dv +∇x ·
ˆ
Rd
|v|2fv dv = 0. (5.104)
In particular if f is assumed to be Maxwellian with macroscopic variables R,U, T , then one
can show that R,U, T constitute the Euler compressible system. An interesting question would be
the study of the hydrodynamic limits of the ternary Boltzmann equation (5.47). See [41] for an
extensive study of the hydrodynamic limits of the binary Boltzmann equation.
5.3.3. The H-Theorem. Let f be a positive and decreasing in velocities solution to the ternary
Boltzmann equation and let us define the entropy functional
H(f) :=
ˆ
Rd
f ln f dv. (5.105)
We calculate
(∂t + v · ∇x)H =
ˆ
Rd
(1 + ln f)∂tf dv +
ˆ
Rd
(1 + ln f)v · ∇xf dv
=
ˆ
Rd
(∂tf + v · ∇xf) dv +
ˆ
Rd
Q3(f, f, f) ln f dv (5.106)
= −D(f) (5.107)
≤ 0, (5.108)
where to obtain (5.106) we use the fact that f solves (5.47), to obtain (5.107) we use the local
conservation of mass (5.102), and to obtain (5.108) we use the Boltzmann inequality (5.52). Part (i)
of Proposition 5.7 yields that equality holds in (5.108) iff f is Maxwellian. This is an analogue of the
famous H-Theorem, see [11] for the binary case, stating that the entropy is a Lyapunov functional
for the Boltzmann equation and that equilibrium is achieved only by Maxwellian distributions.
In the special space-homogeneous case, where f = f(t, v), we obtain:
∂H(f)
∂t
=
∂
∂t
ˆ
Rd
f ln f dv ≤ 0,
and
∂H(f)
∂t
= 0 iff f is Maxwellian.
In other words the entropy is a non-increasing quantity in time. In particular the entropy is constant
in time, i.e. equilibrium is achieved, iff f is Maxwellian.
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6. Local well-posedness
In this section we prove local well-posedness for the BBGKY hierarchy and Boltzmann hierarchy
and the ternary Boltzmann equation. As expected, these well-posedness proofs are closely related,
and they rely on defining appropriate functional spaces and establishing appropriate a-priori bounds.
The spaces that we introduce for the BBGKY hierarchy and Boltzmann hierarchy are inspired by
the spaces used in [36], [25].
For s ∈ N, we recall the notation from (4.66):
L0(R2ds) = {gs : R2ds → R : gs is measurable} .
Recall that ”.” and ”≃” denote inequality and equality respectively, up to constant Cd > 0 (see
(2.10)-(2.9)).
6.1. Local well-posedness for the BBGKY hierarchy. Consider (N, ǫ) in the scaling (5.39).
For 1 ≤ s ≤ N and β > 0 we define the Banach spaces
XN,β,s :=
{
gN,s ∈ L0
(
R
2ds
)
: supp gN,s ⊆ Ds,ǫ and |gN,s|N,β,s <∞
}
,
with norm
|gN,s|N,β,s = ess sup
Zs∈R2ds
|gN,s(Zs)|eβEs(Zs),
where Es(Zs) is the s-particle kinetic energy of the given by (4.43).
For s > N we trivially define
XN,β,s := {0} .
As an immediate consequence of the definition of XN,β,s, we have that any gs ∈ XN,β,s is integrable
and essentially bounded i.e.
XN,β,s ⊂ L1(R2ds) ∩ L∞(R2ds).
Remark 6.1. Given t ∈ R and s ∈ N, conservation of energy under the interaction flow (4.51)
implies that the ǫ-interaction zone flow of s-particles operator T ts : XN,β,s → XN,β,s, given in (4.67),
is an isometry i.e.
|T tsgN,s|N,β,s = |gN,s|N,β,s, ∀gN,s ∈ XN,β,s.
Indeed, consider gN,s ∈ XN,β,s and Zs ∈ R2ds. If Zs /∈ Ds, the result is trivial since gN,s is
supported in Ds. Assume Zs ∈ Ds. Then Theorem 4.16 yields
eβEs(Zs)|T tsgN,s| = eβEs(Zs)|(gN,s ◦Ψ−ts )(Zs)|
= eβEs(Ψ
−t
s Zs)|gN,s(Ψ−ts Zs)|
≤ |gN,s|N,s,β,
(6.1)
so
|T tsgN,s|N,s,β ≤ |gN,s|N,s,β.
The other side of the inequality comes similarly using the fact that Zs = Ψ
−t
s (Ψ
t
sZs).
Consider µ ∈ R. We define the Banach space
XN,β,µ := {GN = (gN,s)s∈N : gN,s ∈ XN,β,s, ∀s ∈ N and ‖GN‖N,β,µ <∞} ,
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with norm
‖GN‖N,β,µ = sup
s∈N
eµs|gN,s|N,β,s = max
s∈{1,...,N}
eµs|gN,s|N,β,s.
Remark 6.2. Given t ∈ R, Remark 6.1 implies that the map T t : XN,β,µ → XN,β,µ given by
T tGN =
(
T tsgN,s
)
s∈N , (6.2)
is an isometry i.e.
‖T tGN‖N,β,µ = ‖GN‖N,β,µ, ∀GN ∈ XN,β,µ.
Finally, given T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions of time with
β(0) = β0, β(T ) > 0, µ(0) = µ0, we define the Banach space
XN,β,µ := L
∞ ([0, T ], XN,β(t),µ(t)) ,
with norm
|||GN |||N,β,µ = ess sup
t∈[0,T ]
‖GN (t)‖N,β(t),µ(t).
Proposition 6.3. Let T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions with
β0 = β(0), β(T ) > 0, µ0 = µ(0). Then for any GN = (gN,s)s∈N ∈ XN,β0,µ0 , the following
estimates hold:
(i) |||GN |||N,β,µ ≤ ‖GN‖N,β0,µ0 .
(ii)
∣∣∣∣∣∣∣∣∣∣∣∣ˆ t
0
T τGN dτ
∣∣∣∣∣∣∣∣∣∣∣∣
N,β,µ
≤ T ‖GN‖N,β0,µ0 .
Proof. Let GN = (gN,s)s∈N ∈ XN,β0,µ0 . To prove (i), let us fix t ∈ [0, T ] and Zs ∈ R2ds. The fact
that β,µ are decreasing implies
esµ(t)+β(t)Es(Zs)|gN,s(Zs)| ≤ esµ0+β0Es(Zs)|gN,s(Zs)| ≤ ‖GN‖N,β0,µ0 ,
and (i) is proved.
To prove (ii), fix again t ∈ [0, T ], s ∈ N and Zs ∈ R2ds. Then the fact that β,µ are decreasing
and Remark 6.2 yield
esµ(t)+β(t)Es(Zs)
∣∣∣∣ˆ t
0
T τs gN,s(Zs) dτ
∣∣∣∣ ≤ esµ0+β0Es(Zs) ˆ t
0
|T τs gN,s(Zs)| dτ
≤
ˆ t
0
‖T τGN‖N,β0,µ0 dτ
≤ T ‖GN‖N,β0,µ0 .
and claim (ii) follows.

We now prove an important continuity estimate about the collisional operator CNm,m+2 for given
m ∈ N.
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Lemma 6.4. Let m ∈ N, β > 0 and gN,m+2 ∈ XN,m+2,β. The following continuity estimate holds:∣∣CNm,m+2gN,m+2(Zm)∣∣ . β−d
(
mβ−1/2 +
m∑
i=1
|vi|
)
e−βEm(Zm)|gN,m+2|N,β,m+2, ∀Zm ∈ Dm,ǫ.
Proof. Let gN,m+2 ∈ XN,m+2,β and Zm = (Xm, Vm) ∈ N. If m ≥ N − 1 both sides vanish, so we
may assume that m ≤ N − 2. Notice that conservation of energy (3.11) implies
Em+2(Z
i,∗
m+2,ǫ) = Em+2(Z
i
m+2,ǫ), ∀i = 1, ...,m. (6.3)
Moreover, for any (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, (3.8) and Cauchy-Schwartz inequality yield
b+(ω1, ω2, v2 − v1, v3 − v1)√
1 + 〈ω1, ω2〉
≤ √2 (|ω1||v2 − v1|+ |ω2||v3 − v1|)
≤ 2
√
2 (|v1|+ |v2|+ |v3|)
≤ 3 (|v1|+ |v2|+ |v3|) .
(6.4)
Therefore, using (6.3), the definition of the norm and the scaling Nǫd−1/2 ≃ 1, we get∣∣∣∣CNm,m+2gN,m+2(Zm)∣∣∣∣ ≤ 2e−βEm(Zm)|gN,m+2|N,β,m+2
×
m∑
i=1
ˆ
S
2d−1
1 ×R2d
b+(ω1, ω2, vm+1 − vi, vm+2 − vi)√
1 + 〈ω1, ω2〉
e−
β
2 (|vm+1|2+|vm+2|2) dω1 dω2 dvm+1 dvm+2
. e−βEm(Zm)|gN,m+2|N,β,m+2
×
m∑
i=1
ˆ
R2d
(|vi|+ |vm+1|+ |vm+2|)e−β2 (|vm+1|2+|vm+2|2) dvm+1 dvm+2.
Using Fubini’s theorem and the elementary integralsˆ ∞
0
e−
β
2 x
2
dx ≃ β−1/2,
ˆ ∞
0
xe−
β
2 x
2
dx ≃ β−1, (6.5)
we obtain the required estimated. 
Now we define a mild solution of the BBGKY hierarchy in the scaling (5.39) as follows:
Definition 6.5. Consider T > 0, β0 > 0, µ0 ∈ R and the decreasing functions β,µ : [0, T ] → R
with β(0) = β0, β(T ) > 0, µ(0) = µ0. Consider also initial data GN,0 = (gN,s,0) ∈ XN,β0,µ0 . A
map GN = (gN,s)s∈N ∈ XN,β,µ is a mild solution of the BBGKY hierarchy in [0, T ] with initial
data GN,0, if it satisfies:
GN (t) = T tGN,0 +
ˆ t
0
T t−τCNGN (τ) dτ,
where
CNGN =
(CNs,s+2gN,s+2)s∈N .
and T t is given by (6.2).
60 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
We will address the well-posedness of the BBGKY hierarchy by a fixed point argument. For this
purpose, we state the following important estimate:
Lemma 6.6. Let β0 > 0, µ0 ∈ R, T > 0 and λ ∈ (0, β0/T ). Consider the functions βλ,µλ :
[0, T ]→ R given by
βλ(t) = β0 − λt,
µλ(t) = µ0 − λt. (6.6)
Then for any F(t) ⊆ [0, t] measurable, s ∈ N and GN = (gN,s)s∈N ∈ XN,βλ,µλ the following bound
holds:
esµλ(t)
∣∣∣∣∣
ˆ
F(t)
T t−τs CNs,s+2gN,s+2(τ) dτ
∣∣∣∣∣
N,βλ(t),s
≤ C(d, β0, µ0, T, λ)|||GN |||N,βλ,µλ ,
where
C(d, β0, µ0, T, λ) ≃ λ−1e−2µ(T )βλ(T )−d
(
1 + βλ (T )
−1/2
)
. (6.7)
In other words∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ˆ
F(t)
T t−τCNGN (τ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N,βλ,µλ
≤ C(d, β0, µ0, T, λ)|||GN |||N,βλ,µλ .
Proof. Fix t ∈ [0, T ], F(t) ⊆ [0, t] measurable and s ∈ N. Fix Zs ∈ R2ds and assume without loss
of generality that Zs ∈ Ds,ǫ. For τ ∈ [0, t], let us write
Zt−τs = (X
t−τ
s , V
t−τ
s ) = Ψ
τ−t
s Zs. (6.8)
Conservation of energy (4.51) implies that
Es(Z
t−τ
s ) = Es(Zs), (6.9)
hence combing the definition of the interaction flow operator (4.67) and (6.9), we obtain:
eβλ(t)Es(Zs)
∣∣∣∣∣
ˆ
F(t)
T t−τs CNs,s+2gN,s+2(τ) dτ
∣∣∣∣∣ ≤
ˆ
F(t)
eβλ(t)Es(Z
t−τ
s )
∣∣CNs,s+2gs+2(τ, Zt−τs )∣∣ dτ.
(6.10)
But Lemma 6.4 and (6.9) imply
eβλ(t)Es(Z
t−τ
s )
∣∣CNs,s+2gN,s+2(τ, Zt−τs )∣∣ . βλ(τ)−d|gN,s+2(τ)|N,βλ(τ),s+2
×
(
sβλ (τ)
−1/2
+
s∑
i=1
|vt−τi |
)
eλ(τ−t)Es(Z
t−τ
s )
= βλ(τ)
−d|gN,s+2(τ)|N,βλ(τ),s+2
×
(
sβλ (τ)
−1/2
+
s∑
i=1
|vt−τi |
)
eλ(τ−t)Es(Zs)
, (6.11)
By the definition of the norms we get
|gN,s+2(τ)|N,βλ(τ),s+2 ≤ e−(s+2)µλ(τ)‖GN (τ)‖N,βλ(τ),µλ(τ)
≤ e−(s+2)µλ(τ)|||GN |||N,βλ,µλ .
(6.12)
A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION 61
Since βλ,µλ are decreasing, (6.10)-(6.12) imply
esµλ(t)+βλ(t)Es(Zs)
∣∣∣∣∣
ˆ
F(t)
T t−τs CNs,s+2gN,s+2(τ, Zs)
∣∣∣∣∣
N,βλ(t),s
. |||GN |||N,βλ,µλe−2µλ(T )
×βλ(T )−d
ˆ
F(t)
Q(τ, t, Zs) dτ ,
where, for τ ≤ t, we denote
Q(τ, t, Zs) =
(
sβλ (T )
−1/2
+
s∑
i=1
|vt−τi |
)
eλ(s+Es(Zs))(τ−t). (6.13)
But by Cauchy-Schwartz inequality, we obtain
s∑
i=1
|vt−τi | ≤ s1/2
(
s∑
i=1
|vt−τi |2
)1/2
≤ s
2
+ Es(Z
t−τ
s ) < s+ Es(Zs),
by (6.9). Therefore,
ˆ
F(t)
Q(τ, t, Zs) dτ ≤
(
sβλ (T )
−1/2
+ s+ Es(Zs)
) ˆ t
0
eλ(s+Es(Zs))(τ−t) dτ
≤ sβλ(T )
−1/2 + s+ Es(Zs)
λ (s+ Es (Zs))
≤ 1 + βλ(T )
−1/2
λ
.
Thus, we get
esµλ(t)
∣∣∣∣∣
ˆ
F(t)
T t−τs CNs,s+2gs+2(τ) dτ
∣∣∣∣∣
N,βλ(t),s
≤ C(d, β0, µ0, T, λ)|||GN |||N,β,µ,
where
C(d, β0, µ0, T, λ) ≃ λ−1e−2µλ(T )βλ(T )−d
(
1 + βλ (T )
−1/2
)
.
The result is proved. 
Choosing λ = β0/2T , Lemma 6.6 directly implies well-posedness of the BBGKY hierarchy up to
short time.
Theorem 6.7 (LWP for the BBGKY hierarchy). Let β0 > 0 and µ0 ∈ R. Then there is T =
T (d, β0, µ0) > 0 such that for any initial datum FN,0 = (f
(s)
N,0)s∈N ∈ XN,β0,µ0 there is unique mild
solution FN ∈ XN,β,µ to the BBGKY hierarchy in [0, T ] for the functions β,µ : [0, T ] → R given
by
β(t) = β0 − β0
2T
t,
µ(t) = µ0 − β0
2T
t.
(6.14)
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The time T is explicitly given by:
T = T (d, β0, µ0) =
βd+10 e
2µ0−β0
2d+4
(
1 +
√
2
β0
) . (6.15)
Moreover, for any F(t) ⊆ [0, t] measurable, the following bounds hold:∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ˆ
F(t)
T t−τCNGN (τ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N,β,µ
≤ 1
8
|||GN |||N,β,µ, ∀GN ∈XN,β,µ, (6.16)
|||FN |||N,β,µ ≤ 2‖FN,0‖N,β0,µ0 . (6.17)
Proof. Consider FN,0 ∈ XN,β0,µ0 . Let us define the operator L :XN,β,µ →XN,β,µ, given by
LGN (t) = T tFN,0 +
ˆ t
0
T t−τCNGN (τ) dτ, t ∈ [0, T ].
Choosing
T =
βd+10 e
2µ0−β0
2d+4
(
1 +
√
2
β0
) ,
equation (6.7) implies that
C(d, β0, µ0, T, β0/2T ) =
1
8
.
Then, for any t ∈ [0, T ] and F(t) ⊆ [0, t] measurable, Lemma 6.6 implies∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ˆ
F(t)
T t−τCNGN (τ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N,β,µ
≤ 1
8
‖GN |||N,β,µ, ∀GN ∈ XN,β,µ. (6.18)
In the special case where F(t) = [0, t], (6.18) implies L is a contraction, thus it has a unique fixed
point FN ∈ XN,β,µ. Clearly FN is the unique mild solution to the BBGKY hierarchy in [0, T ]
with initial datum FN,0 and satisfies (6.16). Moreover, estimate (6.16), Remark 6.2 and part (i) of
Proposition 6.3 imply
‖FN‖N,β(t),µ(t) ≤ ‖T tFN,0‖N,β(t),µ(t) +
∥∥∥∥ˆ t
0
T t−τCNFN (τ) dτ
∥∥∥∥
N,β(t),µ(t)
= ‖FN,0‖N,β(t),µ(t) +
∥∥∥∥ˆ t
0
T t−τCNFN (τ) dτ
∥∥∥∥
N,β(t),µ(t)
≤ ‖FN,0‖N,β0,µ0 +
1
8
|||FN |||N,β,µ,
which yields
|||FN |||N,β,µ ≤ 2‖FN,0‖N,β0,µ0 .

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6.2. Local well-posedness for the Boltzmann hierarchy. Well-posedness for the Boltzmann
hierarchy is identical, so we will just state the corresponding results. Given β > 0 and s ∈ N we
first define the Banach spaces
X∞,β,s :=
{
gs ∈ L0
(
R
2ds
)
: |gs|∞,β,s <∞
}
,
with norm
|gs|∞,β,s = ess sup
Zs∈R2ds
|gs(Zs)|eβEs(Zs).
Remark 6.8. Given t ∈ R and s ∈ N, it is clear that the free flow of s-particles operator
Sts : X∞,β,s → X∞,β,s
is an isometry i.e.
|Stsgs|∞,β,s = |gs|∞,β,s, ∀gs ∈ X∞,β,s.
Consider as well µ ∈ R. We define the Banach space
X∞,β,µ := {G = (gs)s∈N : ‖G‖∞,β,µ <∞} ,
with norm
‖G‖∞,β,µ := sup
s∈N
eµs|gs|∞,β,s.
Remark 6.9. Given t ∈ R, it is clear that the map St : X∞,β,µ → X∞,β,µ given by
StG = (Stsgs)s∈N , (6.19)
is an isometry i.e.
‖StG‖∞,β,µ = ‖G‖∞,β,µ, ∀G ∈ X∞,β,µ.
Finally, for T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions of time with
β(T ) > 0 we define the Banach space
X∞,β,µ = L∞
(
[0, T ], X∞,β(t),µ(t)
)
,
with norm
|||GN ||| = ess sup
t∈[0,T ]
‖GN (t)‖∞,β(t),µ(t).
Similarly to Proposition 6.3 we get the following:
Proposition 6.10. Let T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions with
β0 = β(0), β(T ) > 0 µ0 = µ(0). Then for any G = (gs)s∈N ∈ X∞,β0,µ0 , the following estimates
hold:
(i) |||G|||∞,β,µ ≤ ‖G‖∞,β0,µ0 .
(ii)
∣∣∣∣∣∣∣∣∣∣∣∣ˆ t
0
SτGN dτ
∣∣∣∣∣∣∣∣∣∣∣∣
∞,β,µ
≤ T ‖G‖∞,β0,µ0 .
Similarly to Lemma 6.4, we get the following estimate:
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Lemma 6.11. Let m ∈ N, β > 0 and gm+2 ∈ X∞,m+2,β. The following continuity estimate holds:∣∣∣∣C∞m,m+2gm+2(Zm)∣∣∣∣ . β−d
(
mβ−1/2 +
m∑
i=1
|vi|
)
e−βEm(Zm)|gm+2|∞,β,m+2, ∀Zm ∈ R2dm.
Now we define a mild solution of the Boltzmann hierarchy as follows.
Definition 6.12. Consider T > 0, β0 > 0, µ0 ∈ R and the decreasing functions β,µ : [0, T ]→ R
with β(0) = β0, β(T ) > 0, µ(0) = µ0. Consider also initial data G0 = (gs,0) ∈ X∞,β0,µ0 . A map
G = (gs)s∈N ∈ X∞,β,µ is a mild solution of the Boltzmann hierarchy in [0, T ], with initial data G0,
if it satisfies:
G(t) = StG0 +
ˆ t
0
St−τC∞G(τ) dτ,
where
C∞G =
(C∞s,s+2gs+2)s∈N ,
and St is given by (6.19).
We proceed identically as in the BBGKY hierarchy case, so we omit the proofs. In particular,
we have the analogue of Lemma 6.6
Lemma 6.13. Let β0 > 0, µ0 ∈ R, T > 0 and λ ∈ (0, β0/T ). Consider the functions βλ,µλ :
[0, T ] → R given by (6.6). Then for any F(t) ⊆ [0, t] measurable, s ∈ N and G = (gs)s∈N ∈
X∞,βλ,µλ , the following bound holds:
esµλ(t)
∣∣∣∣∣
ˆ
F(t)
St−τs C∞s,s+2gs+2(τ) dτ
∣∣∣∣∣
∞,βλ(t),s
≤ C(d, β0, µ0, T, λ)|||G|||∞,βλ,µλ .
where
C(d, β0, µ0, T, λ) ≃ λ−1e−2µ(T )βλ(T )−d
(
1 + βλ (T )
−1/2
)
.
In other words ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ˆ
F(t)
St−τC∞G(τ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N,βλ,µλ
≤ C(d, β0, µ0, T, λ)|||G|||∞,βλ,µλ .
Choosing λ = β0/2T , Lemma 6.13 directly implies well-posedness of the Boltzmann hierarchy
up to short time.
Theorem 6.14 (LWP for the Boltzmann hierarchy). Let β0 > 0 and µ0 ∈ R. Then there is
T = T (d, β0, µ0) > 0 such that for any initial datum F0 = (f
(s)
0 )s∈N ∈ X∞,β0,µ0 there is unique mild
solution F ∈ X∞,β,µ to the Boltzmann hierarchy in [0, T ] for the functions β,µ : [0, T ]→ R given
by (6.14).
Moreover, for any F(t) ⊆ [0, t] measurable, the following estimates hold:∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ˆ
F(t)
St−τC∞G(τ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∞,β,µ
≤ 1
8
|||G|||∞,β,µ, ∀G ∈X∞,β,µ, (6.20)
|||F |||∞,β,µ ≤ 2‖F0‖∞,β0,µ0 , (6.21)
and the time T is explicitly given by (6.15).
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6.3. Local well-posedness for the ternary Boltzmann equation and propagation of chaos.
In this subsection, we show local well-posedness for the ternary Boltzmann equation and that, for
chaotic initial data, their tensorized product produces the unique mild solution of the Boltzmann
hierarchy. Therefore uniqueness implies that the mild solution to the Boltzmann hierarchy remains
factorized under time evolution, hence chaos is propagated in time.
For β > 0 let us define the Banach space
Xβ,µ :=
{
g ∈ L0 (R2d,R) : |g|β,µ <∞} ,
with norm
|g|β,µ = ess sup
(x,v)∈R2d
|g(x, v)|eµ+ β2 |v|2 .
Consider β0 > 0, µ0 ∈ R, T > 0 and β,µ : [0, T ] → R decreasing functions of time with
β(0) = β0, β(T ) > 0 and µ(0) = µ0.
Let us define the Banach space
Xβ,µ := L
∞ ([0, T ], Xβ(t),µ(t)) ,
with norm
‖g‖β,µ = ess sup
t∈[0,T ]
|g(t)|β(t),µ(t).
Remark 6.15. Let T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions with
β0 = β(0), β(T ) > 0 µ0 = µ(0). Then for any g ∈ Xβ0,µ0 , the following estimate holds:
‖g‖β,µ ≤ |g|β0,µ0 .
Proof. Since β,µ are decreasing, for any t ∈ [0, T ], we obtain
eµ(t)+β(t)|v|
2 |g(x, v)| ≤ eµ0+β0|v|2 |g(x, v)|,
and the claim follows. 
Similarly to Lemmas 6.4, 6.11, we obtain the following continuity estimate on the ternary colli-
sional operator Q3:
Lemma 6.16. Let β > 0, µ ∈ R. Then for any f, g ∈ Xβ,µ and (x, v) ∈ R2d, the following
nonlinear continuity estimate holds:
|Q3(f, f, f)(x, v)−Q3(g, g, g)(x, v)| . β−d
(
β−
1
2 + |v|
)
(|f |β + |g|β)2 |f − g|β,
and
|Q3(g, g, g)(x, v)| . β−d
(
β−
1
2 + |v|
)
|g|3β .
Proof. Let f, g ∈ Xβ and (x, v) ∈ R2d. Then, estimate (6.4) yields
|Q3(f, f, f)(x, v)−Q3(g, g, g)(x, v)| ≤ 3
ˆ
S
2d−1
1 ×R2d
(|v|+ |v1|+ |v2|)
× (|f∗f∗1 f∗2 − g∗g∗1g∗2 |+ |ff1f2 − gg1g2|) dω1 dω2 dv1 dv2,
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But triangle inequality implies
|ff1f2 − gg1g2| ≤ |f1| · |f2| · |f − g|+ |g| · |f2| · |f1 − g1|+ |g| · |g1| · |f2 − g2|,
and similarly
|f∗f∗1 f∗2 − g∗g∗1g∗2 | ≤ |f∗1 | · |f∗2 | · |f∗ − g∗|+ |g∗| · |f∗2 | · |f∗1 − g∗1 |+ |g∗| · |g∗1 | · |f∗2 − g∗2 |.
Moreover, conservation of energy (3.11) yields
|v∗|2 + |v∗1 |2 + |v∗2 |2 = |v|2 + |v1|2 + |v2|2, ∀(ω1, ω2, v1, v2) ∈ S2d−11 × R2d.
Therefore, by the definition of the norm, we obtain
|Q3(f, f, f)(x, v) −Q3(g, g, g)(x, v)| . e−
β
2 |v|2 (|f |β,µ + |g|β,µ)2 |f − g|β
×
ˆ
R2d
(|v|+ |v1|+ |v2|) e−
β
2 (|v1|2+|v2|2) dv1 dv2,
and the result follows exactly as in the proof of Lemma 6.4. The second claim comes choosing
f = 0. 
We define mild solutions to the ternary Boltzmann equation as follows:
Definition 6.17. Consider T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions
of time, with β(0) = β0, β(T ) > 0, µ(0) = µ0. Consider also initial data g0 ∈ Xβ0,µ0 . A
map g ∈ Xβ,µ is a mild solution to the ternary Boltzmann equation in [0, T ], with initial data
g0 ∈ Xβ0,µ0 , if it satisfies
g(t) = St1g0 +
ˆ t
0
St−τ1 Q3(g, g, g)(τ) dτ. (6.22)
where St1 denotes the free flow of 1-particle given in (4.68).
A similar proof to Lemma 6.6 gives the following:
Lemma 6.18. Let β0 > 0, µ0 ∈ R, T > 0 and λ ∈ (0, β0/T ). Consider the functions βλ,µλ :
[0, T ]→ R given by (6.6). Then for any h, g ∈ Xβλ,µλ the following bounds hold:∥∥∥∥ˆ t
0
St−τ1 Q3(h− g,h− g,h− g)(τ) dτ
∥∥∥∥
βλ,µλ
≤ C(d, β0, µ0, T, λ)
× (|h|βλ,µλ + |g|βλ,µλ)2 |h− g|βλ,µλ ,
and ∥∥∥∥ˆ t
0
St−τ1 Q3(g, g, g)(τ) dτ
∥∥∥∥
βλ,µλ
≤ C(d, β0, µ0, T, λ)‖g‖3βλ,µλ ,
where C(d, β0, µ0, T, λ) is given by (6.7).
Choosing λ = β0/2T , this estimate implies local well-posedness of the ternary Boltzmann equa-
tion up to short times.
Let us write BXβ,µ for the unit ball of Xβ,µ.
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Theorem 6.19 (LWP for the ternary Boltzmann equation). Let β0 > 0 and µ0 ∈ R. Then there
is T = T (d, β0, µ0) > 0 such that for any initial data f0 ∈ Xβ0,µ0 , with |f0|β0,µ0 ≤ 12 , there is a
unique mild solution f ∈ BXβ,µ to the ternary Boltzmann equation in [0, T ] with initial data f0,
where β,µ : [0, T ]→ R are the functions given by (6.14).
Moreover, for any h, g ∈Xβ,µ, the following estimates hold:∥∥∥∥ˆ t
0
St−τ1 Q3(h− g,h− g,h− g)(τ) dτ
∥∥∥∥
β,µ
≤ 1
8
(‖h‖β,µ + ‖g‖β,µ)2 ‖h− g‖β,µ, (6.23)∥∥∥∥ˆ t
0
St−τ1 Q3(g, g, g)(τ) dτ
∥∥∥∥
β,µ
≤ 1
8
‖g‖3β,µ. (6.24)
and
‖f‖β,µ ≤ 2|f0|β0,µ0 . (6.25)
The time T is explicitly given by (6.15).
Proof. Choosing
T = T (d, β0, µ0) =
βd+10 e
2µ0−β0
2d+4
(
1 +
√
2
β0
) ,
(6.7) implies that
C(d, β0, µ0, T, β0/2T ) =
1
8
.
Thus, Lemma 6.18 implies estimates (6.23)-(6.24). Therefore, for any g ∈ BXβ,µ , we obtain∥∥∥∥ˆ t
0
St−τ1 Q3(g, g, g)(τ) dτ
∥∥∥∥
β,µ
≤ 1
8
‖g‖3β,µ ≤
1
8
‖g‖β,µ. (6.26)
Let us define the nonlinear operator L :Xβ,µ →Xβ,µ by
Lg(t) = St1f0 +
ˆ t
0
St−τ1 Q3(g, g, g)(τ) dτ.
Then triangle inequality, Remark 6.15, (6.26) and the bound on the initial data f0 imply that for
any g ∈ BXβ,µ , we have
‖Lg‖β,µ ≤ ‖St1f0‖β,µ +
1
8
‖g‖β,µ
= ‖f0‖β,µ + 1
8
‖g‖β,µ
≤ |f0|β0,µ0 +
1
8
‖g‖β,µ
≤ 1
2
+
1
8
< 1.
So
L : BXβ,µ → BXβ,µ .
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Moreover, for any h, g ∈ BXβ,µ , we have
‖Lh − Lg‖β,µ ≤
1
8
(‖h‖β,µ + ‖g‖β,µ)2 ‖h− g‖β,µ
≤ 1
2
‖h− g‖β,µ.
(6.27)
Therefore, the operator L : BXβ,µ → BXβ,µ is a contraction, so it has a unique fixed point
f ∈ BXβ,µ which is clearly the unique mild solution of the ternary Boltzmann equation in [0, T ]
with initial data f0.
Estimate (6.27), for h = f and g = 0 and Remark 6.15 yield
‖f‖β,µ = ‖Lf‖β,µ ≤ ‖L0‖β,µ + 1
2
‖f‖β,µ = ‖f0‖β,µ + 1
2
‖f‖β,µ ≤ |f0|β0,µ0 +
1
2
‖f‖β,µ,
so
‖f‖β,µ ≤ 2|f0|β0,µ0 .
The proof is complete. 
We can now prove that chaos is propagated by the Boltzmann hierarchy.
Theorem 6.20 (Propagation of chaos). Let β0 > 0, µ0 ∈ R, T > 0 the time obtained by Theorem
6.19 and β,µ : [0, T ]→ R the functions defined by (6.14). Consider f0 ∈ Xβ0,µ0 with |f0|β0,µ0 ≤ 12 .
Assume f ∈ BXβ,µ is the corresponding mild solution of the ternary Boltzmann equation in [0, T ],
with initial data f0 given by Theorem 6.19. Then the following hold:
(i) F0 = (f
⊗s
0 )s∈N ∈ X∞,β0,µ0 .
(ii) F = (f⊗s)s∈N ∈ X∞,β,µ.
(iii) F is the unique mild solution of the Boltzmann hierarchy in [0, T ], with initial data F0.
Proof. (i) is trivially verified by the bound on the initial data and the definition of the norms.
By the the same bound again, we may apply Theorem 6.19 to obtain the unique mild solution
f ∈ BXβ,µ of the corresponding ternary Boltzmann equation. Since ‖f‖β,µ ≤ 1, the definition
of the norms directly imply (ii). It is also staightforward to verify that F is a mild solution of
the Boltzmann hierarchy in [0, T ], with initial data F0. Uniqueness of the mild solution to the
Boltzmann hierarchy, obtained by Theorem 6.14, implies that F is the unique mild solution. 
The goal of the rest of the paper is to show that if the BBGKY hierarchy initial data converge
in observables to the Boltzmann hierarchy initial data, then the corresponding mild solution, under
the scaling imposed, to the BBGKY hierarchy will converge to the mild solution of the Boltzmann
hierarchy.
7. Convergence Statement
In this section we define an appropriate notion of convergence, namely convergence in observables,
and we state the main result of this paper.
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7.1. Approximation of Boltzmann initial data. In this subsection, we approximate Boltzmann
hierarchy initial data by BBGKY hierarchy initial data. Let us first introduce some notation we
are using from now on.
Given σ > 0, we introduce the set of well-separated spatial configurations as follows:
For m ≥ 2, we define
∆Xm(σ) :=
{
X˜m ∈ Rdm : |x˜i − x˜j | > σ, ∀1 ≤ i < j ≤ m
}
. (7.1)
For m = 1, we trivially define
∆X1 (σ) := R
d. (7.2)
For m ∈ N, we also define the set of well-separated configurations as:
∆m(σ) := ∆
X
m(σ) × Rdm =
{
(X˜m, V˜m) ∈ R2dm : |x˜i − x˜j | > σ, ∀1 ≤ i < j ≤ m
}
. (7.3)
Recall we consider (N, ǫ) in the scaling
Nǫd−
1
2 ≃ 1. (7.4)
Let us write ǫN for the ǫ associated to N under (7.4) i.e.
ǫN ≃ N− 22d−1 . (7.5)
Clearly the sequence (ǫN )N∈N is decreasing and ǫN → 0+ as N →∞.
We define the following approximating sequence:
Definition 7.1. Let s ∈ N, β > 0, µ ∈ R and G = (gs)s∈N ∈ X∞,β,µ. We define
GN = (gN,s)s∈N, where gN,s = 1∆s(ǫN )gs. (7.6)
The sequence (GN )N∈N is called approximating BBGKY hierarchy sequence of G.
The associated BBGKY hierarchy sequence has the following approximation property:
Proposition 7.2. Let s ∈ N, β > 0, µ ∈ R, G = (gs)s∈N ∈ X∞,β,µ and (GN )N∈N the associated
BBGKY hierarchy sequence of G. Then the following hold:
(i) GN ∈ XN,β,µ for all N ∈ N. In particular,
sup
N∈N
‖GN‖N,β,µ ≤ ‖G‖∞,β,µ (7.7)
(ii) For any s ∈ N and σ > 0, we have
lim
N→∞
‖gN,s − gs‖L∞(∆s(σ)) = 0. (7.8)
Proof. Part (i) is immediate from the definition of the norms and GN .
To prove (ii), let us fix s ∈ N and σ > 0. Consider N0 large enough such that ǫN0 < σ, where
the sequence ǫN is given by (7.5). Then
∆s(σ) ⊆ ∆s(ǫN ), ∀N ≥ N0.
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Therefore, for any N ≥ N0, we get
‖gN,s − gs‖L∞(∆s(σ)) = ‖1∆s(σ)(gN,s − gs)‖L∞
≤ ‖gs‖∞,β,s‖1∆s(σ)1∆s(ǫN ) − 1∆s(σ)‖L∞ = 0,
so
lim
N→∞
‖gN,s − gs‖L∞(∆s(σ)) = 0.

7.2. Convergence in observables. In this subsection we define the convergence in observables.
Let us first introduce some notation. Given s ∈ N, we define the space of test functions
Cc(R
ds) =
{
φs : R
ds → R : φs is continuous and compactly supported
}
. (7.9)
Definition 7.3. Consider T > 0, s ∈ N and gs ∈ L∞
(
[0, T ], L∞
(
R
2ds
))
. Given a test function
φs ∈ Cc(Rds), we define the s-observable functional as
Iφsgs(t)(Xs) =
ˆ
Rds
φs(Vs)gs(t,Xs, Vs) dVs.
Recalling the set of initially good spatial configurations ∆Xs (σ) from (7.1)-(7.2), we give the
definition of the convergence in observables:
Definition 7.4. Let T > 0. For each N ∈ N, considerGN = (gN,s)s∈N ∈
∏∞
s=1 L
∞ ([0, T ], L∞ (R2ds))
and G = (gs)s∈N ∈
∏∞
s=1 L
∞ ([0, T ], L∞ (R2ds)). We say that the sequence (GN )N∈N converges in
observables to G, and write
GN
∼−→ G
if for any s ∈ N, σ > 0 and φs ∈ Cc(Rds) , we have
lim
N→∞
‖IφsgN,s(t)− Iφsgs(t)‖L∞(∆Xs (σ)) = 0, uniformly in [0, T ].
7.3. Statement of the main result. We are now in the position to state our main result. The
rest of the paper will be devoted to its proof.
Theorem 7.5 (Convergence). Let β0 > 0, µ0 ∈ R and T = T (d, β0, µ0) > 0 given by (6.15).
Consider an initial Boltzmann hierarchy datum F0 = (f
(s)
0 )s∈N ∈ X∞,β0,µ0 with approximating
BBGKY hierarchy sequence (FN,0)N∈N. Assume that
• for each N , FN ∈ XN,β,µ is the mild solution (given by Theorem 6.7) of the BBGKY
hierarchy in [0, T ] with initial data FN,0.
• F ∈ X∞,β,µ is the mild solution (given by Theorem 6.14) of the Boltzmann hierarchy in
[0, T ] with initial data F0.
• F0 satisfies the following uniform continuity growth condition: There is a constant C > 0
such that, for any ζ > 0, there is q = q(ζ) > 0 such that for all s ∈ N, and for all
Zs, Z
′
s ∈ R2ds with |Zs − Z ′s| < q, we have
|f (s)0 (Zs)− f (s)0 (Z ′s)| < Cs−1ζ. (7.10)
Then, the following convergence in observables holds:
FN
∼−→ F .
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Remark 7.6. Using the definition of convergence, proving Theorem 7.5 is equivalent to proving
that for any s ∈ N, φs ∈ Cc(Rds) and σ > 0 we have
lim
N→∞
‖INs (t)− I∞s (t)‖L∞(∆Xs (σ)) = 0, uniformly in [0, T ],
where
INs (t)(Xs) := Iφsf
(s)
N (t)(Xs) =
ˆ
Rds
φs(Vs)f
(s)
N (t,Xs, Vs) dVs, (7.11)
and
I∞s (t)(Xs) := Iφsf
(s)(t)(Xs) =
ˆ
Rds
φs(Vs)f
(s)(t,Xs, Vs) dVs. (7.12)
The following Corollary of Theorem 7.5 justifies the derivation of our ternary Boltzmann equation
from finitely many particle systems.
Corollary 7.7. Let β0 > 0, µ0 ∈ R and f0 ∈ Xβ0,µ0 , with |f0|β0,µ0 ≤ 1/2. Assume as well that f0
is uniformly continuous. Then for any s ∈ N, φs ∈ Cc(Rds) and σ > 0, the following convergence
holds:
lim
N→∞
‖Iφsf⊗s1∆s(ǫN ) − Iφsf⊗s‖L∞(∆s(σ)) = 0, (7.13)
where f is the mild solution to the ternary Boltzmann equation in [0, T ], with initial data f0, given
by Theorem 6.19 and T is given by (6.15).
Proof. It is enough to show that F0 = (f
⊗s
0 )s∈N satisfies (7.10) ,and claim (7.13) follows by Theorem
6.20 and Theorem 7.5.
Fix ζ > 0. Since f0 is uniformly continuous, there is q = q(ζ) > 0 such that for any z, z
′ ∈ R2d
with |z − z′| < q, we have
|f⊗10 (z)− f⊗10 (z′)| = |f0(z)− f0(z′)| < ζ. (7.14)
Consider C > 2‖f0‖L∞ . It suffices to prove the following claim:
Claim: For any s ∈ N, ℓ ∈ {1, ..., s} and |Zℓ − Z ′ℓ| < q there holds:
|f⊗ℓ0 (Zℓ)− f⊗ℓ0 (Z ′ℓ)| < Cℓ−1ζ. (7.15)
Proof of the claim: Fix s ∈ N. We prove that claim (7.15) holds for ℓ ∈ {1, ..., s}. We will use
induction on ℓ ∈ {1, ..., s}.
• ℓ = 1: Claim (7.15) comes directly from (7.14), since f⊗10 = f0.
• Assume claim (7.15) holds for ℓ ∈ {1, ..., s−1} i.e. for each Zℓ, Z ′ℓ ∈ R2dℓ, with |Zℓ−Z ′ℓ| < q,
there holds:
|f⊗ℓ0 (Zℓ)− f⊗ℓ0 (Z ′ℓ)| < Cℓ−1ζ. (7.16)
We will show (7.15) holds for ℓ+ 1 ∈ {2, ..., s}. Consider Zℓ+1, Z ′ℓ+1 ∈ R2d(ℓ+1), with
|Zℓ+1 − Z ′ℓ+1| < q (7.17)
Let us write Zℓ+1 = (Xℓ, xℓ+1, Vℓ, vℓ+1), Z
′
ℓ+1 = (X
′
ℓ, x
′
ℓ+1, V
′
ℓ , v
′
ℓ+1), where Zℓ = (Xℓ, Vℓ), Z
′
ℓ =
(X ′ℓ, V
′
ℓ ) ∈ R2dℓ. By (7.17), we have |Zℓ − Z ′ℓ| < q and |zℓ+1 − z′ℓ+1| < q, where zℓ+1 =
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(xℓ+1, vℓ+1), z
′
ℓ+1 = (x
′
ℓ+1, v
′
ℓ+1). Therefore (7.14), (7.16) and the fact that C > 2‖f0‖L∞
imply
|f⊗(ℓ+1)0 (Zℓ+1)− f⊗(ℓ+1)0 (Z ′ℓ+1)| = |f⊗ℓ0 (Zℓ)f0(zℓ+1)− f⊗ℓ0 (Z ′ℓ)f0(z′ℓ+1)|
≤ |f0(zℓ+1)||f⊗ℓ0 (Zℓ)− f⊗ℓ0 (Z ′ℓ)|+ |f⊗ℓ0 (Z ′ℓ)||f0(zℓ+1)− f0(z′ℓ+1)|
≤ ‖f0‖L∞Cℓ−1ζ + ‖f⊗ℓ0 ‖L∞ζ
≤ ‖f0‖L∞Cℓ−1ζ + ‖f0‖ℓL∞ζ
≤ 1
2
Cℓζ +
1
2ℓ
Cℓζ
≤ Cℓζ.
Claim (7.15) is proved, and the result follows. 
In order to prove Theorem 7.5, we will first use the local estimates developed in Section 6 to
reduce the proof to finitely many observables of bounded energy, which are also well separated in
time. Then, we will develop some geometric estimates which will enable us to eliminate recollisions
of the backwards interaction flow.
8. Reduction to term by term convergence
In this section, we reduce the proof of Theorem 7.5 to term by term convergence after truncating
the observables. For this purpose we will strongly rely on the local estimates developed in Section
6.
Throughout this section, we consider β0 > 0, µ0 ∈ R, T = T (d, β0, µ0) > 0 given by (6.15),
the functions β,µ : [0, T ] → R defined by (6.14), (N, ǫ) in the scaling (5.39) and initial data
FN,0 ∈ XN,β0,µ0 , F0 ∈ X∞,β0,µ0 . Let FN ∈ XN,β,µ, F ∈ X∞,β,µ be the mild solutions of
the corresponding BBGKY hierarchy and Boltzmann hierarchy, respectively, in [0, T ], given by
Theorem 6.7 and Theorem 6.14. Let us note that by (6.14), we obtain
β(T ) =
β0
2
, µ(T ) = µ0 − β0
2
,
thus β(T ),µ(T ) do not depend on T .
For convenience, we introduce the following notation. Given k ∈ N and t ≥ 0, we denote
Tk(t) :=
{
(t1, ..., tk) ∈ Rk : 0 ≤ tk < ... ≤ t1 ≤ t
}
. (8.1)
8.1. Series expansion. Let us fix s ∈ N. Using iteratively the Duhamel’s formula for the mild
solution of the BBGKY hierarchy, given by (5.38), we get the following formal series expansion for
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the mild solution:
f
(s)
N (t, Zs) = T
t
sf
(s)
N,0(Zs) +
ˆ t
0
T t−t1s CNs,s+2f (s+2)N (t1, Zs) dt1
= T tsf
(s)
N,0(Zs) +
ˆ t
0
T t−t1s CNs,s+2T t1s+2f (s+2)N,0 (Zs) dt1+
+
ˆ t
0
ˆ t1
0
T t−t1s CNs,s+2T t1−t2s+2 CNs+2,s+4f (s+4)N (t2, Zs) dt2 dt1
= T tsf
(s)
N,0(Zs) +
ˆ t
0
T t−t1s CNs,s+2T t1s+2f s+2N,0 (Zs) dt1+
+
ˆ t
0
ˆ t1
0
T t−t1s CNs,s+2T t1−t2s+2 CNs+2,s+4T t2s+4f (s+4)N,0 (Zs) dt2 dt1
+
ˆ t
0
ˆ t1
0
ˆ t2
0
T t−t1s CNs,s+2T t1−t2s+2 CNs+2,s+4T t2−t3s+4 CNs+4,s+6f (s+6)N (t3, Zs) dt3 dt2 dt1
= ...
=
n∑
k=0
f
(s,k)
N (Zs) +R
(n+1)
N (t, Zs), (8.2)
where, recalling (8.1), we denote
f
(s,0)
N (t, Zs) := T
t
sf
(s)
N,0(Zs), (8.3)
for 1 ≤ k ≤ n:
f
(s,k)
N (t, Zs) :=
ˆ
Tk(t)
T t−t1s CNs,s+2T t1−t2s+2 ...T tk−1−tks+2k−2 CNs+2k−2,s+2kT tks+2kf (s+2k)N,0 (Zs) dtk... dt1, (8.4)
and
R
(s,n+1)
N (t, Zs) :=
ˆ
Tn+1(t)
T t−t1s CNs,s+2T t1−t2s ...
...T
tn−tn+1
s+2n−2 CNs+2n−2,s+2nT tn−tn+1s+2n f (s+2n+2)N (tn+1, Zs) dtn+1 dtn... dt1.
(8.5)
Similarly, using iteratively the Duhamel’s formula for the mild solution of the Boltzmann hier-
archy, one gets
f (s,0)(t, Zs) := S
t
sf
(s)
0 (Zs), (8.6)
for 1 ≤ k ≤ n:
f (s,k)(t, Zs) :=
ˆ
Tk(t)
St−t1s C∞s,s+2St1−t2s+2 ...Stk−1−tks+2k−2 C∞s+2k−2,s+2kStks+2kf (s+2k)0 (Zs) dtk... dt1, (8.7)
and
R(s,n+1)(t, Zs) :=
ˆ
Tn+1(t)
St−t1s C∞s,s+2St1−t2s ...
...S
tn−tn+1
s+2n−2 C∞s+2n−2,s+2nStn−tn+1s+2n f (s+2n+2)(tn+1, Zs) dtn+1 dtn... dt1.
(8.8)
74 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Given φs ∈ Cc(Rds) and k ∈ N, let us denote
INs,k(t)(Xs) : = Iφsf
(s,k)
N (t)(Xs) =
ˆ
Rds
φs(Vs)f
(s,k)
N (t,Xs, Vs) dVs, (8.9)
I∞s,k(t)(Xs) : = Iφsf
(s,k)(t)(Xs)
ˆ
Rds
φs(Vs)f
(s,k)(t,Xs, Vs) dVs. (8.10)
Recalling the observables INs , I
∞
s defined in (7.11)-(7.12), we obtain the following estimates:
Lemma 8.1. For any s, n ∈ N and t ∈ [0, T ], the following estimates hold:
‖INs (t)−
n∑
k=0
INs,k(t)‖L∞Xs ≤ Cs,β0,µ08
−n‖φs‖L∞Vs‖FN,0‖N,β0,µ0 ,
and
‖I∞s (t)−
n∑
k=0
I∞s,k(t)‖L∞Xs ≤ Cs,β0,µ08
−n‖φs‖L∞Vs‖F0‖∞,β0,µ0 .
Proof. Let us first prove the estimate for the BBGKY hierarchy. For any Zs = (Xs, Vs) ∈ R2ds and
t ∈ [0, T ], definition of the norms and repeated use of estimate (6.16) imply
esµ(t)+β(t)Es(Zs)|R(s,n+1)N (t,Xs, Vs)| ≤ 8−(n+1)|||FN |||N,β,µ,
so by estimate (6.17) and the definition of the norms, we obtain
|φs(Vs)R(s,n+1)N (t,Xs, Vs)| . 8−(n+1)e−sµ(t)‖φs‖L∞Vs |||FN |||N,β,µe
−β(t)Es(Zs)
≤ 8−ne−sµ(T )‖φs‖L∞Vs‖FN,0‖N,β0,µ0e
−β(T )Es(Zs).
Thus, integrating with respect to velocities and recalling (8.2), (8.9), we obtain
‖INs (t)−
n∑
k=0
INs,k(t)‖L∞Xs ≤ Cs,β0,µ0‖φs‖L∞Vs8
−n‖FN,0‖N,β0,µ0
ˆ
Rds
e−β(T )Es(Zs) dVs
≤ Cs,β0,µ0‖φs‖L∞Vs8
−n‖FN,0‖N,β0,µ0 .
In the case of the Boltzmann hierarchy, we follow a similar argument using estimates (6.20)-(6.21)
instead. 
8.2. High energy truncation. We will now truncate energies, so that we can focus on bounded
energy domains.
Let us fix s, n ∈ N and R > 1. As usual we denote B2dR to be the 2d-ball of radius R centered at
the origin.
We first define the truncated BBGKY hierarchy and Boltzmann hierarchy collisional operators.
Recalling (4.43) and notation from (2.12), given ℓ ∈ N, we define
CN,Rℓ,ℓ+2gN,ℓ+2 : = CNℓ,ℓ+2
(
gN,ℓ+21[Eℓ+2≤R2]
)
,
C∞,Rℓ,ℓ+2gℓ+2 : = C∞ℓ,ℓ+2
(
gℓ+21[Eℓ+2≤R2]
)
.
(8.11)
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For the BBGKY hierarchy, we define
f
(s,0)
N,R (t, Zs) := T
t
s
(
fN,01[Es≤R2]
)
(Zs), (8.12)
and for 1 ≤ k ≤ n:
f
(s,k)
N,R (t, Zs) :=
ˆ
Tk(t)
T t−t1s CN,Rs,s+2T t1−t2s+2 ...T tk−1−tks+2k−2 CN,Rs+2k−2,s+2kT tks+2kf (s+2k)N,0 (Zs) dtk... dt1. (8.13)
For the Boltzmann hierarchy, we define
f
(s,0)
R (t, Zs) := S
t
s
(
f01[Es≤R2]
)
(Zs), (8.14)
and for 1 ≤ k ≤ n:
f
(s,k)
R (t, Zs) :=
ˆ
Tk(t)
St−t1s C∞,Rs,s+2St1−t2s+2 ...Stk−1−tks+2k−2 C∞,Rs+2k−2,s+2kStks+2kf (s+2k)0 (Zs) dtk... dt1. (8.15)
Given φs ∈ Cc(Rds) and k ∈ N, let us denote
INs,k,R(t)(Xs) := Iφsf
(s,k)
N,R (t)(Xs) =
ˆ
Rds
φs(Vs)f
(s,k)
N,R (t,Xs, Vs) dVs
=
ˆ
BdsR
φs(Vs)f
(s,k)
N,R (t,Xs, Vs) dVs. (8.16)
I∞s,k,R(t)(Xs) := Iφsf
(s,k)
R (t)(Xs) =
ˆ
Rds
φs(Vs)f
(s,k)
R (t,Xs, Vs) dVs
=
ˆ
BdsR
φs(Vs)f
(s,k)
R (t,Xs, Vs) dVs. (8.17)
Recalling the observables INs,k, I
∞
s,k, defined in (8.9)-(8.10), we obtain the following estimates:
Lemma 8.2. For any s, n ∈ N, R > 1 and t ∈ [0, T ], the following estimates hold:
n∑
k=0
‖INs,k,R(t)− INs,k(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vse
− β02 R2‖FN,0‖N,β0,µ0 ,
and
n∑
k=0
‖I∞s,k,R(t)− I∞s,k(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vse
− β02 R2‖F0‖∞,β0,µ0 .
Proof. We first prove it for the BBGKY hierarchy case. Define β′0 = β0/2, and pick λ
′ ∈ (0, β′0/T )
such that
C(d, β′0, µ0, T, λ
′) =
1
2
,
where C(d, β′0, µ0, T, λ
′) is given by (6.7).
We define
GN,0 = (gN,0,m)m∈N , where gN,0,m = f
(m)
N,01Vm /∈BdmR .
Notice that
‖GN,0‖N,β′0,µ0 ≤ e−
β0
2 R
2‖FN,0‖N,β0,µ0 . (8.18)
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We define the functions β′,µ′ : [0, T ]→ R by
β′(t) = β′0 − λ′t,
µ′(t) = µ0 − λ′t.
It is straightforward to verify that β′(T ),µ′(T ) do not depend on T .
We first assume 1 ≤ k ≤ n. Applying Lemma 6.6 k − 1 times, part (ii) of Proposition 6.3 and
(8.18), we get
|f (s,k)N (t, Zs)− f (s,k)N,R (t, Zs)| ≤ e−sµ
′(T )−β′(T )Es(Zs)
(
1
2
)k−1 ∣∣∣∣∣∣∣∣∣∣∣∣ˆ t
0
T τGN,0 dτ
∣∣∣∣∣∣∣∣∣∣∣∣
N,β′,µ′
≤ Te−sµ′(T )−β′(T )Es(Zs)
(
1
2
)k−1
‖GN,0‖N,β′0,µ′0
≤ Cs,β0,µ0,T
(
1
2
)k−1
e−
β0
2 R
2‖FN,0‖N,β0,µ0e−β
′(T )Es(Zs), (8.19)
by estimate (8.18).
For k = 0, Remark (6.2), part (i) of Proposition 6.3 and Remark 6.2 yield
|f (s,0)N (t, Zs)− f (s,0)N,R (t, Zs)| ≤ e−sµ
′(T )−β′(T )Es(Zs)|T tGN,0|N,β′,µ′
≤ e−sµ′(T )−β′(T )Es(Zs)|T tGN,0|N,β′0,µ′0
= e−sµ
′(T )−β′(T )Es(Zs)|GN,0|N,β′0,µ′0
≤ Cs,β0,µ0e−
β0
2 R
2‖FN,0‖N,β0,µ0e−β
′(T )Es(Zs). (8.20)
Combining (8.19)-(8.20), and adding for k = 0, ..., n, we obtain
n∑
k=0
‖INs,k,R(t)− INs,k(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vse
− β02 R2‖FN,0‖N,β0,µ0
ˆ
Rds
e−β
′(T )Es(Zs) dVs
≤ Cs,β0,µ0,T ‖φs‖L∞Vse
− β02 R2‖FN,0‖N,β0,µ0 .
The proof for the Boltzmann hierarchy case is similar, using Lemma 6.13 and Proposition 6.10
instead. 
8.3. Separation of collision times. We will now separate the time intervals we are integrating at,
so that collisions occuring are separated in time. For this purpose consider a small time parameter
δ > 0.
For convenience, given t ≥ 0 and k ∈ N, we define
Tk,δ(t) := {(t1, ..., tk) ∈ Tk(t) : 0 ≤ ti+1 ≤ ti − δ, ∀i ∈ [0, k]} , (8.21)
where we denote tk+1 = 0, t0 = t.
For the BBGKY hierarchy, we define
f
(s,0)
N,R,δ(t, Zs) := T
t
s
(
fN,01[Es≤R2]
)
(Zs), (8.22)
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and for 1 ≤ k ≤ n:
f
(s,k)
N,R,δ(t, Zs) :=
ˆ
Tk,δ(t)
T t−t1s CN,Rs,s+2T t1−t2s+2 ...T tk−1−tks+2k−2 CN,Rs+2k−2,s+2kT tks+2kf (s+2k)N,0 (Zs) dtk... dt1.
(8.23)
In the same spirit, for the Boltzmann hierarchy we define
f
(s,0)
R,δ (t, Zs) := S
t
s
(
f01[Es≤R2]
)
(Zs), (8.24)
and for 1 ≤ k ≤ n:
f
(s,k)
R,δ (t, Zs) :=
ˆ
Tk,δ(t)
St−t1s C∞,Rs,s+2St1−t2s+2 ...Stk−1−tks+2k−2 C∞,Rs+2k−2,s+2kStms+2kf (s+2k)0 (Zs) dtk... dt1. (8.25)
Given φs ∈ Cc(Rds) and k ∈ N, let us denote
INs,k,R,δ(t)(Xs) := Iφsf
(s,k)
N,R,δ(t)(Xs) =
ˆ
Rds
φs(Vs)f
(s,k)
N,R,δ(t,Xs, Vs) dVs
=
ˆ
BdsR
φs(Vs)f
(s,k)
N,R,δ(t,Xs, Vs) dVs, (8.26)
I∞s,k,R,δ(t)(Xs) := Iφsf
(s,k)
R,δ (t)(Xs) =
ˆ
Rds
φs(Vs)f
(s,k)
R,δ (t,Xs, Vs) dVs
=
ˆ
BdsR
φs(Vs)f
(s,k)
R,δ (t,Xs, Vs) dVs. (8.27)
Remark 8.3. For 0 ≤ t ≤ δ, we trivially obtain Tk,δ(t) = ∅. In this case the functionals
INs,k,R,δ(t), I
∞
s,k,R,δ(t) are identically zero.
Using Lemmas 6.4, 6.11 that express continuity estimates on the collisional operators, we obtain
the following continuity estimates:
Lemma 8.4. Let s, k ∈ N, 1 ≤ j ≤ k, t > 0 and F(t) ⊆ [0, t] measurable. Then the following
estimates hold:
(i) Assume gN,s+2j(τ, ·) ∈ XN,β02 + jβ02k ,s+2j , ∀τ ∈ F(t). Then there holds the estimate:∣∣∣∣ˆF(t) T t−τs+2j−2CN,Rs+2j−2,s+2jgN,s+2j(τ, Zs+2j−2) dτ
∣∣∣∣
N,
β0
2 +
(j−1)β0
2k ,s+2j−2
≤
≤ Cd,β0(s+ 2k)
ˆ
F(t)
|gN,s+2j(τ)|N, β02 + jβ02k ,s+2j dτ,
(ii) Assume gs+2j(τ, ·) ∈ X∞,β02 + jβ02k ,s+2j , ∀τ ∈ F(t). Then there holds the estimate:∣∣∣∣ ˆF(t) St−τs+2j−2C∞,Rs+2j−2,s+2jgs+2j(τ, Zs+2j−2) dτ
∣∣∣∣
∞, β02 +
(j−1)β0
2k ,s+2j−2
≤
≤ Cd,β0(s+ 2k)
ˆ
F(t)
|gs+2j(τ)|∞, β02 + jβ02k ,s+2j dτ.
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Proof. We prove it first for the BBGKY hierarchy. Consider t > 0, k ∈ N, 1 ≤ j ≤ k and
Zs+2j−2 ∈ R2d(s+2j−2). Recalling notation from (6.8), we write
Zt−τs+2j−2 = (X
t−τ
s+2j−2, V
t−τ
s+2j−2) = Ψ
τ−t
s+2j−2Zs+2j−2.
Conservation of energy (4.51) yields
Es+2j−2(Zt−τs+2j−2) = Es+2j−2(Zs+2j−2), ∀τ ∈ F(t). (8.28)
Using Lemma 6.4, with β = β02 +
jβ0
2k , m = s+ 2j − 2, we obtain∣∣∣T t−τs+2j−2CN,Rs+2j−2,s+2jgN,s+2j(τ, Zs+2j−2)∣∣∣ (8.29)
=
∣∣∣CN,Rs+2j−2,s+2jgN,s+2j(τ, Zt−τs+2j−2)∣∣∣
=
∣∣CNs+2j−2,s+2j (gN,s+2j1[Es+2j≤R2]) (τ, Zt−τs+2j−2)∣∣
≤ Cd
(
β0
2
+
jβ0
2k
)−d [
(s+ 2j − 2)
(
β0
2
+
jβ0
2k
)− 12
+
s+2j−2∑
i=1
|vt−τi |
]
× e−(β02 + jβ02k )Es+2j−2(Zt−τs+2j−2)|gN,s+2j1[Es+2j≤R2](τ)|N, β02 + jβ02k ,s+2j
≤ Cd
(
β0
2
)−d [
(s+ 2j − 2)
(
β0
2
)− 12
+
s+2j−2∑
i=1
|vt−τi |
]
× e−(β02 + jβ02k )Es+2j−2(Zs+2j−2)|gN,s+2j(τ)|N, β02 + jβ02k ,s+2j (8.30)
= Cde
−
(
β0
2 +
(j−1)β0
2k
)
Es+2j−2(Zs+2j−2)
(
β0
2
)−d [
(s+ 2k)
(
β0
2
)− 12
+
s+2j−2∑
i=1
|vt−τi |
]
× e− β02kEs+2j−2(Zs+2j−2)|gN,s+2j(τ)|N, β02 + jβ02k ,s+2j , (8.31)
where to obtain (8.30) we use (8.28), and to obtain (8.31) we use the fact that j ≤ k. But Cauchy-
Schwartz inequality implies
e−
β0
2kEs+2j−2(Zs+2j−2)
s+2j−2∑
i=1
|vt−τi | = e−
β0
2kEs+2j−2(Zs+2j−2)
(
4k
β0
)1/2(
β0
4k
)1/2 s+2j−2∑
i=1
|vt−τi |
≤ e− β02kEs+2j−2(Zs+2j−2)
(
4k(s+ 2j − 2)
β0
)1/2(
β0
4k
)1/2(s+2j−2∑
i=1
|vt−τi |2
)1/2
=
(
4k(s+ 2j − 2)
β0
)1/2(
β0
2k
Es+2j−2
(
Zt−τs+2j−2
))1/2
e−
β0
2kEs+2j−2(Z
t−τ
s+2j−2)
=
(
4k(s+ 2j − 2)
β0
)1/2(
β0
2k
Es+2j−2 (Zs+2j−2)
)1/2
e−
β0
2kEs+2j−2(Zs+2j−2) (8.32)
≤ 2β−1/20 (s+ 2k) sup
x≥0
|√xe−x2 |
≤ Cβ0(s+ 2k), (8.33)
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where to obtain (8.32) we use (8.28), and to obtain (8.33) we use the elementary bound:
sup
x≥0
|√xe−x2 | ≤ C <∞.
Therefore, (8.31), (8.33) yield
e
(
β0
2 +
(j−1)β0
2k
)
Es+2j−2(Zs+2j−2)
∣∣∣∣∣
ˆ
F(t)
T t−τs+2j−2CN,Rs+2j−2,s+2jgN,s+2j(τ, Zs+2j−2) dτ
∣∣∣∣∣ ≤ˆ
F(t)
e
(
β0
2 +
(j−1)β0
2k
)
Es+2j−2(Zs+2j−2)
∣∣∣T t−τs+2j−2CN,Rs+2j−2,s+2jgN,s+2j(τ, Zs+2j−2)∣∣∣ dτ ≤
≤ Cd,β0(s+ 2k)
ˆ
F(t)
|gN,s+2j(τ)|N, β02 + jβ02k ,s+2j dτ.
Hence, ∣∣∣∣ ˆF(t) T t−τs+2j−2CN,Rs+2j−2,s+2jgN,s+2j(τ, Zs+2j−2) dτ
∣∣∣∣
N,
β0
2 +
(j−1)β0
2k ,s+2j−2
≤ Cd,β0(s+ 2k)
ˆ
F(t)
|gN,s+2j(τ)|N, β02 + jβ02k ,s+2j dτ.
For the Boltzmann hierarchy, the proof is identical using Lemma 6.11 instead. 
Recalling the observables INs,k,R, I
∞
s,k,R defined in (8.16)-(8.17), and using iteratively Lemma 8.4,
we obtain the following estimates:
Lemma 8.5. For any s, n ∈ N, R > 0, δ > 0 and t ∈ [0, T ], the following estimates hold:
n∑
k=0
‖INs,k,R,δ(t)− INs,k,R(t)‖L∞Xs ≤ δ‖φs‖L∞VsC
n
d,s,β0,µ0,T ‖FN,0‖N,β0,µ0 ,
and
n∑
k=0
‖I∞s,k,R,δ(t)− I∞s,k,R(t)‖L∞Xs ≤ δ‖φs‖L∞VsC
n
d,s,β0,µ0,T ‖F0‖∞,β0,µ0 .
Proof. We first prove it for the BBGKY hierarchy case. For k = 0, the corresponding difference
trivially vanishes, so we may assume 1 ≤ k ≤ n. Recalling (8.1), (8.21), notice that
Tk(t) \ Tk,δ(t) =
k−1⋃
i=0
Fi(t), (8.34)
where
Fi(t) = {(t1, ..., tk) ∈ Tk(t) : ti − δ < ti+1 ≤ ti} , t0 = t, tk+1 = 0. (8.35)
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We obtain
|Fi(t)| ≤
ˆ t
0
...
ˆ ti−1
0
ˆ ti
ti−δ
ˆ ti+1
0
...
ˆ tk−1
0
dtk... dt1
≤
ˆ t
0
...
ˆ ti−1
0
ˆ ti
ti−δ
tk−i−1i+1
(k − i− 1)! dti+1... dt1
=
ˆ t
0
...
ˆ ti−1
0
1
(k − i)!
(
tk−ii − (ti − δ)k−i
)
dti... dt1
≤
ˆ t
0
...
ˆ ti−1
0
δ(k − i)tk−i−1i
(k − i)! dti... dt1
= δ
ˆ t
0
...
ˆ ti−1
0
tk−i−1i
(k − i− 1)! dti... dt1
=
δtk−1
(k − 1)! ≤
δT k−1
(k − 1)! . (8.36)
We also have
|INs,k,R,δ(t)(Xs)− INs,k,R(t)(Xs)| ≤
≤ ‖φs‖L∞Vs |f
(s,k)
N,R,δ(t)− f (s,k)N,R (t)|N, β02 ,s
ˆ
Rds
e−
β0
2 Es(Zs) dVs
≤ Cs,β0‖φs‖L∞Vs |f
(s,k)
N,R,δ(t)− f (s,k)N,R (t)|N,β02 ,s. (8.37)
But by (8.34)-(8.36) and an inductive application of the first estimate of Lemma 8.4 for j = 1, ..., k,
we obtain
|f (s,k)N,R,δ(t)− f (s,k)N,R (t)|N, β02 ,s ≤
≤
k−1∑
i=0
∣∣∣∣∣
ˆ
Fi(t)
T t−t1s CN,Rs,s+2T t1−t2s+2 ...CN,Rs+2k−2,s+2kT tks+2kf (s+2k)N,0 (Zs)
∣∣∣∣∣
N,
β0
2 ,s
dtk... dt1
≤ Ckd,β0(s+ 2k)k
k−1∑
i=0
ˆ
Fi(t)
|T tks+2kf (s+2k)N,0 |N,β0,s+2k dtk... dt1
= Ckd,β0(s+ 2k)
k|f (s+2k)N,0 |N,β0,s+2k
k−1∑
i=0
ˆ
Fi(t)
dtk... dt1 (8.38)
≤ Ckd,β0(s+ 2k)k|f (s+2k)N,0 |N,β0,s+2k
kδT k−1
(k − 1)! (8.39)
≤ Ckd,β0(s+ 2k)ke−µ0(s+2k)‖FN,0‖N,β0,µ0
k2δT k−1
k!
≤ δCkd,β0,µ0,T
(s+ 2k)k
k!
‖FN,0‖N,β0,µ0
≤ δCkd,s,β0,µ0,T ‖FN,0‖N,β0,µ0 , (8.40)
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where to obtain (8.38) we use Remark 6.1, to obtain (8.39) we use (8.36), and to obtain (8.40) we
use the elementary inequality:
(s+ 2k)k
k!
≤ 2k (s+ k)
k
k!
≤ 2k
∞∑
ℓ=0
(s+ k)ℓ
ℓ!
= 2kes+k ≤ Cks . (8.41)
Using (8.37), (8.40), and adding for k = 1, ..., n, we obtain
n∑
k=0
‖INs,k,R,δ(t)− INs,k,R(t)‖L∞Xs ≤ δ‖φs‖L∞VsC
n
d,s,β0,µ0,T ‖FN,0‖N,β0,µ0 .
The proof for the Boltzmann hierarchy is similar using the second estimate of Lemma 8.4. 
Now we put together the results obtained throughout this section by approximating:
• INs with
∑N
k=0 I
N
s,k, by estimate (i) of Lemma 8.1,
• ∑Nk=0 INs,k with ∑Nk=0 INs,k,R, by by estimate (i) of Lemma 8.2,
• ∑Nk=0 INs,k,R with ∑Nk=0 INs,k,R,δ, by estimate (i) Lemma 8.5,
for the BBGKY hierarchy, and similarly, using estimate (ii), for the Boltzmann hierarchy, to obtain
the following Proposition:
Proposition 8.6. For any s, n ∈ N, R > 1, δ > 0 and t ∈ [0, T ], the following estimates hold:
‖INs (t)−
n∑
k=0
INs,k,R,δ(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vs
(
2−n + e−
β0
2 R
2
+ δCnd,s,β0,µ0,T
)
×‖FN,0‖N,β0,µ0 ,
and
‖I∞s (t)−
n∑
k=0
I∞s,k,R,δ(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vs
(
2−n + e−
β0
2 R
2
+ δCnd,s,β0,µ0,T
)
×‖F0‖∞,β0,µ0 .
Proposition 8.6 and triangle inequality imply that the convergence proof reduces to controlling
the differences
INs,k,R,δ(t)− I∞s,k,R,δ(t), (8.42)
for given 0 ≤ k ≤ n, R > 1, δ > 0, where the observables INs,k,R,δ , I∞s,k,R,δ are given by (8.26)-(8.27).
However obtaining such a control requires some delicate analysis because of possible recollisions
of the interaction backwards flow i.e. the backwards flow does not coincide in general with the
backwards free flow.
9. Geometric estimates
In this section we provide the crucial geometric estimates required to eliminate recollisions of the
backwards interaction flow. This elimination will enable us to compare the difference (8.42) of the
BBGKY hierarchy truncated observable, given in (8.26) and the Boltzmann hierarchy truncated
observable, given in (8.27), in the scaled limit.
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Let us introduce some notation which we will be using from now on.
Considering n ∈ N, we define the n−cylinder of center w ∈ Rn, direction y ∈ Rn \{0} and radius
ρ > 0 as:
Knρ (w, y) = {x ∈ Rn : dist(x, Lw,y) ≤ ρ} ,
where
Lw,y = {w + λy : λ ∈ R} .
In case we do not need to specify the center and direction we will just be writing Knρ for convenience.
Moreover, given a cylinderKnρ we will write K˜
n
ρ to denote a cylinder relative toK
n
ρ with proportional
radius, meaning K˜nρ is of the form K
n
cρ where c does not depend on ρ.
9.1. Spherical estimates. In this subsection, we derive the spherical estimates which will enable
us to control pre-collisional configurations. We will strongly rely on the following estimate, see [16]:
Lemma 9.1. Given ρ, r > 0 the following estimate holds for the d-spherical measure of radius
r > 0: ∣∣Sd−1r ∩Kdρ ∣∣Sd−1r . rd−1min
{
1,
(ρ
r
) d−1
2
}
.
Proof. After re-scaling we may clearly assume that r = 1.We refer to the work of R. Denlinger [16],
p.30, for the proof. 
Iterating this estimate we obtain the following spherical estimates, which will be crucially used
in Section 10:
Proposition 9.2. Given 0 < ρ ≤ 1 ≤ R, the following estimates hold:
(i) |BdR ∩Kdρ |d . Rdρ
d−1
2 .
(ii) |B2dR ∩ (Kdρ × Rd)|2d . R2dρ
d−1
2 .
(iii) |B2dR ∩ (Bdρ × Rd)|2d . Rdρd.
Proof. Let us first prove (i). Lemma 9.1 implies
|BdR ∩Kdρ |d ≃
ˆ R
0
|Sd−1r ∩Kdρ |Sd−1r dr
.
ˆ R
0
rd−1min
{
1, (
ρ
r
)
d−1
2
}
dr
≤
ˆ ρ
0
rd−1 dr + ρ
d−1
2
ˆ R
0
r
d−1
2 dr
≃ ρd + ρ d−12 R d+12 , since d ≥ 2
≤ Rdρ d−12 , since 0 < ρ ≤ 1 ≤ R,
(9.1)
and (i) is proved.
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Part (ii) comes immediately since B2dR ⊆ BdR ×BdR, thus
|B2dR ∩ (Kdρ × Rd)|2d ≤ |(BdR ∩Kdρ)×BdR|2d ≃ Rd|BdR ∩Kdρ |d . R2dρ
d−1
2 . (9.2)
Estimate (iii) is straightforward since
|B2dR ∩ (Bdρ × Rd)|2d ≤ |Bdρ ×BdR|2d = Rdρd.

Iterating Lemma 9.1, we obtain a new geometric estimate which will be essential to derive the
ellipsoidal estimates, which will enable us to control post-collisional configurations.
Lemma 9.3. For any r, ρ > 0 the following estimate holds for the (2d − 1)-spherical measure of
radius r > 0:
∣∣S2d−1r ∩ (Kdρ × Rd)∣∣S2d−1r . r2d−1min{1, (ρr ) d−12 } .
Proof. Clearly after rescaling we may assume r = 1. The idea is to split S2d−11 in level sets and
iterate Lemma 9.1. In particular notice that
S
2d−1
1 =
{
(ω1, ω2) ∈ Rd ×Bd1 : ω1 ∈ Sd−1√1−|ω2|2
}
.
Therefore,∣∣S2d−11 ∩ (Kdρ × Rd)∣∣S2d−11 =
ˆ
Bd1
∣∣∣∣Sd−1√1−|ω2|2 ∩Kdρ
∣∣∣∣
S
d−1√
1−|ω2|
2
dω2
≃
ˆ 1
0
sd−1
∣∣∣Sd−1√
1−s2 ∩Kdρ
∣∣∣
S
d−1√
1−s2
ds
.
ˆ 1
0
sd−1(1− s2) d−12 min
{
1,
(
ρ√
1− s2
) d−1
2
}
ds, (9.3)
by Lemma 9.1.
In the case where ρ ≥ 1, we get∣∣S2d−11 ∩ (Kdρ × Rd)∣∣S2d−11 .
ˆ 1
0
sd−1(1 − s2) d−12 ds ≃ 1. (9.4)
Assume now 0 < ρ < 1. Then the term in (9.3) clearly decomposes to
ˆ √1−ρ2
0
sd−1(1 − s2) d−12
(
ρ√
1− s2
) d−1
2
ds+
ˆ 1
√
1−ρ2
sd−1(1 − s2) d−12 ds. (9.5)
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Performing the change of variables u = 1− s2, the last term can be written as
2ρ
d−1
2
ˆ 1
ρ2
(1 − u) d−22 u d−14 du+ 2
ˆ ρ2
0
(1 − u) d−22 u d−12 du
(d≥2)
. ρ
d−1
2
ˆ 1
ρ2
u
d−1
4 du+
ˆ ρ2
0
u
d−1
2 du
≃ ρ d−12
(
1− ρ d+32
)
+ ρd+1 . ρ
d−1
2 , since ρ < 1,
(9.6)
so (9.4) and (9.6) imply the result. 
9.2. The transition map. In this subsection, we construct a transition map which will allow us
to control post-collisional configurations using some appropriate ellipsoidal estimates developed in
Subsection 9.3. Since, up to our knowledge, ternary interactions have not been rigorously addressed
in the past, it is the first time that such a transition map appears in literature.
We first state the following elementary result from Linear Algebra which will be useful for the
calculation of Jacobians:
Lemma 9.4. Let n ∈ N, λ 6= 0 and w, u ∈ Rn. Then
det(λIn + wu
T ) = λn(1 + λ−1〈w, u〉),
where In is the n× n identity matrix.
Proof. Without loss of generality, we may assume λ = 1. We use the block matrix identity(
In 0
uT 1
)(
In + wu
T w
0 1
)(
In 0
−uT 1
)
=
(
In w
0 1 + wTu
)
. (9.7)
Taking determinants in both sides of (9.7), and using the fact that all the block matrices are
triangular we obtain the result. 
We are now ready to introduce the transition map. We will rely on Lemma 13.1 (see Appendix).
Before that, let us introduce some notation. Recall from (3.5) the cross-section
b(ω1, ω2, ν1, ν2) = 〈ω1, ν1〉+ 〈ω2, ν2〉, (ω1, ω2) ∈ R2d, (ν1, ν2) ∈ R2d.
Given v1, v2, v3 ∈ R2d, we define the domain
Ω = {ω = (ω1, ω2) ∈ R2d : |ω1|2 + |ω2|2 < 3
2
and b(ω1, ω2, v2 − v1, v3 − v1) > 0},
and the set
S+v1,v2,v3 := {(ω1, ω2) ∈ S2d−11 : b(ω1, ω2, v2 − v1, v3 − v1) > 0} ⊆ Ω. (9.8)
We also define the smooth map Ψ : R2d → R by:
Ψ(ν1, ν2) = |ν1|2 + |ν2|2 + |ν1 − ν2|2, (ν1, ν2) ∈ R2d, (9.9)
and the (2d− 1)-ellipsoid
E
2d−1
1 := [Ψ = 1] =
{
(ν1, ν2) ∈ R2d : |ν1|2 + |ν2|2 + |ν1 − ν2|2 = 1
}
. (9.10)
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Proposition 9.5. Consider v1, v2, v3 ∈ Rd and r > 0 such that
|v1 − v2|2 + |v1 − v3|2 + |v2 − v3|2 = r2. (9.11)
We define the transition map Jv1,v2,v3 : Ω→ R2d by
ν =
(
ν1
ν2
)
= Jv1,v2,v3(ω) :=
1
r
(
v∗1 − v∗2
v∗1 − v∗3
)
, ω = (ω1, ω2) ∈ Ω.5 (9.12)
The transition map Jv1,v2,v3 has the following properties:
(i) Jv1,v2,v3 is smooth in Ω with bounded derivative uniformly in r i.e.
‖DJv1,v2,v3(ω)‖∞ ≤ Cd, ∀ω ∈ Ω, (9.13)
where ‖ · ‖∞ denotes the maximum element matrix norm of DJv1,v2,v3(ω).
(ii) The Jacobian of Jv1,v2,v3 is given by:
Jac(Jv1,v2,v3)(ω) ≃ r−2d
b(ω1, ω2, v2 − v1, v3 − v1)
(1 + 〈ω1, ω2〉)2d+1 > 0, ∀ω = (ω1, ω2) ∈ Ω. (9.14)
Moreover, for any ω = (ω1, ω2) ∈ Ω, there holds the estimate:
Jac(Jv1,v2,v3)(ω) ≈ r−2db2d(ω1, ω2, v2 − v1, v3, v1). (9.15)
(iii) The map Jv1,v2,v3 : Ω→ R2d \
{
r−1
(
v1 − v2
v1 − v3
)}
is injective.
(iv) The map Jv1,v2,v3 : S+v1,v2,v3 → E2d−11 \
{
r−1
(
v1 − v2
v1 − v3
)}
is bijective. Morever, there holds
S+v1,v2,v3 = [Ψ ◦ Jv1,v2,v3 = 1]. (9.16)
(v) There holds the following estimate:
0 6= |∇(Ψ ◦ Jv1,v2,v3)(ω)||∇Ψ(Jv1,v2,v3(ω))|
≤ Cd, ∀ω ∈ S+v1,v2,v3 . (9.17)
(vi) For any measurable g : R2d → [0 +∞], or g : R2d → [−∞,+∞] integrable, there holds the
change of variables estimate:ˆ
S+v1,v2,v3
(g ◦ Jv1,v2,v3(ω)| JacJv1,v2,v3(ω)| dω .
ˆ
E
2d−1
1
g(ν) dν. (9.18)
Proof. For convenience, let us use the following notation:
ν =
(
ν1
ν2
)
, v =
(
v1 − v2
v1 − v3
)
, ω =
(
ω1
ω2
)
, π(ω) = 〈ω1, ω2〉. (9.19)
Under this notation, and recalling (3.1) we also have6
c = cω1,ω2,v1,v2,v3 = −
〈ω,v〉
1 + π(ω)
. (9.20)
We prove each claim separately:
5by a small abuse of notation we extend the collisional operator Tω1,ω2 for (ω1, ω2) ∈ Ω, see Section 3.
6by a small abuse of notation we write 〈· , ·〉 for the inner product in R2d as well.
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(i): By (9.12) and (3.4), we have
Jv1,v2,v3(ω) = r−1 (v + cAω) , (9.21)
where
A =
(
2Id Id
Id 2Id
)
, (9.22)
and Id is the d × d identity matrix. Let us now calculate the derivative of Jv1,v2,v3 . Using (9.21),
we obtain
DJv1,v2,v3(ω) = r−1A
(
cI2d + ω∇Tωc
)
, (9.23)
Using notation from (9.19)-(9.20), we obtain
∇ωc = − v
1 + π(ω)
+
〈ω,v〉ω˜
(1 + π(ω))
2 , (9.24)
where ω˜ = ∇ωπ(ω) =
(
ω2
ω1
)
. Combining (9.23)-(9.24), we obtain
DJv1,v2,v3(ω) = r−1
(
− 〈ω,v〉A
1 + π(ω)
− Aωv
T
1 + π(ω)
+
〈ω,v〉Aωω˜T
(1 + π(ω))
2
)
. (9.25)
Recall we have assumed ω ∈ Ω⇒ |ω1|2 + |ω2|2 < 3
2
, so Cauchy-Schwartz inequality implies
1
4
< 1 + π(ω) <
7
4
. (9.26)
therefore Jv1,v2,v3 is differentiable in Ω. It is clear from (9.25)-(9.26) that Jv1,v2,v3 is in fact smooth.
For ω ∈ Ω, Cauchy-Schwartz inequality and (9.25)-(9.26) imply that
‖DJv1,v2,v3(ω)‖∞ ≤ r−1Cd(|v1 − v2|+ |v1 − v3|) ≤ Cd,
since |v1 − v2|2 + |v1 − v3|2 + |v2 − v3|2 = r2. Claim (9.13) is proved.
(ii): To calculate the Jacobian, we use (9.23) and apply Lemma 9.4 for n = 2d, w = ω, u = ∇ωc,
to obtain
Jac(Jv1,v2,v3)(ω) = det(r−1A) det(cI2d + ω∇Tωc) ≃ r−2dc2d
(
1 + c−1〈ω,∇ωc〉
)
(9.27)
By (9.20)-(9.24), we have
〈ω,∇ωc〉 = − (1 + π(ω))−1 〈ω,v〉+ (1 + π(ω))−2 〈ω,v〉〈ω, ω˜〉
= c− c ((1 + π(ω))−1 〈ω, ω˜〉
= c
(
1− 2π(ω)
1 + π(ω)
)
, (9.28)
since
〈ω, ω˜〉 = 〈ω1, ω2〉+ 〈ω2, ω1〉 = 2π(ω).
Hence (9.27)-(9.28) and (3.6) imply (9.14). To obtain (9.15), we combine (9.14) and estimate (9.26).
(iii): Let us first show that Jv1,v2,v3 : Ω→ R2d \ {r−1v}. Indeed consider ω ∈ Ω with
Jv1,v2,v3(ω) = r−1v.
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Then (9.21) implies
cAω = 0⇒ c = 0,
since A (given in (9.22)) is invertible and ω 6= 0. But (9.20) implies 〈ω,v〉 = 0 which is a
contradiction, since ω ∈ Ω. Thus Jv1,v2,v3 : Ω→ R2d \ {r−1v}.
To prove injectivity, consider ω,ω′ ∈ Ω such that
Jv1,v2,v3(ω) = Jv1,v2,v3(ω′).
We have
Jv1,v2,v3(ω) = r−1 (v + cAω) ,
Jv1,v2,v3(ω′) = r−1 (v + c′Aω′) ,
Since A is invertible, we have
Jv1,v2,v3(ω) = Jv1,v2,v3(ω′)⇔ −cω = −c′ω′ ⇔
〈ω,v〉
1 + 〈ω1, ω2〉ω =
〈ω′,v〉
1 + 〈ω′1, ω′2〉
ω′. (9.29)
Since ω, ω′ ∈ Ω, (9.29) implies that there is λ > 0 such that
ω′ = λω.
Then (9.29) implies λ = 1, thus ω = ω′. Therefore, Jv1,v2,v3 : Ω→ R2d \ {r−1v} is injective.
(iv): Fix ω = (ω1, ω2) ∈ S+v1,v2,v3 . Using conservation of relative velocities (3.12) and (9.11), we
get
|ν1|2 + |ν2|2 + |ν1 − ν2|2 = |v
∗
1 − v∗2 |2 + |v∗1 − v∗3 |2 + |v∗2 − v∗3 |2
r2
=
|v1 − v2|2 + |v1 − v3|2 + |v2 − v3|2
r2
= 1⇒ (ν1, ν2) ∈ E2d−11 ,
thus Jv1,v2,v3 maps in E2d−11 . Since ω ∈ S+v1,v2,v3 ⊆ Ω, part (iii) implies Jv1,v2,v3(ω) 6= r−1v, so
Jv1,v2,v3 : S+v1,v2,v3 → E2d−11 \ {r−1v}.
Injectivity: It follows directly from part (iii).
Surjectivity: Consider ν ∈ E2d−11 \ {r−1v}. Let us investigate the possible solutions of the
equation:
ν = Jv1,v2,v3 (ω) , ω ∈ Ω. (9.30)
Using notation from (9.19)-(9.22), equation (9.30) is equivalent to the equation
〈ω,v〉
1 + 〈ω1, ω2〉ω = A
−1(v − rν). (9.31)
Since ν 6= r−1v and A is invertible, (9.31) implies there is λ 6= 0 such that
ω = λA−1(v − rν). (9.32)
Replacing expression (9.32) into (9.31), we obtain the following equation for λ:
λ2(〈A−1(v − rν),v〉 − 〈[A−1(v − rν)]1, [A−1(v − rν)]2〉) = 1, (9.33)
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where we write
A−1(v − rν) =
(
[A−1(v − rν)]1
[A−1(v − rν)]2
)
.
To prove surjectivity, we consider ν ∈ E2d−11 \ {r−1v}. Motivated by (9.33), let us define
ω :=
− sgn(〈A−1(v − rν),v〉)√|〈A−1(v − rν),v〉 − 〈[A−1(v − rν)]1, [A−1(v − rν)]2〉|A−1(v − rν),
Assumption (9.11), the fact that ν ∈ E2d−11 \ {r−1v}, and a straightforward algebraic calculation
imply that
ω ∈ S+v1,v2,v3 , ν = Jv1,v2,v3(ω). (9.34)
Therefore Jv1,v2,v3 : S+v1,v2,v3 → E2d−11 \ {r−1v} is surjective.
Proof of (9.16): We have already seen that Jv1,v2,v3(S+v1,v2,v3) ⊆ E2d−11 = [Ψ = 1], so
S+v1,v2,v3 ⊆ [Ψ ◦ Jv1,v2,v3 = 1]. (9.35)
Let us prove that [Ψ ◦ Jv1,v2,v3 = 1] ⊆ S+v1,v2,v3 as well. Consider ω ∈ [Ψ ◦ Jv1,v2,v3 = 1]. This
means that ν := Jv1,v2,v3(ω) ∈ E2d−11 . Since ω ∈ Ω, we also have ν 6= r−1v, thus the calculation
made to prove surjectivity yields that
ω′ :=
− sgn(〈A−1(v − rν),v〉)√〈A−1(v − rν),v〉 − 〈[A−1(v − rν)]1, [A−1(v − rν)]2〉A−1(v − rν) ∈ S+v1,v2,v3 ⊆ Ω,
satisfies Jv1,v2,v3(ω′) = ν as well. Since Jv1,v2,v3 is injective in Ω, we obtain ω = ω′, thus
S+v1,v2,v3 ⊇ [Ψ ◦ Jv1,v2,v3 = 1]. (9.36)
By (9.35)-(9.36), we obtain (9.16).
(v): Let us recall notation from (2.12) for the pullback of a function. We easily calculate
|∇Ψ(ν1, ν2)|2 = 4|ν1|2 + 4|ν2|2 + 16|ν1 − ν2|2,
thus
4Ψ(ν) ≤ |∇Ψ(ν)|2 ≤ 16Ψ(ν), ∀ν ∈ R2d.
hence
∇Ψ(ν) 6= 0, ∀ν ∈ [ 1
2
< Ψ <
3
2
]. (9.37)
In particular
∇Ψ(Jv1,v2,v3(ω)) 6= 0, ∀ω ∈ S+v1,v2,v3 , (9.38)
and by the chain rule, we have
∇(Ψ ◦ Jv1,v2,v3)(ω) = DTJv1,v2,v3(ω)∇Ψ(Jv1,v2,v3(ω)) 6= 0, ∀ω ∈ S+v1,v2,v3 ,
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since DJv1,v2,v3(ω) is invertible for all ω ∈ S+v1,v2,v3 . Therefore, for all ω ∈ S+v1,v2,v3 , we obtain
0 6= |∇(Ψ ◦ Jv1,v2,v3)(ω)||∇Ψ(Jv1,v2,v3(ω))|
=
|DTJv1,v2,v3(ω)∇Ψ(Jv1,v2,v3(ω))|
|∇Ψ(Jv1,v2,v3(ω))|
≤ Cd‖DJv1,v2,v3(ω)‖∞|∇Ψ(Jv1,v2,v3(ω))||∇Ψ(Jv1,v2,v3(ω))|
= Cd‖DJv1,v2,v3(ω)‖∞
≤ Cd,
by (9.13).
(vi): Since Jv1,v2,v3 : S+v1,v2,v3 → E2d−11 \ {r−1v} is bijective, we have
S+v1,v2,v3 = [Ψ ◦ Jv1,v2,v3 = 1],
thus using notation from (13.2) (see Appendix), we have
NJv1,v2,v3 (ν, [Ψ ◦ Jv1,v2,v3 = 1]) = 1, ∀ν ∈ E2d−11 \ {r−1v}. (9.39)
By (9.37), (9.14) we may use part (i) of Lemma 13.1 for the function g, and γ = 1, δ = 1/2,
F = Jv1,v2,v3 , Ψ given by (9.9). We have
ˆ
S+v1,v2,v3
(g ◦ Jv1,v2,v3)(ω)| JacJv1,v2,v3(ω)|
|∇Ψ(Jv1,v2,v3(ω))|
|∇(Ψ ◦ Jv1,v2,v3)(ω)|
dω =
=
ˆ
[Ψ◦Jv1,v2,v3=1]
(g ◦ Jv1,v2,v3)(ω)| JacJv1,v2,v3(ω)|
|∇Ψ(Jv1,v2,v3(ω))|
|∇(Ψ ◦ Jv1,v2,v3)(ω)|
dω (9.40)
=
ˆ
[Ψ=1]
g(ν)NJv1,v2,v3 (ν, [Ψ ◦ Jv1,v2,v3 = 1]) dν (9.41)
=
ˆ
E
2d−1
1
g(ν)NJv1,v2,v3 (ν, [Ψ ◦ Jv1,v2,v3 = 1]) dν (9.42)
=
ˆ
E
2d−1
1
g(ν) dν, (9.43)
where to obtain (9.40) we use (9.16), to obtain (9.41) we use part (i) of Lemma 13.1, to obtain
(9.42) we use (9.10), and to obtain (9.43) we use (9.39). Using the bound (9.17) and (9.43), we
obtain (9.18).
The proof is complete. 
9.3. Ellipsoidal estimates. We will now derive the ellipsoidal estimates which will enable us to
control post-collisional configurations.
Lemma 9.6. Let v1, v2, v3 ∈ Rd and r > 0 satisfying
|v1 − v2|2 + |v1 − v3|2 + |v2 − v3|2 = r2.
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Denoting (ν1, ν2) = Jv1,v2,v3(ω1, ω2) and considering ρ > 0, the following hold:(
v∗1
v∗2
)
∈Kρ ⇔
(
ν1
ν2
)
∈ S−1
12
K¯ρ/r(
v∗1
v∗3
)
∈Kρ ⇔
(
ν1
ν2
)
∈ S−1
13
K¯ρ/r,
where
S12 =
(
Id Id
−2Id Id
)
, (9.44)
S13 =
(
Id Id
Id −2Id
)
, (9.45)
and Kρ is either of the form K
d
ρ × Rd or Rd ×Kdρ while K¯ρ/r is either of the form K¯dρ/r × Rd or
Rd × K¯dρ/r respectively, and Kdρ , K¯dρ/r are d-cylinders or radius ρ and ρ/r respectively.
Proof. Using (9.12) to eliminate cω1, cω2 from (3.4), we obtain
v∗1 =
v1 + v2 + v3
3
+
r
3
(ν1 + ν2),
v∗2 =
v1 + v2 + v3
3
+
r
3
(−2ν1 + ν2),
v∗3 =
v1 + v2 + v3
3
+
r
3
(ν1 − 2ν2).
The conclusion is immediate after a translation and a dilation. 
Recalling from (9.10) the (2d− 1)-ellipsoid E2d−11 , one can see that
S12(E
2d−1
1 ) = S13(E
2d−1
1 ) =
{
(y1, y2) ∈ R2d : |y1|2 + |y2|2 + 〈y1, y2〉 = 3
2
}
. (9.46)
For convenience we write
S := S12(E2d−11 ) = S13(E2d−11 ) =
{
(y1, y2) ∈ R2d : |y1|2 + |y2|2 + 〈y1, y2〉 = 3
2
}
. (9.47)
We state the following useful Lemma:
Lemma 9.7. There exist linear bijections T1, T2, P1, P2 : R
2d → R2d, with the following properties:
(i) T1(S) = S2d−11 . Furthermore for any ρ > 0, we have: T1(Kdρ × Rd) ⊆ K˜dρ × Rd.
(ii) T2(S) = S2d−11 and for any ρ > 0, there holds: T2(Rd ×Kdρ) ⊆ K˜dρ × Rd.
(iii) P1(E
2d−1
1 ) = S
2d−1
1 and for any ρ > 0, there holds: P1(K
d
ρ × Rd) ⊆ K˜dρ × Rd.
(iv) P2(E
2d−1
1 ) = S
2d−1
1 and for any ρ > 0, there holds: P1(R
d ×Kdρ) ⊆ K˜dρ × Rd,
where Kdρ is a d-cylinder of radius ρ and K˜
d
ρ is a d-cylinder relative to K
d
ρ (see the notation defined
prior in Subsection 9.1).
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Proof. A direct algebraic calculation shows that the maps given by:
T1 =
−
√
2
2 Id 0
√
6
6 Id
√
6
3 Id
 , T2 =
 0 −
√
2
2 Id
√
6
3 Id
√
6
6 Id
 ,
P1 =

√
6
2 Id 0
−
√
2
2 Id
√
2Id
 , P2 =
 0
√
6
2 Id
√
2Id −
√
2
2 Id
 ,
(9.48)
where Id is the d× d identity matrix, satisfy the properties listed above. 
Now we are ready to apply the spherical estimates from Subsection 9.1 to obtain ellipsoidal
estimates. We are thankful to Ryan Denlinger for suggesting us that it is sufficient to use spherical
estimates and the topological observation of the type that we obtained in Lemma 9.7.
Given ρ > 0, let us define the 2d-strip:
W 2dρ =
{
(w1, w2) ∈ R2d : |w1 − w2| ≤ ρ
}
. (9.49)
We obtain the following ellipsoidal estimates:
Proposition 9.8. For any r, ρ > 0, the following estimates hold:
(i)
∣∣∣S ∩ (Kdρ/r × Rd)∣∣∣S . min
{
1,
(ρ
r
) d−1
2
}
.
(ii)
∣∣∣S ∩ (Rd ×Kdρ/r)∣∣∣S . min
{
1,
(ρ
r
) d−1
2
}
.
(iii)
∣∣∣E2d−11 ∩ (Bdρ/r × Rd)∣∣∣
E
2d−1
1
. min
{
1,
(ρ
r
) d−1
2
}
.
(iv)
∣∣∣E2d−11 ∩ (Rd ×Bdρ/r)∣∣∣
E
2d−1
1
. min
{
1,
(ρ
r
) d−1
2
}
.
(v)
∣∣∣E2d−11 ∩W 2dρ/r∣∣∣
E
2d−1
1
. min
{
1,
(ρ
r
) d−1
2
}
.
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Proof. Let us first provide the proof of (i). Lemma 9.7 asserts T1 : S → S2d−11 is a linear bijection
which preserves sets of the form Kdρ/r × Rd up to inclusion, thus we have∣∣∣S ∩ (Kdρ/r × Rd)∣∣∣S =
ˆ
S
1Kd
ρ/r
×Rd(ω) dω
=
ˆ
S
1T1(Kdρ/r×Rd)(T1ω) dω
≃
ˆ
S
2d−1
1
1T1(Kdρ/r×Rd)(θ) dθ (9.50)
.
ˆ
S
2d−1
1
1K˜d
ρ/r
×Rd(θ) dθ
=
∣∣∣S2d−11 ∩ (K˜dρ/r × Rd)∣∣∣
S
2d−1
1
. min
{
1, (
ρ
r
)
d−1
2
}
, (9.51)
where to obtain (9.50) we use part (ii) of Lemma 13.1, and to obtain (9.51) we use Lemma 9.3.
The proof for (ii) is identical using the bijection T2 defined in Lemma 9.7.
For estimates (iii) and (iv) we use in a similar way the bijections P1, P2 defined in Lemma 9.7
obtain the estimates ∣∣∣E2d−11 ∩ (Kdρ/r × Rd)∣∣∣
E
2d−1
1
. min
{
1,
(ρ
r
) d−1
2
}
(9.52)∣∣∣E2d−11 ∩ (Rd ×Kdρ/r)∣∣∣
E
2d−1
1
. min
{
1,
(ρ
r
) d−1
2
}
, (9.53)
which together with the observation that the ball Bdρ/r embeds in a cylinder of the form K
d
ρ/r
imply (iii) and (iv). Notice also that the strip W 2dρ/r embeds in the cylinder K
2d
ρ/r(0, n¯), where
n¯ = (1, ..., 1, 1, ..., 1) ∈ R2d. But this cylinder embeds in the product Kdρ/r(0, n1) × Kdρ/r(0, n2)
where n1 = n2 = (1, ..., 1) ∈ Rd and the estimate follows from e.g. (9.52).

10. Good configurations and stability
In this section we define good configurations and study their stability properties under the ad-
junction of a collisional pair of particles. Heuristically speaking, given m ∈ N, a configuration
Zm ∈ R2dm is called good configuration if the backwards interaction flow coincides with the back-
wards free flow. The aim of this section is to investigate conditions under which a given good
configuration Zm remains a good configurations after adding a pair of particles. This is possible
on the complement of a small measure set of particles which is constructed in Proposition 10.2.
Proposition 10.5 uses the geometric tools developed in Section 9 to derive a measure estimate for
this pathological set.
This section is the heart of our contribution, since we will strongly rely on Proposition 10.2 and
Proposition 10.5 when we use them inductively to control the differences (8.42) of the BBGKY
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hierarchy truncated observable, given in (8.26), and the Boltzmann hierarchy truncated observable,
given in (8.27).
Let us recall the notation introduced in Section 9. Given w ∈ Rn, y ∈ Rn \ {0} and ρ > 0,
we write Knρ (w, y) for the n-cylinder of center w, direction y and radius ρ. When we refer to an
arbitrary cylinder of radius ρ, we will be writing Knρ . Finally, given a cylinder K
n
ρ , we write K˜
n
ρ
for a cylinder relative to Knρ , with radius cρ, where c > 0 is independent of ρ.
10.1. Adjunction of new particles. We start with some definitions on the configurations we are
using. Considerm ∈ N and σ > 0, and recall from (7.1)-(7.3) the set of well-separated configurations
∆m(σ) = {Z˜m = (X˜m, V˜m) ∈ R2dm : |x˜i − x˜j | > σ, ∀1 ≤ i < j ≤ m}, m ≥ 2,
∆1(σ) = R
2d.
(10.1)
Roughly speaking, a good configuration is a configuration which remains well-separated under back-
wards time evolution. More precisely, given σ > 0, t0 > 0, we define the set of good configurations
as:
Gm(σ, t0) =
{
Zm = (Xm, Vm) ∈ R2dm : Zm(t) ∈ ∆m(σ), ∀t ≥ t0
}
, (10.2)
where Zm(t) denotes the backwards in time free flow of Zm = (Xm, Vm), given by:
Zm(t) = ((Xm (t) , Vm (t)) := (Xm − tVm, Vm), t ≥ 0. (10.3)
Notice that Zm is the initial point of the trajectory i.e. Zm(0) = Zm. In other words for m ≥ 2,
we have
Gm(σ, t0) = {Zm = (Xm, Vm) ∈ ∆m(σ) : |xi(t)− xj(t)| > σ, ∀t ≥ t0, ∀i < j ∈ {1, ...,m}} ,
(10.4)
while for m = 1, we have
G1(σ, t0) = R
2d. (10.5)
From now on, we consider parameters R >> 1 and 0 < δ, η, ǫ0, α << 1 satisfying:
α << ǫ0 << ηδ, Rα << ηǫ0. (10.6)
For convenience we choose the parameters in (10.6) in the very end of the paper, see (12.24)-(12.28).
The following Lemma, due to [25], is useful for the adjunction of particles to a given configuration.
We provide the proof for convenience of a reader.
Lemma 10.1. Consider parameters α, ǫ0, R, η, δ as in (10.6) and ǫ << α. Let y¯1, y¯2 ∈ Rd, with
|y¯1 − y¯2| > ǫ0 and v1 ∈ BdR. Then there is a d-cylinder Kdη ⊆ Rd, such that for any y1 ∈ Bdα(y¯1),
y2 ∈ Bdα(y¯2) and v2 ∈ BdR \Kdη , we have
(i) Z2 ∈ G2(
√
2ǫ, 0),
(ii) Z2 ∈ G2(ǫ0, δ),
where Z2 = (y1, y2, v1, v2).
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Proof. Let y1 ∈ Bdα(y¯1), y2 ∈ Bdα(y¯2), v2 ∈ BdR and let us write Z2 = (y1, y2, v1, v2).
To prove (i) assume first that Z2 /∈ G2(
√
2ǫ, 0) i.e. there is τ ≥ 0 such that
|y1 − y2 − τ(v1 − v2)| ≤
√
2ǫ.
Triangle inequality and the facts y1 ∈ Bdα(y¯1), y2 ∈ Bdα(y¯2) yield
|y¯1 − y¯2 − τ(v1 − v2)| ≤ 2α+ |y1 − y2 − τ(v1 − v2)| ≤ 2α+
√
2ǫ < 3α, (10.7)
since ǫ << α. This, together with the fact |y¯1 − y¯2| > ǫ0 > 3α (thanks to α << ǫ0), implies
v1 − v2 ∈ Cd3α(0, y¯1 − y¯2),
where Cd3α(0, y¯1− y¯2) is the d-dimensional cone of vertex 0, supported on the ball of center y¯1 − y¯2
and radius 3α. Since v1, v2 ∈ BdR, we obtain that
v1 − v2 ∈ Bd2R ∩ Cd3α(0, y¯1 − y¯2). (10.8)
By a similar triangles argument, to the triangles (OBC), (ODE) below,
•
•
B
•
•
•
O
D
C
Bd2R
Kdρ
Cd3α
E
ρ
−−→
OB = y¯2 − y¯1, (BC) = 3α, (OD) = 2R.
we obtain
ρ := (OE) =
6Rα
|y¯1 − y¯2| .
Therefore, (10.8) and the figure above yield
v1 − v2 ∈ Bd2R ∩ Cd3α(0, y¯1 − y¯2) ⊆ Kdρ (0, y¯1 − y¯2). (10.9)
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But
ρ =
6Rα
|y¯1 − y¯2| < η, (10.10)
since |y¯1 − y¯2| > ǫ0 and Rα << ηǫ0. Inclusion (10.9) and inequality (10.10) imply that v2 ∈
Kdη (v1, y¯1 − y¯2) := Kdη . Therefore, for any v2 ∈ BdR \Kdη , we obtain Z2 ∈ G2(
√
2ǫ, 0), and claim (i)
is proved.
To prove (ii) assume that Z2 /∈ G2(ǫ0, δ) i.e. there is τ ≥ δ such that
|y1 − y2 − τ(v2 − v2)| ≤ ǫ0.
Again triangle inequality implies
|y¯1 − y¯2 − τ(v1 − v2)| ≤ 2α+ |y1 − y2 − τ(v1 − v2)| ≤ 2α+ ǫ0 < 2ǫ0, (10.11)
since α << ǫ0. Since τ ≥ δ, (10.11) implies
|v1 − v2 − τ−1(y¯1 − y¯2)| < 2ǫ0
τ
≤ 2ǫ0
δ
⇔ v2 ∈ Kd2ǫ0/δ(v1, y¯1 − y¯2). (10.12)
Since ǫ0 << ηδ, for any v2 ∈ BdR \Kdη (v1, y¯1− y¯2), we have Z2 ∈ G2(ǫ0, δ), and assertion (ii) follows.
The result is proved. 
10.2. Stability of good configurations under adjunction of collisional pair. We prove a
statement and a measure estimate regarding the stability of good configurations under the adjunc-
tion of a collisional pair of particles to any of the initial configurations. This statement will allow
us to pass to term by term convergence in the series expansion of the Duhamel formula.
For convenience, given v ∈ Rd, let us denote(
S
2d−1
1 ×B2dR
)+
(v) =
{
(ω1, ω2, v1, v2) ∈ S2d−11 ×B2dR : b(ω1, ω2, v1 − v, v2 − v) > 0
}
, (10.13)
where
b(ω1, ω2, v1 − v, v2 − v) = 〈ω1, v1 − v〉+ 〈ω2, v2 − v〉,
is the cross-section given in (3.5).
We prove the following Proposition, which will be the inductive step of the convergence proof.
We then provide the corresponding measure estimate.
Recall that given m ∈ N and Zm = (Xm, Vm) ∈ R2dm we denote
Zm(t) = ((Xm (t) , Vm (t)) = (Xm − tVm, Vm), t ≥ 0,
the backwards evolution in time of Zm. In particular, Zm(0) = Zm.
Recall also the notation from (4.5)
D˚m+2,ǫ =
{
Zm+2 = (Xm+2, Vm+2) ∈ R2d(m+2) : d2(xi;xj , xk) > 2ǫ2, ∀i < j < k ∈ {1, ...,m+ 2}
}
Proposition 10.2. Consider parameters α, ǫ0, R, η, δ as in (10.6) and ǫ << α. Let m ∈ N,
Z¯m = (X¯m, V¯m) ∈ Gm(ǫ0, 0), ℓ ∈ {1, ...,m} and Xm ∈ Bdmα/2(X¯m). Then there is a subset Bℓ(Z¯m) ⊆
(S2d−11 ×B2dR )+(v¯ℓ) such that:
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(i) For any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯ℓ) \ Bℓ(Z¯m), one has:
Zm+2(t) ∈ D˚m+2,ǫ, ∀t ≥ 0, (10.14)
Zm+2 ∈ Gm+2(ǫ0/2, δ), (10.15)
Z¯m+2 ∈ Gm+2(ǫ0, δ), (10.16)
where
Zm+2 = (x1, ..., xℓ, ..., xm, xm+1, xm+2, v¯1, ..., v¯ℓ, ..., v¯m, vm+1, vm+2),
xm+1 = xℓ −
√
2ǫω1,
xm+2 = xℓ −
√
2ǫω2,
Z¯m+2 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯ℓ, x¯ℓ, v¯1, ..., v¯ℓ, ..., v¯m, vm+1, vm+2).
(10.17)
(ii) For any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯ℓ) \ Bℓ(Z¯m), one has:
Z∗m+2(t) ∈ D˚m+2,ǫ, ∀t ≥ 0, (10.18)
Z∗m+2 ∈ Gm+2(ǫ0/2, δ), (10.19)
Z¯∗m+2 ∈ Gm+2(ǫ0, δ), (10.20)
where
Z∗m+2 = (x1, ..., xℓ, ..., xm, xm+1, xm+2, v¯1, ..., v¯
∗
ℓ , ..., v¯m, v
∗
m+1, v
∗
m+2),
xm+1 = xℓ +
√
2ǫω1,
xm+2 = xℓ +
√
2ǫω2,
Z¯∗m+2 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯ℓ, x¯ℓ, v¯1, ..., v¯
∗
ℓ , ..., v¯m, v
∗
m+1, v
∗
m+2),
(v¯∗ℓ , v
∗
m+1, v
∗
m+2) = Tω1,ω2(v¯ℓ, vm+1, vm+2).
(10.21)
Proof. By symmetry, we may assume without loss of generality that ℓ = m.
For convenience, let us define the set of indices:
Fm+2 = {(i, j) ∈ {1, ...,m+ 2} × {1, ...,m+ 2} : i < min {j,m}} . (10.22)
Proof of (i) Here we use the notation from (10.17).
We start by formulating the following claim, which will imply (10.14).
Lemma 10.3. Under the hypothesis of Proposition 10.2, there is a set B0,−m (Z¯m) ⊆ S2d−11 × B2dR
such that for any (ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
)+
(v¯m) \ B0,−m (Z¯m), there holds:
|xi(t)− xj(t)| >
√
2ǫ, ∀t ≥ 0, ∀(i, j) ∈ Fm+2. (10.23)
d2 (xm (t) ;xm+1 (t) , xm+2 (t)) > 2ǫ
2, ∀t ≥ 0. (10.24)
We observe that (10.23)-(10.24) imply
d2 (xi (t) ;xj (t) , xk (t)) > 2ǫ
2, ∀t ≥ 0, ∀1 ≤ i < j < k ≤ m+ 2, (10.25)
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which is equivalent to (10.14). In particular, (10.23) implies (10.25) for all i < j < k ∈ {1, ...,m+2}
and i < min {j,m}, while (10.24) implies (10.25) in the remaining case when (i, j, k) = (m,m +
1,m+ 2). Therefore (10.23)-(10.24) imply (10.14).
Proof of Lemma 10.3 :
Step 1 - the proof of (10.23).
Fix (i, j) ∈ Fm+2. We distinguish the following cases:
• j ≤ m: Since Z¯m ∈ Gm(ǫ0, 0) and i < j ≤ m, we have
|x¯i − x¯j − t(v¯i − v¯j)| > ǫ0, ∀t ≥ 0.
Hence, triangle inequality implies
|xi(t)− xj(t)| = |xi − xj − t(v¯i − v¯j)|
≥ |x¯i − x¯j − t(v¯i − v¯j)| − α
≥ ǫ0 − α ≥ ǫ0
2
>
√
2ǫ,
(10.26)
since ǫ << α << ǫ0. Therefore, (10.23) holds for any (ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR .
• j = m + 1: Since (i, j) ∈ Fm+2 we have i ≤ m − 1. Then for Z¯m ∈ Gm(ǫ0, 0) and
Xm ∈ Bdmα/2(X¯m), we conclude
|x¯i − x¯m| > ǫ0,
|xm+1 − x¯m| ≤ |xm − x¯m|+ |xm+1 − xm| ≤ α
2
+
√
2ǫ|ω1| ≤ α
2
+
√
2ǫ < α.
Applying part (i) of Lemma 10.1 with y¯1 = x¯i, y¯2 = x¯m, y1 = xi, y2 = xm+1, we can find
a cylinder Kd,iη such that for any vm+1 ∈ BdR \Kd,iη we have:
|xi(t)− xm+1(t)| >
√
2ǫ, ∀t ≥ 0.
Hence (10.23) holds for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ U im+1, where
U im+1 = S
2d−1
1 ×Kd,iη × Rd. (10.27)
• j = m+2 : Since (i, j) ∈ Fm+2, we obtain i < m. Hence, we may repeat the same argument
as in the previous case using part (i) of Lemma 10.1, with y¯1 = x¯i, y¯2 = x¯m, y1 = xi,
y2 = xm+2. Thus, (10.23) holds for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )\U im+2, where
U im+2 = S
2d−1
1 × Rd ×Kd,iη . (10.28)
Therefore, we conclude that (10.23) holds for any
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \
m−1⋃
i=1
(U im+1 ∪ U im+2).
Step 2 - the proof of (10.24). Let us recall notation from (10.13).
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Considering t ≥ 0 and (ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
)+
(v¯m), we have
d2 (xm (t) ;xm+1 (t) , xm+2 (t)) = |
√
2ǫω1 + t(vm+1 − v¯m)|2 + |
√
2ǫω2 + t(vm+2 − v¯m)|2
≥ 2ǫ2(|ω1|2 + |ω2|2) + 2
√
2ǫtb(ω1, ω2, vm+1 − v¯m, vm+2 − v¯m)
> 2ǫ2, (10.29)
where to obtain (10.29) we use the fact that (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯m).
Defining
B0,−m (Z¯m) =
m−1⋃
i=1
(U im+1 ∪ U im+2), (10.30)
Lemma 10.3 is proved, and (10.14) follows.
Let us now find a set Bδ,−m (Z¯m) ⊆ S2d−11 ×B2dR such that (10.15) holds for any
(ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
) \ Bδ,−m (Z¯m).
We distinguish the following cases:
• (i, j) ∈ Fm+2, j ≤ m: We use the same argument as in (10.26) to obtain the lower bound
ǫ0/2.
• (i, j) ∈ Fm+2, j ∈ {m+1,m+2}: (10.15) holds for (ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
) \
B0,−m (Z¯m), using part (ii) of Lemma 10.1 and similar arguments to the corresponding cases
in the proof of Lemma 10.3. Let us note that the lower bound is in fact ǫ0.
• (i, j) = (m,m + 1): Triangle inequality implies that for t ≥ δ and (ω1, ω2, vm+1, vm+2) ∈
S
2d−1
1 ×B2dR , such that |vm+1 − v¯m| > η, we have
|xm(t)− xm+1(t)| = |
√
2ǫω1 − t(v¯m − vm+1)| ≥ |v¯m − vm+1|t−
√
2ǫ|ω1|
≥ |v¯m − vm+1|δ −
√
2ǫ
> ηδ −
√
2ǫ > ǫ0, (10.31)
where to obtain (10.31) we use the fact that ǫ << ǫ0 << ηδ. Therefore, (10.15) holds for
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ Vm,m+1, where
Vm,m+1 = S
2d−1
1 ×Bdη (v¯m)× Rd. (10.32)
Let us note that the lower bound is in fact ǫ0.
• (i, j) = (m,m + 2): Same arguments as in the case (i, j) = (m,m + 1) yield that (10.15)
holds for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ Vm,m+2, where
Vm,m+2 = S
2d−1
1 × Rd ×Bdη (v¯m) . (10.33)
The lower bound is in fact ǫ0.
A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION 99
• (i, j) = (m+1,m+2). Triangle inequality implies that for t ≥ δ and (ω1, ω2, vm+1, vm+2) ∈
S
2d−1
1 ×B2dR , such that |vm+1 − vm+2| > η, we have
|xm+1(t)− xm+2(t)| = |
√
2ǫ(ω2 − ω1)− t(vm+1 − vm+2)|
≥ |vm+1 − vm+2|t−
√
2ǫ|ω1 − ω2|
≥ |vm+1 − vm+2|δ −
√
2ǫ(|ω1|+ |ω2|)
≥ |vm+1 − vm+2|δ − 2
√
2ǫ
> ηδ − 2
√
2ǫ > ǫ0, (10.34)
where to obtain (10.34) we use the fact that ǫ << ǫ0 << ηδ.
Recalling from (9.49) the 2d-strip
W 2dη = {(w1, w2) ∈ R2d : |w1 − w2| ≤ η}, (10.35)
we obtain that (10.15) holds for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ Um+1,m+2, where
Um+1,m+2 = S
2d−1
1 ×W 2dη . (10.36)
Notice that the lower bound is in fact ǫ0 again.
Defining
Bδ,−m (Z¯m) = B0,−m (Z¯m) ∪ Vm,m+1 ∪ Vm,m+2 ∪ Um+1,m+2, (10.37)
we conclude that (10.15) holds for
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ Bδ,−m (Z¯m).
Let us note that the only case which prevents us from having Zm+2 ∈ Gm+2(ǫ0, δ) is the case
1 ≤ i < j ≤ m, where we obtain a lower bound of ǫ0/2. In all other cases we can obtain lower
bound ǫ0.
A similar argument shows that, for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 × B2dR ) \ Bδ,−m (Z¯m), (10.16)
holds for all 1 ≤ i < j ≤ m + 2 except the case 1 ≤ i < j ≤ m. However in this case, for any
1 ≤ i < j ≤ m, we have
|x¯i(t)− x¯j(t)| = |x¯i − x¯j − t(v¯i − v¯j)| > ǫ0, (10.38)
since Z¯m ∈ Gm(ǫ0, 0). This observation shows that (10.16) holds for
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ Bδ,−m (Z¯m),
as well.
We conclude that the set
B−m(Z¯m) = (S2d−11 ×B2dR )+(v¯m) ∩
(B0,−m (Z¯m) ∪ Bδ,−m (Z¯m)) , (10.39)
is the set we need for the pre-collisional case.
Proof of (ii) Here we use the notation from (10.21).
The proof follows the steps of the pre-collisional case, but we replace the velocities (v¯m, vm+1, vm+2)
by the transformed velocities (v¯∗m, v
∗
m+1, v
∗
m+2) and then pull-back. It is worth mentioning that the
m-particle needs special treatment since its velocity is transformed to v¯∗m.
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We first prove the following claim:
Lemma 10.4. Under the hypothesis of Proposition 10.2, there is a set B0,+m (Z¯m) ⊆ S2d−11 × B2dR
such that for any (ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
)+
(v¯m) \ B0,+m (Z¯m), there holds:
|xi(t)− xj(t)| >
√
2ǫ, ∀t ≥ 0, ∀(i, j) ∈ Fm+2. (10.40)
d2 (xm (t) ;xm+1 (t) , xm+2 (t)) > 2ǫ
2, ∀t ≥ 0. (10.41)
We observe that (10.40) and (10.41) clearly imply (10.18).
Proof of Lemma 10.4 :
Step 1 - the proof of (10.40).
Fix (i, j) ∈ Fm+2. We distinguish the following cases:
• j ≤ m− 1: Since Z¯m ∈ Gm(ǫ0, 0), i < j ≤ m− 1, we have
|x¯i − x¯j − t(v¯i − v¯j)| > ǫ0, ∀t ≥ 0.
Hence, triangle inequality implies
|xi(t)− xj(t)| = |xi − xj − t(v¯i − v¯j)|
≥ |x¯i − x¯j − t(v¯i − v¯j)| − α
≥ ǫ0 − α ≥ ǫ0
2
>
√
2ǫ,
(10.42)
since ǫ << α << ǫ0. Therefore, (10.40) holds for any (ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR .
• j = m: Since (i, j) ∈ Fm+2 we obtain i ≤ m − 1. Since Z¯m ∈ Gm(ǫ0, 0) and Xm ∈
Bdmα/2(X¯m), we have
|x¯i − x¯m| > ǫ0,
|xm − x¯m| ≤ α
2
< α.
Applying part (i) of Lemma 10.1 with y¯1 = x¯i, y¯2 = x¯m, y1 = xi, y2 = xm, we can find a
cylinder Kd,iη such that for any v
∗
m ∈ BdR \Kd,iη we have :
|xi(t)− xm(t)| = |xi − xm − t(v¯i − v¯∗m)| >
√
2ǫ, ∀t ≥ 0.
Hence (10.40) holds for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ V i,∗m , where
V i,∗m =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : v¯∗m ∈ Kd,iη
}
. (10.43)
• j = m + 1: Since (i, j) ∈ Fm+2 we obtain i ≤ m − 1. Since Z¯m ∈ Gm(ǫ0, 0) and Xm ∈
Bdmα/2(X¯m), we have
|x¯i − x¯m| > ǫ0,
|xm+1 − x¯m| ≤ |xm − x¯m|+ |xm+1 − xm| ≤ α
2
+
√
2ǫ|ω1| ≤ α
2
+
√
2ǫ < α.
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Applying part (i) of Lemma 10.1 with y¯1 = x¯i, y¯2 = x¯m, y1 = xi, y2 = xm+1, we can find
a cylinder Kd,iη such that for any v
∗
m+1 ∈ BdR \Kd,iη we have:
|xi(t)− xm+1(t)| = |xi − xm+1 − t(vi − v∗m+1)| >
√
2ǫ, ∀t ≥ 0.
Hence (10.40) holds for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ U i,∗m+1, where
U i,∗m+1 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : v∗m+1 ∈ Kd,iη
}
. (10.44)
• j = m + 2 : Since (i, j) ∈ Fm+2, we obtain i ≤ m − 1. Hence, we may repeat the same
argument as in the previous case using part (i) of Lemma 10.1, with y¯1 = x¯i, y¯2 = x¯m,
y1 = xi, y2 = xm+2 instead. Thus, (10.40) holds for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×
B2dR ) \ U i,∗m+2, where
U i,∗m+2 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : v∗m+2 ∈ Kd,iη
}
. (10.45)
Thus, (10.40) holds for any
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \
m−1⋃
i=1
(V i,∗m ∪ U i,∗m+1 ∪ U i,∗m+2).
Step 2 - the proof of (10.41). Let us recall notation from (10.13).
Considering t ≥ 0 and (ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
)+
(v¯m), we have
d2 (xm (t) ;xm+1 (t) , xm+2 (t)) = |
√
2ǫω1 + t(v¯
∗
m − v∗m+1)|2 + |
√
2ǫω2 + t(v¯
∗
m − v∗m+2)|2
≥ 2ǫ2(|ω1|2 + |ω2|2) + 2
√
2ǫtb(ω1, ω2, v¯
∗
m − v∗m+1, v¯∗m − v∗m+2)
= 2ǫ2 + 2
√
2ǫtb(ω1, ω2, vm+1 − v¯m, vm+2 − v¯m) (10.46)
> 2ǫ2, (10.47)
where to obtain (10.46)-(10.47) we use (3.13) and the fact that
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯m),
respectively. Therefore (10.41) is proved.
Defining
B0,+m (Z¯m) =
m−1⋃
i=1
(V i,∗m ∪ U i,∗m+1 ∪ U i,∗m+2), (10.48)
Lemma 10.4 is proved, and (10.18) follows.
Let us now find a set Bδ,+m (Z¯m) ⊆ S2d−11 ×B2dR such that (10.19) holds for any
(ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
) \ Bδ,+m (Z¯m).
We distinguish the following cases:
• (i, j) ∈ Fm+2, j ≤ m − 1: We use the same argument as in (10.42) to obtain the lower
bound ǫ0/2.
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• (i, j) ∈ Fm+2, j ∈ {m,m+1,m+2}: (10.19) holds for (ω1, ω2, vm+1, vm+2) ∈
(
S
2d−1
1 ×B2dR
)\
B0,+m (Z¯m), using part (ii) of Lemma (10.1) and similar arguments to the corresponding cases
in the proof of Lemma 10.4. Let us note that the lower bound is in fact ǫ0.
• (i, j) = (m,m + 1): Triangle inequality implies that for t ≥ δ and (ω1, ω2, vm+1, vm+2) ∈
S
2d−1
1 ×B2dR , such that |v¯∗m − v∗m+1| > η, we have
|xm(t)− xm+1(t)| = | −
√
2ǫω1 − t(v¯∗m − v∗m+1)| ≥ |v¯∗m − v∗m+1|t−
√
2ǫ|ω1|
≥ |v¯∗m − v∗m+1|δ −
√
2ǫ
> ηδ −
√
2ǫ > ǫ0, (10.49)
where to obtain (10.49) we use the fact that ǫ << ǫ0 << ηδ. Therefore, (10.19) holds for
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ V ∗m,m+1, where
V ∗m,m+1 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : v∗m − v∗m+1 ∈ Bdη
}
=
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : (v∗m, v∗m+1) ∈W 2dη
}
.
(10.50)
Let us note that the lower bound is in fact ǫ0.
• (i, j) = (m,m+ 2): Similar arguments as in the case (i, j) = (m,m+ 1) yield that (10.19)
holds for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ V ∗m,m+2, where
V ∗m,m+2 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : v∗m − v∗m+2 ∈ Bdη
}
=
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : (v∗m, v∗m+2) ∈W 2dη
}
.
(10.51)
The lower bound is in fact ǫ0.
• (i, j) = (m+1,m+2). Triangle inequality implies that for t ≥ δ and (ω1, ω2, vm+1, vm+2) ∈
S
2d−1
1 ×B2dR , such that |v∗m+1 − v∗m+2| > η, we have
|xm+1(t)− xm+2(t)| = |
√
2ǫ(ω1 − ω2)− t(v∗m+1 − v∗m+2)|
≥ |v∗m+1 − v∗m+2|t−
√
2ǫ|ω1 − ω2|
≥ |v∗m+1 − v∗m+2|δ −
√
2ǫ(|ω1|+ |ω2|)
≥ |v∗m+1 − v∗m+2|δ − 2
√
2ǫ
> ηδ − 2
√
2ǫ > ǫ0, (10.52)
where to obtain (10.52) we use the fact that ǫ << ǫ0 << ηδ. Therefore, (10.19) holds for
(ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ U∗m+1,m+2, where
U∗m+1,m+2 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : v∗m+1 − v∗m+2 ∈ Bdη
}
=
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 × R2d : (v∗m+1, v∗m+2) ∈ W 2dη
}
.
(10.53)
Notice that the lower bound is in fact ǫ0 again.
Defining
Bδ,+m (Z¯m) = B0,+m (Z¯m) ∪ V ∗m,m+1 ∪ V ∗m,m+2 ∪ U∗m+1,m+2, (10.54)
we conclude that (10.19) holds for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ Bδ,+m (Z¯m).
With a similar argument as in the pre-collisional case, we obtain (10.20) as well.
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Therefore, the set
B+m(Z¯m) = (S2d−11 ×B2dR )+(v¯m) ∩
(B0,+m (Z¯m) ∪ Bδ,+m (Z¯m)) , (10.55)
is the appropriate set for the post-collisional case.
We conclude that the set we need is
Bm(Z¯m) = B−m(Z¯m) ∪ B+m(Z¯m). (10.56)
The proof of Proposition 10.2 is complete. 
We now use the results of Section 9 to estimate the measure of this set, with respect to the
parameters chosen.
Proposition 10.5. Consider parameters α, ǫ0, R, η, δ as in (10.6) and ǫ << α. Let m ∈ N,
Z¯m ∈ Gm(ǫ0, 0), ℓ ∈ {1, ...,m} and Bℓ(Z¯m) the set given in the statement of Proposition 10.2.
Then the following measure estimate holds:∣∣Bℓ(Z¯m)∣∣ . mR2dη d−14d+2 ,
where | · | denotes the product measure on S2d−11 ×B2dR .
Proof. Without loss of generality, we may assume that ℓ = m. By (10.56), it suffices to estimate
the measure of B−m(Z¯m) and B+m(Z¯m).
Estimate of B−m(Z¯m). Recalling (10.39), (10.37), (10.30), we obtain
B−m(Z¯m) =(S2d−11 ×B2dR )+(v¯m)∩
∩
[
Vm,m+1 ∪ Vm,m+2 ∪ Um+1,m+2 ∪
m−1⋃
i=1
(U im+1 ∪ U im+2)
]
,
(10.57)
where Vm,m+1, Vm,m+2, Um+1,m+2, U
i
m+1, U
i
m+2 are given by (10.32), (10.33), (10.36), (10.27),
(10.28) respectively.
• Estimate of the terms corresponding to Vm,m+1, Vm,m+2, Um+1,m+2: By recalling (10.32) ,
we have
Vm,m+1 = S
2d−1
1 ×Bdη (v¯m)× Rd,
Recalling (10.13), we obtain
(S2d−11 ×B2dR )+(v¯m) ∩ Vm,m+1 ⊆ S2d−11 ×
(
BdR ∩Bdη (v¯m)
)×BdR,
so
|(S2d−11 ×B2dR )+(v¯m) ∩ Vm,m+1| ≤ |S2d−11 |S2d−11 |B
d
R ∩Bdη(v¯m)|d|BdR|d
. Rdηd.
(10.58)
In a similar way, by recalling (10.33), we obtain
|(S2d−11 ×B2dR )+(v¯m) ∩ Vm,m+2| . Rdηd. (10.59)
Moreover, by recalling (10.36), we have
Um+1,m+2 = S
2d−1
1 ×W 2dη ,
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where
W 2dη =
{
(w1, w2) ∈ R2d : |w1 − w2| ≤ η
}
=
{
(w1, w2) ∈ R2d : w2 ∈ Bdη(w1)
}
,
Recalling (10.13), we have
(S2d−11 ×B2dR )+(v¯m) ∩ Um+1,m+2 ⊆ S2d−11 ×
[(
BdR ×BdR
) ∩W 2dη ] ,
hence
|(S2d−11 ×B2dR )+(v¯m) ∩ Um+1,m+2| ≤ |S2d−11 |S2d−11 |(B
d
R ×BdR) ∩W 2dη |2d
.
ˆ
BdR
ˆ
BdR
1Bdη(vm+1)
(vm+2) dvm+2 dvm+1
. Rdηd.
(10.60)
• Estimate of the terms corresponding to U im+1, U im+2 , i ∈ {1, ...,m− 1}: Fix i ∈ {1, ...,m−
1}. By recalling (10.27)
U im+1 = S
2d−1
1 ×Kd,iη × Rd,
we have
(S2d−11 ×B2dR )+(v¯m) ∩ U im+1 ⊆ S2d−11 ×
[
B2dR ∩
(
Kd,iη × Rd
)]
.
Since η << 1 << R, Proposition 9.2 part (ii) implies that
|(S2d−11 ×B2dR )+ ∩ U im+1| ≤ |S2d−11 |S2d−11 |B
2d
R ∩
(
Kd,iη × Rd
) |2d . R2dη d−12 . (10.61)
In a similar way, by recalling (10.28), we obtain
|(S2d−11 ×B2dR )+ ∩ U im+2| . R2dη
d−1
2 . (10.62)
Therefore, recalling (10.57), using estimates (10.58)-(10.62) and the facts that s ≥ 1, η << 1 << R,
sub-additivity implies
|B−m(Z¯m)| . mR2dη
d−1
2 < mR2dη
d−1
4d+2 , (10.63)
since η << 1. We note that the last inequality in (10.63) is provided so that we can combine it
with the estimate on B+m(Z¯m) which is obtained in (10.99).
Estimate of B+m(Z¯m): Recalling (10.55), (10.54), (10.48), we obtain
B+m(Z¯m) =(S2d−11 ×B2dR )+(v¯m)∩
∩
[
V ∗m,m+1 ∪ V ∗m,m+2 ∪ U∗m+1,m+2 ∪
m−1⋃
i=1
(V i,∗m ∪ U i,∗m+1 ∪ U i,∗m+2)
]
,
(10.64)
where V ∗m,m+1, V
∗
m,m+2, U
∗
m+1,m+2, V
i,∗
m , U
i,∗
m+1, U
i,∗
m+2 are given by (10.50)-(10.51), (10.53), (10.43)-
(10.45).
To estimate the measure of B+m(Z¯m), we will strongly rely on the properties of the transition
map defined in Proposition 9.5.
Let us define the smooth map Φv¯m : R
2d → R given by:
Φv¯m(vm+1, vm+2) = |vm+1 − v¯m|2 + |vm+2 − v¯m|2 + |vm+1 − vm+2|2. (10.65)
A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION 105
We easily calculate
|∇Φv¯m(vm+1, vm+2)|2 = 4|vm+1 − v¯m|2 + 4|vm+2 − v¯m|2 + 16|vm+1 − vm+2|2.
Therefore, given r > 0 and (vm+1, vm+2) ∈ Φ−1v¯m({r2}), we have the estimate:
2r ≤ |∇Φv¯m(vm+1, vm+2)| ≤ 4r. (10.66)
Let also define the set
G2dR (v¯m) : = [0 ≤ Φv¯m ≤ 16R2] (10.67)
= {(vm+1, vm+2) ∈ R2d : |vm+1 − v¯m|2 + |vm+2 − v¯m|2 + vm+2|2 ≤ 16R2}.
By the triangle inequality and the fact that v¯m ∈ B2dR we have
B2dR ⊆ G2dR (v¯m). (10.68)
Recall from (9.8) the set:
S+v¯m,vm+1,vm+2 : =
{
(ω1, ω2) ∈ S2d−11 : b(ω1, ω2, vm+1 − v¯m, vm+2 − v¯m) > 0
}
=
{
(ω1, ω2) ∈ S2d−11 : (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯m)
}
.
(10.69)
Using notation from (10.13), (10.65) and (10.67)-(10.69), (10.68), Fubini’s Theorem and the co-area
formula yield
|B+m(Z¯m)| = (10.70)
=
ˆ
(S2d−11 ×B2dR )+(v¯m)
1B+m(Z¯m) dω1 dω2 dvm+1 dvm+2
=
ˆ
B2dR (v¯m)
ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m) dω1 dω2 dvm+1 dvm+2
≤
ˆ
G2dR (v¯m)
ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m) dω1 dω2 dvm+1 dvm+2
=
ˆ 16R2
0
ˆ
Φ−1v¯m ({s})
|∇Φv¯m(vm+1, vm+2)|−1
ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m) dω1 dω2 dvm+1 dvm+2 ds
=
ˆ 4R
0
2r
ˆ
Φ−1v¯m ({r2})
|∇Φv¯m(vm+1, vm+2)|−1
ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m) dω1 dω2 dvm+1 dvm+2 dr
.
ˆ 4R
0
ˆ
Φ−1v¯m ({r2})
ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m)(ω1, ω2) dω1 dω2 dvm+1 dvm+2 dr, (10.71)
where to obtain (10.71) we use the lower bound of (10.66).
We estimate the integral: ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m)(ω1, ω2) dω1 dω2,
for fixed 0 < r ≤ 4R and (vm+1, vm+2) ∈ Φ−1v¯m({r2}). Let us introduce a parameter 0 < β < 1,
which will be chosen later in terms of η. Writing
ω = (ω1, ω2), v = (vm+1 − v¯m, vm+2 − v¯m), (10.72)
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we notice that7
b(ω,v) = 〈ω1, vm+1 − v¯m〉+ 〈ω2, vm+2 − v¯m〉 (10.73)
= 〈ω,v〉. (10.74)
Inspired in part by [16] (Proposition 8.3), we may decompose S+v¯m,vm+1,vm+2 as follows:
S+v¯m,vm+1,vm+2 = S1,+v¯m,vm+1,vm+2 ∪ S2,+v¯m,vm+1,vm+2 , (10.75)
where
S1,+v¯m,vm+1,vm+2 =
{
ω ∈ S+v¯m,vm+1,vm+2 : b(ω,v) > β|v|
}
=
{
ω ∈ S+v¯m,vm+1,vm+2 : 〈ω,v〉 > β|v|
}
,
(10.76)
and
S2,+v¯m,vm+1,vm+2 =
{
ω ∈ S+v¯m,vm+1,vm+2 : 0 < b(ω,v) ≤ β|v|
}
=
{
ω ∈ S+v¯m,vm+1,vm+2 : 0 < 〈ω,v〉 ≤ β|v|
}
.
(10.77)
Notice that S2,+v¯m,vm+1,vm+2 is the union of two unit (2d− 1)-spherical caps of angle π/2− arccosβ.
Thus integrating in spherical coordinates, we may estimate the measure of S2,+v¯m,vm+1,vm+2 as follows:
ˆ
S
2d−1
1
1S2,+v¯m,vm+1,vm+2
(ω1, ω2) dω1 dω2 . 2
ˆ π/2
arccosβ
sin2d−2(θ) dθ .
π
2
− arccosβ = arcsinβ.
Thus ˆ
S2,+v¯m,vm+1,vm+2
1B+m(Z¯m)(ω1, ω2) dω1 dω2 . arcsinβ. (10.78)
Let us estimate the terms corresponding to S1,+v¯m,vm+1,vm+2 . Our purpose is to change variables
under the transition map Jv¯m,vm+1,vm+2 , and use part (v) of Proposition 9.5.
Given ω ∈ S+v¯m,vm+1,vm+2 , (9.15) from Proposition 9.5 implies that the Jacobian matrix of the
transition map is estimated by
r−2db2d(ω,v) . Jac(Jv¯m,vm+1,vm+2)(ω) . r−2db2d(ω,v).
Thus for ω ∈ S1,+v¯m,vm+1,vm+2 , (10.76) implies
Jac−1(Jv¯m,vm+1,vm+2)(ω) . r2db−2d(ω,v) ≤ r2dβ−2d|v|−2d . β−2d, (10.79)
since
|vm+1 − vm+2|2 ≤ 2(|v¯m − vm+1|2 + |v¯m − vm+2|2),
hence
r2 = |v¯m − vm+1|2 + |v¯m − vm+2|2 + |vm+1 − vm+2|2 ≤ 3|v|2.
7by a small abuse of notation, 〈· , ·〉 denotes the inner product in Rd on (10.73) , while on (10.74) it denotes the
inner product in R2d.
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By (10.64) and (10.76), we have
S1,+v¯m,vm+1,vm+2 ∩ B+m(Z¯m) =
S1,+v¯m,vm+1,vm+2 ∩
[
V ∗m,m+1 ∪ V ∗m,m+2 ∪ U∗m+1,m+2 ∪
m−1⋃
i=1
(
V i,∗m ∪ U i,∗m+1 ∪ U i,∗m+2
)]
.
(10.80)
• Estimate of the terms corresponding to V ∗m,m+1, V ∗m,m+2, U∗m+1,m+2: By recalling (10.50)
V ∗m,m+1 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 : v¯∗m − v∗m+1 ∈ Bdη
}
,
and (9.12), given ω = (ω1, ω2) ∈ S1,+v¯m,vm+1,vm+2 , we have
v¯∗m − v∗m+1 ∈ Bdη ⇔ ν = (ν1, ν2) ∈ Bdη/r × Rd. (10.81)
Therefore, we obtainˆ
S1,+v¯m,vm+1,vm+2
1V ∗m,m+1
(ω) dω =
=
ˆ
S1,+v¯m,vm+1,vm+2
(1Bd
η/r
×Rd ◦ Jv¯m,vm+1,vm+2)(ω) dω
. β−2d
ˆ
S1,+v¯m,vm+1,vm+2
(1Bd
η/r
×Rd ◦ Jv¯m,vm+1,vm+2)(ω) JacJvm,vm+1,vm+2(ω) dω (10.82)
. β−2d
ˆ
E
2d−1
1
1Bd
η/r
×Rd(ν) dν (10.83)
. β−2dmin
{
1,
(η
r
) d−1
2
}
, (10.84)
where to obtain (10.82) we use (10.79), to obtain (10.83) we use part (v) of Proposition 9.5,
and to obtain (10.84) we use part (iii) of Lemma 9.8. Thus
ˆ
S1,+v¯m,vm+1,vm+2
1V ∗m,m+1
(ω1, ω2) dω1 dω2 . β
−2dmin
{
1,
(η
r
) d−1
2
}
. (10.85)
In a similar manner, recalling from (10.51) and (10.53) the sets
V ∗m,m+2 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 : v¯∗m − v∗m+2 ∈ Bdη
}
,
U∗m+1,m+2 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 : v∗m+1 − v∗m+2 ∈ Bdη
}
,
and (9.12), given (ω1, ω2) ∈ S1,+v¯m,vm+1,vm+2 , we have
(ω1, ω2, vm+1, vm+2) ∈ V ∗m,m+2 ⇔ (ν1, ν2) ∈ Rd ×Bdη/r,
(ω1, ω2, vm+1, vm+2) ∈ U∗m+1,m+2 ⇔ (ν1, ν2) ∈ W 2dη/r,
where
W 2dη/r = {(ν1, ν2) ∈ R2d : ν1 − ν2 ∈ Bdη/r}.
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Using parts (iv), (v) of Lemma 9.8 respectively, we similarly obtain the estimatesˆ
S1,+v¯m,vm+1,vm+2
1V ∗m,m+2
(ω1, ω2) dω1 ω2 . β
−2dmin
{
1,
(η
r
) d−1
2
}
, (10.86)
ˆ
S1,+v¯m,vm+1,vm+2
1U∗m+1,m+2
(ω1, ω2) dω1 ω2 . β
−2dmin
{
1,
(η
r
) d−1
2
}
. (10.87)
• Estimate of the terms corresponding to V i,∗m , U i,∗m+1, U i,∗m+2, i ∈ {1, ...,m − 1}: Consider
i ∈ {1, ...,m− 1}. By recalling (10.43)
V i,∗m = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : v¯∗m ∈ Kd,iη }
= {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : (v¯∗m, v∗m+1) ∈ Kd,iη × Rd},
and the operator S12 defined in (9.44), Lemma 9.6 implies
(v¯∗m, v
∗
m+1) ∈ Kd,iη × Rd ⇔
(
S12 ◦ Jv¯m,vm+1,vm+2
)
(ω1, ω2) ∈ K¯d,iη/r × Rd, (10.88)
where Kd,iη/r, K¯
d,i
η/r are d-cylinders of radius η/r. We also recall from (9.47), the ellipsoid
S = S12(E2d−11 ) =
{
(ν1, ν2) ∈ R2d : |ν1|2 + |ν2|2 + 〈ν1, ν2〉 = 3
2
}
.
Using the same reasoning to change variables under Jv¯m,vm+1,vm+2 as in the estimate for
V ∗m,m+1, we obtainˆ
S1,+v¯m,vm+1,vm+2
1V i,∗m
(ω1, ω2) dω1 dω2 =
=
ˆ
S1,+v¯m,vm+1,vm+2
1(v¯∗m,v
∗
m+1)∈Kd,iη ×Rd(ω1, ω2) dω1 dω2
=
ˆ
S1,+v¯m,vm+1,vm+2
(1K˜d,i
η/r
×Rd ◦ S12 ◦ Jv¯m,vm+1,vm+2)(ω1, ω2) dω1 dω2 (10.89)
. β−2d
ˆ
E
2d−1
1
(1K˜d,i
η/r
×Rd ◦ S12)(ν1, ν2) dν1 dν2 (10.90)
. β−2d
ˆ
S
1K˜d,i
η/r
×Rd(θ1, θ2) dθ1 dθ2 (10.91)
. β−2dmin
{
1,
(η
r
) d−1
2
}
, (10.92)
where to obtain (10.89) we use (10.88), to obtain (10.90) we use estimate (10.79) and part
(v) of Proposition (9.5), to obtain (10.91) we use the substitution (θ1, θ2) = S12(ν1, ν2),
and to obtain (10.92) we use part (i) of Lemma 9.8.
Therefore,ˆ
S1,+v¯m,vm+1,vm+2
1V i,∗m
(ω1, ω2) dω1 dω2 . β
−2dmin
{
1,
(η
r
) d−1
2
}
. (10.93)
Recalling U i,∗m+1, U
i,∗
m+2 from (10.44) and (10.45), and using respectively the map S12 from
Lemma 9.6 and estimate (ii) from Proposition 9.8, the map S13 from Lemma 9.6 and
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estimate (ii) from Proposition 9.8, we obtain in an analogous way the following estimates:
ˆ
S1,+v¯m,vm+1,vm+2
1Ui,∗m+1
(ω1, ω2) dω1 dω2 . β
−2dmin
{
1,
(η
r
) d−1
2
}
, (10.94)
ˆ
S1,+v¯m,vm+1,vm+2
1Ui,∗m+2
(ω1, ω2) dω1 dω2 . β
−2dmin
{
1,
(η
r
) d−1
2
}
. (10.95)
Combining (10.85)-(10.87), (10.93)-(10.95) and (10.80) we obtain
ˆ
S1,+v¯m,vm+1,vm+2
1B+m(Z¯m)(ω1, ω2) dω1 dω2 . mβ
−2dmin
{
1,
(η
r
) d−1
2
}
(10.96)
Therefore, recalling (10.75), and using estimates (10.78), (10.96), we obtain the estimate:
ˆ
S+v¯m,vm+1,vm+2
1B+m(Z¯m)(ω1, ω2) dω1 dω2 . arcsinβ +mβ
−2dmin
{
1,
(η
r
) d−1
2
}
. (10.97)
Hence, (10.71) yields
|B+m(Z¯m)| .
ˆ 4R
0
ˆ
Φ−1v¯m ({r2})
arcsinβ +mβ−2dmin
{
1,
(η
r
) d−1
2
}
dvm+1 dvm+2 dr
.
ˆ 4R
0
r2d−1
(
arcsinβ +mβ−2dmin
{
1,
(η
r
) d−1
2
})
dr
. mR2d
(
arcsinβ + β−2dη
d−1
2
)
. mR2d
(
β + β−2dη
d−1
2
)
,
(10.98)
after using an estimate similar to (9.1) and the fact thatm ≥ 1, β << 1. Choosing β = η d−14d+2 << 1,
since d ≥ 2, we obtain
|B+m(Z¯m)| . mR2dη
d−1
4d+2 . (10.99)
Combining (10.56), (10.63), (10.99), we obtain the required estimate. 
11. Elimination of recollisions
In this section we reduce the convergence proof to comparing truncated elementary observables.
We first restrict to good configurations and provide the corresponding measure estimate. This
is presented in Proposition 11.2. We then inductively apply Proposition 10.2 and Proposition
10.5 to reduce the convergence proof to truncated elementary observables. The convergence proof,
completed in Section 12, will then follow naturally, since the backwards interaction flow and the
free flow will be comparable out of a small measure set.
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11.1. Restriction to good configurations. Inductively using Lemma 10.1 we are able to reduce
the convergence proof to good configurations, up to a small measure set. The measure of the
complement will be negligible in the limit. Throughout this subsection, we consider β0 > 0, µ0 ∈ R,
T = T (d, β0, µ0) > 0 given by (6.15), the functions β,µ : [0, T ]→ R defined by (6.14), (N, ǫ) in the
scaling (5.39) and initial data FN,0 ∈ XN,β0,µ0 , F0 ∈ X∞,β0,µ0 . Let FN ∈ XN,β,µ, F ∈X∞,β,µ be
the mild solutions of the corresponding BBGKY hierarchy and Boltzmann hierarchy, respectively,
in [0, T ], given by Theorem 6.7 and Theorem 6.14.
For the convenience of a reader we recall the notation from Section 10. Specifically, given m ∈ N,
σ > 0 and t0 > 0, thanks to (10.1)-(10.3) we have
∆1(σ) = R
2d,
∆m(σ) = {Z˜m = (X˜m, V˜m) ∈ R2dm : |x˜i − x˜j | > σ, ∀1 ≤ i < j ≤ m}, m ≥ 2,
Gm(σ, t0) =
{
Zm = (Xm, Vm) ∈ R2dm : Zm(t) ∈ ∆m(σ), ∀t ≥ t0
}
,
where given Zm = (Xm, Vm) ∈ R2dm, Zm(t) denotes the backwards free flow, given by:
Zm(t) = (Xm − tVm, Vm), t ≥ 0,
where we recall that Zm is the initial point of the trajectory i.e. Zm(0) = Zm. Let also recall from
(7.1)-(7.2) the set ∆Xm(σ) of well-separated spatial configurations:
∆Xm(σ) = {X˜s ∈ Rds : |x˜i − x˜j | > ǫ0, ∀1 ≤ i < j ≤ m}, m ≥ 2,
∆X1 (ǫ0) = R
d.
Given ǫ, ǫ0 > 0 with ǫ << ǫ0 and δ > 0, we define the new set
Gm(ǫ, ǫ0, δ) := Gm(ǫ, 0) ∩Gm(ǫ0, δ). (11.1)
Proposition 11.1. Let s ∈ N, α, ǫ0, R, η, δ be parameters as in (10.6) and ǫ << α. Then for any
Xs ∈ ∆Xs (ǫ0), there is a subset of velocities Ms(Xs) ⊆ BdsR of measure
|Ms (Xs)|ds ≤ Cd,sRdsη
d−1
2 , (11.2)
such that
Zs = (Xs, Vs) ∈ Gs(ǫ, ǫ0, δ), ∀Vs ∈ BdsR \Ms(Xs). (11.3)
Proof. Let us fix Xs ∈ ∆Xs (ǫ0). We prove the following claim:
Claim: For any m ∈ {1, ..., s} there is a set Nm(Xm) ⊆
∏m
i=1B
d
R of measure
|Nm (Xm)|dm ≤ Cd,mRdmη
d−1
2 , (11.4)
such that
Zm = (Xm, Vm) ∈ Gm(ǫ, ǫ0, δ), ∀Vm ∈ (
m∏
i=1
BdR) \Nm(Xm). (11.5)
Proof of the claim: We will proceed by induction. For m = 1, the claim follows by choosing
N1(X1) = ∅.
Assume the claim holds for m ∈ {1, ..., s− 1} i.e. there is a set Nm(Xm) satisfying (11.4)-(11.5).
We want to show the claim holds for m+ 1.
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Fix Vm = (v1, ..., vm) ∈ (
∏m
i=1 B
d
R) \ Nm(Xm). Since Xs ∈ ∆Xs (ǫ0) and m ∈ {1, ..., s − 1}, we
have that
|xi − xm+1| > ǫ0, ∀i = 1, ...,m.
Therefore, for each fixed i ∈ {1, ...,m} we may apply Lemma 10.1 with y1 = y¯1 = xi and y2 = y¯2 =
xm+1 to find a cylinder K
d
η (vi, xi − xm+1) such that:
(xi, xm+1, vi, vm+1) ∈ G2(ǫ, ǫ0, δ), ∀vm+1 ∈ BdR \Kdη (vi, xi − xm+1). (11.6)
Writing
Km+1(Xm+1, Vm) :=
m⋃
i=1
Kdη (vi, xi − xm+1), (11.7)
and defining
Nm+1(Xm+1) =
{
Vm+1 ∈
m+1∏
i=1
BdR : Vm ∈ Nm(Xm)
}
∪
∪
{
Vm+1 ∈
m+1∏
i=1
BdR : Vm /∈ Nm(Xm) and vm+1 ∈ Km+1(Xm+1, Vm)
}
.
(11.8)
(11.5)-(11.6) yield
(Xm+1, Vm+1) ∈ Gm+1(ǫ, ǫ0, δ), ∀Vm+1 ∈ (
m+1∏
i=1
BdR) \Nm+1(Xm+1). (11.9)
(11.8), Fubini’s Theorem and (11.4), (11.7) yield
|Nm+1(Xm+1)|d(m+1) ≤
≤ CdRd|Nm(Xm)|dm +
ˆ
(
∏
m
i=1B
d
R)\Nm(Xm)
ˆ
BdR
1Km+1(Xm+1,Vm)(vm+1) dvm+1 dVm
≤ Cd,mRd(m+1)η d−12 +
m∑
i=1
ˆ
(
∏
m
i=1 B
d
R)\Nm(Xm)
ˆ
BdR
1Kdη (vi,xi−xm+1)(vm+1) dvm+1 dVm
≤
(
Cd,m +m
∣∣ m∏
i=1
Bd1
∣∣
dm
)
Rd(m+1)η
d−1
2 (11.10)
: = Cd,m+1R
d(m+1)η
d−1
2 , (11.11)
where to obtain (11.10) we use part (i) of Proposition 9.2. Clearly (11.9), (11.11) complete the
induction and the claim is proved.
The set
Ms(Xs) := BdsR ∩Ns(Xs), (11.12)
satisfies (11.2)-(11.3) and the proof is complete. 
Consider s, n ∈ N, parameters α, ǫ0, R, η, δ as in (10.6), (N, ǫ) in the scaling (5.39) with ǫ << α,
0 ≤ k ≤ n and t ∈ [0, T ]. Let us recall the observables INs,k,R,δ(t), I∞s,k,R,δ(t) defined in (8.26)-(8.27).
We restrict the domain of integration to velocities giving good configurations. For convenience,
given Xs ∈ ∆Xs (ǫ0), we write
Mcs(Xs) = BdsR \Ms(Xs).
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We define
I˜Ns,k,R,δ(t)(Xs) =
ˆ
Mcs(Xs)
φs(Vs)f
(s,k)
N,R,δ(t,Xs, Vs) dVs, (11.13)
I˜∞s,k,R,δ(t)(Xs) =
ˆ
Mcs(Xs)
φs(Vs)f
(s,k)
R,δ (t,Xs, Vs) dVs. (11.14)
Let us apply Proposition 11.1 to restrict to initially good configurations.
Proposition 11.2. Let s, n ∈ N, α, ǫ0, R, η, δ be parameters as in (10.6), (N, ǫ) in the scaling
(5.39) with ǫ << α, and t ∈ [0, T ]. Then, the following estimates hold:
n∑
k=0
‖INs,k,R,δ(t)− I˜Ns,k,R,δ(t)‖L∞(∆Xs (ǫ0)) ≤ Cd,s,µ0,TRdsη
d−1
2 ‖FN,0‖N,β0,µ0 ,
n∑
k=0
‖I∞s,k,R,δ(t)− I˜∞s,k,R,δ(t)‖L∞(∆Xs (ǫ0)) ≤ Cd,s,µ0,TRdsη
d−1
2 ‖F0‖∞,β0,µ0 .
Proof. We present the proof for the BBGKY hierarchy case only. The proof for the Boltzmann
hierarchy case is analogous. Let us fix Xs ∈ ∆Xs (ǫ0).
We first assume that k ∈ {1, ..., n}. Applying k− 1 times estimate (6.16) from Theorem 6.7 and
part (ii) of Proposition 6.3 we obtain
|INs,k,R,δ(t)(Xs)−I˜Ns,k,R,δ(t)(Xs)| ≤
ˆ
Ms(Xs)
|φs(Vs)f (s,k)N,R,δ(t,Xs, Vs)| dVs
≤ T ‖φs‖L∞Vs e
−sµ(T )
(
1
8
)k−1
‖FN,0‖N,β0,µ0
ˆ
Ms(Xs)
e−β(T )Es(Zs) dVs
≤ T ‖φs‖L∞Vs e
−sµ(T )
(
1
8
)k−1
|Ms(Xs)|ds‖FN,0‖N,β0,µ0 . (11.15)
For k = 0, Remark (6.2), part (i) of Proposition 6.3 and Remark 6.2 yield
|INs,0,R,δ(t)(Xs)−I˜Ns,0,R,δ(t)(Xs)| ≤
ˆ
Ms(Xs)
|φs(Vs)f (0,k)N,R,δ(t,Xs, Vs)| dVs
≤ ‖φs‖L∞Vs e
−sµ(T )‖T tFN,0‖N,β,µ
ˆ
Ms(Xs)
e−β(T )Es(Zs) dVs
≤ ‖φs‖L∞Vs e
−sµ(T )‖T tFN,0‖N,β0,µ0 |Ms(Xs)|ds
= ‖φs‖L∞Vs e
−sµ(T )|Ms(Xs)|ds‖FN,0‖N,β0,µ0 (11.16)
The claim comes after using (11.15)-(11.16), adding over k = 0, ..., n, and using the measure estimate
of Proposition 11.1. 
Remark 11.3. Under the assumptions of Proposition 11.2, given Xs ∈ ∆Xs (ǫ0), the definition of
Ms(Xs) implies that:
I˜Ns,0,R,δ(t)(Xs) = I˜
∞
s,0,R,δ(t)(Xs), ∀t ∈ [0, T ].
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Therefore, Proposition 11.2 allows us to reduce the convergence to controlling the differences
I˜Ns,k,R,δ(t)− I˜∞s,k,R,δ(t),
for k = 1, ..., n, in the scaled limit.
11.2. Reduction to elementary observables. In this subsection, given s, n ∈ N, parameters
α, ǫ0, R, η, δ as in (10.6) 1 ≤ k ≤ n, (N, ǫ) in the scaling (5.39) with ǫ << α, and t ∈ [0, T ], inspired
by notation used in [36] and [25], we express the observables I˜Ns,k,R,δ(t) and I˜
∞
s,k,R,δ(t), defined in
(11.13)-(11.14), as a superposition of elementary observables.
For this purpose, given ℓ,N ∈ N with ℓ < N , R > 1, and recalling (5.36), we decompose the
truncated BBGKY hierarchy collisional operator in the following way:
CN,Rℓ,ℓ+2 =
ℓ∑
i=1
CN,R,+1,iℓ,ℓ+2 −
ℓ∑
i=1
CN,R,−1,iℓ,ℓ+2 ,
where
CN,R,+1,iℓ,ℓ+2 gℓ+2(Zℓ) := AN,ǫ,ℓ
ˆ
S
2d−1
1 ×B2dR
b+(ωℓ+1, ωℓ+2, vℓ+1 − vi, vℓ+2 − vi)
× gℓ+21[Eℓ+2≤R2](Zi∗ℓ+2,ǫ) dωℓ+1 dωℓ+2 dvℓ+1 dvℓ+2,
and
CN,R,−1,iℓ,ℓ+2 gℓ+2(Zℓ) := AN,ǫ,ℓ
ˆ
S
2d−1
1 ×B2dR
b+(ωℓ+1, ωℓ+2, vℓ+1 − vi, vℓ+2 − vi)
× gℓ+21[Eℓ+2≤R2](Ziℓ+2,ǫ) dωℓ+1 dωℓ+2 dvℓ+1 dvℓ+2.
For s ∈ N and k ∈ N, let us denote
As,k : =
{
J = (j1, ..., jk) ∈ Nk : ji ∈ {−1, 1} , ∀i ∈ {1, ..., k}
}
, (11.17)
Bs,k : =
{
M = (m1, ...,mk) ∈ Nk : mi ∈ {1, ..., s+ 2i− 2} , ∀i ∈ {1, ..., k}
}
, (11.18)
Us,k : = As,k × Bs,k. (11.19)
Under this notation, given s, n ∈ N, parameters α, ǫ0, R, η, δ as in (10.6), 1 ≤ k ≤ n, (N, ǫ) in the
scaling (5.39) with ǫ << α, and t ∈ [0, T ], the BBGKY hierarchy observable functional I˜Ns,k,R,δ(t)
can be expressed as a superposition of elementary observables
I˜Ns,k,R,δ(t)(Xs) =
∑
(J,M)∈Us,k
(
k∏
i=1
ji
)
I˜Ns,k,R,δ(t, J,M)(Xs), (11.20)
where the elementary observables are defined by
I˜Ns,k,R,δ(t, J,M)(Xs) =
ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
T t−t1s CN,R,j1,m1s,s+2 T t1−t2s+2 ...
...CN,R,jk,mks+2k−2,s+2kT tms+2kf (s+2k)0 (Zs) dtk... dt1dVs.
(11.21)
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Similarly, given ℓ,N ∈ N with ℓ < N , R > 1, and recalling (5.42), we decompose the truncated
Boltzmann hierarchy collisional operator as:
C∞,Rℓ,ℓ+2 =
ℓ∑
i=1
C∞,R,+1,iℓ,ℓ+2 −
ℓ∑
i=1
C∞,R,−1,iℓ,ℓ+2 ,
where for i = 1, ..., ℓ, we denote:
C∞,R,+1,iℓ,ℓ+2 gℓ+2(Zℓ) :=
ˆ
S
2d−1
1 ×B2dR
b+(ωℓ+1, ωℓ+2, vℓ+1 − vi, vℓ+2 − vi)
× gℓ+21[Eℓ+2≤R2](Zi∗ℓ+2) dωℓ+1 dωℓ+2 dvℓ+1 dvℓ+2,
and
C∞,R,−1,iℓ,ℓ+2 gℓ+2(Zℓ) :=
ˆ
S
2d−1
1 ×B2dR
b+(ωℓ+1, ωℓ+2, vℓ+1 − vi, vℓ+2 − vi)
× gℓ+21[Eℓ+2≤R2](Ziℓ+2) dωℓ+1 dωℓ+2 dvℓ+1 dvℓ+2.
Under this notation, given s, n ∈ N, t ∈ [0, T ], parameters α, ǫ0, R, η, δ as in (10.6), 1 ≤ k ≤ n,
and t ∈ [0, T ], the Boltzmann hierarchy observable functional I˜∞s,k,R,δ(t) can be expressed as a
superposition of elementary observables
I˜∞s,k,R,δ(t)(Xs) =
∑
(J,M)∈Us,k
(
k∏
i=1
ji
)
I˜∞s,k,R,δ(t, J,M)(Xs), (11.22)
where the elementary observables are defined by
I˜∞s,k,R,δ(t, J,M)(Xs) =
ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
St−t1s C∞,R,j1,m1s,s+2 St1−t2s+2 ...
...C∞,R,jk,mks+2k−2,s+2kStms+2kf (s+2k)0 (Zs) dtk... dt1dVs.
(11.23)
11.3. Boltzmann hierarchy pseudo-trajectories. In this subsection, we introduce an explicit
discrete backwards in time construction of so called Boltzmann hierarchy pseudo-trajectory, which
lets us keep track of the collisions. Similar constructions, although continuous in time, can be found
in [36], [25], [16]. Let s ∈ N, Zs = (Xs, Vs) ∈ R2ds, k ∈ N and t ∈ [0, T ]. Let us recall from (8.1)
the set
Tk(t) =
{
(t1, ..., tk) ∈ Rk : 0 = tk+1 < tk < ... < t1 < t0 = t
}
,
where we use the convention t0 = t and tk+1 = 0.
Consider (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ...,mk), (J,M) ∈ Us,k, and for each
i = 1, ..., k, we consider (ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ S2d−11 × R2d.
We inductively define the Boltzmann hierarchy pseudo-trajectory of Zs. Roughly speaking, the
Boltzmann pseudo-trajectory is formulated in the following way:
Assume we are given a configuration Zs = (Xs, Vs) ∈ R2ds at time t0 = t. Zs evolves under
backwards free flow until the time t1 when a pair of particles (ωs+1, ωs+2, vs+1, vs+2) is added to
the m1-particle, the adjunction being pre-collisional if j1 = −1 and post-collisional if j1 = 1. We
then form an (s+ 2)-configuration and continue this process inductively until time tk+1 = 0.
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More precisely, we inductively construct the Boltzmann hierarchy pseudo-trajectory of Zs =
(Xs, Vs) ∈ R2ds as follows:
Time t0 = t: We initially define
Z∞s (t
−
0 ) =
(
x∞1 (t
−
0 ), ..., x
∞
s (t
−
0 ), v
∞
1 (t
−
0 ), ..., v
∞
s (t
−
0 )
)
:= Zs.
Time t1: We define Z
∞
s (t
+
1 ) =
(
x∞1 (t
+
1 ), ..., x
∞
s (t
+
1 ), v
∞
1 (t
+
1 ), ..., v
∞
s (t
+
1 )
)
as follows:
Z∞s (t
+
1 ) :=
(
X∞s (t
−
0 )− (t− t1)V∞s (t−0 ), V∞s (t−0 )
)
= (Xs − (t− t1)Vs, Vs) .
We also define Z∞s+2(t
−
1 ) =
(
x∞1 (t
−
1 ), ..., x
∞
s+2(t
−
1 ), v
∞
1 (t
−
1 ), ..., v
∞
s+2(t
−
1 )
)
as follows:(
x∞j (t
−
1 ), v
∞
j (t
−
1 )
)
:=
(
x∞j (t
+
1 ), v
∞
j (t
+
1 )
)
, ∀j ∈ {1, ..., s} \ {m1} ,
and if j1 = −1: (
x∞m1(t
−
1 ), v
∞
m1(t
−
1 )
)
: =
(
x∞m1(t
+
1 ), v
∞
m1(t
+
1 )
)
,(
x∞s+1(t
−
1 ), v
∞
s+1(t
−
1 )
)
: =
(
x∞m1(t
+
1 ), vs+1
)
,(
x∞s+2(t
−
1 ), v
∞
s+2(t
−
1 )
)
: =
(
x∞m1(t
+
1 ), vs+2
)
,
while if j1 = 1: (
x∞m1(t
−
1 ), v
∞
m1(t
−
1 )
)
: =
(
x∞m1(t
+
1 ), v
∞∗
m1 (t
+
1 )
)
,(
x∞s+1(t
−
1 ), v
∞
s+1(t
−
1 )
)
: =
(
x∞m1(t
+
1 ), v
∗
s+1
)
,(
x∞s+2(t
−
1 ), v
∞
s+2(t
−
1 )
)
: =
(
x∞m1(t
+
1 ), v
∗
s+2
)
,
where (
v∞∗m1 (t
+
1 ), v
∗
s+1, v
∗
s+2
)
= Tωs+1,ωs+2
(
v∞m1(t
+
1 ), vs+1, vs+2
)
.
Time ti, i ∈ {2, ..., k}: Consider i ∈ {2, ..., k}, and assume we know
Z∞s+2i−2(t
−
i−1) =
(
x∞1 (t
−
i−1), ..., x
∞
s+2i−2(t
−
i−1), v
∞
1 (t
−
i−1), ..., v
∞
s+2i−2(t
−
i−1)
)
.
We define Z∞s+2i−2(t
+
i ) =
(
x∞1 (t
+
i ), ..., x
∞
s+2i−2(t
+
i ), v
∞
1 (t
+
i ), ..., v
∞
s+2i−2(t
+
i )
)
as:
Z∞s+2i−2(t
+
i ) :=
(
X∞s+2i−2
(
t−i−1
)− (ti−1 − ti)V∞s+2i−2 (t−i−1) , V∞s+2i−2 (t−i−1)) .
We also define Z∞s+2i(t
−
i ) =
(
x∞1 (t
−
i ), ..., x
∞
s+2i(t
−
i ), v
∞
1 (t
−
i ), ..., v
∞
s+2i(t
−
i )
)
as:(
x∞j (t
−
i ), v
∞
j (t
−
i )
)
:=
(
x∞j (t
+
i ), v
∞
j (t
+
i )
) ∀j ∈ {1, ..., s+ 2i− 2} \ {mi} ,
and if ji = −1: (
x∞mi(t
−
i ), v
∞
mi(t
−
i )
)
: =
(
x∞mi(t
+
i ), v
∞
mi(t
+
i )
)
,(
x∞s+2i−1(t
−
i ), v
∞
s+2i−1(t
−
i )
)
: =
(
x∞mi(t
+
i ), vs+2i−1
)
,(
x∞s+2i(t
−
i ), v
∞
s+2i(t
−
i )
)
: =
(
x∞mi(t
+
i ), vs+2i
)
,
while if ji = 1: (
x∞mi(t
−
i ), v
∞
mi(t
−
i )
)
: =
(
x∞mi(t
+
i ), v
∞∗
mi (t
+
i )
)
,(
x∞s+2i−1(t
−
i ), v
∞
s+2i−1(t
−
i )
)
: =
(
x∞mi(t
+
i ), v
∗
s+2i−1
)
,(
x∞s+2i(t
−
i ), v
∞
s+2i(t
−
i )
)
: =
(
x∞mi(t
+
i ), v
∗
s+2i
)
,
where
(v∞∗mi (t
−
i ), v
∗
s+2i−1, v
∗
s+2i) = Tωs+2i−1,ωs+2i
(
v∞mi(t
+
i ), vs+2i−1, vs+2i
)
.
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Time tk+1 = 0: We finally obtain
Z∞s+2k(0
+) = Z∞s+2k(t
+
k+1) =
(
X∞s+2k
(
t−k
)− tkV∞s+2k (t−k ) , V∞s+2k (t−k )) .
The process is illustrated in the following diagram (to be read from right to left):
Z∞s (t
−
0 )Z
∞
s (t
+
1 )
(ωs+1, ωs+2, vs+1, vs+2),
(j1,m1)
Z∞s+2(t
−
1 )...Z
∞
s+2i−2(t
+
i )
(ωs+2i−1, ωs+2i, vs+2i−1, vs+2i),
(ji,mi)
Z∞s+2i(t
−
i )
...Z∞s+2k(t
+
k+1)
t0 − t1t1 − t2ti−1 − titi − ti+1tk − tk+1
We give the following definition:
Definition 11.4. Let Zs = (Xs, Vs) ∈ R2ds, (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ...,mk),
(J,M) ∈ Us,k and for each i = 1, ..., k, we consider (ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ S2d−11 × B2dR .
The sequence {Z∞s+2i−2(t+i )}i=0,...,k+1 constructed above is called the Boltzmann hierarchy pseudo-
trajectory of Zs.
11.4. Reduction to truncated elementary observables. We will now use the Boltzmann hi-
erarchy pseudo-trajectory to define the truncated observables for the BBGKY hierarchy and Boltz-
mann hierarchy. The convergence proof will then be reduced to the convergence of the corresponding
truncated elementary observables. Given ℓ ∈ N, parameters α, ǫ0, R, η, δ as in (10.6) and ǫ << α,
recall the notation from (11.1):
Gℓ(ǫ, ǫ0, δ) = Gℓ(ǫ, 0) ∩Gℓ(ǫ0, δ).
Let s ∈ N, Xs ∈ ∆Xs (ǫ0), 1 ≤ k ≤ n, (J,M) ∈ Us,k and t ∈ [0, T ]. By Proposition 11.1, for any
Vs ∈Mcs(Xs), we have
Zs = (Xs, Vs) ∈ Gs(ǫ, ǫ0, δ)⇒ Z∞s (t+1 ) ∈ Gs(ǫ0, 0).
Recalling notation from, (10.13) Proposition 10.2 (see (10.16) for the pre-collisional case or (10.20)
for the post-collisional case) yields there is a set Bm1
(
Z∞s
(
t+1
)) ⊆ (S2d−11 ×B2dR )+ (v∞m1 (t+1 )) such
that
Z∞s+2(t
+
2 ) ∈ Gs+2(ǫ0, 0), ∀(ωs+1, ωs+2, vs+1, vs+2) ∈ Bcm1
(
Z∞s
(
t+1
))
,
where
Bcm1
(
Z∞s
(
t+1
))
:= (S2d−11 ×B2dR )+
(
v∞m1
(
t+1
)) \ Bm1 (Z∞s (t+1 )) .
Clearly this process can be iterated. In particular, given i ∈ {2, ..., k}, we have
Z∞s+2i−2(t
+
i ) ∈ Gs+2i−2(ǫ0, 0),
so there exists a set Bmi
(
Z∞s+2i−2
(
t+i
)) ⊆ (S2d−11 ×B2dR )+ (v∞mi (t+1 )) such that:
Z∞s+2i(t
+
i+1) ∈ Gs+2i(ǫ0, 0), ∀(ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ Bcmi
(
Z∞s+2i−2
(
t+i
))
,
where
Bcmi
(
Z∞s+2i−2
(
t+i
))
:= (S2d−11 ×B2dR )+
(
v∞mi
(
t+i
)) \ Bmi (Z∞s (t+i )) .
We finally obtain Z∞s+2k(0
+) ∈ Gs+2k(ǫ0, 0).
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Let us now define the truncated elementary observables. Heuristically we will truncate the
domains of adjusted particles in the definition of the observables I˜Ns,k,R,δ , I˜
∞
s,k,R,δ (see (11.13)-
(11.14)).
More precisely, let s, n ∈ N, α, ǫ0, R, η, δ be parameters as in (10.6), (N, ǫ) in the scaling (5.39)
with ǫ << α, 1 ≤ k ≤ n, (J,M) ∈ Us,k and t ∈ [0, T ]. For Xs ∈ ∆Xs (ǫ0), Proposition 11.1 implies
there is a set of velocities Ms(Xs) ⊆ B2dR such that
Zs = (Xs, Vs) ∈ Gs(ǫ, ǫ0, δ), ∀Vs ∈Mcs(Xs).
Following the reasoning above, we define the BBGKY hierarchy truncated observables as:
JNs,k,R,δ(t, J,M)(Xs) : =
ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
T t−t1s C˜N,R,j1,m1s,s+2 T t1−t2s+2 ...
...C˜N,R,jk,mks+2k−2,s+2kT tms+2kf (s+2k)0 (Zs) dtk, ... dt1dVs,
(11.24)
where
C˜N,R,ji,mis+2i−2,s+2igN,s+2i := CN,R,ji,mis+2i−2,s+2i
[
gN,s+2i1(ωs+2i−1,ωs+2i,vs+2i−1,vs+2i)∈Bcmi(Z
∞
s+2i−2(t
+
i ))
]
.
In the same spirit, for Xs ∈ ∆Xs (ǫ0), we define the Boltzmann hierarchy truncated elementary
observables as:
J∞s,k,R,δ(t, J,M)(Xs) : =
ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
St−t1s C˜∞,R,j1,m1s,s+2 St1−t2s+2 ...
...C˜∞,R,jk,mks+2k−2,s+2kStms+2kf (s+2k)0 (Zs) dtk, ... dt1dVs,
(11.25)
where
C˜∞,R,ji,mis+2i−2,s+2igs+2i := C∞,R,ji,mis+2i−2,s+2i
[
gs+2i1(ωs+2i−1,ωs+2i,vs+2i−1,vs+2i)∈Bcmi(Z
∞
s+2i−2(t
+
i ))
]
.
Recalling the observables I˜Ns,k,R,δ, I˜
∞
s,k,R,δ from (11.21), (11.23) and using Proposition 10.5, we
obtain:
Proposition 11.5. Let s, n ∈ N, α, ǫ0, R, η, δ be parameters as in (10.6), (N, ǫ) in the scaling
(5.39) with ǫ << α and t ∈ [0, T ]. Then the following estimates hold:
n∑
k=1
∑
(J,M)∈Us,k
‖I˜Ns,k,R,δ(t, J,M)− JNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)η
d−1
4d+2 ‖FN,0‖N,β0,µ0 ,
uniformly in N , and
n∑
k=1
∑
(J,M)∈Us,k
‖I˜∞s,k,R,δ(t, J,M)− J∞s,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)η
d−1
4d+2 ‖F0‖∞,β0,µ0 .
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Proof. As usual, it suffices to prove the estimate for the BBGKY hierarchy case and the Boltzmann
hierarchy case follows similarly. Fix k ∈ {1, ..., n} and (J,M) ∈ Us,k. We first estimate the
difference:
I˜Ns,k,R,δ(t, J,M)(Xs)− JNs,k,R,δ(t, J,M)(Xs). (11.26)
Triangle inequality implies∣∣b(ω1, ω2, v1 − v, v2 − v)∣∣ ≤ 4R, ∀(ω1, ω2) ∈ S2d−11 , ∀v, v1, v2 ∈ BdR, (11.27)
so ˆ
S
2d−1
1 ×B2dR
|b(ω1, ω2, v1 − v, v2 − v2)| dω1 dω2 dv1 dv2 ≤ CdR2d+1 ≤ CdR3d, ∀v ∈ BdR. (11.28)
But in order to estimate the difference (11.26), we integrate at least once over Bmi
(
Z∞s+2i−2
(
t+i
))
for some i ∈ {1, ..., k}. Proposition 10.5 and the expression (11.27) yield the estimate:ˆ
Bmi(Z∞s+2i−2(t+i ))
|b(ω1, ω2, v1 − v, v2 − v)| dω1 dω2 dv1 dv2 ≤
≤ Cd(s+ 2i− 2)R2d+1η
d−1
4d+2
≤ Cd(s+ 2k)R3dη
d−1
4d+2 , ∀v ∈ BdR.
(11.29)
Moreover, we have the elementary inequalities:
‖f (s+2k)N,0 ‖L∞ ≤ e−(s+2k)µ0‖FN,0‖N,β0,µ0 , (11.30)ˆ
Tk,δ(t)
dt1... dtk =
ˆ t
0
ˆ t1
0
...
ˆ tk−1
0
dt1... dtk =
tk
k!
≤ T
k
k!
. (11.31)
Therefore, (11.28)-(11.31) imply∣∣I˜Ns,k,R,δ(t, J,M)(Xs)− JNs,k,R,δ(t, J,M)(Xs)∣∣ ≤
≤ ‖φs‖L∞Vs e
−(s+2k)µ0‖FN,0‖N,β0,µ0CdRdsCk−1d R3d(k−1)(s+ 2k)CdR3dη
d−1
4d+2
T k
k!
≤ Ckd,s,µ0,T ‖φs‖L∞Vs
(s+ 2k)
k!
Rd(s+3k)η
d−1
4d+2 ‖FN,0‖N,β0,µ0 .
Adding for all (J,M) ∈ Us,k, we get 2ks(s+ 2)...(s+ 2k − 2) contributions, thus∑
(J,M)∈Us,k
‖I˜Ns,k,R,δ(t, J,M)− JNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
≤ Ckd,s,µ0,T ‖φs‖L∞VsR
d(s+3k) (s+ 2k)
k+1
k!
η
d−1
4d+2 ‖FN,0‖N,β0,µ0
≤ Ckd,s,µ0,T ‖φs‖L∞VsR
d(s+3k)η
d−1
4d+2 ‖FN,0‖N,β0,µ0 ,
(11.32)
since
(s+ 2k)k+1
k!
=
(s+ 2k)(s+ 2k)k
k!
≤ Cks ,
by the elementary inequality (8.41). Summing over k = 1, ..., n, we obtain the required estimate. 
A RIGOROUS DERIVATION OF A TERNARY BOLTZMANN EQUATION 119
In the next section, in order to conclude the convergence proof, we will estimate the differences of
the corresponding BBGKY hierarchy and Boltzmann hierarchy truncated elementary observables
in the scaled limit.
12. Convergence proof
Recall from Subsection 11.4 that given s, n ∈ N, parameters α, ǫ0, R, η, δ as in (10.6), (N, ǫ) in
the scaling (5.39) with ǫ << α and t ∈ [0, T ], we have reduced the convergence proof to controlling
the differences:
JNs,k,R,δ(t, J,M)− J∞s,k,R,δ(t, J,M)
for given 1 ≤ k ≤ n and (J,M) ∈ Us,k, where JNs,k,R,δ(t, J,M), J∞s,k,R,δ(t, J,M) are given by
(11.24)-(11.25). This will be the aim of this section.
Throughout this section s ∈ N will be fixed. We also consider β0 > 0, µ0 ∈ R, T > 0 and
F0 ∈ X∞,β0,µ0 as in the statement of Theorem 7.5.
12.1. BBGKY hierarchy pseudo-trajectories and proximity to the Boltzmann hierar-
chy pseudo-trajectories. In the same spirit as in Subsection 11.3, we may define the BBGKY
hierarchy pseudo-trajectory. Consider s ∈ N, (N, ǫ) in the scaling (5.39), k ∈ N and t ∈ [0, T ]. Let
us recall from (8.1) the set
Tk(t) =
{
(t1, ..., tk) ∈ Rk : 0 = tk+1 < tk < ... < t1 < t0 = t
}
,
where we use the convention t0 = t and tk+1 = 0.
Consider Zs = (Xs, Vs) ∈ R2ds, (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ...,mk), (J,M) ∈
Us,k, and for each i = 1, ..., k, we consider (ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ S2d−11 ×B2dR .
The construction that we present is similar to the construction of the Boltzmann hierarchy
pseudo-trajectory, the main difference being that we take into account the interaction zone of the
adjusted particles in each step. This illustrates the fact that added particles are placed in different
positions compared to the particle that they are associated with.
More precisely, we inductively construct the BBGKY hierarchy pseudo-trajectory of Zs =
(Xs, Vs) ∈ R2ds as follows:
Time t0 = t: We initially define
ZNs (t
−
0 ) =
(
xN1 (t
−
0 ), ..., x
N
s (t
−
0 ), v
N
1 (t
−
0 ), ..., v
N
s (t
−
0 )
)
:= Zs.
Time t1: We define Z
N
s (t
+
1 ) =
(
xN1 (t
+
1 ), ..., x
N
s (t
+
1 ), v
N
1 (t
+
1 ), ..., v
N
s (t
+
1 )
)
as follows:
ZNs (t
+
1 ) := (X
N
s (t
−
0 )− (t− t1)V Ns (t−0 ), V Ns (t−0 )) = (Xs − (t− t1)Vs, Vs) .
We also define ZNs+2(t
−
1 ) =
(
xN1 (t
−
1 ), ..., x
N
s+2(t
−
1 ), v
N
1 (t
−
1 ), ..., v
N
s+2(t
−
1 )
)
as follows:(
xNj (t
−
1 ), v
N
j (t
−
1 )
)
:=
(
xNj (t
+
1 ), v
N
j (t
+
1 )
)
, ∀j ∈ {1, ..., s} \ {m1} ,
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and if j1 = −1: (
xNm1(t
−
1 ), v
N
m1(t
−
1 )
)
: =
(
xNm1(t
+
1 ), v
N
m1(t
+
1 )
)
,(
xNs+1(t
−
1 ), v
N
s+1(t
−
1 )
)
: =
(
xNm1(t
+
1 )−
√
2ǫωs+1, vs+1
)
,(
xNs+2(t
−
1 ), v
N
s+2(t
−
1 )
)
: =
(
xNm1(t
+
1 )−
√
2ǫωs+2, vs+2
)
,
while if j1 = 1: (
xNm1(t
−
1 ), v
N
m1(t
−
1 )
)
: =
(
xNm1(t
+
1 ), v
N∗
m1 (t
+
1 )
)
,(
xNs+1(t
−
1 ), v
N
s+1(t
−
1 )
)
: =
(
xNm1(t
+
1 ) +
√
2ǫωs+1, v
∗
s+1
)
,(
xNs+2(t
−
1 ), v
N
s+2(t
−
1 )
)
: =
(
xNm1(t
+
1 ) +
√
2ǫωs+2, v
∗
s+2
)
,
where (
vN∗m1 (t
+
1 ), v
∗
s+1, v
∗
s+2
)
= Tωs+1,ωs+2
(
vNm1(t
+
1 ), vs+1, vs+2
)
.
Time ti, i ∈ {2, ..., k}: Consider i ∈ {2, ..., k}, and assume we know
ZNs+2i−2(t
−
i−1) =
(
xN1 (t
−
i−1), ..., x
N
s+2i−2(t
−
i−1), v
N
1 (t
−
i−1), ..., v
N
s+2i−2(t
−
i−1)
)
.
We define ZNs+2i−2(t
+
i ) =
(
xN1 (t
+
i ), ..., x
N
s+2i−2(t
+
i ), v
N
1 (t
+
i ), ..., v
N
s+2i−2(t
+
i )
)
as:
ZNs+2i−2(t
+
i ) :=
(
XNs+2i−2
(
t−i−1
)− (ti−1 − ti)V Ns+2i−2 (t−i−1) , V Ns+2i−2 (t−i−1)) .
We also define ZNs+2i(t
−
i ) =
(
xN1 (t
−
i ), ..., x
N
s+2i(t
−
i ), v
N
1 (t
−
i ), ..., v
N
s+2i(t
−
i )
)
as:(
xNj (t
−
i ), v
N
j (t
−
i )
)
:=
(
xNj (t
+
i ), v
N
j (t
+
i )
)
, ∀j ∈ {1, ..., s+ 2i− 2} \ {mi} ,
and if ji = −1: (
xNmi(t
−
i ), v
N
mi(t
−
i )
)
: =
(
xNmi(t
+
i ), v
N
mi(t
+
i )
)
,(
xNs+2i−1(t
−
i ), v
N
s+2i−1(t
−
i )
)
: =
(
xNmi(t
+
i )−
√
2ǫωs+2i−1, vs+2i−1
)
,(
xNs+2i(t
−
i ), v
N
s+2i(t
−
i )
)
: =
(
xNmi(t
+
i )−
√
2ǫωs+2i, vs+2i
)
,
while if ji = 1: (
xNmi(t
−
i ), v
N
mi(t
−
i )
)
: =
(
xNmi(t
+
i ), v
N∗
mi (t
+
i )
)
,(
xNs+2i−1(t
−
i ), v
N
s+2i−1(t
−
i )
)
: =
(
xNmi(t
+
i ) +
√
2ǫωs+2i−1, v∗s+2i−1
)
,(
xNs+2i(t
−
i ), v
N
s+2i(t
−
i )
)
: =
(
xNmi(t
+
i ) +
√
2ǫωs+2i, v
∗
s+2i
)
,
where
(vN∗mi (t
−
i ), v
∗
s+2i−1, v
∗
s+2i) = Tωs+2i−1,ωs+2i
(
vNmi(t
+
i ), vs+2i−1, vs+2i
)
.
Time tk+1 = 0: We finally obtain
ZNs+2k(0
+) = ZNs+2k(t
+
k+1) =
(
XNs+2k
(
t−k
)− tkV Ns+2k (t−k ) , V Ns+2k (t−k )) .
The construction made is illustrated in the following diagram:
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ZNs (t
−
0 )Z
N
s (t
+
1 )
(ω1, ω2, vs+1, vs+2),
(j1,m1)
ZNs+2(t
−
1 )...Z
N
s+2i−2(t
+
i )
(ωs+2i−1, ωs+2i, vs+2i−1, vs+2i),
(ji,mi)
ZNs+2i(t
−
i )
...ZNs+2k(t
+
k+1)
t0 − t1t1 − t2ti−1 − titi − ti+1tk − tk+1
We give the following definition:
Definition 12.1. Let Zs = (Xs, Vs) ∈ R2ds, (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ...,mk),
(J,M) ∈ Us,k and for each i = 1, ..., k, we consider (ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ S2d−11 × B2dR .
The sequence {ZNs+2i−2(t+i )}i=0,...,k+1 constructed above is called the BBGKY hierarchy pseudo-
trajectory of Zs.
We now state the following proximity result of the corresponding BBGKY hierarchy and Boltz-
mann hierarchy pseudo-trajectories under backwards time evolution.
Lemma 12.2. Let s, n ∈ N, (N, ǫ) in the scaling (5.39), 1 ≤ k ≤ n, (J,M) ∈ Us,k, t ∈
[0, T ] and (t1, ..., tk) ∈ Tk(t). Let us fix Zs = (Xs, Vs) ∈ R2ds. For each i = 1, ..., k, consider
(ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ S2d−11 ×R2d. Then for all i = 1, ..., k + 1 and ℓ = 1, ..., s+ 2i− 2,
we have
|xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ(i− 1), vNℓ (t+i ) = v∞ℓ (t+i ). (12.1)
In particular, if s < n, there holds:∣∣XNs+2i−2(t+i )−X∞s+2i−2(t+i )∣∣ ≤ √6n3/2ǫ, ∀i = 1, ..., k + 1, (12.2)
where we use notation from Definition 11.4 and Definition 12.1.
Proof. We first prove (12.1) by induction on i ∈ {1, ..., k}. For i = 1 the result is trivial since the
pseudo-trajectories initially coincide by construction. Assume (12.1) holds for i ∈ {1, ..., k} i.e. for
all ℓ ∈ {1, ..., s+ 2i− 2} there holds:
|xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ(i− 1) and vNℓ (t+i ) = v∞ℓ (t+i ). (12.3)
We prove (12.1) holds for (i + 1) ∈ {2, ..., k + 1}. We need to consider different cases for ji = ±1.
Assume first ji = −1. Then for the Boltzmann hierarchy pseudo-trajectory we have
x∞ℓ (t
+
i+1) = x
∞
ℓ (t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞ℓ (t+i+1) = v∞ℓ (t+i ), ∀ℓ ≤ s+ 2i− 2,
x∞s+2i−1(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)vs+2i−1, v∞s+2i−1(t+i+1) = vs+2i−1,
x∞s+2i(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)vs+2i, v∞s+2i(t+i+1) = vs+2i,
while for the BBGKY hierarchy pseudo-trajectory we obtain
xNℓ (t
+
i+1) = x
N
ℓ (t
+
i )− (ti − ti+1)vNℓ (t+i ), vNℓ (t+i+1) = vNℓ (t−i ), ∀ℓ ≤ s+ 2i− 2,
xNs+2i−1(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vs+2i−1 −
√
2ǫωs+2i−1,
vNs+2i−1(t
+
i+1) = vs+2i−1,
xNs+2i(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vs+2i −
√
2ǫωs+2i
vNs+2i(t
+
i+1) = vs+2i.
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Thus, for any ℓ ≤ s+ 2i, the induction assumption (12.3) implies
vNℓ (t
+
i+1) = v
N
ℓ (t
+
i ) = v
∞
ℓ (t
+
i ) = v
∞
ℓ (t
+
i+1).
Moreover, for ℓ ≤ s+ 2i− 2, we have
|xNℓ (t+i+1)− x∞ℓ (t+i+1)| = |xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ(i− 1),
for ℓ = s+ 2i− 1, we have
|xNs+2i−1(t+i+1)− x∞s+2i−1(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+
√
2ǫ|ωs+2i−1|
≤ √2ǫ(i− 1) +√2ǫ = √2ǫi,
while for ℓ = s+ 2i, we obtain
|xNs+2i(t+i+1)− x∞s+2i(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+
√
2ǫ|ωs+2i|
≤
√
2ǫ(i− 1) +
√
2ǫ =
√
2ǫi,
and (12.1) follows for ji = −1.
Assume now ji = 1. Then for the Boltzmann hierarchy pseudo-trajectory we have
x∞ℓ (t
+
i+1) = x
∞
ℓ (t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞ℓ (t+i+1) = v∞ℓ (t+i ), ∀ℓ ∈ {1, ...s+ 2i− 2} \ {mi},
x∞mi(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∞∗mi (t+i ), v∞mi(t+i+1) = v∞∗mi (t+i ),
x∞s+2i−1(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∗s+2i−1,
v∞s+2i−1(t
+
i+1) = v
∗
s+2i−1,
x∞s+2i(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∗s+2i, v∞s+2i(t+i+1) = v∗s+2i.
and for the BBGKY hierarchy pseudo-trajectory we have
xNℓ (t
+
i+1) = x
N
ℓ (t
+
i )− (ti − ti+1)vNℓ (t+i ), vNℓ (t+i+1) = vNℓ (t+i ), ∀ℓ ∈ {1, ..., s+ 2i− 2} \ {mi},
xNmi(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vN∗mi (t+i ), vNmi(t+i+1) = vN∗mi (t+i ),
xNs+2i−1(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)v∗s+2i−1 +
√
2ǫωs+2i−1,
vNs+2i−1(t
+
i+1) = v
∗
s+2i−1,
xNs+2i(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)v∗s+2i +
√
2ǫωs+2i,
v∞s+2i(t
+
i+1) = v
∗
s+2i.
For ℓ ∈ {1, ..., s+ 2i− 2} \ {mi}, the induction assumption (12.3) yields
vNℓ (t
+
i+1) = v
N
ℓ (t
+
i ) = v
∞
ℓ (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNℓ (t+i+1)− x∞ℓ (t+i+1)| = |xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ(i− 1).
Thus, for ℓ = mi, we have
vNmi(t
+
i+1) = v
N∗
mi (t
+
i ) = v
∞∗
mi (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNmi(t+i+1)− x∞mi(t+i+1)| = |xNmi(t+i )− x∞mi(t+i )| ≤
√
2ǫ(i− 1),
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for ℓ = s+ 2i− 1, we have
vNs+2i−1(t
+
i+1) = v
∗
s+2i−1 = v
∞
s+2i−1(t
+
i+1),
|xNs+2i−1(t+i+1)− x∞s+2i−1(t+i+1)| ≤ |xNs+2i−1(t+i )− x∞s+2i−1(t+i )|+
√
2ǫ|ωs+2i−1|
≤
√
2ǫ(i− 1) +
√
2ǫ =
√
2ǫi,
while for ℓ = s+ 2i, we have
vNs+2i(t
+
i+1) = v
∗
s+2i = v
∞
s+2i(t
+
i+1),
|xNs+2i(t+i+1)− x∞s+2i(t+i+1)| ≤ |xNs+2i(t+i )− x∞s+2i(t+i )|+
√
2ǫ|ωs+2i|
≤
√
2ǫ(i− 1) +
√
2ǫ =
√
2ǫi,
and (12.1) is proved for ji = 1. By induction, (12.1) is proved. To prove (12.2), we use (12.1) to
obtain
|XNs+2i−2(t+i )−X∞s+2i−2(t+i )|2 =
s+2i−2∑
ℓ=1
|xNℓ (t+i )− x∞ℓ (t+i )|2
≤ 2(s+ 2i− 2)ǫ2(i− 1)2
≤ 2(s+ 2k)ǫ2k2
≤ 6ǫ2n3,
since 0 ≤ i− 1 ≤ k ≤ n and s < n by assumption. Taking squate roots, we obtain (12.2). 
12.2. Reformulation in terms of pseudo-trajectories. We will now re-write the Boltzmann hi-
erarchy truncated elementary observables, defined in (11.25), and the BBGKY hierarchy truncated
elementary observables, defined in (11.24), in terms of pseudo-trajectories.
Let s, n ∈ N with s < n, parameters α, ǫ0, R, η, δ as in (10.6). For the Boltzmann hierarchy
case, there is always free flow between the collision times. Therefore, for Xs ∈ ∆Xs (ǫ0), 1 ≤ k ≤ n,
(J,M) ∈ Us,k and t ∈ [0, T ], the Boltzmann hierarchy truncated elementary observable can be
equivalently written as:
J∞s,k,R,δ(t, J,M)(Xs) =ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
ˆ
Bcm1(Z∞s (t
+
1 ))
...
ˆ
Bcmk(Z
∞
s+2k−2(t
+
k ))
k∏
i=1
b+
(
ωs+2i−1, ωs+2i, vs+2i−1 − v∞mi
(
t+i
)
, vs+2i − v∞mi
(
t+i
))
f
(s+2k)
0
(
Z∞s+2k
(
0+
))
×
k∏
i=1
( dωs+2i−1 dωs+2i dvs+2i−1 dvs+2i) dtk... dt1 dVs.
(12.4)
It is not immediate to obtain a similar observation at the BBGKY level because of the possibility
of recollisions appearing. However, thanks to Proposition 10.2 and Lemma 12.2, it is possible to
obtain an expansion for the BBGKY hierarchy truncated elementary observables for sufficiently
large N as well. In what follows, we provide more details.
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More precisely, fix Xs ∈ ∆Xs (ǫ0), 1 ≤ k ≤ n, (J,M) ∈ Us,k, t ∈ [0, T ] and (t1, ..., tk) ∈ Tk,δ(t).
Consider (N, ǫ) in the scaling (5.39) with N large enough such that n3/2ǫ << α. By Proposition
11.1, given Vs ∈ Mcs(Xs), we have Zs = (Xs, Vs) ∈ Gs(ǫ, ǫ0, δ). By the definition of the set
Gs(ǫ, ǫ0, δ), see (11.1), we have
Zs ∈ Gs(ǫ, ǫ0, δ)⇒ Zs(τ) ∈ D˚s,ǫ, ∀τ ≥ 0,
thus
Ψτ−t0s Z
N
s
(
t−0
)
= Φτ−t0s Z
N
s
(
t−0
)
, ∀τ ∈ [t1, t0] (12.5)
where Ψs, given in (4.67), denotes the ǫ-interaction zone flow of s-particles and Φs, given in (4.68),
denotes the free flow of s-particles respectively. We also have
Zs = (Xs, Vs) ∈ Gs(ǫ, ǫ0, δ)⇒ Z∞s (t+1 ) ∈ Gs(ǫ0, 0). (12.6)
For all i ∈ {1, ..., k}, we have seen that an inductive application of Proposition 10.2 yields
Z∞s+2i(t
+
i+1) ∈ Gs+2i(ǫ0, 0), ∀(ωs+2i−1, ωs+2i, vs+2i−1, vs+2i) ∈ Bcmi(Z∞s+2i−2(t+i )). (12.7)
Since we have assumed s < n and n3/2ǫ << α, (12.2) from Lemma 12.2 implies∣∣XNs+2i−2(t+i )−X∞s+2i−2(t+i )∣∣ ≤ α2 , ∀i = 1, ..., k. (12.8)
Then, Proposition 10.2 yields that for any i = 1, ..., k, we have
Ψτ−tis+2iZ
N
s+2i
(
t−i
)
= Φτ−tis+2iZ
N
s+2i
(
t−i
)
, ∀τ ∈ [ti+1, ti], (12.9)
where Ψs+2i, given in (4.67), denotes the ǫ-interaction zone flow of (s + 2i)-particles and Φs+2i,
given in (4.68), denotes the free flow of (s + 2i)-particles respectively. Combining (12.5), (12.9),
we conclude that for any i = 0, ..., k, the backwards ǫ- interaction zone flow coincides with the free
flow in [ti+1, ti]. Moreover, Lemma 12.2 also implies that
vNmi(t
+
i ) = v
∞
mi(t
+
i ), ∀i = 1, ..., k.
Therefore, given Xs ∈ ∆Xs (ǫ0) and for N large enough for n3/2ǫ << α to hold, the BBGKY
hierarchy truncated elementary observable can be equivalently written as:
JNs,k,R,δ(t, J,M)(Xs) =
= As,kN,ǫ
ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
ˆ
Bcm1(Z∞s (t
+
1 ))
...
ˆ
Bcmk(Z
∞
s+2k−2(t
+
k ))
k∏
i=1
b+
(
ωs+2i−1, ωs+2i, vs+2i−1 − v∞mi
(
t+i
)
, vs+2i − v∞mi
(
t+i
))
f
(s+2k)
N,0
(
ZNs+2k
(
0+
))
×
k∏
i=1
( dωs+2i−1 dωs+2i dvs+2i−1 dvs+2i) dtk... dt1 dVs,
(12.10)
where, recalling (5.36), we denote
A
s,k
N,ǫ =
k∏
i=1
AN,ǫ,s+2i−2 = 2k(d−2)ǫk(2d−1)
k∏
i=1
(N − s− 2i+ 2)(N − s− 2i+ 1). (12.11)
Remark 12.3. Notice that for fixed s ∈ N, (N, ǫ) in the scaling (5.39), k ∈ N, the scaling (5.39)
implies
0 ≤ As,kN,ǫ ր 1, as N →∞. (12.12)
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Let us approximate the BBGKY hierarchy initial data by Boltzmann hierarchy initial data
defining some auxiliary functionals. Let s ∈ N and Xs ∈ ∆Xs (ǫ0). For 1 ≤ k ≤ n, (J,M) ∈ Us,k and
t ∈ [0, T ], we define the auxiliary functional ĴNs,k,R,δ(t, J,M) which differs from JNs,k,R,δ(t, J,M) by
the absence of the scaling factor As,kN,ǫ and the use of Boltzmann hierarchy initial data:
ĴNs,k,R,δ(t, J,M)(Xs) :=
:=
ˆ
Mcs(Xs)
φs(Vs)
ˆ
Tk,δ(t)
ˆ
Bcm1(Z∞s (t
+
1 ))
...
ˆ
Bcmk(Z
∞
s+2k−2(t
+
k ))
k∏
i=1
b+
(
ωs+2i−1, ωs+2i, vs+2i−1 − v∞mi
(
t+i
)
, vs+2i − v∞mi
(
t+i
))
f
(s+2k)
0
(
ZNs+2k
(
0+
))
×
k∏
i=1
( dωs+2i−1 dωs+2i dvs+2i−1 dvs+2i) dtk... dt1 dVs.
(12.13)
Due to the scaling (5.39) and Proposition 7.2, we conclude that the auxiliary functionals approx-
imate the BBGKY hierarchy truncated elementary observables JNs,k,R,δ, defined in (12.10).
Proposition 12.4. Let s, n ∈ N, with s < n, α, ǫ0, R, η, δ be parameters as in (10.6), and t ∈ [0, T ].
Then for any ζ > 0, there is N1 = N1(ζ, n, α, ǫ0) ∈ N, such that for all (N, ǫ) in the scaling (5.39)
with N > N1, there holds:
n∑
k=1
∑
(J,M)∈Us,k
‖JNs,k,R,δ(t, J,M)− ĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)ζ2.
Proof. Fix 1 ≤ k ≤ n and (J,M) ∈ Us,k. Consider (N, ǫ) in the scaling (5.39) with N large enough
such that n3/2ǫ << α. Triangle inequality and the fact that ∆Xs (ǫ0) ⊆ ∆Xs (ǫ0/2) yield
‖JNs,k,R,δ(t, J,M)− ĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
≤ ‖JNs,k,R,δ(t, J,M)−As,kN,ǫĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0/2)) (12.14)
+ |As,kN,ǫ − 1|‖ĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)). (12.15)
We estimate each of the terms in (12.14)-(12.15).
Term (12.14): Let us fix (t1, ..., tk) ∈ Tk,δ(t). Applying (12.7) for i = k − 1, we obtain
Z∞s+2k−2(t
+
k ) ∈ Gs+2k−2(ǫ0, 0).
Since s < n and n3/2ǫ << α, (12.2), applied for i = k, implies
|XNs+2k−2(t+k )−X∞s+2k−2(t+k )| ≤
α
2
.
Therefore, Proposition 10.2 (precisely expression (10.15) for the pre-collisional case, (10.19) for the
post-collisional case) implies
ZNs+2k(0
+) ∈ Gs+2k(ǫ0/2, 0) ⊆ ∆s+2k(ǫ0/2). (12.16)
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Thus (11.28), (11.31), (12.10)-(12.13) and crucially (12.16) imply that for N large enough, we have
‖JNs,k,R,δ(t, J,M)−As,kN,ǫĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0/2)) ≤
≤ C
k
d,s,T
k!
‖φs‖L∞VsR
d(s+3k)‖f (s+2k)N,0 − f (s+2k)0 ‖L∞(∆s+2k(ǫ0/2)).
(12.17)
Term (12.15): By definition of the norms, we have
‖f (s+2k)0 ‖L∞ ≤ e−(s+2k)µ0‖F0‖∞,β0,µ0 .
Therefore, using (11.28) and (11.31), we obtain
‖ĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
Ckd,s,µ0,T
k!
‖φs‖L∞VsR
d(s+3k)‖F0‖∞,β0,µ0 . (12.18)
Adding over all (J,M) ∈ Us,k, k = 1, ..., n, using (12.14)-(12.18) and an argument similar to
(11.32) to control the summation over k = 1, ..., n , for N large enough, we obtain the estimate
n∑
k=1
∑
(J,M)∈Us,k
‖JNs,k,R,δ(t, J,M)− ĴNs,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)
×
(
sup
k∈{1,...,n}
‖(f (s+2k)N,0 − f (s+2k)0 )‖L∞(∆s+2k(ǫ0/2)) + ‖F0‖∞,β0,µ0 sup
k∈{1,...,n}
|As,kN,ǫ − 1|
)
.
But since n ∈ N, ǫ0 > 0 are fixed, (7.8) implies
lim
N→∞
sup
k∈{1,...,n}
‖f (s+2k)N,0 − f (s+2k)0 ‖L∞(∆Xs+2k(ǫ0/2)) = 0.
Moreover, by (12.12), we have
lim
N→∞
sup
k∈{1,...,n}
|As,kN,ǫ − 1| = 0,
and the result follows. 
Due to the proximity Lemma 12.2 and the uniform continuity assumption (7.10) on the Boltz-
mann hierarchy initial data, we also obtain the following estimate:
Proposition 12.5. Let s, n ∈ N with s < n, α, ǫ0, R, η, δ be parameters as in (10.6) and t ∈ [0, T ].
Then for any ζ > 0, there is N2 = N2(ζ, n) ∈ N, such that for all (N, ǫ) in the scaling (5.39) with
N > N2, there holds
n∑
k=1
∑
(J,M)∈Us,k
‖ĴNs,k,R,δ(t, J,M)− J∞s,k,R,δ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)ζ2.
Proof. Let ζ > 0. Fix 1 ≤ k ≤ n and (J,M) ∈ Us,k. Since s < n, Lemma 12.2 yields
|ZNs+2k(0+)− Z∞s+2k(0+)| ≤
√
6n3/2ǫ, ∀Zs ∈ R2ds. (12.19)
Thus the continuity assumption (7.10) on F0, (12.19) and the scaling (5.39) imply that there exists
N2 = N2(ζ, n) ∈ N, such that for all N > N2, we have
|f (s+2k)0 (ZNs+2k(0+)) − f (s+2k)0 (Z∞s+2k(0+))| ≤ Cs+2k−1ζ2, ∀Zs ∈ R2ds. (12.20)
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In the same spirit as in the proof of Proposition 12.4, using (12.20), (11.28), (11.31), and summing
over (J,M) ∈ Us,k, k = 1, ..., n, we obtain the result. 
12.3. Proof of Theorem 7.5. We are now in the position to prove Theorem 7.5. Fix s ∈ N,
φs ∈ Cc(Rds) and t ∈ [0, T ]. Consider n ∈ N with s < n, and assume there exist parameters
α, ǫ0, R, η, δ satisfying (10.6). Let ζ > 0 small enough. Triangle inequality, Propositions 8.6, 11.2,
11.5, 12.4, 12.5, Remark 11.3 and part (i) of Proposition 7.2, yield that there is N0(ζ, n, α, ǫ0) ∈ N
such that for all N > N0, we have
‖INs (t)− I∞s (t)‖L∞(∆Xs (ǫ0)) ≤
≤ C
(
2−n + e−
β0
2 R
2
+ δCn
)
+ CnR4dnη
d−1
4d+2 + CnR4dnζ2,
(12.21)
where
C := Cd,s,β0,µ0,T ‖φs‖L∞Vs max {1, ‖F0‖∞,β0,µ0} > 1, (12.22)
is an appropriate constant.
Let us fix σ > 0. Recall that we have also fixed s ∈ N and φs ∈ Cc(Rds). We will now choose
parameters satisfying (10.6), depending only on ζ, such that the right hand side of (12.21) becomes
less than ζ.
Choice of parameters : We choose n ∈ N and the parameters δ, η, R, ǫ0, α in the following order:
• max{s, log2(Cζ−1)} << n, (this implies s < n, C2−n << ζ),
(12.23)
• δ << ζC−(n+1), (this implies Cn+1δ << ζ),
(12.24)
• η << ζ 8d+4d−1 , R << ζ−1/4dnC−1/4d, (those imply CnR4dnη d−14d+2 << ζ and CnR4dnζ2 << ζ),
(12.25)
• max
{
1,
√
2β
−1/2
0 ln
1/2(Cζ−1)
}
<< R, (this implies Ce−
β0
2 R
2
<< ζ),
(12.26)
• ǫ0 << ηδ, ǫ0 < σ, (12.27)
• α << ǫ0min{1, R−1η}. (12.28)
Clearly (12.24)-(12.28) imply the parameters chosen satisfy (10.6) and depend only on ζ. Then,
(12.21) and the choice of parameters imply that we may find N0(ζ) ∈ N, such that for all N > N0,
there holds:
‖INs (t)− I∞s (t)‖L∞(∆Xs (ǫ0)) < ζ.
But by (12.27), we have ǫ0 < σ, therefore we obtain
‖INs (t)− I∞s (t)‖L∞(∆Xs (σ)) ≤ ‖INs (t)− I∞s (t)‖L∞(∆Xs (ǫ0)) < ζ,
and Theorem 7.5 is proved.
128 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
13. Appendix
In this appendix, we derive a general change of variables formula for surface integrals given by
the level sets of a smooth function. This result is used throughout the manuscript for performing
change of variables on surface integrals. We will use notation from (2.11)-(2.12).
Lemma 13.1. Let n ∈ N, Ψ : Rn → R be a C1 function and γ ∈ R. Assume there is δ > 0
with ∇Ψ(ω) 6= 0 for ω ∈ [γ − δ < Ψ < γ + δ]. Let Ω ⊆ Rn be a domain and consider a C1 map
F : Ω→ Rn of non-zero Jacobian in Ω. Then the following hold:
(i) For any measurable g : Rn → [0,+∞] or g : Rn → [−∞,+∞] integrable, there holds the
change of variables formula:ˆ
[Ψ=γ]
g(ν)NF (ν, [Ψ ◦ F = γ]) dσ(ν) =
ˆ
[Ψ◦F=γ]
(g ◦ F )(ω)| JacF (ω)| |∇Ψ(F (ω))||∇(Ψ ◦ F )(ω)| dσ(ω), (13.1)
where dσ(ν), dσ(ω) denote the surface measures on the corresponding hypersurfaces and given
ν ∈ Rn and A ⊆ Ω, NF (ν,A) denotes the Banach indicatrix:
NF (ν,A) = card({ω ∈ A : F (ω) = ν}). (13.2)
(ii) Assume that F : [Ψ ◦ F = γ] → [Ψ = γ] is bijective and that [Ψ ◦ F = γ] is compact. Then
for any measurable g : Rn → [0,+∞] or g : Rn → [−∞,+∞] integrable, there holds the change of
variables formula: ˆ
[Ψ=γ]
g(ν) dσ(ν) ≈
ˆ
[Ψ◦F=γ]
(g ◦ F )(ω) dσ(ω), (13.3)
where dσ(ν), dσ(ω) denote the surface measures on the corresponding hypersurfaces
Proof. (i): Notice that since ∇Ψ(ω) 6= 0, ∀ω ∈ [γ − δ < Ψ < γ + δ], we have
∇Ψ(F (ω)) 6= 0, ∀ω ∈ [γ − δ < Ψ ◦ F < γ + δ]. (13.4)
Moreover since JacF (ω) 6= 0, ∀ω ∈ Ω, the chain rule implies
∇(Ψ ◦ F )(ω) = DTF (ω)∇Ψ(F (ω)) 6= 0, ∀ω ∈ [γ − δ < Ψ ◦ F < γ + δ]. (13.5)
Consider ǫ < δ. Then the co-area formula implies γ+ǫ
γ−ǫ
ˆ
[Ψ=s]
g(ν)NF (ν, [Ψ ◦ F = s]) dσ(ν) ds = (13.6)
=
1
2ǫ
ˆ
[γ−ǫ<Ψ<γ+ǫ]
g(y)NF (ν, [γ − ǫ < Ψ ◦ F < γ + ǫ])|∇Ψ(ν)| dν
=
1
2ǫ
ˆ
[γ−ǫ<Ψ◦F<γ+ǫ]
(g ◦ F )(ω)|∇Ψ(F (ω))|| JacF (ω)| dω (13.7)
=
1
2ǫ
ˆ
[γ−ǫ<Ψ◦F<γ+ǫ]
(g ◦ F )(ω)| JacF (x)| |∇Ψ(F (ω))||∇(Ψ ◦ F )(ω)| |∇(Ψ ◦ F )(ω)| dω (13.8)
=
 γ+ǫ
γ−ǫ
ˆ
[Ψ◦F=s]
(g ◦ F )(ω)| JacF (ω)| |∇Ψ(F (ω))||∇(Ψ ◦ F )(ω)| dσ(ω) ds, (13.9)
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where to obtain (13.7) we make the substitution ν = F (ω) in Ω ⊆ Rn, to obtain (13.8) we use
(13.5), and to obtain (13.9) we use the co-area formula again. Letting ǫ → 0+, using Lebesgue’s
Differentiation Theorem and the continuity of the surface integral with respect to s, we obtain
(13.1).
(ii): Since [Ψ ◦ F = γ] is compact and F is C1 of non zero Jacobian, (13.4)-(13.5) imply that
there are C1, C2 > 0 such that
C1 ≤ | JacF (ω)| |∇Ψ(F (ω))||∇(Ψ ◦ F )(ω)| ≤ C2, ∀ω ∈ [Ψ ◦ F = γ]. (13.10)
(13.3) then follows from (13.1), (13.10) and the fact that
NF (ν, [Ψ ◦ F = γ]) = 1, ∀ν ∈ [Ψ = γ],
since F : [Ψ ◦ F = γ]→ [Ψ = γ] is bijective. 
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