This study addresses the optimization of rational fraction approximations for the discrete-time calculation of fractional derivatives. The article starts by analyzing the standard techniques based on Taylor series and Padé expansions. In a second phase the paper re-evaluates the problem in an optimization perspective by tacking advantage of the flex-ibility of the genetic algorithms.
Introduction
Fractional calculus (FC) deals with the generalization of integrals and derivatives to a non-integer order and, in the last decades, its application verified a large development in the areas of physics and engineering.
The fundamental aspects of the FC theory and the study of its properties can be addressed in Refs. [1] [2] [3] [4] . A significant progress occurred in the application of the FC concepts and we can mention a large volume of research about viscoelasticity, biology, electronics, signal processing, diffusion and wave propagation, modeling and control [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Nevertheless, FC is still considered an 'exotic' mathematical tool and its adoption requires some efforts towards the development of clear algorithms.
One of the reasons for this state of affairs is the complexity of the algorithms involved in the calculation of fractional derivatives. The generalization of the integrodifferential operator requires the adoption of approximations of irrational functions through series or rational fraction expansions [15] [16] [17] [18] [19] [20] [21] [22] . While the main volume of contributions has focused in getting expansion schemes, the problem of a systematic optimization procedure was not yet tackled.
In this line of thought, this paper addresses the optimal calculation of fractional order expressions and is organized as follows. Section 2 introduces the calculation of fractional derivatives and formulates the problem of fraction approximation of irrational formulae through genetic algorithms. Section 3 presents a set of experiments that demonstrate the effectiveness of the proposed optimization method. Finally, Section 4 outlines the main conclusions.
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Problem formulation and adopted tools
This section introduces the main mathematical concepts and algorithms used in the rest of the article. Section 2.1 presents the definition of fractional derivative adopted together with the discretization rules for real time calculation. Section 2.2 outlines the fundamental aspects underlying the GA optimization scheme.
Fractional order expressions
Since the foundation of the differential calculus the generalization of the concept of derivative and integral to a noninteger order a has been the subject of several approaches such as the Riemann-Liouville, the Grünwald-Letnikov, the Caputo and the Fourier/Laplace definitions.
The Grünwald-Letnikov definition of a derivative of fractional order a of the signal x(t), D a x(t), is given by:
where C is the gamma function and h is the time increment. This formulation inspires a discrete-time calculation algorithm, based on the approximation of the time increment h through the sampling period T, yielding the equation in the z domain:
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The implementation of expression (2) corresponds to an r-term truncated series given by: Expression (2) represents the Euler (or first backward difference) approximation in the so-called s ? z conversion scheme. Another possibility, often adopted in control system design, consists in the Tustin (or bilinear) rule. The Euler and Tustin rational expressions, H0 ðz -1
, are often called generating approximants of zero and first order, respectively. Therefore, the generalization of these conversion methods leads to the non-integer order a results:
We can obtain a family of fractional differentiators generated by H a (z -1 ) and H a ðz -1 Þ weighted by the factors p and 1 -p, 0 1 yielding:
In order to get a rational expression, the final approximation corresponds to a truncated Taylor series or a rational fraction expansion. Due to its superior performance often it is used a fraction:
where k 2 @ denotes the order of the approximation. Moreover, usually it is adopted a Padé expansion in the neighborhood of z -1 = 0 and, since one parameter is linearly dependent, it is established b0 = 1.
Optimization through genetic algorithms
A GA is a computational technique to find exact or approximate solutions to optimization and search problems [23] [24] [25] . GAs are simulated in a computing system, and consist in a population of representations of candidate solutions, of an optimization problem, that evolve toward better solutions.
Once the genetic representation and the fitness function are defined, the GA proceeds to initialize a population of solutions randomly, and then to improve it through the repetitive application of mutation, crossover and selection operators.
The evolution usually starts from a population of randomly generated individuals. In each generation, not only the fitness of every individual in the population is evaluated, but also several individuals are stochastically selected from the current population and modified to form a new population. The new population is then used in the next iteration of the algorithm. The GA terminates when either the maximum number of generations N is produced, or a satisfactory fitness level has been reached.
During the successive generation, a part or the totality of the population is selected to breed a new generation. Individual solutions are selected through a fitness-based process, where fitter solutions (measured by a fitness function) are usually more likely to be selected. The pseudo-code of the GA is:
1. Choose the initial population 2. Evaluate the fitness of each individual in the population 3. Repeat 3.1. Select best-ranking individuals to reproduce 3.2. Breed new generation through crossover and mutation and give birth to offspring 3.3. Evaluate the fitness of the offspring individuals 3.4. Replace the worst ranked part of population with offspring 4. Until termination
The present article adopts also the common technique of elitism, which is the process of selecting the better individuals to form the parents in the offspring generation.
Fractional order differentiation
In this section we study the fraction approximation for the calculation of fractional expressions. In Section 3.1 we analyze the properties of Padé fractions and, in Section 3.2, we formulate a new optimization method based in a GA scheme. conceptually equivalent, for the purpose of defining a optimization criteria simple to implement in the AG fitness function, in this paper it is adopted the frequency response. Therefore, for the frequency-based expressions is considered the transfor-
Padé fraction expansions
objective since the criteria for the fraction expansion is simply the approximation in the neighborhood of z -1 = 0. Therefore, we conclude that the problem is ill posed and that it should be clearly formulated as an optimization process.
Fraction optimization with genetic algorithms
In this section we develop the GA optimization of rational fraction approximation to fractional order expressions. The GA population, with P individuals, is constituted by a series of candidate fraction coefficients ½ a1 ··· ak b1 ··· bk J, with b0 = 1.0. In the optimization two possible criteria, leading to distinct fitness functions, are studied:
where Hd(Xi) and Hk(Xi) denote the desired and the kth-order fraction frequency responses at frequency Xi, respectively, and Re[ ] and Im[ ] represent the real and imaginary parts. For the fitness evaluation two alternative sets of frequency sampling points, Si(X)= Xmin 6 X 6 Xmax, i = 1, 2, are adopted, namely with a linear variation (S1) and with a logarithmic variation (S2). Moreover, the evaluation verifies if the transfer function Hk is stable, assigning a large value J10 or J20 for the unstable case, or calculating the deviation between Hd(Xi) and Hk(Xi), for the stable case.
In what concerns the fitness functions, the expression of J1 points to the minimization of the absolute error, while the expression of J2 is inspired in the minimization of the relative error. With respect to the frequency sampling sets, S1 addresses representations with linear scales, while S2 suggests representations with logarithmic scales.
In the experiments, the GA adopts a population of P = 10 3 individuals, mutation probability pm = 10 -1 , single point crossover and reproduction within all population considering elitism. The GA terminates when reached N = 10 5 generations. It was verified that the GA converges more easily when the initial population is composed of stable transfer functions. Therefore, the fractions coefficients are generated through a uniform probability distribution function, but all unstable fractions are eliminated, being substituted by new elements, before initiating the GA evolution. It is examined the evaluation of a derivative of order a = 1/2 through the fraction approximations Hk,k = {1,2,3}, with T = 1. Furthermore, n = 30 sampling points are adopted in the intervals S1(X) {Xmin, Xmax} {0,3}[rad/s] or S2(X) {Xmin, Xmax} {10 Tables 1-3 show the coefficients (truncated to five digits) of the corresponding fraction approximations Hk,k = {1,2,3}.
It should be noted that new fitness functions, different sets of sampling points, and other values for the limits of the interval of approximation, lead to distinct fraction coefficients. By other words, the GA produces a particular solution for each distinct optimization formulation and for each different set of restrictions.
The GA has a stochastic nature and, as usual when applying evolutionary algorithms, the results of a given GA execution may correspond to a local minimum, instead of a global minimum. Therefore, it is required a careful check of the final fraction before accepting the results. Nevertheless, several distinct experiments demonstrated that with the present set of numerical parameters the GA-generated results have a small variance.
It was verified that the GA-generated fractions were stable; however, in several cases, it was found that the roots of the denominator were close to the limit condition jzj = 1. If more demanding stability conditions are necessary, it is straightforward to adapt conditions 7,8 for getting a condition of the type jzj = c, with 0 < c 6 1.
Analyzing the results we conclude that:
-In general, the higher the order of the fraction, the better the approximation.
-The fitness J1 produces superior results for the polar diagram, while J2 produces better results for the Bode diagram.
-The frequency sampling set S1 seems well adapted to the polar diagram, while S2 produces better results for the Bode diagram.
Obviously, the optimization GA requires a larger computational time, the larger the number of sampling points, the higher the number of population elements and the larger the number of coefficients, that is, the higher the order of the fraction approximation. Nevertheless, since the fraction calculation is performed off-line, there is no problem about the computational load and the numerical experiments demonstrated that the algorithm requires common computer resources. Comparing the Padé expansions and the GA-generated fractions we verify clearly the superior frequency response of the optimization evolutionary scheme. The evolutionary optimization approach is not restricted to the calculation of fractional-order derivatives and integrals. In fact, the scheme can be easily used in the fraction approximation of any fractional expression, being a typical 
Conclusions
The recent advances in fractional calculus point towards important developments in the application of this mathematical concept. During the last years several algorithms for the approximate calculation of fractional derivatives and integrals were proposed, namely based on Padé fraction expansions. Nevertheless, the resulting expressions are non-optimal revealing the approximation should be formulated as an optimization problem. In this paper a new method, based on evolutionary concepts, for the calculation of fractional expressions, was proposed. In this line of thought, two alternative fitness functions and two possible frequency sampling sets were introduced for the optimization through genetic algorithms. The results demonstrate the excellent performance and the adaptability to different types of expressions.
