Here, we conceptualize the phase diagram of collective short-term bio-chemo-electric component of neurodynamics (S-ND) on the parameter space of externally, e.g., pharmacologically, controllable single-neuron parameters such as the resting potential and/or firing threshold, repolarization time, etc. This concept may become a useful tool for the systematization of knowledge in anesthesiology and provide a fruitful venue for future studies of the high-level S-ND functionalities such as short-term memory and the information encoding/processing in it. Our proposition is based on the recently developed approximation-free supersymmetric theory of stochastics that revealed the field theoretic essence of the ubiquitous dynamical long-range order (turbulence, 1/f noise, chaos, butterfly effect, self-organization, etc.) and predicted that the general phase diagram of (weak-noise) stochastic dynamics consists of the three major phases: thermal equilibrium (Tphase), noise-induced chaos (N-phase, also known as self-organized criticality), and ordinary chaos (C-phase). Within this theoretical picture and using some common sense reasoning, we argue that the T-, N-, and C-phases should be classified, from the neuroscientific point of view, as the coma-, conscious-, and seizure-like phases, respectively. We substantiate this point of view by constructing the rudimentary T-N-C phase diagram of the emulated S-ND on a neuromorphic electronic chip.
I. INTRODUCTION
The ongoing loss of brain cells is a natural process that does not cause significant problems for organism function. Even moderate concussion, that instantly damages some brain cells, is reasonably well-tolerated in that consciousness is rapidly restored after the initial injury. This fault tolerance of brain activity to moderate damage unambiguously suggests that the high-level functionalities of the brain such as consciousness and cognition are essentially a collective neurodynamical phenomena, potentially of global or even topological character.
From another perspective, unlike computers, where a loss of a single computational element may be detrimental because all elements are directly related to the computation, only some collective neurodynamical variables [1] are directly related to high-level functionalities in the brain. As such, before one can understand the fundamental principles underlying these high-level functionalities, it is necessary to understand first what these collective neurodynamical variables are and what laws govern their dynamical behavior.
Collective dynamical behavior on the larger (multineuron in our case) scale can be very different from the dynamics on the single-neuron scale. Such a situation is often attributed to the concept of dynamical complexity or emergent dynamics. Furthermore, collective neuronal dynamical behaviors can be qualitatively different among * iovchinnikov@ucla.edu † wang@seas.ucla.edu themselves, just like those of the molecules of H 2 O in ice, water, or vapor.
In physics, chemistry, and related fields, the knowledge of qualitatively different collective dynamical behaviors can be conveniently summarized within a phase diagram. The goal of this paper is to adopt this concept for collective neuronal dynamics. The feasibility of this concept is demonstrated by experiments under anesthesia showing that collective neuronal behavior changes suddenly at certain transition points as one changes, via the gradual change of the concentration of a pharmacological agent such as isoflurane, the single-neuron parameters such as resting potential [2, 3] .
The conceptualization of the phase diagram of collective neuronal dynamics is particularly timely since the rudimentary classification of stochastic dynamics has been provided very recently by the approximationfree supersymmetric theory of stochastics (STS), [4] [5] [6] the theory that revealed the mathematical essence of the ubiquitous dynamical phenomenon variously described as turbulence, chaos, (dynamical) complexity, self-organization, etc.
As it turns out, dynamical complexity is the emergent dynamical long-range order (DLRO) associated with the spontaneous breakdown of topological (or de Rahm) supersymmetry that all stochastic differential equations (SDE) possess. [7] This novel and mathematically precise picture of the ubiquitous DLRO is of ultimate importance in the context of studies of brain activity. Indeed, the "complexity" of neurodynamics is well-established experimentally by the demonstration of the emergent long-range character of the electroencephalogram (EEG) power-spectra [8] as well as the power-law statistics of neuroavalanches of lo-cal field potentials (LFPs) [9] [10] [11] [12] .
In this paper, we make the first step toward the application of the STS to neurodynamics. We focus our attention on the fast or short-term bio-chemo-electric component of neurodynamics, that we call short-term neurodynamics (S-ND), and argue that S-ND is primarily responsible for the high-level functionalities in the brain. We justify the use of the adiabatic S-ND approximation in a stationary neuromorphic implementation. We adopt the general phase diagram from the STS for S-ND and provide argumentation leading to the conclusion that the conscious brain can reside only in the so-called noise-induced chaotic phase, known previously as selforganized criticality [13] . The proposed picture is then supported by the experimental construction of the phase diagram of the emulated S-ND using a neuromorphic chip [14] . As a conclusion, we discuss what, in our opinion, is the most fruitful direction of future research that has the potential to shed some light on the important problem of the high-level functionalities in the brain.
II. ADIABATIC S-ND APPROXIMATION
Neurodynamics is a multidisciplinary subject with its roots in medicine, biology, chemistry, physics, and mathematics. It is particularly hard to study because of the hierarchical involvement of very different bioelectric, biochemical, and biomechanical processes, as well as interactions among them on all the spatio-temporal scales associated with the life cycle. To narrow down the search for the important collective variables mentioned in the introduction, one can use what can be called the adiabatic neuro-electro-dynamical approximation.
The overall dynamics in the brain may be divided into two major and qualitatively different components. The first component is the already introduced S-ND of spiking (or instantonic) dynamics of bio-electro-chemical potentials of neurons, dendrites, etc. We call the second component of neurodynmaics the long-term neurodynamics (L-ND). This is the relatively slow neuroplastic reconfiguration of the structure of the neuronal network (e.g., the topology and strength of interneuronal connections). From a physics and chemistry perspective, S-ND is mostly bio-chemo-electric, i.e., it involves relatively fast motion (or currents) of light ions such as K + , Ca 2+ , etc. In contrast, the L-ND component is mostly bio-chemo-mechanical as it involves the slow motion of heavy biological objects, needed, for example, to literally reconfigure the neuronal network.
As to the information-related issues, while L-ND is primarily responsible for what is known as long-term memory, [15] such phenomena as short-term memory, consciousness, cognition and other high-level functionalities must reside mostly in the domain of the S-ND. This can be seen from the following reasoning. It is established that multiple anesthetic agents, including scopolamine, benzodiazepines, and propofol, can act as amnestics apart from their sedative effects, so that a conscious, interactive person may have no recollection of events occurring after the administration of the drug. [16, 17] A more common example of this kind is what is known in the everyday language as blacking out: while the formation of the long-term L-ND memories can be thwarted by high concentration of alcohol in the blood, the subject may still be functional on a S-ND scale although partially impaired.
The above two examples suggest that even when the formation of new long-term memories is pharmacologically shut down or, equivalently, when the L-ND configuration of the brain is stationary, S-ND would operate and process information in more or less similar way as would a normal S-ND. The assumption that S-ND is qualitatively the same even in the hypothetical situation of a stationary L-ND configuration, is the essence of the adiabatic S-ND approximation.
On a more technical level, the two major components of neurodynamics (S-and L-ND) overlap on the time scale. Within this overlap, the S-and L-ND interact and through this interaction the short-term S-ND memories are being transformed into the long-term L-ND memories. As a result, there is no strict boundary on the time-scale between S-and L-ND. Nevertheless, because of the conspicuous temporal scale separation of the processes involved (milli)seconds for biochemo-electric processes in S-ND and up to a life-time for bio-chemo-mechanical processes of L-ND), the use of the adiabatic S-ND approximation is well justified from a mathematical point of view. Perhaps the most profound example of this sort of adiabatic approximation is the Born-Oppenheimer approximation in molecules, where one solves the Schrdinger equation for fast electrons under the assumption of stationary heavy nuclei, and then uses the resulting ground state energy as the additional interaction potential between slow nuclei.
Within the adiabatic S-ND approximation, one can separate all neurodynamical variables into the fast biochemo-electric potentials on neurons, v i , with i being the neuronal index; the fast (or S-ND) variables of the connectors (synapses, dendrites, etc.) w ij ; and the slow or L-ND variables of connectors W ij . The equations of motion can then be given as, S-ND :
L-ND :
In the S-ND equations, the slow L-ND variables must be viewed as external parameters. This is symbolically reflected by dropping the functional dependence of W on time. In this manner, in order to capture the essence of the high-level S-ND functionalities, one can as well concentrate on the S-ND equations only, leaving the dynamics of the L-ND variables for later consideration. Two things must be pointed out here for the sake of completeness of the picture. First, one reasonable assumption about the L-ND equation is to believe that its r.h.s. depends on the S-ND variables in some integral form, e.g., in the form of some (weighted) temporal averages. This temporal averaging is indicated by the barred notations for the S-ND variables in the L-ND equations. Such an assumption reflects the averaging character of the processes of the formation of the long-term memory within the standard lines of Hebbian learning [18] . Second, in the S-ND approximation, the high-level S-ND functionality is a function(al) of the L-ND configuration. This is, of course, natural: the way our brains processes information depends crucially on our previous experience and/or the long-term memory encoded in the L-ND configuration.
One of the possible and rightful objections at this moment is this: without understanding the temporal evolution of the L-ND variables, one cannot claim that he understands brain activity. This is true, of course. Nevertheless, in order to understand what kind of information is encoded in the L-ND variables, how it is encoded there, and how it evolves in time, one must first understand how the S-ND processes/encodes information before passing it over to the long-term L-ND memory. This situation is parallel to the following example from computer science: unless one knows the language of the CPU (e.g., assembler), one cannot understand the meaning of data stored on a hard-drive for later use by the CPU. It is in this line of thinking that it can be said that one has to understand the S-ND dynamics first, before trying to understand the L-ND. The adiabatic S-ND approximation says that understanding of S-ND separately from L-ND is possible in principle and this is what we are interested in here.
III. PREVIOUS UNDERSTANDING OF THE BORDER OF CHAOS
So far, we have discussed that the high-level functionality of the brain must be attributed to the S-ND and it can be studied within the adiabatic approximation of the stationary L-ND configuration. This approach is not new and it has been used in the neurodynamics community for a while now. In Ref. [19] , for example, the topology of dynamic interneuron connections is stationary during the simulation of the S-ND.
The neurodynamics community has yet another piece of fundamental knowledge about S-ND to offer. This knowledge is about the long-range character of the S-ND revealed by 1/f-noise-like power-spectra of the EEG [8] and the power-law statistics of neuroavalanches, [9] [10] [11] [12] a feature very similar to that of earthquakes (logarithmic Richter scale) as well as other nonlinear sudden (or instantonic) processes in many over branches of science, including astrophysics [20] , finances [21] , geophysics [22] , and evolutionary biology [23] . More specifically, it is well-established experimentally [9] [10] [11] [12] and numerically [19] that the brain operates on the border of chaos, i.e., in the phase between thermal equilibrium and ordinary chaos; the phase that exhibits the power-law statistics of instantonic processes.
This long-range characteristic of S-ND is a peculiar feature, which is most certainly indicative of the presence of a gapless excitation in the dynamical system. This situation calls for an explanation. The position of this phase on the border of chaos points to the possibility that the gapless excitation can be the soft-mode associated with the phase transition to chaos. More specifically, in the theory of critical phenomena (e.g., phase transitions), the elementary excitation known as the soft mode has a zero gap right at the transition point and it may be this soft mode that is responsible for the long-range character of S-ND.
The soft-mode explanation has one insolvable problem, however. The point is that in phase transitions, the soft mode is gapless only accidently, i.e., right at the transition point, whereas, the power-law statistics typically has a finite width in phase diagrams. Thus, for the softmode explanation to work, there must exist an external agent that constantly fine-tunes the parameters of the system in a way that the system resides exactly at its phase transition at all times.
In order to bypass this problem, the existence of this mysterious agent was postulated [13] . It was proposed to take for granted that there exists a very ubiquitous and mysterious force in nature that fine-tunes the parameters of (some of) stochastic models to the transition into chaos. This phenomenological approach is known under the name of self-organized criticality (SOC).
It is understood that this approach can only be regarded as a non-rigorous temporarily solution to the problem and it must be replaced with a mathematically rigorous formulation of this dynamical phenomenon, the formulation that appeared very recently as we discussed below. As it turns out, the term "critical" in application to neurodynamics [12] is correct only in that sense that the system exhibits long-range correlation/order, but it is not a correct in the sense that the system is at a critical transition point.
IV. GENERAL PHASE DIAGRAM
Such a rigorous theoretical formulation has been provided very recently within the approximation-free supersymmetric theory of stochastics (STS) and our theoretical understanding of S-ND is based on this explanation. The detail discussion of the STS is reviewed recently in Ref. [4] and in the Appendix, we discuss the key elements of this theory for the completeness of the story in this paper. In this section, we only qualitatively discuss the theoretical picture of the "border of chaos" provided by the STS.
The resolution of the mystery of SOC within the STS is as follows [24] . Note that a soft-mode mentioned in the previous section is only one of the two possible types of the zero-gap excitations. The other possibility is that The general phase diagram as predicted by the STS, consists of the three major phases: the phase of ergodic dynamics or thermal equilibrium (T), the phase of the noiseinduced chaotic behavior (N), and the phase of the ordinary chaos (C). In the deterministic limit, the N-phase collapses into the border between the T-phase and the C-phase. The dashed line terminated at a certain temperature represents the boundary of the N-and C-phases, which is transitionlike for weak noises, while for stronger noises it is smeared into a crossover.
the zero-gap excitation is a Goldstone mode, which is a result of the spontaneous breakdown of some global continuous symmetry. In SOC is the result of the Goldtone mode, the symmetry responsible for it must exist in all (or at least most) dynamical models in order to account for the ubiquitous character of power-laws in nature. Such symmetry does exist in all (stochastic) differential equations (SDEs), i.e., the class of models covering all natural and engineered dynamical systems above the scale of quantum degeneracy/coherence. This symmetry is the so-called topological or de Rahm supersymmetry and its omnipresence is merely the algebraic version of the statement that continuous-time dynamics preserves the continuity of the phase space (two very close points in the phase space remain close during evolution even in the presence of noise).
When this topological supersymmetry breaks down spontaneously, there emerges a long-range order that was proposed [4] to be called the dynamical long-range order (DLRO). Historically, the DRLO acquired several names across disciplines such as chaos, turbulence, selforganization, SOC, etc. Within this approximation-free picture, the dynamical phase with the power-law statistics of avalanches can be explained as follows. In the deterministic limit, the spontaneous breakdown of topological supersymmetry is equivalent to the concept of deterministic chaos, for which the topological supersymmetry is spontaneously broken by the non-integrability of the flow vector field in the sense of dynamical systems theory. [25] Thus, all deterministic models are divided into chaotic and non-chaotic ones.
In the presence of weak noise, there appears yet another mechanism of topological supersymmetry breaking. This mechanism is the condensation of (anti-)instanton configurations, which is a high-energy physics term for the noise-induced tunneling processes between, say, different attractors. When this mechanism leads to the spontaneous breakdown of the topological supersymmetry, the noise-induced tunneling processes (e.g., avalanches) must exhibit some unique signatures of the DLRO, for example, in the form of the power-law statistics.
This phase with the topological supersymmetry spontaneously broken by (anti-)instantons can be called the noise-induced chaotic phase (N-phase) because in the deterministic limit, the N-phase must collapse onto the border of the ordinary deterministic chaotic phase (Cphase). This is also the reason why the N-phase is located in between the C-phase and the phase of the thermal equilibrium (T-phase), i.e., the phase with unbroken topological supersymmetry. The general "border of chaos" for a stochastic model is given in Fig.1 .
Note that it was known previously that the presence of noise may lead to the emergence of power-laws and this fact was proposed to be viewed as the reason behind power-laws in neurodynamics [26] . The above picture of the N-phase dynamics from STS explains how and why this dynamical long-range order (the power-laws) arises from the interplay between noise and the proximity of chaotic phase.
V. EMULATION OF S-ND ON A NEUROMORPHIC CHIP
To recap what was said in the previous section, the finite-width N-phase exists in the presence of noise and in the deterministic limit it collapses onto the sharp transition into deterministic chaos. That the N-phase has a finite width has been well known previously. In fact, its finite width was actually the very reason for the postulation of the existence of the mysterious force called SOC discussed at the end of Sec.III. The new piece of understanding provided by the STS is that the N-phase disappears in the deterministic limit. Thus, in order to support this picture, one can investigate the relation between the width of the N-phase and the intensity of the noise.
In order to do so, we analyzed the results of our emulation of S-ND using the Spikey neuromorphic chip [14] . The chip is a configurable mixed-signal CMOS implementation of 384 leaky-integrate-and-fire (LIF) neurons and 98304 conductance based synapses. It features shortand long-term synaptic plasticity and operates in an accelerated mode approximately 10,000 times faster than real-time. For the study presented here, a recurrent neural network is constructed out of 192 neurons on the chip. Each neuron is configured to have a fixed number (5 in our case) of pre-synaptic partners that are randomly selected from the set of the available neurons. The intensity of the noise is controlled by the parameter referred to as stimstep. The stimstep represents the average time interval between two consequent noise stimuli and the noise stimuli are uniformly distributed within the time interval of the emulation (1000 ms). In other words, the stimstep is a reciprocal of the noise intensity.
In Fig.2(a) , the power-spectra of a membrane potential of one neuron are given for different firing threshold potentials and noise intensities. As can be seen, in the deterministic limit, there are only two phasesthe T-phase, with no conspicuous dynamics, and the Cphase featured by power-spectra with equidistant peaks reflecting the time-periodicity of constant firing. With an increase in noise intensity, the N-phase, featured by a 1/f -type power-spectrum, emerges and grows in width. In Fig.2(b) , three typical power-spectra behaviors (top) with their corresponding membrane potential recordings (bottom) are shown. The phase of thermal equilibrium (coma-like T-phase), the noise-induced chaotic phase (conscious-like N-phase), and the ordinary chaotic phase (seizure-like C-phase) are featured, respectively, by no membrane potential dynamics with a sharp decrease at low frequency on power spectra (left column in Fig.2(b) ), avalanche-like membrane potential with 1/f noiselike spectra (middle column in Fig.2(b) ), and a nonstop firing pertinent to the seizure-like collective neuronal behavior with 1/f noise-like spectra superimposed by equidistant peaks (right column in Fig.2(b) ).
Notice that we use the power-spectra to differentiate between the three dynamical phases, whereas in the literature, it is the avalanche statistics that is instead often used [19] . There is no conflict here. Both, the 1/f noise and the avalanche statistics, can be viewed as signatures of the DLRO, not to mention that the SOC picture of the N-phase dynamics was originally introduced [13] for the explanation of the 1/f power-spectrum.
As we already said, the purpose of the results presented in Fig.2 is to support the STS picture of the Nphase dynamics via the demonstration of the dependence of the width of the N-phase on the intensity of the noise. This necessitates that the results are acquired for a whole range of the noise intensity. In the real brain, however, the intensity of the noise is not an externally controllable parameter unless, of course, one views the sensory input also as a part of the noise via the weights function W . Stimuli, however, should be viewed as an external perturbation, the response to which can be studied in order to understand the principles of the information processing by the S-ND. Thus, the noise in our approach represents the (intractable) bio-chemo-electric influence from the host body only and the intensity of this noise is not an externally controllable parameter of the S-ND in the real brain.
At the same time, there are many other externally controllable single-neuron parameters relevant to the collective S-ND in the brain. One of the parameters is the FIG. 2. (a) . The phase diagram of emulated S-ND using the Spikey neuromorphic chip on the plane of the noise intensity and the firing threshold. The insets present the power-spectra of membrane potential on a neuron and are centered at the point of the phase diagram corresponding to the parameters used for the emulation. The scale of the insets are the same everywhere. The results show that in the deterministic limit, the N-phase collapses onto a sharp transition between the T-phase and C-phase (vertical dashed line at around -60.0 mV), as predicted by the STS picture of the N-phase dynamics; (b). Three typical power-spectra (top) with their corresponding membrane potential recordings (bottom). The "coma"-like (T), the "conscious"-like (N), and the "seizure"-like (C) phases are featured, respectively, by no membrane potential dynamics with a sharp decrease at low frequency on power spectra (left column), avalanche-like membrane potential with 1/f noiselike spectra (middle column), and a nonstop firing pertinent to the seizure-like collective neuronal behavior with 1/f noise-like spectra superimposed by equidistant peaks (right column).
neuron repolarization time. In fact, we believe that, to a good approximation, the firing threshold and the repolarization time are the two major externally controllable parameters of the collective S-ND in the real brain. For this reason, we also constructed the phase diagram of the emulated S-ND on the plane of these two parameters. As is expected and seen in Fig.3 , the N-phase is sandwiched between the T-and the C-phases.
FIG. 3. The phase diagram of emulated S-ND using the
Spikey chip at a fixed noise intensity of 10 Arb.Units in Fig.2 and for various firing threshold and repolarization time. As in Fig.2 , the insets show the power spectra at the corresponding values of the parameters. As expected, the N-phase, featured by the 1/f -type spectra, is sandwiched between the T-and the C-phases. The results show that the position of the Nphase shifts to the right with the increase of the repolarization time, thus pointing out that the effect of the increase of the repolarization time is similar to the increase of the firing threshold.
VI. DISCUSSION
In this section, we discuss how the STS picture of brain activity, in combination with some common sense arguments, may provide a few novel and important insights on collective S-ND. Although most of the material in this section is speculative, the present authors find the proposed point of view on collective S-ND reasonable enough to be shared with peers.
A. Spontaneous S-ND memory and short-term memory
One important conclusion from the STS picture of the collective S-ND is the emergence of the long-term dynamical memory in situations when the topological supersymmetry is spontaneously broken. The predecessor of this dynamical memory from classical dynamical systems theory is known as the butterfly effect, which always accompanies deterministic chaotic dynamics. In reality, this dynamical memory also reveals itself through other well-known emergent long-range dynamical behaviors such as 1/f noise and the power-law statistics of sudden instantonic processes such as neuroavalanches and other natural phenomena mentioned before.
In behavioral sciences and psychology, there is a concept of short-term memory operating on the order of seconds. We have two reasons to believe that the short term memory must be directly connected or even associated with the spontaneous S-ND memory. First, the identification of S-ND memory with short-term memory would naturally explain the important phenomenon of filtering the important information from the huge amount of data incoming from the sensorium, as we discuss in the next subsection. The second reason is a common sense argument: why should nature not take advantage of the fact that DLRO provides effortless long-range dynamical information storage within the brain for short-term memory purposes? This argument is especially convincing in light of the fact that this advantage comes at no extra cost from the bio-chemical point of view, i.e., there is no need to sustain some specialized bio-chemical process(es) that would be responsible for it.
Here is one subtle point, however. In theory, the spontaneous butterfly-effect-like memories are infinitely long, whereas the short-term memory is not. The resolution of this seeming controversy is simple. The spontaneous S-ND memory is infinite only within the adiabatic S-ND approximation. In reality, it is limited by the scale of its interaction with the long-term L-ND memory. On the temporal scales of their interaction, where the S-ND memories are being transformed into the L-ND memories, the adiabatic S-ND approximation is not valid anymore.
B. Meaning of the T-,N-, and C-phases
Yet another advancement can be made by noticing that one of the characteristic features of the S-ND in the C-phase is that neurons never stop firing. This corresponds to the clinical picture of the neurodynamical phenomenon of epileptic seizure as pointed out, for example, in Ref. [27] . Such an observation rules out the possibility that the S-ND of a conscious brain resides in the C-phase.
Summarizing the above two observations about the Tand the C-phases, one concludes that the S-ND of a conscious brain must reside in the N-phase, which thus can be identified as a conscious-like phase. Accordingly, the T-and the C-phases can be dubbed as the "coma"-like [28] and the seizure-like phases, respectively.
One comment worth making at this point is about the noise intensity in real S-ND, which seems to belong to the weak noise regime. Indeed, as well-established experimentally, an external observer can tell between different neuroavalanches. This is possible only when the noise is relatively weak because at stronger noise levels the N-C boundary must smear out into a crossover and an external observer will not be able to tell one neuroavalanche from another. Thus, the noise intensity is relatively weak in a real brain S-ND and the transition between the Nand the C-phases (consciousness-to-seizure transition as discussed above) must be sharp.
We would like to point out that the importance of noise in brain activity has been discussed previously [29] [30] [31] [32] . In our case, the importance of noise must be highlighted to the extreme -the dynamical phase for consciousness cannot exist without the noise.
C. Scale and refined phase diagram
The last thing that has to be clarified is the question of the spatio-temporal scale of the emulation results. The point is that the Spikey neuronal network has only 192 neurons and thus it can only represent a small and homogeneous part of the network in a real brain and the collective S-ND within. This is the reason why the characteristic frequency of our power-spectra is 1kHz. This is the frequency domain that resolves a single neuron firing process, which is of the order of 2 msec, the repolarization time of a neuron. The processes of the interactions among a few neurons is also within this frequency domain.
On the contrary, the neuronal networks in real brains consists of qualitatively different parts, responsible for various different functionalities in the brain and each consisting of billions of neurons. The frequency domain that contains the processes of interactions among these different parts is, of course, lower. In Ref. [2] , e.g., the characteristic frequency of the power-spectra coming from different parts of the brain during anesthesia is around 1Hz.
In other words, the phase diagram for the collective S-ND we discussed is rudimentary. In the real brain, there must exist a fine-structure of brain activity on top of the three-phase picture discussed here (see Fig.4 ). This fine structure must resolve various types of interactions between different parts of the brain. For example, the conscious phase and the sleeping phase of the collective S-ND in a real brain may as well be two subphases of the N-phase; the subphases that are separated by a phase-transition-like boundary. Moreover, the position of the important N-phase on the parameter space may vary from one part of the brain to another.
As of this moment, our understanding of the concept the fine-structure of the collective S-ND and the corresponding refined phase diagram is qualitative. Nevertheless, it may be already possible to use the concept for the purpose of the visualization of the effect of a pharmacological agent on the collective S-ND during a typical anesthesiological cycle. As the blood concentration of the agent gradually changes, the S-ND gradually changes its position of the phase diagram and from time to time it crosses subphase boundaries. At the blood concentrations corresponding to these boundaries, the S-ND changes qualitatively as was experimentally demonstrated in Ref. [2] . It is also worth noting that the way back into the awakeness subphase must not necessarily be exactly the same as the way out of it because during the cycle other parameters in the host body may also Fig. 3 and with an additional fine-structure that resolves the larger scale collective dynamical phenomena (see discussion in text). The boundaries between the qualitatively different subphases are presented as dashed curves. The awakeness phase (the thicker green filled rectangle-like area) must be a subphase of the Nphase. The two closed red arrows qualitatively represent the trajectory of a collective S-ND on the phase diagram during an anestheological cycle.
start influencing the single-neuron parameters.
VII. CONCLUSION
Anesthesiologists use drugs to render the brain transiently unconscious during surgical procedures. From a physicist's point of view, this means that the blood concentration of the anesthetic is an externally controllable parameter that can be used to draw the brain out of the dynamical phase consistent with consciousness. As we discussed in this paper, this picture can be efficiently and succinctly summarized using the concept of the phase diagram of collective neuronal dynamics on the space of (pharmacologically controllable) single-neuron parameters.
The proposed rudimentary phase diagram of collective S-ND is based on the following three assumptions: (i ) the validity of the adiabatic approximation of a stationary neuromorphic configuration due to the conspicuous temporal scale separation between the bio-chemo-electric processes of S-ND and the bio-chemo-mechanical processes of L-ND; (ii ) previous experimental observation that the S-ND of a conscious brain reside in the border of chaos, i.e., the phase that precedes ordinary chaotic behavior; (iii ) the recently developed approximation-free supersymmetric theory of stochastics that interprets the border of chaos as the noise-induced-chaotic dynamical phase that separates the thermal equilibrium phase and the ordinary chaotic phase. We supported our propo-sition by experimentally constructing the rudimentary phase diagram of collective S-ND using the Spikey neuromorphic chip and by locating the noise-induced chaotic phase on the parameter space of the resting potential vs. repolarization time.
As a conclusion, we would like to point out that the proposed concept of phase diagram of the collective neuroelectrodynamics bridges mathematical physics and anesthesiology and further work in this direction may result in fruitful crossfertilization between science and medicine.
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APPENDIX: KEY ELEMENTS OF STS
Our understanding of the S-ND phase diagram is founded on the recently developed STS [4] and in this appendix we briefly discuss the key elements of this theory for the purpose of completeness of the story in this paper. In order to do so, we concentrate on the following general class of SDEs,
which covers most of the models for the S-ND Eq. (1) in the literature. In Eq.(3), x ∈ X is a point on the phase space, which is assumed to be a smooth topological manifold, F is the flow vector field, ξ a is a set of noise variables that are assumed Gaussian white, e a is a set of vector fields describing how noise is coupled to the system, and Θ is the intensity or temperature of the noise. In the case of the S-ND Eqs.(1), x represents both the neuron potentials v and the S-ND variables of the connectors w.
Just as any other SDE, Eq.(3) defines noiseconfiguration-dependent trajectories in X. These trajectories can be thought also as a family of the noiseconfiguration-dependent maps or, more precisely, diffeomorphisms of the phase space onto itself, M tt : X → X. These diffeomorphisms have a clear meaning: if the system at moment t is at initial point x , then at a later moment t it is at point x = M tt (x ). In other words, x(t) = M tt (x ) is the SDE-generated noiseconfiguration-dependent trajectory with the initial condition x(t ) = x .
Diffeomorphisms induce actions on various objects that can be defined on the phase space. The objects of interest in our case is the differential forms, i.e., the coordinate-free objects that represent volume elements of various dimensionalities:
where
is an antisymmetric tensor, D = DimX, dx are differentials, ∧ is the wedge or antisymmetric product of the differentials, and Ω k denotes the space of all kforms. In other words, the Hilbert space of the model is the so called exterior algebra, Ω = k Ω k . The conventional description of stochastic models is that in terms of the total probability distributions, which in the coordinate-free language of the STS are "top" differential forms from Ω D . If one reduces the description of the model to only this sector of the STS, he ends up with the textbook approach to stochastic models. Differential forms of other degrees, however, must also be viewed as possible wavefunctions (especially when the topological supersymetry is broken spontaneously and the ground state is a differential form of degree less than D). The consideration of the extended Hilbert space is actually a mathematical necessity as discussed at the end of Sec. 3.4 of Ref. [4] . It is probably also worth mentioning that one of the possible physical interpretations of the differential forms of degree less than D is that they may be viewed as conditional probability distributions [33] . Now that the Hilbert space is defined, we recall again that the SDE-defined diffeomorphisms induce actions on the wavefunctions, M * tt : Ω → Ω. These actions are known as pullbacks. Explicitly, these actions are the formal substitution of x i and dx i in the wavefunction (4) by M i t t (x) and (∂M i t t (x)/∂x j )dx j , respectively. On a top differential form, this pullback will transform the argument and provide the new probability distribution with the corresponding Jacobian,
Now, unlike, say, trajectories in a non-linear phase space, pullbacks are always linear objects or operators acting on a linear Hilbert space. Therefore, one can always average pullbacks over the configurations of the noise. This operation leads to the finite-time stochastic evolution operator,M
With a little math that we are not going to reproduce here, without approximations, the finite-time stochastic evolution operator (SEO) for Eq.(3) has the following form,M
where the L's are Lie derivatives along the corresponding vector field. Recalling the Cartan formula,
, whered is the exterior derivative,î i is the interior multiplication operator, and the square brackets denote (bi-graded) a commutator, one can recast the (infinitesemal) SEO in the explicitly supersymmetric form:
aLea is what can be identified as a current operator.
The d-exact form of the SEO in Eq. (8) is a unique feature [34] . This form dictates a few general properties of the eigensystem ofĤ. For example,d is the (super)supersymmetry of the model because [d,Ĥ] = 0. This in particular, suggests that (almost) all the eigenstates come in the non-supersymmetric doublets of the form ψ α anddψ α , while a few eingenstates are supersymmetric singlets that all have zero-eigenvalue. One of the supersymmetric eigenstates is the state of thermal equilibrium, i.e., the steady state (zero-eigenvalue) of the total probability distribution (a top differential form).
One of the most important concepts in the model is the ground state of the model. It is the eigenstate with the fastest growth rate and/or the lowest real part of its eigenvalue. When the ground state is a nonsupersymmetric doublet, the supersymmetry is said to be broken spontaneously, i.e., broken by the ground state. This situation is opposite to the situation when (one of) the ground state(s) is the zero-eigenvalue supersymmetric eigenstate of thermal equilibrium discussed above.
When the supersymmetry is broken spontaneously, Goldstone theorem applies and ensures that the model must exhibit a long-range dynamical behavior. The butterfly effect, 1/f noise, power-law statistics of avalanches are examples of this spontaneous long-range dynamical behavior. The spontaneous breakdown of topological supersymmetry is the stochastic generalization of the concept of deterministic dynamical chaos [4, 6] and in the deterministic limit, it is equivalent to the deterministic chaos.
This novel supersymmetry-breaking picture of stochastic dynamical chaos is an important advancement over our previous understanding of stochastic dynamics. This understanding leads, in particular, to the unambiguous conclusion that on a phase diagram, there is a clear sharp boundary between the phases with spontaneously broken and unbroken topological supersymmetry.
The following qualitative discussion suffice to come up with an equation for the boundary separating the broken and unbroken supersymmetry phases in our experiment on the Spikey chip. The onset of the deterministic chaos is at V cr (Θ)| Θ=0 ≈ −60.5mV as is seen from Fig.(2) . This is the point where the boundary between the broken and unbroken supersymmetry crosses the deterministic axis. Now, with the addition of the noise, the boundary moves "left". From the physical point of view, this means that the noise can initiate avalanches and the resulting dynamics is "effectively chaotic" even though the original flow vector field, F , is not. The processes of the initiation of avalanches are essentially noise-induced tunneling processes through a threshold barrier. Therefore, one can hypothesize, that the equation of the boundary can be derived from the following requirement, e −∆(Vcr(Θ))/Θ = const 1 , where ∆(V ) is the functional dependence of the "barrier height" on the threshold voltage. It is a reasonable assumption that ∆(V ) is a linear function that must vanish at V = V cr (0), i.e., ∆(V ) = const 2 (V − V cr (0)). As a result, one arrives at the conclusion that the equation of the boundary of the topological supersymmetry breaking is linear V cr (Θ) − V cr (0) ∝ Θ, which is in a good agreement with our data presented in Fig.(2) .
