Trace inequalities for logarithms and powers of J-Hermitian matrices  by Bebiano, N. et al.
Linear Algebra and its Applications 432 (2010) 3172–3182
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Trace inequalities for logarithms and powers
of J-Hermitian matrices
N. Bebiano a ,∗, R. Lemos b, J. da Providência c, G. Soares d
a CMUC, Department of Mathematics, University of Coimbra, Coimbra, Portugal
b MA, Department of Mathematics, University of Aveiro, Aveiro, Portugal
c CFT, Department of Physics, University of Coimbra, Coimbra, Portugal
d CMUTAD, Department of Mathematics, University of Trás-os-Montes e Alto Douro, P5000-911 Vila Real, Portugal
A R T I C L E I N F O A B S T R A C T
Article history:
Received 18 September 2009
Accepted 12 January 2010
Available online 20 February 2010
Submitted by R. Horn
AMS classiﬁcation:
47B50
47A63
15A45
Keywords:
Indeﬁnite inner product space
J-Hermitian matrix
Relative entropy
Tsallis entropy
Klein inequality
Peierls–Bogoliubov inequality
Spectral inequalities are stated for the traceof theexponential or the
logarithmic of certain J-Hermitian matrices, J = Ir ⊕ −In−r , 0 <
r < n. The obtained inequalities are established in the context of
indeﬁnite inner product spaces, and they are known to be valid for
Hilbert space operators or operator algebras.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the sequelMnwill denote thealgebraofn × n complexmatrices.Wewill considerCnwithaKrein
space structure inducedby the indeﬁnite inner product [x, y] := y∗Jx, x, y ∈ Cn,where J = Ir ⊕ −In−r .
∗ Corresponding author.
E-mail addresses: bebiano@mat.uc.pt (N. Bebiano), rute@ua.pt (R. Lemos), providencia@teor.ﬁs.uc.pt (J. da Providência),
gsoares@utad.pt (G. Soares).
0024-3795/$ - see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2010.01.017
N. Bebiano et al. / Linear Algebra and its Applications 432 (2010) 3172–3182 3173
A matrix A ∈ Mn is said to be J-Hermitian if A = A# where A# is deﬁned by [Ax, y] = [x, A#y], x, y ∈
Cn, that is, A# = JA∗J. These matrices appear in many problems of physics, such as in applications
of the theory of small oscillations of a mechanical system, in relativistic quantum mechanics or in
the theory of algebraic models in quantum physics [20,21]. For J-Hermitian matrices A, B ∈ Mn, the
J-order relation AJ B is deﬁned by [Ax, x][Bx, x], x ∈ Cn, which means that JA − JB is a positive
semi-deﬁnite Hermitian matrix. Ando [2] and Sano [25] obtained a Löwner inequality of indeﬁnite
type, namely if I J AJ B, then I J Aα J Bα for any α ∈ [0, 1]. In this direction, Sano [25] proved that
if r > 0, p > 0, q 1 satisfy (1 + 2r)q p + 2r then I J AJ B implies A(p+2r)/q J(ArBpAr)1/q. This
can be viewed as an indeﬁnite version of Furuta inequality [15,16] for a certain class of J-Hermitian
matrices. Motivated by these results, some authors [7–10] derived indeﬁnite versions of inequalities
valid in the context of Hilbert spaces.
There exists a rich theory of inequalities for Hermitian matrices. In contrast with these matrices
whose spectrum is real, the spectrum of a J-Hermitian matrix is symmetric relatively to the real axis
[4]. Henceforth, this property prevents the derivation of inequalities for these matrices, except for
some special classes. In this note, spectral inequalities involving traces of logarithms and traces of
powers of certain J-Hermitian matrices are derived.
2. Trace inequalities for logarithms
Before discussing trace inequalities, we recall some useful notions and notation.We denote byσ(A)
the spectrum of A ∈ Mn and by σ±J (A) the sets of the eigenvalues of A with associated eigenvectors
x such that x∗Jx = ±1. A matrix U ∈ Mn is said to be J-unitary if UU# = In. The J-unitary matrices
form a locally compact group Ur,n−r , called the J-unitary group. We recall that a J-Hermitian matrix A
is diagonalizable under a J-unitary similarity transformation (or simply is J-unitarily diagonalizable) if
and only if every eigenvalue of A belongs either to σ+J (A) or to σ−J (A) [4]. We will be concerned with
the class J of J-Hermitian matrices X ∈ Mn such that:
(i) σ+J (X) = {λ1, . . . , λr : λ1  · · · λr}, σ−J (X) = {λr+1, . . . , λn : λr+1  · · · λn};
(ii) The eigenvalues of X do not interlace, that is, either λr > λr+1 or λn > λ1.
For A, B ∈ J with positive spectra, we deﬁne the entropy of A by S(A) :=− Tr(A log A) (by conven-
tion, x log x = 0 if x = 0) and the relative entropy of A and B as S(A, B) := Tr(A (log A − log B)).
These concepts have been extensively studied for positive semi-deﬁnite Hermitian matrices (see
[11] and references therein).
Theorem 2.1. Let A, B ∈ J have positive eigenvalues α1, . . . ,αn and β1, . . . ,βn, respectively.
Then statements (i) and (ii) hold:
(i) If αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1), then
Tr (A(log A − log B))
n∑
j=1
αj log
αj
βj
.
(ii) If αr > αr+1 and βr > βr+1 (or αn > α1 and βn > β1), then
Tr (A(log A − log B))
r∑
j=1
αjlog
αj
βr−j+1
+
n∑
j=r+1
αjlog
αj
βn+r−j+1
.
Proof. Since A, B ∈ J , the J-Hermitian matrices A, B are J-unitarily diagonalizable. Without loss of
generality, wemay assume that A = diag(α1, . . . ,αn), B = UB0U# withU ∈ Ur,n−r and B0 = diag(β1,
. . . ,βn). Let
ψ (U) = Tr
(
A
(
log A − log
(
UB0U
#
)))
= Tr
(
Alog A − AU log B0U#
)
. (1)
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Under the restrictions on the eigenvalues ofA, B, we show thatψ(U) ranges over a closed real half-line.
In order to determine its endpoint, we begin by investigating the critical points ofψ.We say that U is
critical if d
dt
ψ(eitSU)
∣∣∣
t=0 = 0 for an arbitrary J-Hermitian matrix S. After some computations, we get
d
dt
ψ
(
eitSU
)∣∣∣∣
t=0
= −iTr
(
ASU log B0U
# − AU log B0U#S
)
= iTr
(
SAU log B0U
# − SU log B0U#A
)
.
Thus, U is critical if Tr(S[A, Ulog B0U#]) = 0 for any J-Hermitian matrix S, where [X, Y] stands for the
Lie bracket XY − YX . Since S is arbitrary, we get [A, U log B0U#] = 0. Supposing that the eigenvalues
α1, . . . ,αn are all distinct, this implies that
Udiag (log β1, . . . , log βn)U
# = diag (log βσ(1), . . . , log βσ(n)) ,
being σ ∈ Sn, the symmetric group of degree n. If the eigenvalues α1, . . . ,αn are not all distinct,
suppose A = ⊕sk=1α′kInk , with α′1, . . . ,α′s distinct. Then U log B0U# is a direct sum of block matrices,
U log B0U
# =
s⊕
k=1
Bk,
with Bk ∈ Mnk , k = 1, . . . , s and n1 + · · · + ns = n. Since n1 + · · · + nk = r, for some k, each Bk is
Hermitian and so it may be diagonalized by a unitary matrix Vk. Then the matrix V = ⊕sk=1 Vk is
unitary as well as J-unitary and satisﬁes [A, V] = 0 as well as [A, V#] = 0. So U log B0U# may be taken
in diagonal form
PTσ diag(log β1, . . . , log βn)Pσ ,
where Pσ is the permutation matrix associated with
σ = σ1 ◦ σ2, σ1(j) = j, j = r + 1, . . . , n, σ2(j) = j, j = 1, . . . , r. (2)
Thus, a critical U is essentially a permutation matrix of the form Uσ = (δlσ(j)) and
ψ(Uσ ) =
n∑
j=1
αj
(
log αj − log βσ(j)) . (3)
Let J = Ir ⊕ −In−r = diag(1, . . . , n).Under the assumptions on the eigenvalues of A and B in (i), we
have
kj(αk − α) (log βj − log β) < 0, k, j = 1, 2, . . . , n,
where
α = α1+αn
2
, β = βr+βr+1
2
if αn > α1 and βr > βr+1,
α = αr+αr+1
2
, β = β1+βn
2
if αr > αr+1 and βn > β1.
Hence by [7, Lemma 2.5] and its remark, and bearing in mind that Ur,n−r is connected, the set{
Tr
(
(A − αIn)U(log B0 − log βIn)U#
)
: U ∈ Ur,n−r
}
is a closed half-line in R. Since
ψ(U) = Tr(A(log A − log βIn)) − Tr
(
(A − αIn)U(log B0 − log βIn)U#
)
−αTr(log B0 − log βIn),
we conclude thatψ(U) in (1) ranges over a closed half-line in the real line. Now, for k r, l r + 1, let
Vkl be the J-unitary matrix which is obtained from In replacing the entries (k, k), (l, l) and (k, l), (l, k)
by cosh t and sinh t, respectively, t ∈ R. Then
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ψ (VklUσ ) =
n∑
j=1
αj
(
log αj − log βσ(j))+ sinh2 t (αk − αl) (log βσ(l) − log βσ(k))ψ(Uσ )
and so ψ(U) ranges over a closed right half-line. For αn > α1 and βr > βr+1 (or αr > αr+1 and
βn > β1), and any U ∈ Ur,n−r , we show that
ψ (U) >
n∑
j=1
αj
(
log αj − log βj) .
Indeed, suppose that σ1(j) = j, j = 1, . . . , l − 1, σ1(l) /= l and consider 1 < k r such that σ1(k) = l.
Having in mind (3), we get
r∑
j=1(j /=k,l)
αj
(
log αj − log βσ1(j)
)+ αl (log αl − log βl) + αk (log αk − log βσ1(l))
+
n∑
j=r+1
αj
(
log αj − log βσ2(j)
)− ψ(Uσ )
= −(αl − αk)(log βl − log βσ1(l)) 0, (4)
because k > l and σ1(l) > l. For σ1, σ2 in (2), let ξ ∈ Sn be such that ξ(l) = l, ξ(k) = σ1(l),
ξ(j) = σ1(j), j = 1, . . . , r, j /= k, l, and ξ(j) = σ2(j), j = r + 1, . . . , n.
If the equality doesnothold in (4), thenψ(Uξ ) < ψ(Uσ ), a contradiction, sinceψ(Uσ ) is theminimum
ofψ(U). Therefore, the equality in (4) holds and the pointψ(Uξ ) is also the minimum. Hence, we can
take ξ as new σ1 in (4). Repeating the argument, we conclude that σ1(j) = j, j = 1, . . . , r. Thus, σ1
can be assumed the identity. Similarly, it can be shown that σ2 is the identity, and so
n∑
j=1
αj
(
log αj − log βj)
is the minimum of ψ(U). This proves (i).
Now, we prove (ii). Under the assumptions on the eigenvalues of A and B in (ii), we ﬁnd
kj(αk − α) (log βj − log β) > 0, k, j = 1, 2, . . . , n,
where
α = α1+αn
2
, β = β1+βn
2
if αn > α1 and βn > β1,
α = αr+αr+1
2
, β = βr+βr+1
2
if αr > αr+1 and βr > βr+1.
Repeating the above arguments, we get
ψ (U)
n∑
j=1
αj log αj − (α1 log βr + · · · + αr log β1 + αr+1 log βn + · · · + αn log βr+1)
for any U ∈ Ur,n−r and so (ii) holds. 
The following corollary is an indeﬁnite version of Klein inequality [23].
Corollary 2.1. Let A, B ∈ J be under the conditions of Theorem 2.1.
If αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1), then
Tr (A(log A − log B)) > Tr (A − B) .
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Proof. By Theorem 2.1 (i), we obtain
Tr (A(log A − log B) − A + B) 
n∑
j=1
(
αj log
αj
βj
− αj + βj
)
=
n∑
j=1
βj
(
αj
βj
log
αj
βj
− αj
βj
+ 1
)
 0,
the last inequality being justiﬁed by the fact that x log x − x + 1 0 for x > 0. Clearly, the equality
occurs if and only if αj/βj = 1, j = 1, . . . , n. But this is impossible because we are assuming that
αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1), so the strict inequality holds. 
The following corollary can be seen as an indeﬁnite version of the Peierls–Bogoliubov inequality.
Corollary 2.2. Let A, B ∈ J have eigenvalues α1, . . . ,αn and β1, . . . ,βn, respectively. If αn > α1 and
βr > βr+1 (or αr > αr+1 and βn > β1), then
Tr eB
Tr eA
> exp
⎛
⎝Tr
(
(B − A)eA
)
Tr eA
⎞
⎠ .
Proof. We observe that eA/Tr eA, eB/Tr eB ∈ J . Moreover, their eigenvalues are positive and satisfy
analogous conditions to those of A, B. Replacing in Corollary 2.1, A and B by eA/Tr eA and eB/Tr eB,
respectively, we ﬁnd
Tr
(
eA
Tr eA
(A − B) + e
A
Tr eA
log
Tr eB
Tr eA
)
> 0.
By applying the exponential to both sides of the inequality
log
Tr eB
Tr eA
>
Tr
(
(B − A)eA
)
Tr eA
,
the result follows. 
The following corollary is an indeﬁnite version of the thermodynamic inequality [5,6,22].
Corollary 2.3. Let A, B ∈ J have eigenvalues α1, . . . ,αn  0 and β1, . . . ,βn, respectively. Assume also
that Tr A = 1.
If αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1), then
log Tr eB > Tr(AB) + S(A).
Proof. Under the hypothesis, we may conclude that log α1  · · · log αr belong to σ+J (log A) and
log αr+1  · · · log αn belong to σ−J (log A). Moreover, log αn > log α1 (or log αr > log αr+1). Re-
placing A by log A in Corollary 2.2 and having in mind that Tr A = 1, we get
Tr eB > expTr ((B − log A)A) = exp (Tr(AB) + S(A)) .
By the monotonicity of the logarithmic function, the result follows. 
Now, we present a chain of equivalent statements to the indeﬁnite Peierls–Bogoliubov inequality.
For simplicity of notation, we denote by J ∗ the class of all pairs of matrices (A, B) such that A, B ∈ J
have eigenvalues α1, . . . ,αn and β1, . . . ,βn, respectively, satisfying αn > α1 and βr > βr+1 (or αr >
αr+1 and βn > β1).
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Theorem 2.2. The following statements hold and are mutually equivalent:
(i) Tr eB/Tr eA > exp(Tr((B − A)eA)/Tr eA) for (A, B) ∈ J ∗;
(ii) log Tr eB > Tr(AB) + S(A), whenever (A, B) ∈ J ∗, Tr A = 1 and σ(A) ⊂ IR+;
(iii) 1
n
S((Tr A)In, (Tr B)In) < S(A, B), whenever (A, B) ∈ J ∗, σ(A), σ(B) ⊂ IR+;
(iv) S(A, B) > 0, whenever (A, B) ∈ J ∗, Tr A = Tr B and σ(A), σ(B) ⊂ IR+.
Proof. By Corollary 2.2, (i) holds and the implication (i) ⇒ (ii) has been proved in Corollary 2.3.
(ii) ⇒ (iii): Assume that the eigenvalues of A, B are positive. Replacing in (ii) A and B by A/Tr(A)
and log B, respectively, we get
log Tr B >
Tr(A log B) + S(A)
Tr A
+ log Tr A.
Taking into account that Tr A > 0, we ﬁnd
−1
n
S ((Tr A)In, (Tr B)In) = Tr A (log Tr B − logTr A)
> Tr(A log B) + S(A)
= −S(A, B).
(iii) ⇒ (iv): Considering Tr A = Tr B in (iii), then (iv) is trivially obtained.
(iv) ⇒ (i): The J-Hermitian matrices eA/Tr eA, eB/Tr eB have trace one and positive eigenvalues.
Replacing A, B in (iv) by eA/Tr eA, eB/Tr eB, respectively, (i) follows. 
3. Trace inequalities for powers
For A, B ∈ J with positive eigenvalues and λ ∈ (0, 1], we deﬁne the Tsallis entropy of A as Sλ(A) :=
1
λ
Tr(A1−λ − A) and the Tsallis relative entropy of A and B as Dλ(A, B) := 1λTr(A − A1−λBλ). These con-
cepts are familiar in the context of positive semi-deﬁnite Hermitian matrices [12–14] and are still
meaningful for theclassJ . Forx 0 the functionexλ = (1 + λx)
1
λ and its inverse lnλx = xλ−1λ converge
to ex and logx, respectively, as λ → 0. Thus, the Tsallis entropy and the Tsallis relative entropy can
be written as Sλ(A) = −Tr(A1−λlnλA) and Dλ(A, B) = Tr(A1−λ(lnλA − lnλB)) and as λ → 0 they
converge to S(A) and S(A, B), respectively. The proof of the next result follows similar steps to the proof
of Theorem 2.1, so we only sketch it, the details being left to the reader.
Theorem 3.1. Let A, B ∈ J be under the conditions of Theorem 2.1. For λ ∈ (0, 1], the statements (i) and
(ii) hold:
(i) If αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1), then
Tr
(
A1−λ(lnλA − lnλB)
)

n∑
j=1
αj − αj1−λβjλ
λ
.
(ii) If αr > αr+1 and βr > βr+1 (or αn > α1 and βn > β1), then
Tr
(
A1−λ(lnλA − lnλB)
)

r∑
j=1
αj − αj1−λβr−j+1λ
λ
+
n∑
j=r+1
αj − αj1−λβn+r−j+1λ
λ
.
Proof. For λ = 1 and with the usual convention A0 = I,we have Tr(A − B) = ∑nj=1(αj − βj). So we
considerλ ∈ (0, 1).Without loss of generality,wemay assume thatA = diag(α1, . . . ,αn), B = UB0U#
for U ∈ Ur,n−r and B0 = diag(β1, . . . ,βn). Let
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ψ(U) = Tr
(
A − A1−λ(UB0U#)λ
λ
)
.
The matrix U is critical if d
dt
ψ(eitSU)|t=0 = 0, for an arbitrary J-Hermitian matrix S. Now,
d
dt
ψ
(
eitSU
)∣∣∣∣
t=0
= −iTr
(
A1−λ
[
S, UBλ0U
#
])
= iTr
(
S
[
A1−λ, UBλ0U#
])
= 0.
Since S is arbitrary, this implies that
Udiag
(
βλ1 , . . . ,β
λ
n
)
U# = diag
(
βλσ(1), . . . ,β
λ
σ(n)
)
,
being σ = σ1 ◦ σ2 ∈ Sn, with σ1(j) = j, j = r + 1, . . . , n, and σ2(j) = j, j = 1, . . . , r. Thus, a critical
U is a permutation matrix Uσ = (δlσ(j)) and
ψ(Uσ ) =
n∑
j=1
αj − αj1−λβσ(j)λ
λ
.
For k r, l r + 1, let Vkl ∈ Ur,n−r be the J-unitary matrix obtained from In replacing the entries
(k, k), (l, l) and (k, l), (l, k) by cosh t and sinh t, respectively. Then
ψ(VklUσ ) =
n∑
j=1
αj − αj1−λβσ(j)λ
λ
+ sinh2 t 1
λ
(
α1−λk − α1−λl
) (
βλσ(l) − βλσ(k)
)
.
For αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1) and any U ∈ Ur,n−r , after some calculations
we may conclude that
ψ(U)
n∑
j=1
αj − αj1−λβjλ
λ
and we infer (i).
If αr > αr+1 and βr > βr+1 (or αn > α1 and βn > β1) and any U ∈ Ur,n−r , we ﬁnd
ψ(U)
1
λ
n∑
j=1
αj − 1
λ
(
α1−λ1 βλr + · · · + α1−λr βλ1 + α1−λr+1 βλn + · · · + α1−λn βλr+1
)
and so (ii) holds. 
Corollary 3.1. Let λ ∈ (0, 1) and let A, B ∈ J be under the conditions of Theorem 2.1. If αn > α1 and
βr > βr+1 (or αr > αr+1 and βn > β1), then
Tr
(
A1−λ (lnλA − lnλB)
)
> Tr(A − B).
Proof. Firstly,we showthat forλ ∈ (0, 1),wehave f (x) = 1
λ
(x − x1−λ) − x + 1 0 for x > 0. Indeed,
f ′(x) = 1
λ
(1 − λ)(1 − x−λ), f ′′(x) = (1 − λ)x−1−λ. Since f ′(x) = 0 if and only if x = 1 and f ′′(x) 0,
we have f (x) f (1) = 0 as desired. Now, by Theorem 3.1 (i), we obtain
Tr
(
A − A1−λBλ
λ
− A + B
)

n∑
j=1
(
αj − αj1−λβjλ
λ
− αj + βj
)
=
n∑
j=1
βj
⎛
⎜⎝
αj
βj
−
(
αj
βj
)1−λ
λ
− αj
βj
+ 1
⎞
⎟⎠  0.
The equality occurs if and only ifαj/βj = 1, j = 1, . . . , n, which is impossible becausewe are assuming
that αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1). 
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Corollary 3.2. Let λ ∈ (0, 1) and let A, B ∈ J be under the conditions of Theorem 2.1. If αn > α1 and
βr > βr+1 (or αr > αr+1 and βn > β1), then Tr(A1−λBλ) < (Tr A)1−λ(Tr B)λ.
Proof. Replacing in Corollary 3.1, A and B by the J-Hermitian matrices A/Tr A and B/Tr B respectively,
we ﬁnd
1
λ
Tr
(
A
Tr A
− A
1−λBλ
(Tr A)1−λ (Tr B)λ
)
= 1
λ
⎛
⎝1 − Tr
(
A1−λBλ
)
(Tr A)1−λ (Tr B)λ
⎞
⎠ > 0
and the result follows since λ > 0 and A, B have positive trace. 
Corollary 3.3. Let λ ∈ (0, 1) and let A, B ∈ J have eigenvalues α1, . . . ,αn and β1, . . . ,βn, respectively.
If αn > α1 and βr > βr+1 (or αr > αr+1 and βn > β1), then
Tr eBλ
Tr eAλ
> expλ
⎛
⎝Tr
(
(B − A)(eAλ)1−λ
)
Tr eAλ
⎞
⎠ .
Proof. Under the hypothesis, eAλ is a J-Hermitian and J-unitarily diagonalizable matrix with positive
eigenvalues (1 + λαj) 1λ , j = 1, . . . , n. Then (1 + λα1) 1λ  · · ·(1 + λαr) 1λ belong to σ+J (eAλ), (1 +
λαr+1)
1
λ  · · ·(1 + λαn) 1λ belong toσ−J (eAλ) and satisfy (1 + λαn)
1
λ > (1 + λα1) 1λ (or (1 + λαr) 1λ
> (1 + λαr+1) 1λ ). Analogous conditions hold for the eigenvalues of eBλ.
If A, B have positive eigenvalues, from Corollary 3.2 we infer
Tr
(
A1−λBλ
)
− Tr A
λ
<
(Tr A)1−λ (Tr B)λ − Tr A
λ
and we easily get
lnλ
Tr B
Tr A
> −Dλ(A, B)
Tr A
. (5)
Replacing in (5) A and B by eAλ and e
B
λ, respectively, we obtain
lnλ
Tr eBλ
Tr eAλ
>
Tr
(
(B − A)(eAλ)1−λ
)
Tr eAλ
,
and the result follows. 
Remark 1. Replacing in Corollary 3.1, A, B by eAλ, e
B
λ, respectively, we obtain
Tr
(
(eAλ)
1−λ(A − B)
)
> Tr eAλ − Tr eBλ.
Since Tr eAλ > 0 we get
Tr eBλ
Tr eAλ
> 1 + Tr
(
(B − A)(eAλ)1−λ
)
Tr eAλ
.
Having in mind that exλ  1 + x for any real x, Corollary 3.3 improves this estimate.
Next, we present a parallel result to Theorem 2.2.
Theorem 3.2. Let λ ∈ (0, 1). The following statements hold and are mutually equivalent:
(i) Tr eBλ/Tr e
A
λ > expλ(Tr((B − A)(eAλ)1−λ)/Tr eAλ) for (A, B) ∈ J ∗;
(ii) lnλTr e
B
λ > Tr(A
1−λB) + Sλ(A), whenever (A, B) ∈ J ∗, Tr A = 1 and σ(A) ⊂ IR+;
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(iii) 1
n
Dλ((Tr A)In, (Tr B)In) < Dλ(A, B), whenever (A, B) ∈ J ∗, σ(A), σ(B) ⊂ IR+;
(iv) Dλ(A, B) > 0, whenever (A, B) ∈ J ∗, Tr A = Tr B and σ(A), σ(B) ⊂ IR+.
Proof. We proved (i) in Corollary 3.3.
(i) ⇒ (ii): Under the hypothesis, lnλA is a J-Hermitian and J-unitarily diagonalizable matrix with
eigenvalues
(
αλj − 1
)
/λ, j = 1, . . . , n, such that
(
αλ1 − 1
)
/λ · · ·
(
αλr − 1
)
/λ belong to
σ+J (lnλA),
(
αλr+1 − 1
)
/λ · · ·
(
αλn − 1
)
/λ belong to σ−J (lnλA) and satisfy
(
αλn − 1
)
/
λ >
(
αλ1 − 1
)
/λ (or
(
αλr − 1
)
/λ >
(
αλr+1 − 1
)
/λ). Thus, replacing A by lnλA in (i) and recalling
that Tr A = 1, we get
Tr eBλ > expλTr
(
(B − lnλA)A1−λ
)
= expλ
(
Tr(A1−λB) + Sλ(A)
)
,
and so (ii) follows.
(ii) ⇒ (iii): Assume the eigenvalues of A, B are positive. It is easy to see that
Sλ
(
A
Tr A
)
= Sλ(A)
(Tr A)1−λ
+ lnλTr A.
Thus, replacing in (ii) A and B by A/Tr(A) and lnλ B, respectively, we get
lnλTr B >
Tr(A1−λ lnλ B) + Sλ(A)
(Tr A)1−λ
+ lnλTr A.
Taking into account that Tr A > 0 we ﬁnd
−1
n
Dλ ((Tr A)In, (Tr B)In) = (Tr A)1−λ (lnλTr B − lnλTr A)
> Tr(A1−λlnλB) + Sλ(A)
= −Dλ(A, B).
(iii) ⇒ (iv): Considering Tr A = Tr B in (iii), then (iv) is trivially obtained.
(iv) ⇒ (i): Replacing A and B in (iv) by eAλ/Tr eAλ and eBλ/Tr eBλ, respectively, we ﬁnd (i). 
4. Final remarks and open questions
The famous Golden–Thompson inequality [17,19,26,27] for Hermitian matrices H, K states that
Tr
(
eH+K
)
 Tr
(
eHeK
)
.
This inequality is a basic tool in quantum statistical mechanics and extensions to inﬁnite dimension
haveextensive literature [3,24]. As thenext example shows, the indeﬁnite counterpart of this inequality
is not valid. Let
U =
[
u v
v u
]
,
for u, v ∈ IR such that u2 − v2 = 1. Consider J = diag(1,−1) and
A =
[
2 0
0 1
]
, B = UAU# =
[
1 + u2 −uv
uv 1 − v2
]
.
Thus,
log A = log 2
[
1 0
0 0
]
, log B = U log AU# = log 2
[
u2 −uv
uv −v2
]
,
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being the spectrum of log A + log B given by log 2{1 + √1 + v2, 1 − √1 + v2} and so
Tr
(
elog A+log B
)
= 2
(
2
√
1+v2 + 2−
√
1+v2
)
, Tr (AB) = 5 + v2.
For the J-Hermitian matrices H = log A and K = log B, we have Tr(eH+K) > Tr(eHeK) if v /= 0 and so
the
Golden–Thompson inequality is not valid. This remarkable inequality relies on the following fact: if
H, K are Hermitian, then i[H, K] is also Hermitian and unitarily diagonalizable, the matrix −[H, K]2 is
positive deﬁnite and so−Tr([H, K]2) 0 (cf. [17,27]). In the indeﬁnite case, if H, K are J- Hermitian, so
it is i[H, K] as well as−[H, K]2. However, in the above example i[H, K] is not J-unitarily diagonalizable
and moreover −Tr([H, K]2) 0.
The following question arises:
(I) Under what conditions does Tr(eH+K) > Tr(eHeK) hold for H and K J-Hermitian matrices?
We conjecture that the opposite Golden–Thompson inequality holds for the 2 × 2 case of J =
diag(1,−1)-Hermitian matrices if their eigenvalues are positive and do not interlace. Our conjecture
is based on numerical experiments.
If A, B are positive semi-deﬁnite Hermitian matrices, then
Tr (A(log A + log B)) 1
p
Tr
(
A log
(
Ap/2BpAp/2
))
(6)
for any p > 0 and the right-hand side of (6) converges decreasingly to the left-hand side as p ↓ 0. This
result was ﬁrstly proved by Hiai and Petz [18] and it was later strengthened by Ando and Hiai [1]. If
J = diag(1,−1) and A, B ∈ M2 are J-Hermitian matrices in J such that A, B and Ap/2BpAp/2, p > 0,
have positive eigenvalues, then it can be proved that
Tr (A(log A + log B)) 1
p
Tr
(
A log
(
Ap/2BpAp/2
))
(7)
and the right-hand side of (7) converges increasingly to the left-hand side as p ↓ 0. It is remarkable that
inequality (7) for 2 × 2 J-Hermitian matrices with positive eigenvalues is opposite to (6) for positive
semi-deﬁnite matrices.
The following question takes place:
(II)Underwhatconditionson the J-HermitianmatricesA, B ∈ Mn does (7)hold foranyp > 0, n 3?
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