In this paper, we propose a new approach for 3D face verification based on tensor representation. Face challenges, such as illumination, expression and pose, are modeled as a multilinear algebra problem where facial images are represented as high order tensors. Particularly, to account for head pose variations, several pose scans are generated from a single depth image using Euler transformation. Multi-bloc local phase quantization (MB-LPQ) histogram features are extracted from depth face images and arranged as a third order tensor. The dimensionality of the tensor is reduced based on the higher-order singular value decomposition (HOSVD). HOSVD projects the input tensor in a new subspace in which the dimension of each tensor mode is reduced. To discriminate faces of different persons, we utilize the Enhanced Fisher Model (EFM). Experimental evaluations on CASIA-3D database, which contains large head pose variations, demonstrate the effectiveness of the proposed approach. A verification rate of 98.60% is obtained.
Introduction
In real world applications, face recognition is confronted to several challenges, in terms of, for e.g., illuminations, expressions, occlusions and poses variations. This situation has highly motivated researchers from the fields of computer vision and pattern recognition to Ammar Chouchane chouchane ammar@yahoo.com consider face recognition challenge under so called 'in the wild' conditions, referring to face images acquired in uncontrolled environments. The possibility to mitigate the influence of lighting, expression and poses variations makes 3D facial scans more effective and robust to these challenges compared to usual RGB images. This explains the recent rising interest in exploiting 3D sensing technologies for enhancing the face recognition systems [33] .
Head pose variation and camera viewpoint have been identified as the major unsolved problems of face recognition, which attracts a great interest [9, 14, 32] . In many face recognition applications, there is always a difference in the head inclination angles between the training images and the test image. Usually, the training images consist of a frontal face, while the test image are rotated faces with arbitrary angles in the 3D space, i.e., around Xaxis Y-axis and Z-axis (roll, yaw and pitch, respectively). In the present work, we tackle the face viewpoint problem by generating several faces at different rotations using Euler transformation of 3D face scans.
Unconstrained video surveillance scenarios are the ideal environments where our solution applies. Additionally, any unconstrained and uncontrolled environment should include pose variation aware face recognition. Other applications of our solution include noninvasive systems where the user cooperation is minimized to the lowest possible case, to promote the user ease. Here, the system should be able to recognize the person whatever his head position is, without requesting any cooperation.
In face recognition systems, facial representation plays a main role in the choice of methods and mathematical tools. Linear transformations, which are based on matrices and vectors representation of data, have been largely investigated due to their conceptual and computational simplicity [25] . Among the most famous algorithms are Principal Components Analysis (PCA) [24] , Linear Discriminant Analysis (LDA) [2] and Independent Components Analysis (ICA) [1] . These linear transformations are based on matrix representation of data. However, they are not a natural way for representation of the facial data [15] , since the image vectorization process causes the loss of pixels' location [31] . On the other hand, multilinear transformations which are extensions of linear transformations to high order tensors representation, offer a powerful and natural way of data representation. An example a tensor representation of face images is depicted in Fig. 1 .
Fig. 1 Example of high order tensor representation of face images
This paper adopts a 3 rd -order face tensor representation that takes into account head pose variations. The Euler transform is used to generate face rotations in the range ±60 • around the Y-axis, which form a mode of the face tensor. More precisely, the main contributions of this paper are summarized as below.
1. Multidimensional modeling of facial data based on higher order tensors is used to improve the performance of the face verification in the presence of large pose variations. We proposed a new approach for tensor dimensionality reduction based on two methods, Multilinear using HOSVD, followed by another linear based on the advantage of discrimination between classes given by EFM algorithm. HOSVD is used to project the tensor data in multilinear subspace, in which, the dimension of each tensor mode is reduced. It additionally allows dealing with the Small Sample Size (SSS) problem in high-dimensional spaces. 2. 3D face verification is evaluated the presence of large poses variations using frontal face databases, in which different poses scans for each person are generated from one depth image using Euler angles, in three-dimensional space, which can be defined by 3D rotation matrix.
The remainder of our paper is organized as follows. Section 2 discusses the related work in two directions, multilinear transformations and non-frontal face recognition. Section 3 presents the our proposed algorithm for tensor dimensionality reduction and discrimination. Section 4 reminds the Euler transform we use for rotating frontal faces. Our complete face verification system is presented in Section 5. Section 6 introduces the experimental data and test protocol, and discusses the results. Finally, Section 7 concludes the paper and outlines the future work.
Related work
This section reviews the related work focusing on two main directions. First, the multilinear dimensionality reduction transformations are presented. Then, the non-frontal facial recognition approaches, which deal with the pose variations, are summarized.
Recently, many multilinear subspace transformations, based on multilinear algebra, are proposed for tensor reduction and classification. Multilinear Principal Component Analysis (MPCA) [15] is a multilinear extension of PCA. MPCA projects the high order tensor to a new subspace with lower dimension by applying an orthogonal transformation on each tensor mode. Since MPCA is an unsupervised method, that do not take into consideration the class labels, it does not consider the discrimination between classes in the new tensor subspace. LDA is one of the most prominent supervised methods used for the subspace transformation, where its principal advantage is taking into consideration the discrimination between data belonging to different classes [2] . LDA is extended to Multilinear Discriminant Analysis (MDA) [31] . MDA deal very well with the small sample size problem. However, MDA algorithm is very sensitive to parameter settings causing a converge problem [30] . A number of variants and extensions have been proposed to improve the basic tensor subspace approaches, MPCA and MDA. In another interesting work, Lai et al. [11] proposed Sparse Tensor Discriminant Analysis (STDA) for feature extraction where MDA was extended to a sparse case. Instead of resolving the eigen equations as in MPCA and MDA, an iterative algorithm based on Elastic Net Regression is used to obtain the best discriminant features from the multilinear sparse projections. Similarly, as an extension of both Sparse Principal Component Analysis (SPCA) and MPCA, Lai et al. [10] proposed a Multilinear Sparse Principal Component Analysis (MSPCA). The principle of MSPCA is to apply the sparse regression to each mode of MPCA in order to learn a sequence of sparse projections that keep the maximum variation of the tensor information. Cao et al. [4] proposed robust tensor clustering (RTC), which achieve a lower-rank estimation of the original tensor information by means of a L1 distance norm. To this end, high order singular value decomposition was applied and a greedy strategy is used for resolving the approximation function. Experiments on face and gait recognition demonstrated the robustness of RTC to noises and its superiority to the state of the art clustering methods. In this paper, we propose to use a tensor-based approach to model local face features and head pose variation. We first project the tensor to a subspace via HOSVD then employ EFM to enhance the discrimination power.
Numerous algorithms have been already developed in terms of frontal face recognition when the person is looking directly the acquisition device. Recently, the problem of nonfrontal face recognition has been studied. As indicated in a recent review [32] , the protocols for testing facial recognition systems in the presence of poses are not yet unified; it means that we still have a long way to build an efficient face recognition system infected with pose variations. Various approaches address this problem using 2D and 3D methods. In this regard, 3D facial information has attracted more attention due to its advantages compared to 2D images [5, 17, 18, 20] . Here we interest to the methods based on 3D face scans, that we summarize in the following.
Passalis et al. [22] have manually selected face landmarks to estimate the head poses and to detect the occluded areas. A face model is applied on the scan, during assembly, facial symmetry is used to identify the missing data resulting from different head poses. The authors make the comparisons between inter-poses scans using a biometric signature based on wavelets. A limitation of this approach is that the face landmarks extraction, during the training, is done manually. A solution to solve this kind of problems is introduced by Dibeklioglu et al. [7] . The authors proposed an automatic method to detect face landmarks on 3D depth images, using curvatures and heuristic analysis. The head pose is the corrected allowing the system to identify persons with head pose variations. This method is applied to the facial images with only rotations around the Y-axis and less than ±45 • . Blanz et al. [3] proposed a holistic method based on facial reconstruction by adapting the 3D Morphable Model (3DMM) to the 3D face scans. The 3DMM is constructed using PCA on 3D face shapes and textures, obtained from a laser scanner. The face recognition tests, in this paper, are performed with faces under poses less than ±40 • along the Y-axis. In [17] the pose of textured 3D face is automatically corrected based on the nose tip point using the Hotelling transformation. The approach is based on the PCA algorithm, where a rotation matrix aligns the point cloud on the principal axes. This method is evaluated on facial data with small poses variations (less than ±15 • along the Y-axis). Another interesting idea, named Rotated Profile Signatures (RPS), is presented in [8] . The RPS is used to detect the nose as well as the categorization of different poses. 3D face is turned from 0 to 180 • with a step of 5 • . At each step, the rightmost profile points are extracted and adapted at a large variety of nose models and the result is taken as a similarity score. The minimum score indicates the correct location of the nose. The weakness of this method is that it requires a large variety of nose models to compare and categorize different types of profiles. A similar method proposed by Rajwade et al. [23] for detection and automatic pose correction using Support Vector Regression (SVR) on the sub-band wavelet. This technique is able to accurately classify subjects with head poses of ±9 • in both X and Y-axes.
Face alignment is an important process that can be used to handle the variations of poses in face recognition task. For this purpose, Zhu et al. [33] proposed a 3D Dense Face Alignment method based on convolutional neutral network (CNN) in order to fit a dense 3D face model. This method can be used as a preprocessing step in the 3D face recognition system to ensure a good alignment between a frontal face and the angles of rotation in the in the range of −90 to +90 degree. In a recent study by Marcolin et al. [16] , 105 statistical geometrical descriptor was employed to extract robust features from 3D facial scans. The correspondence of local behaviors at landmarks are sought as key indicators of the descriptor strength. In a similar work, Vezzetti et al. [26] exploited the advantages of both 2D and 3D data, where based on 3D landmark detection, 11 differential geometrical descriptors are mapped to the three RGB image components to extract the landmark positions.
In general, the presented approaches are based on step of pose correction where the rotation angles are estimated then an inverse rotation is applied to bring to face to a frontal pose. This process requires a complex computational burden on the three-dimensional coordinates of faces. Additionally, for training, the above approaches require face databases that contain different variations of poses for each individual. To deal with pose variation challenge, Euler transformation is used in our work to generate the 3D poses of a frontal face. This avoids requirement of training data with per-subject head pose variation.
Tensor reduction
This section introduces the dimensionality reduction methods that our approach is based on. After, giving the mathematical notations and definitions, we present the tensor projection techniques.
Notations and definitions
In this paper, we adopt the following notations: tensors are denoted by italic uppercase letters, e.g., T , B; scalars by lowercase and uppercase letters, e.g., i, j, K, L; matrices by uppercase bold letters, e.g., B, M; and vectors by lowercase bold letters, e.g., e, v.
Tensors are a high order extension of vectors and matrices. A tensor can be thought of as a multidimensional array with N inputs, called modes. The tensor T of N th -order is denoted by T ∈ I 1 ×···×I N . The elements of the tensor T are noted by t i 1 ···i n···i N , where I n represents the dimension of mode n and 1
The space of N th -order tensor consists of N spaces for each mode. Therefore, a data set comprising N parameters may be modeled as an array of N inputs, wherein each tensor mode is associated with a different parameter. For example, the RGB image can be seen as a 3 rd order tensor in which the first two modes are associated with the spatial information and the third mode represents the three color channels R, G and B.
Let A, B and T ∈ I 1 ×...I N be three tensors. We consider the following definitions:
The n-mode matrix T (n) ∈ I n (I n ×...×I n−1 .I n+1 ...×I N ) is formed by arranging all the nmode vectors sequentially as well as its columns. The procedure of forming the n-mode matrices from a tensor of order 2 is called tensor unfolding. The unfolding matrices in n-mode T (n) ∈ I n (I n ×...×I n−1 .I n+1 ...×I N ) are used for the manipulation of the tensor in this mode.
The scalar product of A with B is given by
, where tr(.) is the trace operation of a matrix.
The outer product of vectors e (1) , . . . , e (N) (of dimensions I 1 , . . . , I N ) belonging to the vector spaces (E (1) , . . . , E (N) ), respectively defines the tensor T ∈ I 1 ×...×I N , where
The element t i 1 ...i N of T is defined by the product t i 1 .
, where e (N) i n is the i th n component of the vector e (N) .
The n-mode product of a tensor T with a matrix M ∈ J n ×I n , denoted T × n M, is A = T × n M ∈ I 1 ×...×I n−1 ×J n ×J n+1 ×...×J N . This product can be written in the matrix form using the unfolding matrices A n = M.T n , where T n and A n are the n-mode unfolding matrices of the tensors T and A, respectively.
Proposed HOSVD+EFM algorithm
Tensor decomposition is a crucial operation for the tensor representation of data and its manipulation. The main idea of tensor decomposition is to find the best approximation of a tensor T ∈ I 1 ×...×I N by another tensorT based on optimizing a specific criterion. In the present work, the optimization criterion of the tensor decomposition is the minimization of the dimension of different tensor modes. The best approximation in the sense of least squares of a matrix M is obtained by truncating its singular value decomposition (SVD) [6] , i.e. keeping only the k first singular vectors associated with the k largest singular values of M. The tensor decomposition by high order SVD (HOSVD) is a multilinear extension of SVD proposed by Lathauwer [12] . HOSVD finds the orthogonal matrices U (n) , n = 1, . . . , N of the input tensor data, where each matrix contains the K 1 n unfolding matrix T n in the n-mode of the tensor T . Using multilinear algebra, one can express any tensor T by the following decomposition:
where, K is the new core tensor and U (1) , U (2) , . . . , U (N) are the orthogonal projection matrices. HOSVD ensures the projection of the tensor to lower multilinear subspace. However, HOSVD is an unsupervised method, which does not take the data classes into account. In our case (face verification), the discrimination between data belonging to different classes is the ultimate goal. To handle this issue, we integrate a discrimination algorithm to the original HOSVD process. We employ the Enhanced Fisher Method (EFM) [13] to maximize the discrimination between the classes while reducing the tensor dimensionality. The EFM algorithm ensures a better separation of the targeted classes, by the diagonalization of the two within-class and between-class scatter matrices. In the tensor case, we unfold the tensor to each mode and label the vectors of the mode unfolding matrix with their original class label then we apply EFM to this vectors. The proposed algorithm HOSVD+EFM is presented in Algorithm 1.
Face rotation by Euler transformation
To deal with head pose challenge in face recognition problem, we propose to increment the training data by generating new rotated faces from each frontal face of the subjects in the database. To this end, we utilize the Euler transform. In the 3D space, the Euler transform is given by three orthogonal matrices with a unit determinant, given by:
where R x , R y and R z are the rotations along the axes X, Y and Z, respectively. The rotation of 3D face around X, Y and Z-axis are controlled by angles α, β and γ , respectively. The 3D rotation matrix (3DRM) is given by:
In our case, the 3D faces are only rotated by β angles around Y-axis. Therefore, we set α and γ equal to 0 • . Thus, the 3DRM become:
Face verification pipeline
In this section, we detail the proposed pipeline for 3D face verification based on tensor representation. An overview of the proposed system is illustrated in Fig. 2 . Depth face images are preprocessed and described by LPQ features, which are used to form the tensor representation. Afterward, the tensor data is projected into a lower discriminative subspace by the HOSVD+EFM algorithm. In the test phase, face matching is performed in the new subspace using cosine distance. In the following, we present the detailed steps of our method.
Preprocessing
The first step of the prepressing is the generation of different face poses. For each subject in the database, we use a 3D frontal face scan to generate new face poses by applying Euler transformation (see Section 4). The 3D face scan consists in a point cloud. Each point, P i (x i , y i , z i ), in this cloud is transformed to P In total, the 12 rotated faces are generated for each subject. Figure 3 illustrates an example of the rotated faces. After generating the new poses, the 3D point cloud of each face is projected into the 2D plane (depth image). We use an elliptical mask to crop the facial area. This mask is centered at the nose tip point, which is located using the maximum intensity method [5, 20] . usually, the generated face depth images contain holes and spikes. To recover the missing data, holes are filled using cubic interpolation. To eliminate the noise, in the form of spikes, we apply a median filter of 9 × 9 on the input depth image.
Feature extraction
In our work, depth face images are described using local phase quantization (LPQ) [19] . LPQ is originally proposed as a blur invariant operator that describe texture images. LPQ has been shown to perform well for face depth images [20] . This motivates our choice of Fig. 3 Example of a frontal face scan and the generated rotated faces this descriptor. In LPQ, the 2D Short-Term Fourier Transform (STFT) is used to extract the local phase information. STFT is calculated in a square of size M by M centered at each pixel of the depth image. Then, only four low frequency Fourier coefficients are kept, and a scalar quantizer is applied to encode the phase information of the four frequencies. The quantizer is based on the sings of the real and imaginary values of each coeficient. Thus, the eight binary digits encoding the signs are taken as integer values between 0 and 255 forming the code of the pixel. The face image described by LPQ by generating the code of each pixel. For mathematical details, we refer to [19] .
In our work, we use the multi-blocks LPQ in which the histograms of the small rectangular blocks of the LPQ labeled image are used as discriminative features to represent the local face information. LPQ labeled image is subdivided into k rectangular blocks and the histograms of the blocks are concatenated (h = [h 1 , h 2 The feature extraction and tenor design step of our system is illustrated in Fig. 4 . In our work, the input of the proposed algorithm is a 3 rd order tensor T ∈ I 1 ×I 2 ×I 3 which is reduced by the multilinear method HOSVD followed by the linear method EFM.
After the detection of facial area based on nose tip and the preprocessing of the 3D depth images (see Section 4), the features of MB-LPQ histograms are extracted and stored as a 3 r d order tensor T ∈ D 1 ×D 2 ×D 3 . Hence, the poses angles for each scan in the database are generated using Euler transformation. Based on the HOSVD of T , keeping in D 1 -mode (MB-LPQ histograms) the K n singular vectors associated with the largest singular values of the unfolding matrix T N . We get a reduced core tensor B ∈ L 1 ×L 2 ×D 3 , in which,
. The tensor B is unfolded Then, this feature space (B N ) is projected using EFM in order to increase the efficiency of our method through the class appearance provided by the EFM algorithm. The intra-class (S W ) and the inter-class (S b ) scatter matrices are calculated and a new inter-class scatter matrices (k b ) is obtained from S b (step 5 of Algorithm 1). Subsequently, k b is diagonalized in which H and E are their eigenvectors and eigenvalues, respectively. Finally, the projection matrix EFM (W EFM ) is calculated as presented in the step 6 (b) of Algorithm 1. After that, a reduced training matrix M G of size k × D 3 (k ≺≺ L) is obtained by the projection of B N in the EFM subspace using W EFM matrix. This M G matrix contains significant feature vectors for each subject in the database.
In the test phase, the test image A T (candidate) is processed in the same manner as the training images and projected into HOSVD subspace, then concatenated as a vector of size L 1 × L 2 . This vector is projected into EFM subspace using M G matrix. Then, we get a reduced feature vector of size k, where k ≺≺ L 1 ×D 2 , for the test candidate. This test vector is matched with the training features of size k × D 3 using the cosine similarity, where D 3 is the number of persons.
Experiments
In this section, we perform a number of experiments to evaluate the proposed approach for the 3D face verification based on face representation using 3rd-order tensors. First, we describe the used CASIA-3D face database and the followed test protocol as well as the parameter settings. Then, we assess three variants of the 3D face verification system: pose concatenation using EFM, the multilinear approach using HOSVD and the proposed approach (HOSVD+EFM).
CASIA-3D database
We use the CASIA-3D face database [29] to evaluate the performance of the proposed approach. This database consists of 123 persons with 4624 scans captured under variations in terms of illumination, expressions and poses, using 3D Minolta VIVID 910 scanner. Additionally, for each frontal pose of a person (images from 1 to 15), 12 new depth images with different poses are generated using the Euler transformation. The test protocol subdivides the database into three parts: training, evaluation and test. The subjects are used as follows: 100 clients, 13 evaluation impostors and 10 test impostors. Table 1 summarizes the test protocol of our experiments on CASIA-3D face database. 
Parameter settings
In the experiments, depth face images are resized to 90 × 70 pixels. Each face image is subdivided into 30 blocks, where the size of each bloc is 16 × 16 pixels. The histograms of these blocks are extracted and concatenated into one feature vector of dimension 7680 (30 × 256). For the MBLPQ descriptor, the window size is set to 5. These parameters have been empirically tuned. The training data is used to estimate the subspace projection matrices. For each experiment, the dimension of feature vectors is varied until obtaining the best performances. In the proposed approach, "HOSVD + EFM", PCA is used before the EFM to reduce the size of the histogram features after multilinear projection by HOSVD. This step is needed to make the within scatter matrix S w be non singular and the EFM is more stable in this case [6, 20] . PCA deals also with the SSS problem. The PCA subspace is defined by retaining 99% energy of the eigenvalues.
Results and discussion
For multilinear HOSVD approach, the face data is represented as 3 rd -order tensors. Where, the dimension D 1 represents the feature vector (MB-LPQ histograms), the dimension D 2 represents different poses and the dimension D 3 represents the persons' samples with different illuminations variations and facial expressions.
The dimension of the first mode D 1 of the tensor varies between 0 and 600, the best results of multilinear approach HOSVD can be achieved with the dimensions from 400 to 600. For the linear variant, EFM, and the combined variant, HOSVD+EFM, the best performance is achieved with a features dimension under 100.
The variations of the verification rates and the equal error rates against changes in the dimension of the tensor for HOSVD method are shown in Fig. 5 . The variations of verification rates and equal error rates against the dimension of features vectors for EFM and HOSVD+EFM are shown in Fig. 6 . According to the experimental results, it is evident that the multilinear methods based on tensors generalizes better between the evaluation (EER) and test (VR). The linear method EFM gives good results during the evaluation set (EER between 3.0% and 1.2%). Despite this, the VR is not improved in the test set (TV around 95%). Unlike for the multilinear approach, when we use the HOSVD, the results between the evaluation and test sets are more compatible. For example, HOSVD+EFM gives an EER of 1.4% in the evaluation set and a VR of 98.6% in the test set.
As can be seen in Fig. 6 , HOSVD+EFM gives the best performance with an equal error rate (EER) of 1.4% and a verification rate (VR) of 98.6%. These results demonstrate the robustness of the proposed method to different variability factors (illuminations, expressions and poses variations ± 60 deg). The gain of our approach HOSVD+EFM (based on the tensor representation) compared to EFM (based on the matrix representation) is obvious from Fig. 6 . Table 2 summarizes the best performances and the computation time (CT, for the verification of one person) for each method. The projection matrices are computed offline at training stage. Therefore, CT presented in this table is the online time needed to project a test sample at the operational phase. The experiments are conducted using MATLAB R2010b on a PC with 2.53 GHz Intel Core i5 CPU and a RAM of 4 Go. The achieved verification CT is very satisfying for PC environments. We highlight the fact that the computation time is kept low, which makes our method practical. When we compare the results in terms of computation time, EFM achieves a VR of 95.96% with the best CT (0.56 s). Our method HOSVD+EFM gives a VR of 98.6% with a CT of 0.61 s. Therefore, HOSVD+EFM reaches a gain of 2.4% in the verification rate with a loss of 0.05 s in terms of CT, this is another advantage for our method.
The comparison of the three methods in terms of ROCs curves is shown in Fig. 7 . The ROC depicts the probability of a correct match to the false acceptance rate. The ROC curve of our approach HOSVD+EFM has better performance and it is the more stable, which means that the verification rate of our algorithm is at each false acceptance rate greater than the verification rate of the other methods.
The experiments demonstrates that combining two methods of dimension reduction, multilinear using HOSVD followed by linear method based on EFM, gives the best performance with a good generalization, compared to using of each method independently. The results also show that MB-LPQ descriptor is a discriminate descriptor, achieving verification rates between 95% and 98% in the presence of large variation in poses. Table 3 compares the verification performance attained by our method HOSVD+EFM based on tensor representation of face data with the state-of-the-art methods on CASIA database. HOSVD+EFM outperforms the literature methods based on matrix representation of face data despite the presence of large pose variations.
As shown in Table 3 , we compare to a recent work by Ouamane et al. [21] . This method achieves the state of the art face verification rate (98.97%) on CASIA-3D face database using a 3 r d order tensor face representation. However, the method evolves more computation time by applying matrix exponential and covariance normalization (TEDA + WCCN). Furthermore, only frontal faces are considered in the evaluation of these approach. Comparing this method to our proposed approach EFM+HOSVD, which achieves a verification rate of 98.60% taking into account large pose variations (in the range of ±60 degrees), proves the competitively of our work with the best tensor-based methods.
In summary, modeling face suing multilinear algebra representation, not only allows for the preservation of the natural representation of the face image collections without breaking the original structure, but also simplify dealing with multiple challenges at the same time by tackling each challenge in a dedicated tensor mode. 
Conclusion
In this paper, we have proposed a new 3D face verification approach based on tensor analysis. In the training stage, Euler transformation is used to generate faces with different pose angles from each frontal 3D face to account for pose challenges at test stage. These face images are described by MB-LPQ features. Different face variations are modeled as a multilinear algebra problem, where face images with these challenges are represented as a 3 rd -order tensor. This latter is decomposed using HOSVD and projected into a discriminate subspace by EFM. Promising results are obtained on CASIA-3D face database, demonstrating the effectiveness of the proposed approach, HOSVD+EFM. Face pose generation give the possibility to train and evaluate a 3D face verification system under pose challenge using the databases that does not contain the face scans with poses variations. As future work, the generalization of our approach on other 3D databases and the investigation of alternative face tensor design are planed.
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