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Atmtract- -Potent ia l  unreliabilities in the manufacturing processes l~ve made the use of quality 
control procedures an important ool available to control the system's manufactttring quality. In this 
paper we perform exact analysk of the joint production quantity-quality of a queue-I;l~e manufactur- 
ing system conmting of two stations in tandem with the second station having restricted capacity. 
Rel~io~hl lm between the operating and quality characteristics of the system are found. These re- 
malts are then used to calculate the design cost that min;m;zes quality control procedures for a given 
time unit. 
1. INTRODUCTION 
It is increasingly recognized that, in future automation and flexible manufacturing systems, qual- 
ity control must be integrated in an economic manner to ensure both proper system functioning 
and high quality manufacturing [1,13]. Through such integration, a process' "production quan- 
tity" and "production quality" can be jointly designed and managed, leading thereby to a higher 
level of efficiency and productivity in manufacturing. The design of such systems has received 
considerable attention, and methodologies spanning queueing network analysis, perturbations of
networks, mathematical programming, and simulations have been used. 
In recent years, queueing models have been used considerably to model, simulate and design 
manufacturing systems of the flexible sort [2-5,9]. Although such models are accepted as standard 
means of analysis, they have not recognized both the effects of potential unreliabilities in the 
manufacturing processes and the necessary use of integrating quality control techniques in such 
models to produce an output of acceptable standards. Recently, Tapiero and Hsu provided such 
an approach for an unreliable queue-like M/M/1 and M/G/1 job shop [6,11] and for an unreliable 
random flexible manufacturing system with infinite buffer capacities at each station [10]. Also, 
Pourbabai [8] proposed a model and developed an approximation algorithm for analyzing the 
performance of an M/G/1 assembly cell with finite capacity and quality control. 
The purpose of this paper is to extend these analyses by studying the joint production quantity- 
quality of a queue-like manufacturing system consisting of two stations in tandem where the 
second station has restricted capacity of one (no waiting space). The first station is assumed to 
be perfectly reliable, such that no quality control is applied and no units processed are reworked. 
The second station is assumed to be unreliable; in other words, it has a given propensity to 
process units in a nonconforming way. As a result, application of quality control to the outgoing 
units will lead to rework. Of course, unless full sampling quality control is instituted, some units 
will exit the two-station system and be defectus incurring thereby extra post-process costs. 
The paper is organized in four sections. In Section 2 we describe and study the two-station 
model with Bernoulli quality control and exponential service times. We compute xactly the 
effects of a process unreliability and quality control on blocking of the first station (due to 
the capacity restriction between the two stations), and the system's operational characteristics. 
Then these results are used to calculate the design cost that minimizes randomized inspection 
procedures for a given time unit in Section 3. Conclusions are made in Section 4. 
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2. THE MODEL 
Consider a two-station stable tandum queue-like manufacturing system as shown in Figure 1. 
Each station contains only one machine. Jobs arrive at a first, ample waiting space station, at 
a Poisson rate A. The amount of time required to process a job is assumed to be exponentially 
distributed with parameter Pl while the process is assumed to be perfectly reliable. A job 
processed at the first station is routed instantly to the second station for further processing. We 
assume that this station has no buffer and that the server processes a job exponentially with 
rate P2. 
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Figure 1. 
For quality conformance and to ascertain that the process operates in a standard mode, a 
probabilistic sampling method is applied. This consists in applying the following procedure. 
When the job is processed in the second station, it may be inspected with probability b for 
defects. Particularly if ~, is the probability that a processed job is defective and if it is also 
inspected, it will be reworked in the station. Thus, the probability that a job will feedback to 
station 2 for reprocessing is q = b•, and the probability that a job will depart the system after 
receiving service in station 2 is p = 1 - b~,. 
In this model, blocking of the first station occurs when upon completion of service in the first 
station attempts to move to station 2 when it is full are made. Further, a job to be inspected 
or reworked (i.e., faulty and detected) preempts incoming jobs from the first station, thereby 
blocking again (due to inspection and defecting jobs) the first station. In these states, blocking 
of the first station occurs until a job's departure from station 2 which is either non-defective or
non-inspected occurs. Tapiero and Hsu [12] provided the optimal parameters for the inspection 
of a simple case of this model, where no queue is allowed at either station. Also, Tapiero and 
Tsiotras [14] studied the two-station model assuming saturated first queue and CSP-1 inspection 
procedure. 
2.1. State of the System 
In order to begin a formal study of the model it is necessary to define the state of the system. 
We adopt the following notation: 
Let (n, k) define the state of the system where 
n = number of jobs in the queue and in service at station 1, including the blocked jobs (if any), 
n >_ 0, and 
/¢ = number of jobs in station 2,/c = 0, 1, . . .  , M + N (the value/¢ = 2 indicates that station 2 
is full and station l's machine is blocked). 
A transition diagram is presented in Figure 2. 
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Figure 2. 
~.~. Steady-State Equations 
Let Pnk be the steady-state probability of being in state (n, k). Then, the steady-state equations 
of the system are 
APoo = PI~Pol 
(A'}-I~I)Pno'-APn-I,O-I'pIJ2Pnl , n= l,2 .... (2.1) 
CA -}- p/z2)P01 -- piP1,0 --~ p/J2Pl2 
CA -.I- ~J1 -Jr- pl.~2)Pnl = APn-I,I Jr- jMiPnq.l,o -J#- p/42Pn+l,2, n = I, 2,... (2.2) 
(l ~- Pu2)PI2 -- P1P11 
(A"}'pI.~2)Pn2 "- APn-I,2 "}" IJIPnl, n=2,...  
We also have the normalizing equation 
2 oo 
E ~"~ Pnk = 1. 
k--O n---O 
Now, define the following generating functions: 
oo 
G~(~) = ~ a~ ~ 
i=0 
oo 
G2(z) = ~ P~2z'-~ 
m=0,1  
/= I  
Then equations (2.1) to (2.3) can be written as follows: 
Go(z)[A(1 - z) +/Jz] = plJ2GI(Z) "Jr" JMIP00 
GI(z)[A(1 - z) + pl + PP2] = P-~'lGo(z) +p/J2G2(z) + ~tPol - PlPoo 
z z 
G2(z)[~(I - .) +p~21 = ~GI ( . )  - ~e01 z z 
The normalizing equation becomes G0(1) - Gl(z) + G2(1) = 1. 
(2.3) 
(2.4) 
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The probability that station 1 is serving and is not blocked is A//~I, or 
A 
G0(1) + C , (1 )  - P00 - P01 = - -  (2.5) 
Pl 
If we set z --- 1, the total number of independent equations is five, namely two of the three 
equations given by (2.4), the normalizing condition, equation (2.5) and the first equation of (2.1). 
The total number of unknowns is five, namely G0(i), GI(1), Gs(1), and P00, P01. Solving the 
system of these five equations we obtain the following solution: 
A 
G0(1) :1  - - -  
PPs 
GI(1) A(PSU~ +Pl-qUs - A#l) 
As(P~ + PP2) 
o2(1) -pSld(~ + ~,, + pus) 
Poo _PlJlPs(l~l + PUs) - A(U~ + pSu~ + Pl.qPs) 
Pol = ~ m Poo 
P 
ppl]~2()~ -[- ~1 "~" PIAS) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
2.3. Effective Service Times 
The time elapsed from the beginning of a service in a station until the server (machine) becomes 
again free to process the next job is called the effective service time. This is important in the 
assessment at the delay inflicted by either blocking for station 1, or reprocessing defectives for 
station 2. 
Define: 
S1 -- 
Ss = 
H= 
G = 
service time of a job at station 1; 
service time of a job at station 2; 
the time which a job spends at station 1 from the beginning of its service until the end of 
blocking (if blocking occurs); 
the time which a job spends at station 2 from the beginning of its service until its departure 
from the system. 
2.3.1. Effective Service Time of a Job at Station 2 
The effective service time of a job at station 2, G, can be expressed as G = $2 * S~ "), where n 
is geometric. Taking generating functions, we have 
gG(s) = gs2g, I~s = l~s ~s q ,p_  P/Js 
#2 "-~ s i=0 \/~s - s /  PlY2 - s 
Then the Laplace transform of G, LTo(s),  is given by 
LT~(8)= pus (2.11) 
s + P/is 
From the above it is obvious that G is exponentially distributed with rate P/~s, and 
1 
E[G] = (2.12) 
pps 
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~.8.~. Effective Service Time of a Job at Station 1 
According to the definition, H, the effective time of a job at the first station can be expressed 
as follows: 
Si + G w.p.# 
H= Si w.p.l - fl 
where/~ is the probability that a job wig become blocked upon completion of service at station 1, 
and (see Appendix) 
;'I P00) (2.13) S : ~i +-w2 (i - 
Then the expected effective time of a job at station I is given by (see [15]): 
i + A(m + pit2) (2.14) E[H] = E[Si](I -/9) + E[Si + G]~ = I-~ ~#)()k + IJi + PP2) 
~.~. Expected Queue Time 
The expected time waiting in the queue, We, can be computed by using the following method- 
ology: 
Let f.k(t) =probability density function (pdf) of the queueing time of a job 
which finds the system, upon arrival, in state (n, k). 
Then a recursive relationship linking the f.k's is as follows: 
Forn -O:  f0o(t)=O 
fo l ( t )  = 0 
For n= 1: A0(i) = 
f,2(t) = 
~1 exp(-~it) 
PP2 exp(-p;,2t) 
/Jx exp[-(/~l + Vl~2)t]*fl2(t) + PP2 exp[-(pl + p~u2)t]*fi0(t) 
For n >2: f.0(0 = 
/.i(t) = 
/.2(t) = 
Pl exp(-~it)'fn-z,1(t) 
.i exp[-(~l + p,2)t]'Y.2(0 + pm exp[-(m + pm)t]'Y.0(0 
P/J2 exp(--pp2t )" f n-1,1( t ) 
where " denotes the Stieltjes convolution. 
Solving the above recurrence system (see Appendix) we obtain: 
with 
F . l ( s )  = [E11(* ) ] "  
E.0(* )  = .+-gn.~[~l~(s)]"-* 
Fn2(s) = P/'~ rF,,ts~I "-I ~IJl-p].~ 2 L J " tk  / J  
En(8) = p.*.= i _~_ 1 
where Fnk(s) is the Laplace transform of f~k(t). 
Taking the negative first derivatives of the Laplace transform at s = 0 we obtain: 
n nr  
W.i =- -  + 
I I  r 
W.0 =- -  + (n - 1) 
/Jr p/~2 
W.2= 1 +(n-1) (1+ 
P/J2 
P ) 
PP2 
with Woo = 0 and r =/~1/(~1 + pt~2). 
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The expected time waiting in the queue, We, is then given: 
We=y~jn_1) 1 + 
n: l  
) 2 !  r (P,~o+P,,a+Pn2)-{- 1p,,o+ + Pal-{" Pn~ 
P/J2 n=l  ~1 n=l  P1"~2 n=l  p/-t2 
Using the results (2.6-2.10) we obtain: 
>, ,x2(~,t +2p~,2) 
I'Vq = ~ + (~u2)~(~+m+Pu~) (2.15) 
_ PI 1 ,~ [~-1 + ppa(px+p/a,) ] 
2.5. Stability Condition 
An open network is stable if a long-run distribution exists for the number of jobs in the input 
queue [7]. Thus, the system under consideration is stable if jobs arrive at a rate that is smaller 
than the rate at which they can be served at station 1. Thus, the condition for stability is 
A < E[H], or after some simple modifications, 
A I+C ~I 
- -  < C~,  C = (2.16) 
/~l 1 + C + p/~2 
3. OPT IMAL  CONTROL POLIC IES 
Given the steady-state probabilities, we can compute the effects of inspection on the machining 
process, the unit reliability, etc. A job is fed back to station 2 if and only if the following conditions 
are satisfied: 
• the job is inspected at station 2 
• it is found to be defective 
The probability of a defective output job is (1 - b)v. Thus, the reliability of the output job is 
R = 1 - (I - b)v (3.1) 
The output rate of the machining process is 
Q = pp2[Gl(1) + O~(1)] (3.2) 
The output rate without inspection is 
[Q]p=, = p~[Gl(1) - G~(1)]p=l (3.3) 
Obviously, [Q]p=l >_ Q and 6 = [Q]p=l -Q  is the average loss of output due to machining defective 
jobs and to inspection. The number of jobs inspected per unit time in station 2 is 
NI = b#2[Gl(1) + G2(1)] (3.4) 
The number of noninspected defective units which have exited the system is 
ND = (1 -- b)vp2[Gl(1) + G2(1)] (3.5) 
The results obtained in the previous section are used next to design jointly optimal quality 
control and manufacturing plans by minimizing quality and manufacturing related costs. Define 
the following cost parameters: 
CI - the inspection cost per unit 
CR = the cost of reprocessing per unit 
CD = the cost of an outgoing defective unit from the production system 
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Combining the cost elements, we obtain the following design problem: 
MINIMIZE  Z - -  CIN1 Jr CR6 Jr CDND 
subject to 
0<b<l  
While the optimal solution of this model is cumbersome by analytic means, its numerical op- 
timization is straightforward. Tables 1 and 2 show the value of the cost function as b and v 
change. For example, in Table 1, when v - .01, although inspection may be helpful to reduce 
outgoing defectives and detect the process, it is costly. For all the other cases, it is advantageous 
to invest in process quality. Note that cost values have been computed only for the cases the 
system remains stable. 
Tablel. CI = I ,  CR- -10 ,  CD- -50 ,  A--1.5, m- -2 ,~2 =3.  
b/v 0 .2 .4 .6 .8 1.0 
.01 .75 .93 I . I I  1 .30 1.48 1.66 
.05 3.75 3.48 3.21 2.92 2.63 2.32 
.10 7.5 6.72 5.91 5.04 4.13 3 .16 
.20 15 13.41 11.63 9 .64 - - 
.30 22.5 20 .36  17.82 - - - 
.40 30  27.61 . . . .  
.50 37.5 35 .16  . . . .  
.60 45 43.05 . . . .  
.70 52.5 . . . . .  
.80 60  . . . . .  
.90 67.5 . . . . .  
1.0 75 . . . . .  
Tab le  2. CI-- 1, CR=IO,  C D ----50, A----I,#1 --- ~2 ---- 2. 
b/v 0 .2 .4 .6 .8 1.0 
.01 .5 .62 .74 .86 .98 1.11 
.05 2.5 2.32 2.13 1.94 1.75 1.55 
. I0  5 4 .48 3.94 3 .36 2.75 2.11 
.29 I0  8 .94 7.75 6.42 4.93 3.25 
.30 15 13.57 11.88 9.85 7.4 4.42 
.40 20 18.40 16.36 13.71 10.25 -- 
.50 25 23.44 21.75 18.14 - - 
.60 30 28.70 26.61 23,28 - - 
.70 35 34 .79  32.52 - -- - 
.80 40 39 .93  39 .98  - - - 
.90  45 45.94 46.41 - - - 
1 .0  50 52.25 . . . .  
4. CONCLUSION 
Integration of quality control (inspection) with manufacturing process necessarily increases a 
manufacturing system's complexity. This added complexity is better off if the joint effects of 
quality control procedures and the manufacturing system's operating characteristics are jointly 
managed. 
This paper has integrated, for a tandem queueing system with restricted capacity, processing 
and inspection functions and found for various inspection procedures the optimal inspection plans. 
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APPENDIX  
A. Computation of the blocking probability, 
Define: 
E = an arriving job will be blocked upon completion of service at station 1; 
El = a job finds station 1 empty upon arrival; and 
E2 = a job finds at least one job at station 1 upon arrival 
Then: 
However, 
13 = Prob(E[El )Prob(E~ ) + Prob(E[Ea )Prob(E,2 )
Prob(E2) =1 - Prob(Ea) 
Prob(EIE~) =Prob(Sl < G) -- ~a 
i.t 1 -{- pl.t2 
Prob(E[El ) =Prob(A + $1 < G) 
where A = job's interarrivM time, which is exponentially distributed with rate A. 
Then, 
Prob(A + $1 < G) = P(A + Si )P/~2 exp(-p~2s)ds 
However, 
(At) 
(A2) 
(A3) 
(A4) 
(AS) 
(A6) 
f0" f0' P(.4 + SI ) -- P(SI ( s - x)A exp(-Ax)dx -- [1 - exp[ -#l  (s - x)]]A exp(-Ax)dx (A7) 
Combining (A5-A7) we obtain: 
A#I 
Prob(EJE1 ) = (AS) 
(A + pu2)(ul + m) 
Finally, combining (A1-A4 with A8) we obtain the formula for ~. An  alternate method for computing/3, based 
on a solution of a system of recurrence relations, can be found in [16]. 
Exact analysis of the joint production quantity-qu~ty 31 
B. Solution of the Recurrence System 
From the system of the recurr~ce relations in Section 2.4 we obtain: 
Taking Laplace transforms we have: 
/~1 P]~2 F. -1, ]  (s) + P/~ /~""'-L-z Fn-I,1 (s) Fn l ( s )= s+. l+p.2s+p.2  s+. l+pt ,2s+~. l  
Taking the Laplace transforms o f / l l ( t )  we have 
Fl l  (8) -- /~1 p/~2 + ptt2 /41 = p . : .2  __1  + ~ 1  (B1) 
8~-~tl-l-pp28~-p/~2 8 -l- ~ l  -l- pp2  8 .J,- l.tl 8 -I- p l  -l- pp2  8 -I- p l  &-i-pp2 
Thus, by combining the above two relations we obtain: 
F. I  (8) = [FI I ( ')][F.-1,1 (8)] 
The solution of the above is 
F . I  (8) -- IF1 ] (8)In (B2) 
Finally, by taking the Laplace transforms of the recurrence relations and using (B1, B2), we obtain the expressioa~s 
in Section 2.4. 
