Проблема проверки выполнимости формул разрешимых теорий (обзор) by Скобелев, В.В.
ISSN 1683-4720 Труды ИПММ НАН Украины. 2013. Том 26
УДК 512.552+519.95
c©2013. В.В. Скобелев
ПРОБЛЕМА ПРОВЕРКИ ВЫПОЛНИМОСТИ ФОРМУЛ
РАЗРЕШИМЫХ ТЕОРИЙ (ОБЗОР)
Данная работа посвящена анализу современного состояния исследований проблемы проверки вы-
полнимости формул разрешимых теорий 1-го порядка на основе «ленивого подхода», т.е. на ин-
теграции SAT-решателей с T -решателями. Охарактеризована структура SAT-решателя, постро-
енного на основе управляющей конфликтами DPLL-процедуре. Рассмотрены основные понятия и
принципы, используемые в процессе построения современных T -решателей. Изложение иллюстри-
руется на примере решателя, предназначенного для анализа выполнимости формул линейной цело-
численной арифметики. Охарактеризованы методы организации взаимодействия SAT-решателей и
T -решателей.
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1. Введение. Применение информационных технологий практически во всех
сферах деятельности человечества привело к необходимости автоматизации процес-
сов управления, проектирования и сопровождения реальных (в том числе, инфор-
мационных) систем с критической областью применения. Широкий класс реальных
задач (организация потоков информации в компьютерных сетях, формальная ве-
рификация систем, представление и обработка знаний, планирование, исследование
операций, тестирование дискретных устройств и т.д.), а также задач дискретной
математики (основанных на использовании теоретико-множественных, теоретико-
числовых, логических, графовых и сетевых моделей) имеет следующее общее свой-
ство: решение задачи естественно сводится к проверке выполнимости некоторой
формулы (см., напр., [1-10]). Именно это свойство и лежит в основе разработки
средств автоматизированного решения (т.е. решателей) всех таких задач.
Замечание 1. Выполнимость формулы математической логики означает существова-
ние интерпретации (говорят также, модели), в которой она истинна (см., напр., [11, 12]).
Проверку выполнимости формулы F исчисления высказываний можно осуществить с
помощью следующей рекурсивной схемы. Рассмотрим двоичное размеченное ориентирован-
ное ранжированное дерево DF , построенное в соответствии со следующими правилами:
1. Корень дерева DF отмечен формулой F .
2. Осуществляется выбор висячей вершины v дерева DF и переменной x, входящей в
формулу Fv, являющуюся отметкой вершины v.
3. Из вершины v выходят две дуги, ведущие в вершины vl и vr следующего уровня. Дуга,
ведущая в вершину vl (соответственно, в вершину vr), имеет отметку x 7→ > (соответствен-
но, x 7→ ⊥). Отметка вершины vl (соответственно, вершины vr) – формула, полученная из
Fv подстановкой x 7→ > (соответственно, x 7→ ⊥), и упрощенная на основе тождеств исчис-
ления высказываний (символы > и ⊥ означают, соответственно, логические значения true
и false).
Построение дерева DF осуществляется до тех пор, пока либо не появится вершина с
отметкой >, либо каждая висячая вершина имеет отметку ⊥ (такое поддерево дерева DF
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называется семантическим деревом формулы F ). В 1-м случае формула F – выполни-
мая, а во 2-м случае – невыполнимая (т.е. тождественно ложная во всех интерпретациях).
Подчеркнем, что семантическое дерево (в отличие от таблиц истинности) осуществляет (во-
обще говоря, частичное) присвоение истинностных значений булевым переменным с целью
поиска одной (безразлично, какой именно) интерпретации, в которой исследуемая формула
исчисления высказываний является выполнимой.
Приведенная выше схема представляет класс рекурсивных алгоритмов, каждый из ко-
торых определяется правилами выбора раскрываемой вершины v и переменной x, входящей
в формулу Fv. Известно, что (см., напр., [13]) проверка выполнимости формул исчисления
высказываний – NP-полная задача.
Значительные усилия были затрачены на разработку методов, позволяющих упростить
решение этой задачи на практике. Один из классов таких методов основан на применении
правила резолюции: следствием дизъюнктов A∨B и A∨C является дизъюнкт B ∨C (этот
дизъюнкт называется резольвентой). Известно, что формула невыполнима тогда и только
тогда, когда конечным числом применений правила резолюции из нее выводится значе-
ние ⊥. Комбинация построения семантического дерева и применения правила резолюции и
лежит в основе DPLL-процедуры [14, 15] (DPLL – сокращение от Davis-Putnam-Logemann-
Loveland).
Для исчисления предикатов ситуация иная. Известно, что не существует алгоритм про-
верки выполнимости формул исчисления предикатов. Однако существуют алгоритмы, ко-
торые для любой выполнимой формулы исчисления предикатов за конечное число шагов
устанавливает ее выполнимость. Идея их построения состоит в следующем.
Замкнутая (т.е. не содержащая свободных переменных) формула F1 преобразуется в
эквивалентную формулу F2, не содержащую логические связки, отличные от ∨ , ∧ и −.
Формула F2 приводится к предваренной нормальной форме F4 = (Q1x1) . . . (Qnxn)F3, где
Q1, . . . , Qn – кванторы, а F3 – бескванторная формула. Элиминацией кванторов существо-
вания формула F4 приводится к сколемовской нормальной форме F6 = (∀y1) . . . (∀ym)F5,
где F5 – бескванторная формула. В силу теоремы Эрбрана невыполнимость формулы F6
(т.е. используется метод доказательства «от противного») эквивалентна существованию ко-
нечного невыполнимого подмножества множества формул, полученных подстановкой в F5
всевозможных термов, которые можно построить при помощи предметных констант и функ-
циональных символов, встречающихся в F5. Таким образом, проверка невыполнимости фор-
мулы F6, по своей сути, сводится к проверке невыполнимости конечного множества формул
исчисления высказываний.
Задача, представленная формулой математической логики, может быть решена
применением SAT-решателя (т.е. программной системы, предназначенной для про-
верки выполнимости формул математической логики). Если задача представлена
формулой разрешимой теории 1-го порядка T , то говорят о выполнимости по моду-
лю этой теории. В этом случае используется обозначение SMT (T ) (SMT – сокра-
щение фразы «Satisfiability Modulo Theory»). Для решения таких задач применя-
ется T -решатель (т.е. программная система, осуществляющая анализ совместности
ограничений, представленных атомами теории T ). Основы построения T -решателей
заложены в работах [4, 16-22].
В течение последнего десятилетия значительные усилия были направлены на
исследование методов интеграции SAT-решателей и T -решателей, что дает возмож-
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ность «кодировать» задачу формулой математической логики и применить для ана-
лиза выполнимости последней SAT-решатель. При этом T -решатели применяются
только для проверки совместности (в теории T ) множеств литералов, кодирующих
ограничения, представленные атомами теории T . Такой подход (он получил имя
«ленивый подход» – lazy approach) дает возможность существенно расширить класс
решаемых задач. В настоящее время этот подход считается наиболее перспективным
при разработке средств автоматизированного решения задач (см., напр., [23-32]).
Цель данного обзора – анализ современного состояния исследования проблемы
SMT (T ) на основе «ленивого подхода». В п. 2 охарактеризованы SAT-решатели,
основанные на использовании DPLL-процедуры. В п. 3 представлены основные по-
нятия и принципы, лежащие в основе построения T -решателей. В п. 4 рассмотрены
методы организации взаимодействия SAT-решателей и T -решателей. Заключение
содержит ряд выводов.
2. SAT-решатели. Успехи в разработке методов повышения эффективности
анализа выполнимости формул исчисления высказываний [33-37] привели к появле-
нию ряда достаточно мощных SAT-решателей, основанных на использовании DPLL-
процедуры (см., напр., [38-42]). Такие SAT-решатели, для краткости, называют DPLL.
Существующие DPLL можно разбить на следующие два класса:
1. DPLL, основанные на методе ветвей и границ [43] (look-ahead DPLL [33]).
В этих DPLL с каждой вершиной v дерева ассоциируется множество Sv литера-
лов, которым еще не присвоено истинностное значение (напомним, что литералом
называют переменную или ее отрицание). Каждый раз раскрывается вершина v,
для которой множество Sv содержит наиболее перспективный литерал l. Раскрытие
вершины состоит в присвоении истинностного значения l 7→ >, т.е. в построении
вершины v′ следующего уровня, в которую из v идет дуга с отметкой l 7→ >, и в
ассоциировании с вешиной v′ множества Sv′ = Sv \ {l, l}.
2. DPLL, управляющие конфликтами (conflict driven DPLL [36,37]). В этих DPLL
реализован поиск с возвращением [43], основанный на анализе и устранении кон-
фликтов, возникающих при каждом раскрытии вершины дерева, приводящем к
невыполнимости анализируемой формулы.
Отметим, что в настоящее время не известны успешные применения DPLL, осно-
ванных на методе ветвей и границ, при исследований проблемы SMT (T ) на основе
«ленивого подхода».
Замечание 2. Для проверки выполнимости формул исчисления высказываний DPLL,
основанные на методе ветвей и границ, более эффективны (по затрачиваемому времени),
чем DPLL, управляющие конфликтами. Таким образом, затраты, связанные с управлением
конфликтами, являются, по-видимому, той ценой, которую приходится платить за возмож-
ность применения «ленивого подхода» к исследованию проблемы SMT (T ).
Охарактеризуем структуру DPLL, управляющих конфликтами.
С анализируемой формулой исчисления высказываний, представленной в виде
КНФ, ассоциируется упорядоченная пара (ϕ, µ), где ϕ – множество дизъюнктов,
входящих в КНФ, а µ – множество значений истинности, присвоенных переменным
(первоначально, µ = ∅). DPLL, управляющая конфликтами состоит из следующих
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трех процедур.
1. Препроцессорная обработка данных. Эта процедура предназначена для упро-
щения анализируемого множества дизъюнктов ϕ. Основана на комбинации следую-
щих методов [44-46]:
а) для каждой переменной x, встречающейся в множестве ϕ либо только без
отрицания, либо только с отрицанием из множества ϕ удаляются все дизъюнкты,
содержащие эту переменную (так как эти дизъюнкты являются выполнимыми), а в
множество µ добавляется соответствующее истинностное значение этой переменной
(а именно, x 7→ >, если переменная x входит в ϕ без отрицания, и x 7→ ⊥, если
переменная x входит в ϕ с отрицанием);
б) для каждого дизъюнкта, принадлежащего множеству ϕ, удаляются все дизъ-
юнкты, частью которых является этот дизъюнкт;
в) пары дизъюнктов, принадлежащих множеству ϕ, к которым применимо пра-
вило резолюции, заменяются их резольвентами, а истинностные значение перемен-
ных, по которым осуществляется свертка, добавляются в множество µ.
Замечание 3. После препроцессорной обработки данных исходная пара (ϕ, µ) преоб-
разуется в экви-выполнимую пару (ϕ′, µ′), т.е. формула ϕ ∧ µ выполнима тогда и только
тогда, когда выполнима формула ϕ′ ∧ µ′.
2. Ветвление. Эта процедура реализует прямой ход поиска с возвращением и
предназначена для присвоения истинностных значений литералам, встречающих-
ся в обрабатываемом множестве дизъюнктов. Основана на использовании того или
иного эвристического метода (или их комбинации). На практике используются сле-
дующие эвристические методы:
а) выбор литерала, наиболее часто встречающегося в дизъюнктах минимальной
длины, и присвоение ему истинностного значения [3, 35];
б) выбор литерала, приводящего к минимальному (по мощности) анализируемо-
му множеству дизъюнктов, и присвоение ему истинностного значения [47];
в) выбор литерала, в соответствии со списком приоритетов переменных, и при-
своение ему истинностного значения [7, 48];
Замечание 4. Список приоритетов переменных составляется (с участием пользовате-
ля) при кодировании реальной задачи формулой математической логики, исходя из значе-
ния этих переменных для решаемой задачи.
г) выбор литерала из списка литералов, входящих в дизъюнкты, рассмотренные
на предыдущем шаге, в соответствии со значением той или иной меры, оцениваю-
щей вклад литерала в построение решения задачи, и присвоение ему истинностного
значения [38-40];
д) выбор литералов на основе дедукции [40, 46, 49], т.е. итеративном анализе,
направленном на выделение множества ψ эквивалентных (для выполнимости ана-
лизируемой формулы) под-дизъюнктов, подстановке в обрабатываемое множество
дизъюнктов новой пропозициональной переменной вместо элементов множества ψ,
и присвоение этой переменной истинностного значения >.
3. Анализ конфликтов. Эта процедура реализует обратный ход (backtracking)
поиска с возвращением, предназначена для модификации множества значений ис-
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тинности, присвоенных переменным, и состоит в следующем [34, 36, 42, 50].
Представим текущее состояние поиска с возвращением (см., напр., [43]) в виде
пути
v0
∅ →
v1
(l1, D1)
→ v2
(l2, D2)
→ · · · → vn
(ln, Dn)
, (1)
идущего из корня v0 дерева поиска в вершину vn, где li (i = 1, . . . , n) – такой литерал,
что присвоение значения истинности li 7→ > порождает вершину vi, аDi – дизъюнкт,
на основе которого присвоено это значение.
Анализ вершины vn состоит в следующем. Проверяется, существует ли среди
дизъюнктов, которые предстоит обработать, дизъюнкт, имеющий значение ⊥.
Если такого дизъюнкта нет, то из вершины vn продолжается прямой ход.
Если же существует такой дизъюнкт D, то следующим образом реализуется об-
ратный ход (через Res(D′, D′′) обозначена резольвента дизъюнктов D′ и D′′). По-
следовательно вычисляются резольвенты R1, R2, . . . , где
Ri =
{
Res(D,Dn), если i = 1
Res(Ri−1, Dn−i+1), если i ≥ 2
.
Эти вычисления осуществляются до тех пор, пока не будет получена резольвента
Rj = lr ∨D′, где r ∈ {j + 1, . . . , n}, а D′ =
h∨
j=1
lij (1 ≤ i1 · · · < ih ≤ n− j).
Обратный ход состоит в том, что текущее состояние (1) поиска с возвращением
заменяется текущим состоянием
v0
∅ →
v1
(l1, D1)
→ v2
(l2, D2)
→ · · · → vh
(lh, Dh)
→ vh+1
(lr, D)
.
После этого осуществляется анализ вершины vh+1.
Выше охарактеризована структура DPLL, управляющих конфликтами. Отме-
тим, что в соответствующих программных реализациях для сокращения временных
и емкостных затрат используются также дополнительные приемы, в том числе и
псевдослучайный выбор объектов (см., напр., [51]).
В последнее десятилетие значительные усилия были направлены на разработку
формальных моделей DPLL и SMT-систем, построенных на основе «ленивого под-
хода». Такие модели определяются системой продукций (rule-based systems) (см.,
напр., [26, 52-54]), а их значение определяется следующими двумя факторами.
Во-первых, они являются частью математического аппарата, предназначенного
для унифицированного построения решателей, построенных на основе «ленивого
подхода».
Во вторых, появляется возможность доказать для разрабатываемых решате-
лей такие основные, с позиции теории алгоритмов, свойства, как корректность
(soundness), полнота и остановка.
Замечание 5. По-видимому, одной из первых таких формальных моделей является
(построенная на основе модели, разработанной В. Аккерманом в середине ХХ века) теория
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равенства и неинтерпретируемых функций EUF (equality and uninterpreted functions) [2,
55-57]. Эта теория является бескванторной теорией 1-го порядка, определяемой обычными
аксиомами равенства
x = x, (x = y)→ (y = x), (x = y) ∧ (y = z)→ (x = z)
и аксиомами конгруэтности (f – функциональный, а P – предикатный символы)
n∧
i=1
(xi = yi)→ (f(x1, . . . , xn) = f(y1, . . . , yn)),
n∧
i=1
(xi = yi)→ (P (x1, . . . , xn) = P (y1, . . . , yn)).
Существующие EUF -решатели имеют полиномиальную сложность. Их внедрение на
верхний уровень обработки замкнутых относительно конгруэнции структур данных явля-
ется мощным средством выявления конфликтов.
3. T -решатели. Построение современных T -решателей осуществляется на ос-
нове следующего подхода, получившего имя наслоение (layering) [58, 59].
Выделяется такая последовательность подтеорий
T1 ⊂ T2 ⊂ · · · ⊂ Tn = T ,
что проверка совместности ограничений для теории Ti (i = 1, . . . , n− 1), проще, чем
соответствующая проверка для теории Ti+1. Конструируется последовательность
S1, . . . , Sn решателей возрастающей выразительности (и, как следствие, сложности),
где Si (i = 1, . . . , n) – Ti-решатель. Если Ti-решатель Si установил, что исследуемое
множество ограничений несовместно, то T -решатель выдает unsat без обращения к
решателям Si+1, . . . , Sn.
Кроме ответа sat (множество ограничений совместно) или unknown (вывод о сов-
местности множества ограничений не сделан) предусмотрена возможность выдачи
T -решателем следствий, установленных в процессе анализа исследуемого множества
ограничений, представленных атомами теории T . В случае ответа sat эти следствия
называются леммами теории T . Аналогичным образом, кроме ответа unsat преду-
смотрена возможность выдачи T -решателем конфликтных множеств, т.е. тех или
иных подмножеств ограничений, наличие которых приводит к невыполнимости ис-
следуемого множества ограничений.
Проилюстрируем особенности построения T -решателей на примере задачи про-
верки выполнимости формул линейной арифметики LA, т.е. атомы этой теории –
это формулы вида
n∑
i=1
aixi♦b (♦ ∈ {≤, <, 6=,=,≥, >}).
Отметим, что эта задача наиболее полно проработана на текущий момент.
Пример. Для проверки выполнимости бескванторных формул линейной рациональной
арифметики LA(Q) разработан ряд эффективных на практике LA(Q)-решателей, основан-
ных на использовании симплекс-метода (см., напр., [2, 60-62]). Иная ситуация имеет место
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в случае проверки выполнимости бескванторных формул линейной целочисленной ариф-
метики LA(Z). Известно, что эта задача – NP-полная, а LA(Z)-решатели, аналогичные
предложенным в [63,64], далеко не всегда справляются с решением реальных задач. В [65]
предложен следующий достаточно эффективный на практике LA(Z)-решатель в предполо-
жении, что атомы имеют вид
n∑
i=1
aixi♦b (♦ ∈ {=,≤}).
Вначале применяется LA(Q)-решатель. Если он выдает unsat, то LA(Z)-решатель так-
же выдает unsat и прекращает работу. Если же LA(Q)-решатель выдает sat (т.е. конфлик-
ты не обнаружены), то осуществляется проверка целочисленности значений переменных.
В случае положительного ответа LA(Z)-решатель выдает sat и прекращает работу. В слу-
чае отрицательного ответа активируется модуль, предназначенный для анализа системы
линейных диофантовых уравнений.
Первая процедура проверяет, есть ли среди анализируемых уравнений такое уравнение∑
i
ahixi + bh = 0, что НОД чисел ahi не является делителем числа bh. В случае положи-
тельного ответа LA(Z)-решатель выдает unsat (так как анализируемая система линейных
диофантовых уравнений несовместна) и прекращает работу. В случае отрицательного от-
вета активируется процедура, которая следующим образом последовательно преобразует
каждое из анализируемых уравнений.
В уравнении ∑
i
ahixi + bh = 0 (2)
выбирается наименьший по модулю ненулевой коэффициент ahk. Возможны следующие два
случая:
1. Пусть |ahk| = 1. Тогда уравнение (2) приводится к виду xk = −
∑
i6=k
αkhahixi − αhkbh,
где αhk = ahk|ahk|−1. Эта подстановка осуществляется во все остальные уравнения.
2. Пусть |ahk| > 1. Тогда уравнение (2) приводится к виду
ahk(xk +
∑
i 6=k
a
(q)
hi xi + b
(q)
h ) +
∑
i 6=k
a
(r)
hi xi + b
(r)
h = 0,
где a(q)hi и a
(r)
hi (соответственно, b
(q)
h и b
(r)
h ) – частное и остаток от деления ahi на ahk (соответ-
ственно, bh на ahk). Вводится новая переменная xt = xk +
∑
i 6=k
a
(q)
hi xi + b
(q)
h . Эта подстановка
осуществляется во все уравнения. Такое преобразование применяется к анализируемому
уравнению (2) до тех пор, пока не возникнет 1-й случай (что всегда происходит через ко-
нечное число шагов).
Если при выполнении рассмотренной процедуры обнаружены конфликты, то LA(Z)-
решатель выдает unsat и прекращает работу. Если же конфликты не обнаружены, то по-
лученная система xj =
∑
i 6=j
ajixi + cj линейных диофантовых уравнений используется в
качесте подстановки в анализируемую систему неравенств и активируется модуль, предна-
значенный для анализа системы линейных неравенств.
Вначале каждое такое неравенство
∑
i
aixi + b ≤ 0, что НОД g чисел ai не является
делителем числа b преобразуется в неравенство
∑
i
aig
−1xi + dbg−1e ≤ 0.
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Затем активируется LA(Q)-решатель. Если выдает sat , то осуществляется проверка
целочисленности значений переменных. В случае положительного ответа LA(Z)-решатель
выдает sat и прекращает работу. В случае отрицательного ответа активируется модуль,
реализующий метод ветвей и границ.
Этот модуль следующим образом рекурсивно разбивает анализируемую задачу на две
подзадачи добавлением дополнительных ограничений в исследуемую формулу.
Пусть LA(Q)-решатель ассоциировал с переменной xk нецелочисленное значение αk.
Дополнительное ограничение для 1-й подзадачи – неравенство xk − bαkc ≤ 0, а для 2-й
подзадачи – неравенство −xk + dαke ≤ 0. После этого к каждой из подзадач применяется
LA(Q)-решатель. Эти вычисления осуществляются до тех пор, пока либо LA(Z)-решатель
выдает sat, либо будет установлено, что все подзадачи невыполнимы. В последнем случае
LA(Z)-решатель выдает unsat.
Исследования, связанные с разработкой процедур анализа формул LA естествен-
но привели к выделению следующих двух подтеорий.
1. Разностная логика DL (difference logic) [52,66-68]. Атомы этой теории – фор-
мулы вида x− y♦a, где ♦ ∈ {≤, <, 6=,=,≥, >}. Существующие решатели для DL(Q)
и DL(Z) имеют полиномиальную сложность. Большинство из них основано на сведе-
нии проверки выполнимости множества неравенств к проверке отсутствия отрица-
тельных циклов в графе ограничений (constraint graph) [69]. Последний определяет-
ся следующим образом. Вершины отмечены переменными. Из вершины с отметкой
«x» идет дуга в вершину с отметкой «y» тогда и только тогда, когда анализируемое
множество неравенств содержит неравенство x−y ≤ a. Эта дуга имеет отметку «a».
2. Теория двух целых переменных на неравенство UT VPI (unit-two-variable-per-
inequality) [70,71]. Эта теория является подтеорией теории LA(Z), а ее атомы имеют
вид ±x ± y ≤ a. Существующие UT VPI-решатели имеют полиномиальную слож-
ность. Большинство из них основано на итеративном построении транзитивного за-
мыкания: при добавлении нового ограничения выводятся всевозможные следствия
до тех пор, пока либо будет получено противоречие, либо будет достигнута непо-
движная точка.
Анализ EUF и LA показал, что сложность решателей, во-многом, характеризует-
ся такими свойствами теории T , как «быть выпуклой» (convex) и «быть бесконечно
устойчивой» (stably-infinite) [19]. Эти свойства определяются следующим образом.
Теория T выпукла, если для любой конъюнкции K ее литералов и для любой
дизъюнкции
n∨
i=1
(xi = yi) (где xi и yi – переменные теории T )(
K|=T
n∨
i=1
(xi = yi)
)
⇔ (∃i ∈ Nn)(K|=T (xi = yi)).
Теория T бесконечно устойчива, если для любой T -выполнимой формулы ϕ су-
ществует модель с бесконечной областью, в которой формула ϕ выполнима.
Отметим, что EUF , LA(Q) иDL(Q) – бесконечно устойчивые и выпуклые теории,
а LA(Z), DL(Z) и UT VPI – бесконечно устойчивые и не выпуклые теории.
Значительные усилия исследователей были направлены на построение решате-
лей для работы с основными структурами данных. Рассмотрим их кратко.
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Теория битовых векторов BV [55, 72-79] является теорией 1-го порядка с ра-
венством. Она предназначена для анализа дискретных устройств, представленных
на языке регистровых передач, а также для верификации программ. Ее основные
операции – конкатенация, выбор подслова, сложение и умножение по заданному
модулю, а также побитовые логические операции над векторами одной и той же
длины. Эта теория не является ни выпуклой, ни бесконечно устойчивой. Известно,
что проверка выполнимости безкванторных формул теории BV – NP-полная задача.
Большинство существующих BV-решателей, используя препроцессорные вычисле-
ния, кодируют исследуемую задачу в виде данных либо для SAT-решателя, либо
для LA(Z)-решателя.
Отметим, что выбор приемлемых на практике алгоритмов для BV-решателя яв-
ляется одной из наиболее актуальных проблем в настоящее время.
Теория массивов AR [5, 8, 17, 55] является теорией 1-го порядка с равенством.
Она предназначена для анализа поведения на уровне «массив/память» (что, в част-
ности, актуально как при верификации программ, так и при организации тести-
рования программных систем). Сигнатура AR содержит два интерпретированных
функциональных символа: read и write (read(a, i) представляет элемент, записан-
ный в массив a по адресу i, а write(a, i, e) – результат записи элемента e в массив a
по адресу i). Аксиомы AR имеют следующий вид
(∀a)(∀i)(∀e)(read(write(a, i, e), i) = e),
(∀a)(∀i, j)(∀e)((i 6= j)→ read(write(a, i, e), j) = read(a, j)),
(∀a, b)((∀i)(read(a, i) = read(b, i))→ (a = b)).
Известно, что проверка выполнимости безкванторных формул теории AR – NP-
полная задача.
Отметим, что существующие AR-решатели применяются, как правило, в комби-
нации с решателями, предназначенными для других теорий.
Теория списков LI [55] представляет собой теорию 1-го порядка с равенством и
является подтеорией теории рекурсивных типов данных RDT [5]. Сигнатура LI
содержит три интерпретированных функциональных символа, представляющих ос-
новные операторы языка LISP: функцию cons, конструирующую в памяти объект,
содержащий два значения или указатели на эти значения, и функции car и cdr, осу-
ществляющие выбор, соответственно, 1-го и 2-го элементов объекта. Аксиомы LI
имеют следующий вид
(∀x)(cons(cad(x), cdr(x)) = x),
(∀x, y)(car(cons(x, y)) = x), (∀x, y)(cdr(cons(x, y)) = y),
(∀x)(fn(x) 6= x) (f ∈ {car, cdr}, n ∈ N). (3)
Замечание 6. Аксиомы (3) обеспечивают отсутствие «зацикливания» при формирова-
нии списков.
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Известно, что проверка выполнимости бескванторных формул LI осуществима
за линейное время. Это обосновывает целесообразность применения существующих
LI-решателей при решении задач проверки корректности любых алгоритмов, ис-
пользующих списки в качестве основных структур данных (в частности, при вери-
фикации программ и анализе алгоритмов обработки моделей с сетевой структурой).
4. Интеграция DPLL и T -решателей. Обозначим через T -DPLL систему, со-
стоящую из взаимодействующих DPLL и T -решателя, предназначенную для реше-
ния задачи SMT (T ) на основе «ленивого подхода». Входными данными для T -DPLL
системы является исследуемая T -формула ϕ. Система автоматически конструирует
(посредством кодировки атомов теории T пропозициональными переменными) про-
позициональное представление ϕ(p) формулы ϕ. Все многообразие взаимодействий
DPLL и T -решателя в системе T -DPLL естественно разбивается на следующие два
класса.
1. Off-line взаимодействие. Функционирование T -DPLL системы, основанной на
off-line взаимодействии, осуществляется следующим образом.
Формула ϕ(p) подается на вход DPLL. Если установлено, что ϕ(p) – невыполни-
мая формула, то система T -DPLL выдает unsat и останавливается. Если же по-
строена модель µ(p) формулы ϕ(p), то множество η атомов теории T , построенных в
соответствии с литералами, входящими в µ(p), подается на вход T -решателя. Если
T -решатель устанавливает, что множество атомов η выполнимо, то система T -DPLL
выдает sat и останавливается. Если же T -решатель устанавливает, что множество
атомов η невыполнимо, то выбирается конфликтное подмножество η0 множества
η. Множество η0, состоящее из отрицаний атомов, принадлежащих множеству η0
кодируется дизъюнкцией D литералов, и формула ϕ(p) ∧D подается на вход DPLL.
Замечание 7. Переход от пропозициональной формулы ϕ(p) к формуле ϕ(p) ∧D назы-
вается построением лемм по требованию (lemmas on demand) [80].
Таким образом, DPLL рассматривается как «черный ящик» при off-line взаимо-
действии в системе T -DPLL .
2. On-line взаимодействие. Такая T -DPLL система представляет собой вари-
ант DPLL, функционирующий как перечислитель (enumerator) моделей пропозици-
ональной формулы, выполнимость интерпретаций в теории T которых проверяется
T -решателем. С исследуемой формулой ϕ такая T -DPLL система ассоциирует мно-
жество T -литералов µ, которым присвоены значения (первоначально, µ = ∅).
Замечание 8. T -литералом называется атом теории T или его отрицание.
Структура T -DPLL системы, основанной на on-line взаимодействии, во многом,
аналогична структуре DPLL, управляющей конфликтами. Основными являются
следующие три процедуры.
1. T -препроцессорная обработка данных. Эта процедура предназначена для упро-
щения формулы ϕ, а также для преобразования (если возникает необходимость)
множества µ, сохраняющего T -выполнимость формулы ϕ ∧ µ. Большинство ее ша-
гов является комбинацией шагов соответствующей процедуры для DPLL с опреде-
ляемыми теорией T правилами вывода, применяемыми к T -литералам формулы ϕ.
Среди методов упрощения формулы ϕ выделяют нормализацию T -атомов и ста-
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тическое изучение (static learning) [58, 81-84].
Под нормализацией T -атомов понимают их приведение к стандартному виду.
Замечание 9. В зависимости от теории T при нормализации могут применяться заме-
на некоторых операций и отношений на двойственные, свойства ассоциативности, комму-
тативности, дистрибутивности, поглощения, та или иная сортировка, и т.д.
Статическое изучение состоит в проверке совместности рассматриваемого мно-
жества T -атомов посредством анализа ограничений, определяемых простейшими
эквивалентностями и конгруэнциями.
Если при выполнении T -препроцессорной обработки данных обнаруживается
конфликт, то T -DPLL система выдает unsat и останавливается.
2. T -ветвление. Эта процедура реализует прямой ход поиска с возвращением.
Большинство ее шагов является комбинацией шагов соответствующей процедуры
для DPLL с основанными на учете семантики теории T методами раннего отсечения
(early pruning) и T -продвижения (T -propagating) [52, 54, 58, 81, 82, 85, 86].
Раннее отсечение предназначено для сужения пространства поиска при выборе
литералов, которым присваиваются значения. Его суть состоит в том, что при об-
наруженении T -несовместности множества T -литералов µ нет необходимости рас-
сматривать никакое расширение множества µ. Реализация этого метода основана
на том обстоятельстве, что построение современных T -решателей на основе техни-
ки наслоения дает возможность эффективно использовать последовательность со-
ответствующих Ti-решателей. Кроме того, могут применяться такие эвристические
методы, как отсечение множества µ при отсутствии его расширения на протяже-
нии заданного числа шагов, или при присвоении в течение данного числа шагов
значений только чисто пропозициональным литералам.
T -продвижение состоит в следующем. При текущем вызове T -решателя осу-
ществляется попытка выводов вида η|=T l, где η ⊆ µ, а l – T -литерал, значение
которому еще не присвоено. Если такие T -литералы найдены, то они добавляются
в множество µ.
3. T -анализ конфликтов. Эта процедура реализует обратный ход поиска с воз-
вращением. Большинство ее шагов является комбинацией шагов соответствующей
процедуры для DPLL с основанными на учете семантики теории T методами T -
возврата (T -backjumping) и T -изучения (T -learning) [25, 34, 59, 86-91].
T -возврат основан на предположении о том, что если T -решатель активируется
на множестве T -литералов µ, то при установлении T -несовместности множества µ
он строит конфликтное подмножество η ⊂ µ. В этом случае система T -DPLL исполь-
зует пропозициональное представление η(p) в качестве источника конфликта. При
этом активируется режим возврата DPLL (т.е. ϕ(p) := ϕ(p) ∧D, где D – дизъюнкция
отрицаний пропозициональных литералов, принадлежащих η(p) и осуществляется
возврат в вершину дерева поиска (какую именно, зависит от выбранной стратегии),
в которой не присвоены значения ни одному из литералов, принадлежащих множе-
ству η(p)).
T -изучение предназначено для выделения суб-минимальных по мощности кон-
фликтных множеств T -литералов, объединение которых содержит как можно боль-
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ше T -литералов, значения которым не присвоены на текущий момент. Именно та-
кие системы множеств T -литералов, а также аналогичные системы множеств чисто
пропозициональных литералов используются при построении стратегии ветвления
и возврата T -DPLL системы в вершины дерева поиска, расположенные в как можно
ранее построенных уровнях, что, в конечном итоге, обеспечивают наиболее суще-
ственное сужение пространства поиска.
Замечание 10. Наиболее простой такой стратегией ветвления и возврата T -DPLL си-
стемы является следующая (см. процедуру анализа конфликтов для DPLL). Пусть S –
множество T -литералов, которым на текущий момент присвоены значения >. Для каждого
множества η, принадлежащего построенной на текущий момент системе суб-минимальных
по мощности конфликтных множеств T -литералов проверяется условие |S∩η| = |η|−1. Ес-
ли это условие выполнено, то T -литералу l ∈ η\S автоматически присваивается значение ⊥.
После окончания этого процесса происходит активация процедуры T -анализа конфликтов.
5. Заключение. В работе рассмотрены модели и методы, предназначенные для
исследования проблемы SMT (T ) на основе «ленивого подхода».
В настоящее время достаточно хорошо проработаны теоретические основы по-
строения T -DPLL систем в терминах разрешимых теорий 1-го порядка. При этом
созданы общие методы синтеза T -DPLL систем на основе сведения предназначенных
для различных теорий решателей в единый решатель с последующей его интегра-
цией с DPLL [2, 17, 21, 39, 92].
Построение приемлемых на практике T -решателей дает возможность констру-
ировать на основе наслоения такие программные системы с достаточно широкой
областью применения, как MathSAT [58], представляющий собой взаимодейству-
ющую с DPLL иерархию решателей, предназначенных, для проверки выполнимо-
сти формул, соответственно, теорий EUF , DL, LA(Q) и LA(Z). Возможности та-
ких программных систем могут быть существенно расширены за счет включения
в иерархию решателей, предназначенных для проверки выполнимости формул дру-
гих теорий. Например, предложенного в [93] решателя, основанного на интервальной
арифметике и предназначенного для проверки выполнимости системы нелинейных
ограничений (в том числе построенных с помощью трансцендентных функций).
Анализ ситуации, связанной с построением решателей, предназначенных для ра-
боты с основными структурами данных, приводит к следующим выводам.
Во-первых, возможность построения эффективных LI-решателей делает при-
влекательным их использование в автоматизированных средствах анализа сетевых
моделей, а также в автоматизированных средствах верификации программных си-
стем.
Во-вторых, актуальность построения приемлемого на практике BV-решателя
обусловлена не только прикладными задачами, но и задачей проверки выполни-
мости формул в кольцах вычетов. Значимость последней задачи обусловлена мно-
гочисленными применениями колец вычетов в задачах преобразования и защиты
информации.
Из сказанного естественно вытекает необходимость исследования задачи про-
верки выполнимости формул в конечных кольцах. В [94] разработана общая схема
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решателя, предназначенного для проверки выполнимости формул LA над конеч-
ным ассоциативным кольцом с ненулевым умножением. Существенны отличием от
LA(Q) и LA(Z) является необходимость отдельного рассмотрения шести классов
колец, определяемых наличием либо отсутствием коммутативности умножения, а
также наличием либо отсутствием единицы или (в некоммутативных кольцах) ле-
вых либо правых единиц. Детальная проработка этой схемы для колец вычетов
и матричных колец над конечным полем определяет возможное направление ис-
следований. Другое направление связано с разработкой математического аппарата,
предназначенного для проверки выполнимости формул нелинейной арифметики над
конечными кольцами.
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V.V. Skobelev
Problem of checking for satisfiability of formulae of decidable theories (survey).
Given paper is devoted to analysis of the state of the art for investigations of the problem of checking
for satisfiability of formulae in decidable first-order theories on the base of the lazy approach, i.e. on
integration of SAT-solvers with T -solvers. The structure of SAT-solver designed on the base of conflict
driven DPLL procedure is characterized. Basic notions and principles applied in the process of elaboration
of modern T -solvers are considered. They are presented in detail for example of a solver intended for
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checking of satisfiability for formulae of linear integer arithmetic. Methods of integration of SAT-solvers
with T -solvers are characterized.
Keywords: first order theories, formulae satisfiability, solvers.
В.В. Скобелєв
Проблема перевiрки здiйсненостi формул розв’язних теорiй (огляд).
Дану статтю присв’ячено аналiзу сучасного стану дослiджень проблеми перевiрки здiйсненостi
формул теорiй 1-го порядку на основi «ледащого пiдходу», тобто на iнтеграцiї SAT-вирiшувачiв з
T -вирiшувачами. Охарактеризовано структуру SAT-вирiшувача, який побудовано на основi керую-
чою конфлiктами DPLL-процедури. Розглянуто основнi поняття та принципи, якi використуються
при побудовi сучасних T -вирiшувачiв. Викладення iлюструється на прикладi вирiшувача, який
призначено для перевiрки здiйсненостi формул лiнiйної арифметики цiлих чисел. Охарактеризова-
но методи iнтеграцiї SAT-вирiшувачiв з T -вирiшувачами.
Ключовi слова: теорiї 1-го порядку, здiйсненость формул, вирiшувачi.
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