ABSTRACT. We generalize the classical Laurent decomposition in the setting of domains Ω ⊆ C bounded by Jordan curves. This leads us to study the Fréchet spaces A p (Ω), and their relation to the spaces C p (∂Ω). In the final section, we examine the case of a non Jordan domain Ω.
INTRODUCTION
It is well known that if Ω ⊆ C is a domain of finite connectivity, then every f ∈ H(Ω) has a decomposition on Ω as f = f 0 + f 1 + · · · + f n for f k ∈ H(V k ), where V 1 , ..., V n denote the complements of the connected components of (C ∪ {∞}) \ Ω. This is the Laurent decomposition of f ; see for instance [5] . If f extends continuously over Ω, then it is easily seen that each f k extends continuously over V k . More generally, if f ∈ A p (Ω) then f k ∈ A p (V k ), where for p ∈ {0, 1, 2, ...} ∪ {∞}, A p (Ω) denotes the set of functions f ∈ H(Ω) whose derivatives f (l) , 0 ≤ l ≤ p, l ∈ N, have continuous extensions over Ω.
As a special case, we can take Ω to be a domain bounded by a finite number of pairwise disjoint Jordan curves, such as the annulus Ω = {z ∈ C : r < |z| < 1}, 0 < r < 1. The limit case as r → 1 − is the case of the unit circle T. The Laurent decomposition can be generalized in this setting, as every function f ∈ C ∞ (T) can be written as f = g + h with g ∈ A ∞ (D) and h ∈ A ∞ (C \ D), lim z→∞ h(z) = 0, D being the open unit disc. The analogous statement for the spaces C p (T), A p (D) and A p (C\D) does not hold for p < +∞; this is related to the fact that the disc algebra A(D) = A 0 (D) is not complemented in C(T) = C 0 (T) ( [9] ). We prove this result in section 3, along with the fact that the spaces A p (D) are isomorphic Banach spaces for p < +∞ (with their natural norms) and the fact that the space A ∞ (D) is a non normable Fréchet space.
In section 4, we examine potential generalizations of the previous results, when the disc D is replaced by a Jordan domain Ω. The spaces C p (∂Ω), 0 ≤ p ≤ +∞, are defined via the parametrization of ∂Ω induced by any Riemann mapping of D onto Ω. In order to extend the results of the preceding section, we place additional hypotheses on the geometry of Ω, such as the interior chord arc condition ( [1] ) and the boundedness of the geodesics ( [11] ), or on the Riemann mapping φ : D → Ω itself, such as φ ∈ A p (D) and φ ′ (z) 0 for all z ∈ D. Under some of those conditions, we also prove that the spaces A p (Ω) and A p (D) are isomorphic as Banach spaces, for p < +∞, and that A ∞ (Ω) has no norm inducing its natural topology.
In section 5, we consider the case of a particular domain Ω bounded by two Jordan curves meeting at a point. For p = +∞ the "Laurent decomposition" is true, but the case p < +∞ remains open. We suspect the answer is negative, and we have reduced this to the existence of a function f ∈ A(Ω) so that the Cauchy transform of f | T (T ⊆ ∂Ω) diverges as z → 1, |z| < 1 (see Question 35).
Section 2 contains some preliminary results needed in the sequel. Finally, we remark that if Ω is a domain of finite connectivity, then A p (Ω) is a finite direct sum of spaces A p (V k ), so we can extend our results in this setting, under some additional assumptions on Ω. We do not discuss such extensions in the present article, nor do we discuss the several variables case or the density of polynomials or rational functions in A p (Ω). These facts will be treated elsewhere.
PRELIMINARIES
We first collect two elementary facts of functional analysis, that we will use throughout this article. The following is well known Proof. We will prove that condition 3 implies condition 1. If A, C are Fréchet spaces, A × C is a Fréchet space (with the sum of the semi-norms) and the canonical map A × C → B is a continuous linear bijection. By the Open Mapping Theorem it is an isomorphism, so the projection B → A × C → A is continuous.
For 0 ≤ p ≤ +∞, we denote by A p (D) the space of holomorphic functions on D whose derivatives of order l ∈ N, 0 ≤ l ≤ p, extend continuously over D. It is topologized via the semi-norms
is a Banach space for p < +∞ and a Fréchet space for p = +∞. The disc algebra is
is the space of functions f that are holomorphic on D c , whose derivatives of order l ∈ N, 0 ≤ l ≤ p, extend continuously over C \ D, and lim z→∞ f (z) = 0. Its topology is given by the semi-norms
is a Banach space for p < +∞ and a Fréchet space for p = +∞. Here,Ĉ denotes the extended plane C ∪ {∞}.
We will need the following well known fact
In both cases, the Laurent coefficients are the Fourier coefficients of the 2π-periodic function f (e iθ ), θ ∈ R.
Proof. See [7] .
For p = 0, 1, ...., +∞, the topology of C p (T) is given by the semi-norms
or equivalently by the semi-norms
The topology of A p (D) is also induced by the semi-norms 
THE CASE OF THE CIRCLE
We begin by showing the analogue of the Laurent decomposition for functions in C ∞ (T). To do that, we first collect some well known results regarding the asymptotic behavior of the Fourier coefficients of functions in
The usual topologies of
are also given by these two (equivalent) families of semi-norms: (1) and (2) we can have n range over N = {0, 1, ...}, and if f ∈ A ∞ 0 (Ĉ \ D) we can have n range over the negative integers.
, and of course f = g| T + h| T . The decomposition is unique since f = 0 =⇒ g = −h which implies that all Fourier coefficients of g, h are 0. Finally, we can use Proposition 2 to derive the result regarding the direct sum.
There is an equivalent way to state this decomposition:
The second summand converges for |z| > 1, and when restricted to |z| = 1 we have that
n=0 a n z n . The decomposition is unique, for if f = 0 then g = −h forcing g and h to be constant on D.
and under this embedding, we have
This was shown in the proof of Theorem 7. By Theorem 6 we obtain,
In the rest of this section, we shall prove that similar decompositions are impossible for p < +∞. We begin with some useful isomorphisms, the first of which was communicated to us by C. Panagiotis.
Theorem 9. For all p < +∞, there is an isomorphism
Φ : C p+1 (T) → C p (T) that restricts to isomorphisms A p+1 (D) → A p (D) and A p+1 0 (Ĉ \ D) → A p 0 (Ĉ \ D). It follows that the spaces C 0 (T), C 1 (T), C 2 (T), ..
. are isomorphic Banach spaces. The same is true for the spaces
This map is clearly continuous and linear, and it is easy to see that it is injective (a linear function aθ + b, a, b ∈ C, must be 2π-periodic hence constant). We shall now show surjectivity. Let g ∈ C p (T) and consider the function S g ∈ C p+1 (T) given by,
is an isomorphism, and its inverse is given by the assignment g → f , f being as in (4) .
We shall now prove that Φ restricts to an isomorphism
for z = e iθ . This allows us to extend Φ( f ) over the closed disc. Therefore, we have the map
. Before we show surjectivity, let us note that every function in A p+1 (D) has an antiderivative in A p (D). Indeed,
is an antiderivative of f on D, and it is easy to check the uniform continuity of F over D, hence F extends continuously over D. The first p derivatives of F also extend continu-
One can easily check that f ∈ A p+1 (D) and
is also surjective. By the Open Mapping Theorem, Φ is an isomorphism, with inverse given by g → f , f as in (6) .
Finally, let us show that the map Φ given in (3) restricts to an isomorphism A p+1
and is given by
Proof. We induct on p. The base case p = 0 can be found in [9] (compare with Proposition 2). So assume that
, contradicting our assumption on f . We can actually prove something quite stronger (compare with Proposition 2):
is not isomorphic to any complemented subspace of C p (T).
Proof. The case p = 0 can be found in [12] . We induct on p, and assume that A p (D) is not isomorphic to any complemented subspace of
(we use the symbol ≈ for isomorphisms), then applying the isomorphism Φ of Theorem 9 on
(the first isomorphism is by Theorem 9) hence A p (D) is isomorphic to a complemented subspace of C p (T), contradicting the induction hypothesis.
As we showed in Theorem 9, all spaces C p (T) are isomorphic for p < +∞, and all spaces A p (D) are isomorphic for p < +∞. This fails if we allow p = +∞:
Theorem 12. There is no norm inducing the usual topologies on C ∞ (T) and
Proof. We will prove that if C ∞ (T) had a norm · inducing the same topology as the seminorms | · | l , then its closed unit ball would be compact, contradicting that it is an infinite dimensional Banach space. Let f n ≤ 1 and fix l momentarily. The set
is an open neighborhood of 0, so it contains some
So it remains to show that f n has a subsequence converging to some f ∈ C ∞ in all semi-norms | · | l .
The sequence f n is a uniformly bounded (
family of continuous functions on the compact set T, so by the Arzelá-Ascoli theorem, it has a subsequence f k n ,1 converging to some f ∈ C(T) uniformly. Similarly, f k n ,1 has a subsequence f ′ k n ,2 converging to some g ∈ C(T) uniformly; it follows that f ′ = g. Iterating shows that f ∈ C ∞ (T) and f k n ,n → f in every semi-norm. The unit ball is thus compact, and we have our contradiction.
This argument can be adapted for A ∞ (D) as follows: Let f n ∈ A ∞ (D) and | f n | l < M l < +∞ uniformly on n, and for all l. The sequence f n ∈ C(D) is uniformly bounded and equicontinuous ( f 
JORDAN DOMAIN
In this section, Ω ⊆ C is a fixed Jordan domain (a simply connected region whose boundary ∂Ω is a Jordan curve) and φ : D → Ω is a fixed Riemann map. By the Carathéodory-Osgood Theorem, φ extends to a homeomorphism φ : D → Ω. The homeomorphism γ : T → ∂Ω, γ = φ| T , is the parameterization of ∂Ω that we will be using.
Definition 13. We define C p (∂Ω) as the space of functions f : ∂Ω → C such that f • γ ∈ C p (T), and endow it with semi-norms
It is a Fréchet space for all p and a Banach space for p < +∞. By definition, C p (∂Ω) is isometrically isomorphic to C p (T), via the map f → f • γ.
A p (Ω) is defined as the space of holomorphic functions f on Ω, whose derivatives f (l) , 0 ≤ l ≤ p, l ∈ N, extend continuously over Ω. Its topology is defined by the semi-norms 
is topologized by semi-norms
The decomposition in Theorem 6 is the trickiest to generalize in this setting, so we postpone this until the end of this section, and instead proceed with extending the decomposition in Theorem 7:
Theorem 14. If the Riemann map
The uniqueness of the decomposition f = g + h follows from the fact if f = 0 then g =h for holomorphic g, h on a domain, hence both g and h are constant.
We now examine when A ∞ (Ω) embeds in C ∞ (∂Ω) in the canonical way, and more generally when
Theorem 15. Let 0 ≤ p ≤ +∞ be fixed. The following are equivalent
given by restriction to the boundary is well defined; that is,
Proof. This is trivial for p = 0 (by continuity), so assume p ≥ 1. The equivalence of items 2 and 3 is part of Proposition 4 (see [7] ).
If the restriction map
For the converse, first take p = 1 and let f ∈ A 1 (Ω) and f , f ′ be the extensions of f, f ′ over the boundary. We want to show that f • γ is C 1 smooth.
For 0 ≤ r < 1 set γ r (e iθ ) = φ(re iθ ). For convenience, we denote u ′ = du dθ for u ∈ C 1 (T). By the uniform continuity of φ we have that γ r → γ uniformly. In addition, γ ′ r → γ ′ uniformly, since for r < 1 we have
which is arbitrarily small for r sufficiently close to 1, by the uniform continuity of φ
By a theorem in real analysis, we conclude that f • γ is differentiable and
An induction on p completes the proof.
So under the assumption γ ∈ C p (T), we have A p (Ω) as a subset of C p (T). To have it embedded in C p (T) as a closed subspace, we additionally need the usual topology on A p (Ω) given by the semi-norms
to agree with the relative topology induced by C p (T), i.e., given by the semi-norms
A sufficient condition is that γ ′ 0 (for p ≥ 1 of course). Indeed, by the equations
we can prove that the two semi-norms for l = 1 are equivalent (they are equal for l = 0). This can be done for all l ≤ p, l ∈ N, by induction, see for instance [4] .
Proof. The image of
The analogous statement is true for A p (Ω). Therefore, by Theorem 14 and Proposition 2, we have that
We shall prove that no such decomposition can occur for p < +∞, under some mild conditions on Ω. Precisely, we define the family of Jordan domains F consisting of all Ω with one of the following properties:
1. Ω has rectifiable boundary. 2. Ω is star-like. 3 . Ω is bounded by the graph of a continuous function s : [0, 1] → R and the horizontal axis positioned at height c < min s:
For any ǫ > 0 there is a δ > 0 so that whenever z, w ∈ Ω, |z − w| < δ, there is a curve in Ω connecting them with length less than ǫ. 5. There is a C > 0 such that for any two points z, w ∈ Ω there is a curve in Ω connecting them with length less than C|z − w|. This is the so called "interior chord arc condition" ([1] ). 6. The Riemann map φ : D → Ω is Lipschitz continuous. This is equivalent to Lipschitz continuity on D, and also equivalent to φ ′ being bounded on D (because D is convex).
We remark that each one of conditions 5 and 6 imply condition 4 (if φ is Lipschitz then we can use curves φ([φ −1 (z), φ −1 (w)]) to connect z, w), while condition 6 clearly implies condition 1. Proof. We refer the reader to [8] for the cases of conditions 1,2 and 3. We shall only treat condition 4, which is weaker than conditions 5 and 6.
Assume that for any ǫ > 0 there is a δ > 0 such that whenever z, w ∈ Ω, |z − w| < δ, then there is a rectifiable curve δ z,w in Ω connecting z, w with length ℓ(δ z,w ) less than ǫ. For arbitrary curves γ z in Ω starting from a fixed z 0 ∈ Ω to z, the function F : D → C given by F(z) = γ z f (ζ) dζ is an antiderivative of f in Ω, and is independent of the choice of curves γ z . For z, w ∈ Ω and |z − w| < δ we have
which can become arbitrarily small as f ∞ < +∞. Therefore, F is uniformly continuous on Ω, hence extends continuously over Ω. Because
Remark 20. This proof also yields that if Ω has property 4, then every function in H ∞ (Ω) (a function holomorphic and bounded on Ω) has an antiderivative in A(Ω). The integration operator maps H ∞ (Ω) to itself if and only if there is an M ∈ (0, +∞) so that any two points in Ω can be joined by a curve in Ω with length at most M ( [11] ).
Theorem 21. If the integration operator on Ω maps A(Ω) to itself and p
In particular, the conclusion holds for Ω ∈ F .
Proof. The first statement follows exactly as in the case of the disc: After a translation, we may assume 0 ∈ Ω • . The map Φ :
is an isomorphism, the proof of which is similar to the second part of the proof of Theorem 9. In addition,
where the second isomorphism is given by f → f • φ.
has no norm inducing its usual topology by Theorem 12.
Theorem 22. A ∞ (Ω) has no norm inducing its usual topology, if Ω has property 4 (or properties 5,6).
Proof. This is a straightforward adaptation of the proof of Theorem 12. The only difference is in showing that uniform boundedness of f ′ n on Ω implies equicontinuity of f n on Ω. Here is where the condition 4 comes into play: For arbitrary ǫ > 0 take δ > 0 so that any two z, w ∈ Ω less than δ apart can be connected by a curve δ z,w in Ω with length less than ǫ/M, M being the uniform bound on f ′ n . Then,
where by ℓ(δ z,w ) we denote the length of the curve δ z,w . So we have uniform equicontinuity on Ω, which in turn implies equicontinuity on Ω. The rest of the proof is similar to the proof of Theorem 12. 
We determine the kernel:
The other item follows similarly.
We shall now examine how the decomposition in Theorem 6 extends to our Jordan domain Ω. 
The first and second items are equivalent by Proposition 2. Let us now show the equivalence of the second and third items.
Let P : C ∞ (∂Ω) → A ∞ (Ω) be the projection corresponding to the splitting
The equivalence of the second and fourth items is similar.
Question 31. Is there a Jordan domain Ω and a function f ∈ C ∞ (∂Ω) that can't be decomposed as f = g + h for any g ∈ A ∞ (Ω) and h ∈ A ∞ 0 (Ĉ \ Ω)? We suspect the answer is affirmative for the following reason: The map w(e iθ ) = e −iθ is a welding by the conformal welding theorem and certainly,
is not a direct sum. But we don't yet know if the functions γ, δ realizing the welding are C ∞ diffeomorphisms of T.
The conformal welding theorem states in particular that every quasi-symmetry of the circle is a welding ( [2] , [10] ). An injection f : A → C, A ⊆ C, is quasi-symmetric, if there is an increasing homeomorphism η : [0, +∞) → [0, +∞) with 
