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ABSTRACT 
 
A new method of experimental verification of radial dose distribution models using 
solid state thermoluminescent (TL) detectors LiF:Mg,Cu,P has been recently proposed. In this 
work the method was applied to verify the spatial distribution of energy deposition within a 
single 131Xe ion track. Detectors were irradiated at the Department of Physics of the 
University of Jyväskylä, Finland. The obtained results have been compared with theoretical 
data, calculated according to the Zhang et al., Cucinotta et al. and Geiss et al. radial dose 
distribution (RDD) models. At the lowest dose range the Zhang et al. RDD model exhibited 
the best agreement as compared to experimental data. In the intermediate dose range, up to 
104 Gy, the best agreement was found for the RDD model of Cucinotta et al. The probability 
of occurrence of doses higher than 104 Gy within a single 131Xe ion track was found to be 
lower than predicted by all the studied RDD models. This may be a result of diffusion of the 
charge, which is then captured by TL-related trapping sites, at the distances up to dozens of 
nanometers from the ionization site. 
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1. INTRODUCTION 
 
Penetrating radiation, such as gamma rays, transfers its energy to the medium 
indirectly. Because of its low ionization density and the mechanisms for interaction with 
matter this type of radiation creates a nearly uniform (over a macroscopic scale) dose 
distribution within a whole detector volume. In turn, the heavy charged particle (HCP) 
passing through matter undergoes interactions with the medium depositing energy through 
atomic excitations and ionizations. In this latter case secondary charged particles are 
produced, mainly electrons, which mediate the transfer of energy of the primary particle. The 
HCP creates a track of energy deposition events, producing a radial dose distribution (RDD) 
extending away from the track center, or core. 
The RDD is one of the fundamental concepts that are used to describe tracks of heavy 
charged particles. Until now, the models based on this concept (Katz, 1978; Scholtz and 
Kraft, 1996) were mainly used to predict biological effects and the response of physical 
detectors after irradiation with heavy ions. Most of the analytical formulations of RDD 
models (Cucinotta et al., 1997; Geiss et al., 1998; Katz, 1978; Waligórski et al., 1986) show 
that at radial distances lower than about 1 nm from the path of a heavy ion track the local dose 
can reach values as high as 106 Gy. This values have never been verified experimentally and 
thus especially no one has ever tried to use TL detectors for this purpose, because of too low a 
spatial resolution as well as the fact that the response of most TL materials saturates typically 
around the dose of 103 Gy. 
As it was demonstrated before (Olko et al., 2011), about 20% of the entire energy of a 
5.5 MeV alpha particle, penetrating LiF, is deposited within local doses exceeding 50 kGy. It 
was also showed that, by analysis of the LiF:Mg,Cu,P (MCP-N) TL detector glow curves, up 
to 550 oC, it is possible to identify the local doses within a single alpha particle track as high 
as MGy. Based on this feature a new method of experimental verification of RDD models 
using solid state MCP-N TL detectors has been recently proposed (Gieszczyk et al., 2012). 
The method has already been tested for alpha particles and the RDD model developed by 
Geiss et al. (1998). In this work the method was applied to verify the spatial distribution of 
energy deposition within a single 131Xe ion track. Verification was performed based on the 
experimental data, obtained from the readout of highly irradiated MCP-N TL detectors, and 
theoretical data calculated according to the RDD models developed by Zhang et al. (1985), 
Cucinotta et al. (1997) and Geiss et al. (1998) (see Table 1 and Fig. 2A). 
 
 
2. MATERIALS AND METHODS 
 
2.1. The approach 
The MCP-N TL glow curves measured after irradiations with either gamma rays or 
heavy charged particles can be deconvoluted into identical sets of individual peaks differing 
only in their amplitudes (Gieszczyk et al., 2012), as it is shown in Fig. 1. It is also assumed 
that these amplitudes are related as follows: 
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where: Ai
ion – the amplitude of the i-peak measured for heavy charged particles with 
uncertainty Aiion, Ai(D) – dose-response dependent peak amplitude measured for the same i-
peak after irradiation with gamma rays, f(D) – unknown function describing frequency of 
occurrence of a given dose D within a single particle track, C – proportionality factor, i = 1 … 
k, k – number of individual peaks. The radial dose distribution is defined as a point dose D at 
the radial distance r from the track axis. It is assumed here that ion paths are straight lines. 
Dmax is defined for r  0, while Dmin corresponds to the dose deposited at the maximum range 
of -rays, r. Having measured Aiion, Aiion and Ai(D) the f(D) function can be unfolded and 
compared with theoretical data, calculated according to the analyzed RDD models. Within 
this work unfolding was performed using iterative SAND II algorithm (McElroy et al., 1967). 
 
 
Fig. 1. MCP-N TL glow curves deconvolution. Glow curves measured for gamma rays dose 
of 284 kGy (panel A) and for the 131Xe ions fluence of 2109 cm-2 (panel B). High local doses, 
within a single charged particle track, cause the appearance of high-temperature peaks 
characteristic for doses exceeding 100 kGy of gamma radiation. 
 
2.2. Calculation of the initial response functions 
The iterative unfolding code requires the use of the initial response function. This 
function is iteratively modified until minimum fitting error (equation (5)) is reached. Because 
the algorithm is sensitive to initial parameters the free-form initial response function cannot 
be used. Therefore, starting functions for the analyzed RDD models were calculated 
numerically using a track-segment approach. The track has been divided into n = 1000 
segments in the axial direction. It is assumed that within each segment the particle energy Ej (j 
= 1, …, n) remains constant. The segment thickness, hj, was defined as the difference between 
the range of particle of the energy Ej and Ej+1. Ion ranges for particular energies were 
calculated using SRIM code (Ziegler et al., 2010). All segments had the same thickness on a 
logarithmic scale. Each segment was also divided into m = 1000 dose ranges (from Dl to Dl+1, 
l = 0 … m) in the radial direction. Within each j track segment the probability of occurrence 
of doses from a given range, f(Dl, Dl+1), was calculated according to the following formula: 
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where: r(Dl, Ej) – distance from the track core, in which the dose Dl occurs, within the track 
segment of energy Ej, and dl = Dl+1-Dl. r(Dl, Ej) values were calculated according to the 
analyzed RDD models using the libamtrack library (Greilich et al., 2010). Vt denotes the 
volume of the track, which was calculated as follows: 
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where: r(Ej) – maximum range of delta electrons emitted by the primary particle of the 
energy Ej, within the j track segment, calculated according to a given electron range model 
(see Table 1). The initial response functions, calculated for the analyzed RDD models 
according to equations (2) and (3), are compared in Fig. 2B. It is visible that the Cucinotta et 
al. model predicts a lower probability of occurrence of the lowest doses within a single 
particle track, as compared to the other analyzed models. In turn, according to this RDD 
model doses higher than 102 Gy occur within a single particle track with higher probability 
regarding the other analyzed models. Data presented in Fig. 2B have been used as the initial 
conditions for the iterative unfolding procedure. It should be mentioned that conversion of the 
unfolded response function into the RDD function is not trivial, because knowing the 
probability of occurrence of the dose D within a whole Xe ion track, determination of the 
probability of occurrence of this dose within each a track segment is ambiguous. Therefore, in 
this work the probability of occurrence of the dose D within a single particle track, calculated 
according to the studied RDD models, will be compared to the corresponding response 
functions unfolded using experimental data, according to equation (1). 
 
 
Fig. 2. Panel A: analyzed radial dose distribution models. Panel B: probability of occurrence 
of a given dose D within a single particle track (initial response functions calculated for the 
analyzed RDD models according to equation (2)). Data obtained by the usage of libamtrack 
library (Greilich et al., 2010). 
 
 
Table 1. Analyzed models of radial dose distribution and energy-range relationship for delta 
electrons. Definition of symbols can be found in (Grzanka, 2013). 
 
 
Electron range model 
 
Radial dose distribution formula 
 
Zhang et al. (1985) 
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Tabata et al. (1972) 
Cucinotta et al. (1997) 
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Geiss et al. (1998) 
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2.3. Experimental conditions 
Irradiations of MCP-N TL detectors were implemented at the Department of Physics 
of the University of Jyväskylä, Finland (Gieszczyk et al., 2013a). 9.3 MeV/n xenon ions were 
chosen for irradiations, since we can expect that ions of higher ionization density will deposit 
higher local doses around the track core. Therefore, high-dose, high-temperature effects 
observed in the MCP-N TL glow curves should be better displayed. Detectors were exposed 
using a fluence range from 105 to 109 particles/cm2, which is equivalent to the dose range 
from 100 to 2·104 Gy (in the meaning of an average dose deposited in the irradiated detector 
volume, calculated according to Gieszczyk et al., 2013a). The samples have been read out 
using the Harshaw 3500 manual TLD reader, up to 550 oC, at a constant heating rate of 2 oC/s. 
The dose-response dependence for individual TL peaks measured for gamma radiation was 
performed by reanalysis and deconvolution of the glow curves measured by Obryk et al. 
(2009) and by analysis and deconvolution of the glow curves measured by Gieszczyk et al. 
(2013b, c). All measured glow curves have been deconvoluted into individual 1st order TL 
peaks using the GlowFit code (Puchalska and Bilski, 2006). 
 
 
Fig. 3. Comparison of initial and unfolded response functions for the analyzed RDD models. 
Results indicate lower probability of occurrence of doses higher than 104 Gy within a single 
particle track in comparison to the model data. 
3. RESULTS AND DISCUSSION 
 
Fig. 3 compares an arithmetically averaged unfolded response function with initial 
response functions calculated for the analyzed RDD models. The averaged function was 
applied since resulting response functions weakly depend on the initial response function, as 
was expected. At the lowest dose range, up to 10 Gy, the RDD model of Zhang et al. shows 
the best agreement with experimental data. Theoretical data points for the models of Geiss et 
al. and Cucinotta et al. seem to be over- and underestimated in this dose range, respectively. 
In the intermediate dose range, up to 103 Gy, good agreement between experimental and 
model data was found for the model of Cucinotta et al. At the end of this dose range, Geiss et 
al. and Zhang et al. models predictions are underestimated. Between 103 and 104 Gy unfolded 
response function exceeds predictions of the analyzed RDD models. Obtained results tend to 
suggest that even if a certain fraction of the entire energy of a 9.3MeV/n 131Xe ion is 
deposited within local doses exceeding 104 Gy, the probability of occurrence of such high 
doses within a single particle track is significantly lower, as compared to the analyzed RDD 
models predictions. Such a result, for doses exceeding 103 Gy, may result from diffusion of 
the charge, from the areas located close to the ion path, which is then captured by TL-related 
trapping sites, at the distances up to dozens of nanometers from the ionization site. This was 
suggested by microdosimetric model of one-hit detector for LiF:Mg,Cu,P (Olko, 2002). 
 
Table 2. Relative percentage difference between experimental data and values calculated with 
the initial and unfolded response functions. Newly proposed procedure gives results 
consistent with experimental data within 15%. 
Peak No. 
Peak 
amplitude 
(experiment) 
Aiion [arb. u.] 
Relative percentage difference between experimental and calculated data [%] 
Zhang 
model 
(Initial 
function) 
Zhang 
model 
(Unfolded 
function) 
Cucinotta 
model 
(Initial 
function) 
Cucinotta 
model 
(Unfolded 
function) 
Geiss model 
(Initial 
function) 
Geiss model 
(Unfolded 
function) 
2      3429254 24.66 1.83 6.79 15.33 41.94 1.06 
3      1066338 22.49 7.28 7.11 2.42 41.62 12.39 
4      31398793 1.72 12.95 1.82 2.31 57.06 18.13 
5      3301999 41.33 3.11 33.63 14.71 34.61 2.93 
6      2254179 60.10 6.76 29.19 3.03 30.18 0.50 
7      593738 81.22 7.01 43.80 1.51 6.88 0.48 
8      172490 150.67 4.26 39.21 0.32 33.31 3.06 
9      25758 24.81 5.77 59.90 5.42 75.69 8.85 
10      4435 88.93 3.00 3.93 5.68 11.59 13.19 
11      1004 122.33 5.25 19.47 1.10 25.22 0.60 
                Quality index, Q 5.92 0.04 0.95 0.05 1.65 0.07 
 
In the Table 2 relative percentage differences, i [%]: 
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between experimental and calculated data are presented. The calculated values were obtained 
by solving equation (1), when initial response functions as well as unfolded response 
functions were utilized. One can see that using initial response functions discrepancies 
between experimental and calculated data are very high. Replacing this function by the 
unfolded response function the differences lower than 10% have been achieved. Only in a few 
cases the relative percentage error has reached higher values. The quality index, Q: 
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which was minimized during the iterative unfolding procedure, has been reduced below the 
value of 0.1 (see Table 2) for all analyzed RDD models. In general, one may conclude that 
newly proposed method gives results consistent with experimental data within 15%. 
 
 
Fig. 4. Comparison of the experimentally measured TL glow curve and the glow curves 
artificially generated using single TL peaks amplitudes, calculated by solving equation (1) for 
both initial and unfolded response functions. 
 
By solving equation (1), for both initial and unfolded response functions, the 
amplitudes of individual TL peaks have been obtained. Assuming that other parameters 
(activation energy and x-axis position) describing a single TL peak remain constant, the shape 
of corresponding TL glow curves can be simulated. In Fig. 4 the artificially generated TL 
glow curves, for three analyzed RDD models, are compared to the glow curve experimentally 
measured after exposure of the studied detectors to 131Xe ions. It is clearly visible that the 
usage of the unfolded response function generates a TL glow curve, which is almost identical 
to the measured one. This result confirms that the method is suitable for verification of RDD 
models predictions. 
 
 
4. CONCLUDING REMARKS 
 
The new method of experimental verification of radial dose distribution models using 
solid state TL detectors LiF:Mg,Cu,P has been proposed. Within this work the method was 
tested for 9.3 MeV/n 131Xe ion beam and RDD models developed by Zhang et al. (1985), 
Cucinotta et al. (1997) and Geiss et al. (1998). The results indicate that probability of 
occurrence of doses below 10 Gy, within a single particle track, is well described by the RDD 
model of Zhang et al. The RDD model of Cucinotta et al. presents good agreement with 
experimental data at the intermediate dose range. Even if a certain part of the entire energy of 
a 9.3 MeV/n Xe ion is deposited within local doses exceeding 104 Gy, the probability of 
occurrence of such high doses within a single particle track is significantly lower in 
comparison to the analyzed RDD models predictions. Such a dependence may result from 
diffusion of the charge, which is then captured by TL-related trapping sites, at the distances 
up to dozens of nanometers from the ionization site, as was predicted by microdosimetric 
model of one-hit detector for LiF:Mg,Cu,P (Olko, 2002). The newly proposed method gives 
results consistent with experimental data within 15%. 
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