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In this paper, we consider a problem which we call the induced disjoint paths problem
(IDPP) for planar graphs.
We are given a planar graph G and a collection of vertex pairs {(s1, t1), . . . , (sk, tk)}. The
objective is to ﬁnd k paths P1, . . . , Pk such that Pi is a path from si to ti and Pi and P j
have neither common vertices nor adjacent vertices for any distinct i, j.
This problem setting is a generalization of the disjoint paths problem, since if we subdivide
each edge, then desired disjoint paths would be induced disjoint paths. The problem is
motivated by not only the disjoint paths problem but also the recognition of an induced
subgraph. The latter has been developed in recent years, and this is actually connected to
the Strong Perfect Graph Theorem (Chudnovsky, et al., 2006) [1], and the recognition of the
perfect graphs (Chudnovsky, et al., 2005) [2].
Our main result in this paper is to give a linear time algorithm for the IDPP for planar
graphs. This generalizes the result by Reed, Robertson, Schrijver and Seymour (1993) [14].
This also gives a polynomial time algorithm to ﬁnd an induced circuit through given k
vertices in planar graphs if one exists when k is ﬁxed. The case k = 2 was previously
proved by McDiarmid, Reed, Schrijver and Shepherd (1994) [10].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
1.1. The disjoint paths problem
The disjoint paths problem (DPP) is the following.
Disjoint paths problem (DPP)
Input: A graph G , k pairs of vertices (s1, t1), (s2, t2), . . . , (sk, tk) in G (which are sometimes called “terminals”).
Output: Pairwise vertex-disjoint paths P1, . . . , Pk in G such that Pi joins si and ti for i = 1,2, . . . ,k.
This problem is one of the classic problems in algorithmic graph theory and combinatorial optimization.
✩ An extended abstract of this paper appears in Proceedings of the 13th Integer Programming and Combinatorial Optimization Conference (IPCO 2008).
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complete even if G is constrained to be planar (Lynch [8]). The disjoint paths problem has attracted interest from 1980’s.
This is because it is closely related to transportation networks, VLSI layout, and recently, virtual circuits routing in high-
speed networks. A basic technical problem here is to interconnect certain prescribed “channels” on the chip, and wires
belonging to different sets of pins should not touch each other. In this simplest form, the problem mathematically amounts
to ﬁnding disjoint trees in a graph or disjoint paths in a graph, each connecting a given set of vertices.
Perhaps the biggest achievement in this area is Robertson and Seymour’s polynomial time algorithm (actually O(n3)
algorithm, where n is the number of vertices) for the disjoint paths problem when the number of terminals, k, is ﬁxed [17].
Actually, this algorithm is one of the spin-offs of their seminal work on the Graph Minor project, spanning 23 papers, and
giving several deep and profound results and techniques in Discrete Mathematics. The time complexity was improved to
O(n2) in [13].
If the input graph is planar, the following result is proved by Reed, et al. [14].
Theorem 1. The DPP is solvable in linear time when k is ﬁxed and the input graph is planar.
1.2. The induced disjoint paths problem
As a generalization of the disjoint paths problem, we introduce a problem called the induced disjoint paths problem. Let
G be a graph and P1, . . . , Pk be connected subgraphs in G . We say that P1, . . . , Pk are induced if Pi and P j have neither
common vertices nor adjacent vertices for any distinct i, j. In other words, P1, . . . , Pk are induced if the following two
conditions hold:
• Any pair of subgraphs have no common vertices.
• Let H be the graph obtained by contracting all edges in P1, . . . , Pk . For each i = 1, . . . ,k, let pi be the vertex of H that
corresponds to all vertices on Pi . Then {p1, p2, . . . , pk} is a stable set in H .
We note that even if P1, . . . , Pk are induced each Pi is not necessarily induced by some vertex set. The induced disjoint
paths problem is the following problem.
Induced disjoint paths problem (IDPP)
Input: A graph G = (V , E) and a collection of vertex pairs {(s1, t1), . . . , (sk, tk)}.
Output: Induced disjoint paths P1, . . . , Pk in G , where Pi is a path whose end vertices are si and ti for each i = 1, . . . ,k.
This problem setting is a generalization of the disjoint paths problem, since if we subdivide each edge, then desired disjoint
paths would be induced disjoint paths. The problem is motivated by not only the disjoint paths problem but also the
recognition of an induced subgraph. The latter area has been developed in the recent years, and this is actually connected
to the Strong Perfect Graph Theorem [1], and the recognition of the perfect graphs [2]. In fact, this motivation creates some
of work for a similar concept “induced minor”, see [3,4].
Note that a similar problem, in which s1 = · · · = sk and t1 = · · · = tk , is considered in [9].
Let us look at the directed graph version of the IDPP. For a digraph D = (V , A), we also introduce a problem called
directed induced disjoint paths problem. Let P1, . . . , Pk be dipaths in D . As with undirected graphs, we say that P1, . . . , Pk are
induced if Pi and P j have neither common vertices nor adjacent vertices for any distinct i, j. The directed induced disjoint
paths problem is deﬁned as follows.
Directed induced disjoint paths problem (DIDPP)
Input: A directed graph D = (V , A) and a collection of vertex pairs {(s1, t1), . . . , (sk, tk)}.
Output: Induced disjoint dipaths P1, . . . , Pk in D , where Pi is a dipath from si to ti for each i = 1, . . . ,k.
Let us address the complexity issues concerning the IDPP and the DIDPP. Since the (directed) induced disjoint paths problem
generalizes the (directed) disjoint paths problem, we see that the variants of the (directed) induced disjoint paths problem
which correspond to NP-hard variants of the (directed) disjoint paths problem are NP-hard, that is, we obtain the following
results:
• When k is a part of the input, the IDPP is NP-hard even if the given graph is planar.
• When k is a part of the input, the DIDPP is NP-hard even if the given digraph is acyclic or planar.
• The DIDPP is NP-hard even if k = 2.
We now give time complexity of several variants of the IDPP and the DIDPP as shown in Table 1. More precisely, the
following is previously known:
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Complexity of DIDPP and IDPP.
DIDPP IDPP
k: constant NP-hard NP-hard
(Planar digraph: P) (Planar graph: P)
(Acyclic digraph: NP-hard)
k: variable NP-hard NP-hard
(Planar digraph: NP-hard) (Planar graph: NP-hard)
(Acyclic digraph: NP-hard)
Theorem 2. The induced disjoint paths problem is
(i) solvable in polynomial time when k is ﬁxed and G is a directed planar graph,
(ii) solvable in polynomial time when k is ﬁxed and G is an undirected planar graph,
(iii) NP-hard when k = 2 and G is an acyclic directed graph,
(iv) NP-hard when k = 2 and G is an undirected general graph.
These results are obtained by the second author [7]. (i) generalizes the result by Schrijver [19].
1.3. Main result
As shown in the above table, there is a polynomial time algorithm for the IDPP when the input graph is planar and k is
ﬁxed. But the time complexity seems to be very expensive. As Theorem 1 shows, when the input graph is planar, one may
be able to improve the time complexity. Motivated by this, in this paper, we prove the following theorem.
Theorem 3. The IDPP is solvable in linear time when k is ﬁxed and the input graph is planar.
This generalizes the result by Reed, Robertson, Schrijver and Seymour [14].
Our motivation of Theorem 3 comes from the result by McDiarmid, et al. [10] too. They proved that for any given two
vertices in a planar graph G , there is a polynomial algorithm to decide whether or not G has an induced circuit through
them. Let us observe that by using Theorem 3, we can easily get a polynomial time algorithm for the following problem,
which is a generalization of their result.
Corollary 4. For ﬁxed k, there is a polynomial time algorithm for a given planar graph G to decide whether or not G has an induced
circuit through given k elements, i.e., vertices or edges. Furthermore, the algorithm can detect one, if it exists.
Note that since the number of orderings of k elements is at most k!, which is constant, the above problem can be
reduced to at most a polynomial number of instances of the IDPP.
In order to prove Theorem 3, we shall consider somewhat more general problem, which is called “induced c-embedded
k-realizations”. The non-induced version of this problem was considered by Reed [12]. We would like to use the method in
[12,14], but there is one issue here. We need to prove that a given linkage must be induced. This makes a difference, and
in order to apply the method from [12,14], we need to prove the induced version of the theorems in [12]. This is our main
challenge in this paper, and the most of the rest of paper is devoted to prove these results. Some graph minor tools are
necessary. In fact, we need to generalize some of the results in Graph Minors VII [15] to the induced version. Some of the
proofs there work for our case too, but some need to be extended to the induced version.
Most of notations and terminologies used in this paper for planar graphs are described in [11].
2. Linear time algorithm for the IDPP in a planar graph
In this section, we give a linear time algorithm that solves the IDPP in a planar graph when k is ﬁxed. Our algorithm is
based on the algorithms of [12,14] for the DPP in a planar graph.
In [12], Reed introduced a new problem called c-embedded k-realizations, which generalizes the disjoint paths problem in
a planar graph, and gave a linear time algorithm for the c-embedded k-realizations. Let G = (V , E) be a graph and X ⊆ V
be a vertex set whose element is called a terminal. A partition X = {X1, X2, . . . , Xp} of X is realizable if there are disjoint
trees T1, . . . , T p in G such that Xi ⊆ Ti for i = 1, . . . , p. We say that a subgraph L consisting of T1, . . . , T p is a routing
with respect to X . Let Σ be a surface obtained by removing from the plane c open disks whose closures are disjoint. Such
a surface is called a punctured plane and each disk is called a cuff. The boundary of Σ is denoted by bd(Σ). The c-embedded
k-realizations is described as follows.
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c-embedded k-realizations
Input: A graph G = (V , E) embedded on a punctured plane Σ with at most c cuffs, and a terminal set X ⊆ V ∩ bd(Σ)
with |X | = k.
Output: All realizable partitions of X in G .
Reed [12] and Reed, et al. [14] gave a linear time algorithm for the c-embedded k-realizations when c and k are ﬁxed.
A linear time algorithm for the DPP in a planar graph is immediately derived from these results. Note that their algorithm
solves c-embedded k-realizations recursively by reducing the number of cuffs, and it is the reason why they introduced
a new constant c.
To give a linear time algorithm for the IDPP in a planar graph, we introduce the induced version of the c-embedded
k-realizations. Let G = (V , E) be a graph and X ⊆ V be a terminal set. A subpartition X = {X1, X2, . . . , Xp} of X (i.e. a par-
tition of a subset of X ) is induced-realizable if there are induced disjoint trees T1, . . . , T p in G such that Xi ⊆ Ti and
(X \ Xi) ∩ Ti = ∅ for i = 1, . . . , p. In this case, we say that a subgraph L consisting of T1, . . . , T p induced-realizes X , and L
is called an induced routing with respect to X . We consider the following problem, which is a generalization of the induced
disjoint paths problem in a planar graph.
c-embedded induced k-realizations
Input: A graph G = (V , E) embedded on a punctured plane Σ with at most c cuffs, and a terminal set X ⊆ V ∩ bd(Σ)
with |X | = k.
Output: All induced-realizable subpartitions of X in G .
In the rest of this section, we give a linear time algorithm that solves the c-embedded induced k-realizations for any ﬁxed c
and k.
Theorem 5. The c-embedded induced k-realizations can be solved in linear time for any ﬁxed c and k.
2.1. Deletable vertex
Suppose we are given an instance of the c-embedded k-realizations (resp. c-embedded induced k-realizations). We say
that a vertex v ∈ V \ X is deletable if any realizable partition (resp. induced-realizable subpartition) X of X in G is also
realizable (resp. induced-realizable) in G − v . A vertex v ∈ V \ X is l-isolated if there exist l disjoint cycles C1,C2, . . . ,Cl and
disks 1,2, . . . ,l such that Ci bounds i for i = 1, . . . , l, v ∈ 1 − C1, 1 ⊆ 2 ⊆ · · · ⊆ l , and l does not intersect
bd(Σ) (see Fig. 1). We say that such C1,C2, . . . ,Cl are nested cycles surrounding v .
The following theorem, which is a part of the main result of [18], gives a suﬃcient condition for a vertex to be deletable,
and plays an important role in algorithms for the c-embedded k-realizations [12,14].
Theorem 6. (See [18] and [12, for a shorter proof].) For any k, there exists an integer f (k) such that for any instance of the c-embedded
k-realizations every f (k)-isolated vertex is deletable.
Now, we present the induced version of Theorem 6, which will be used in our algorithm for the c-embedded induced
k-realizations.
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isolated vertex is deletable.
The rest of Section 2.1 is devoted to a proof for Theorem 7.
Suppose we are given a graph G , a terminal set X , and a subpartition X = {X1, . . . , Xp} of X . For a concise description,
we ﬁrst discuss the case when |Xi| 2 for i = 1, . . . , p. In this case, a routing is called a linkage, and we may assume that a
linkage consists of paths and vertices. After dealing with this case, we give a remark that the other cases can be dealt with
in a similar way.
Let f (k) be the integer as in Theorem 6, and g(k),h(k) be integers deﬁned by
g(k) = 6 f (k) + 3,
h(k) = 2kg(k) − 2k +
⌊
k
2
⌋
+ 1.
We show that this integer h(k) satisﬁes the condition in Theorem 7.
Suppose v is a 2h(k)-isolated vertex. Since there exist 2h(k) disjoint nested cycles, there exist h(k) induced nested cycles
surrounding v . We take induced nested cycles C1,C2, . . . ,Ch(k) such that each disk t bounded by Ct is as small as possible
for t = 1, . . . ,h(k). More precisely, we assume the following.
Assumption 8. For t = 1,2, . . . ,h(k), there is no cycle C ′t = Ct contained in t − t−1 such that C ′t does not pass through
a vertex adjacent to Ct−1, where 0 = C0 = {v}.
By this assumption, we can easily see the following.
Claim 9. Let L be a linkage. For t = 1,2, . . . ,h(k), each connected component of L ∩ (t − Ct) intersects Ct−1 or passes through
a vertex adjacent to Ct−1 , where we deﬁne C0 = {v}.
For a linkage L, each connected component B of L − (h(k) − Ch(k)) such that B ∩ X = ∅ and B  Ch(k) is called a bridge
of h(k) . For t = 1,2, . . . ,h(k), we say that a path P = (v0, e1, v1, e2, . . . , vl) of L crosses Ct if there exist integers q, r with
0 < q r < l such that a subpath P ′ = (vq, eq+1, . . . , vr) is contained in Ct , eq and er+1 are not in Ct , and exactly one of eq
and er+1 is in t . In this case, we say that P crosses Ct at P ′ . Let L be an induced linkage of G with respect to X satisfying
the following conditions.
Assumption 10. The number of bridges of h(k) is as small as possible. Furthermore, under this condition, we minimize the
sum over all t of the number of crossings of L with Ct .
In what follows, we show that L can be rerouted so that L does not pass through v . We begin with the following lemma.
Lemma 11. For t = 1,2, . . . ,h(k) − 1, every path of L ∩ h(k) crosses Ct at most twice.
Proof. We prove the lemma by induction on t .
If a path P of L ∩ h(k) crosses C1 more than twice, P ∩ 1 has at least two components. Then, at least one of such
components Q does not passes through v , and Q passes through a vertex adjacent to v by Claim 9. This contradicts that L
is an induced linkage passing through v .
Suppose that a path P = (v0, e1, v1, e2, . . . , vl) of L ∩ h(k) crosses Ct more than twice for t  2. Then, P crosses Ct
at least four times. We assume that P crosses Ct at P1, P2, . . . , P j , where Pi = (vqi , eqi+1, . . . , vri ) for i = 1, . . . , j and
q1  r1 < q2  r2 < · · · < q j  r j .
Now we consider the positional relationship among P1, P2, P3, and P4. Since P3 and P4 are contained in a same com-
ponent of Ct − P1 − P2, there are the following two cases: P1, P2, P3, and P4 lie on Ct clockwise or counterclockwise in
this order, or they lie on Ct clockwise or counterclockwise in the order P1, P2, P4, P3 (see Fig. 2).
In either case, let Q 1 and Q 2 be subpaths of P between P1 and P2, and between P3 and P4, respectively. Let Q be
the subpath of Ct connecting P2 and P3 which does not intersect P1. By the assumption that L crosses C1, . . . ,Ch(k) as few
times as possible, there exists a path P ′ ⊆ L∩h(k) different from P which intersects Q or passes through a vertex adjacent
to Q . On the other hand, by Claim 9, each of Q 1 and Q 2 intersects Ct−1 or passes through a vertex adjacent to Ct−1. Thus,
P ′ crosses Ct−1 more than twice by the planarity of G , which completes the proof by induction on t . 
A curve is a subset of Σ which is an image of some continuous mapping deﬁned on [0,1]. Let B be a bridge of h(k)
with end vertices x and y, and J B be a non-self-intersecting curve connecting x and y whose interior is contained in
h(k) − Ch(k) . Since B ∪ J B forms a closed curve, the plane is partitioned into two parts Σ+ and Σ− , which are inside andB B
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Fig. 3. Bridges with the same homotopy type.
outside B ∪ J B , respectively. Thus, B deﬁnes a partition (X ∩ Σ+B , X ∩ Σ−B ) of terminals. Note that since h(k) contains no
terminals, this partition does not depend on the choice of J B . If X ∩ Σ+B = ∅ or X ∩ Σ−B = ∅, B is said to be null-homotopic.
We say that two bridges B1 and B2 have the same homotopy type if they deﬁne the same partition of terminals.
Lemma 12. No bridge of h(k) is null-homotopic.
Proof. If there exists a null-homotopic bridge, then there exists a bridge B such that B is null-homotopic and Σ+B or Σ
−
B
does not contain edges in L by the planarity of G . Since the path in L containing B crosses Ch(k) more than twice, by a
similar argument as in Lemma 11 using Claim 9 and Assumption 10, some path of L ∩ h(k) crosses Ch(k)−1 more than
twice. This contradicts Lemma 11. 
If the number of bridges of h(k) is at most h(k) − 
 k2  − 1, then the number of components of L ∩ h(k) is at most
h(k) − 1. In this case, we can easily reroute L using Ch(k) so that the number of components of L ∩ h(k)−1 is at most
h(k) − 2. By repeating this procedure using Ch(k),Ch(k)−1, . . . ,C1, we can reroute L so that L does not pass through v . To
derive a contradiction, we assume that the number of bridges is more than h(k) − 
 k2  − 1 = 2k(g(k) − 1).
Since the graph is planar, {X ∩ Σ+B | B is a bridge} forms a laminar family, and hence the number of homotopy types of
bridges is at most 2k. Thus, there are at least g(k) bridges which have a certain homotopy type. We denote these bridges
B1, B2, . . . , Bg(k) in order from “inside” to “outside”, that is, these bridges satisfy that for j = 1, . . . , g(k) one of Σ+B j and
Σ−B j contains B1, B2, . . . , B j−1 and the other contains B j+1, B j+2, . . . , Bg(k) (see Fig. 3). Let x
+
i and x
−
i be end vertices of Bi
for i = 1, . . . , g(k) such that vertices x+g(k), x+g(k)−1, . . . , x+2 , x+1 , x−1 , x−2 , . . . , x−g(k) lie on Ch(k) clockwise in this order.
Lemma 13. For i = 1, . . . , g(k) − 1, Bi and Bi+1 are not contained in the same component of L.
Proof. For i = 1, . . . , g(k) − 1, let Q +i and Q −i be paths along Ch(k) from x+i+1 to x+i and from x−i to x−i+1, respectively.
Assume that Bi and Bi+1 are contained in the same component T j of L. Then T j ∪ Q +i ∪ Q −i contains a path T ′j from s j
to t j that passes through at most one of Bi and Bi+1. Since no vertex on Q +i or Q
−
i is adjacent to vertices of L − T j by
Lemma 11, (L − T j) ∪ T ′j is an induced linkage with fewer bridges than L, which contradicts Assumption 10. 
By this lemma, we see that x+1 , x
+
2 , . . . , x
+
g(k), x
−
1 , x
−
2 , . . . , x
−
g(k) belong to different components of L ∩h(k) , because if not,
some component of L ∩ h(k) contains x+i and x+i+1 (or x−i and x−i+1) for some 1 i  g(k) − 1 by the planarity of G , which
contradicts Lemma 13. For i = 1, . . . , g(k), let T+i (resp. T−i ) be connected components of L ∩h(k) containing x+i (resp. x−i ).
We note that T+ and T− are disjoint.i i
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Lemma 14. Let l be an integer with 1 l < g(k)2 . For i = l + 1, l + 2, . . . , g(k) − l, T+i and T−i cross Ch(k)−l .
Proof. We prove this lemma by induction on l. The claim is obvious when l = 1. Suppose that 1  l < g(k)2 − 1 and T+i
crosses Ch(k)−l for i = l + 1, l + 2, . . . , g(k) − l. Then, by Claim 9, each of T+l+1 and T+g(k)−l intersects Ch(k)−l−1 or passes
through a vertex adjacent to Ch(k)−l−1. Thus, T+i crosses Ch(k)−l−1 for i = l + 2, l + 3, . . . , g(k) − l − 1. We can deal with T−i
in the same way. 
By applying Lemma 14 with l = 2 f (k), we see that T+i and T−i cross Ch(k)−1,Ch(k)−2, . . . ,Ch(k)−2 f (k) for i =
2 f (k) + 1,2 f (k) + 2, . . . ,4 f (k) + 3. Let D+ be the component of h(k) − T+2 f (k)+1 − T+4 f (k)+3 − Ch(k)−2 f (k) containing
x+2 f (k)+2, . . . , x
+
4 f (k)+2, and deﬁne D
− in a similar manner.
We construct a subgraph G ′ of G by adding some edges and vertices to L as follows (see Fig. 4). For t = h(k) − 1,
h(k) − 2, . . . ,h(k) − 2 f (k) + 1 and for i = 2 f (k) + 2,2 f (k) + 3, . . . ,4 f (k) + 2, let y+t,i and z+t,i be vertices in T+i ∩ Ct ∩ D+
nearest to T+2 f (k)+1 and T
+
4 f (k)+3 (in the sense of the order on Ct ), respectively. Let T
+
i [t] denote the path from y+t,i to
z+t,i along T
+
i . Note that T
+
i [t] does not cross Ct−1 and Ct+1 by Lemma 11. Let P+t,i be the path in D+ from z+t,i to y+t,i+1
along Ct . We deﬁne y
−
t,i, z
−
t,i, T
−
i [t], and P−t,i in the same way. We deﬁne P¯ , T , and G ′ by
P¯ =
f (k)⋃
t=1
4 f (k)+1⋃
i=2 f (k)+2
(
P+h(k)−2t+1,i ∪ P−h(k)−2t+1,i
)
,
T =
f (k)⋃
t=1
4 f (k)+2⋃
i=2 f (k)+2
(
T+i
[
h(k) − 2t + 1]∪ T−i [h(k) − 2t + 1]),
G ′ = L ∪ P¯ ,
and consider graphs G/T and G ′/T obtained from G and G ′ by contracting all edges of T . An example of the construction
of G ′ is shown in Fig. 4, and in the same ﬁgure, T is represented by thick lines.
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contracting all edges of T . We say that such linkages correspond to each other. Then, we can see the following.
Lemma 15. If G ′/T has a linkage L1 , then the corresponding linkage in G ′ is an induced linkage in G.
Proof. Let v1, v2 be distinct vertices in L1 that are adjacent in G . If v1 and v2 are adjacent or identical in G ′/T , then one of
the following holds: (i) both v1 and v2 are on Ct for some t , (ii) both v1 and v2 are on T
+
i (or T
−
i ) for some i, or (iii) one
of v1 and v2 is on Ct and the other is on T
+
i (or T
−
i ). In each case, v1 and v2 must be contained in the same component
of L1. Otherwise, since L/T and P¯ are subgraphs in G/T induced by some vertex set, one of v1 and v2 is in L/T and the
other is in P¯ . Thus, v1 and v2 are contained in the same component of L1, which completes the proof. 
By the construction of G ′/T , we can apply Theorem 6 to G ′/T . Since there exists a linkage in G ′/T and every vertex in a
path B3 f (k)+1 is f (k)-isolated in G ′/T , a graph G ′/T − B3 f (k)+1 has a linkage. Thus, by Lemma 15, the corresponding linkage
in G ′ − B3 f (k)+1 is induced in G , which contradicts the minimality of the number of bridges. This shows that Theorem 7
holds when X = {X1, . . . , Xp} satisﬁes that |Xi| 2 for i = 1, . . . , p.
We give a remark that we can deal with general subpartitions in a similar way. Suppose that L is a routing with respect
to a subpartition X = {X1, . . . , Xp}. A vertex incident with more than two edges in L is called a root, and we may assume
that the number of roots is at most k − 1.
We deﬁne k′, g′(k),h′(k) by
k′ = 4k,
g′(k) = kg(k′),
h′(k) = 2k′g′(k) − 2k′ +
⌊
k′
2
⌋
+ 1.
We prove that this integer h′(k) satisﬁes the condition in Theorem 7.
If there exists a root u outside the h′(k) induced nested cycles surrounding v , then by splitting u into some vertices,
the tree containing u can be split into some trees so that the total number of roots decreases. By executing this procedure
repeatedly, we only consider the case when all roots are contained in h′(k) . Note that although the above procedure might
increase the number of terminals, the obtained graph has at most k′ = 4k terminals. In this case, we ﬁnd g′(k) = kg(k′)
bridges B1, B2, . . . , Bg′(k) with the same homotopy type. Then, there exist bridges Bi, Bi+1, . . . , Bi+k′−1 such that for j =
i, i + 1, . . . , i + k′ − 1 each component of L ∩ h′(k) incident to B j is a path, because the number of roots is at most k − 1.
Therefore, we can apply the arguments described after Lemma 12 to bridges Bi, Bi+1, . . . , Bi+k′−1.
Thus, we can deal with the general subpartition by the same argument, which completes Theorem 7.
2.2. Algorithm
For a description of our algorithm for the c-embedded induced k-realizations, we give some preliminaries. A curve J ⊆ Σ
is proper if J ∩ G ⊆ V , and its length is deﬁned as | J ∩ G|. An I-arc is a proper non-self-intersecting curve in Σ . We say
that J ⊆ Σ is an O-arc if J is a proper non-self-intersecting (except for its end vertices) closed curve in Σ such that each
component of Σ − J contains a cuff.
When c  2, we can transform an instance of the c-embedded induced k-realizations into some instances with fewer
cuffs by executing Algorithm Cuff_Reduction described below. This algorithm is similar to algorithms in [12,14] for the
c-embedded k-realizations, and runs in linear time.
Algorithm Cuff_Reduction
Input: An instance of the c-embedded induced k-realizations, where c  2.
Output: Some instances of the c′-embedded induced k′-realizations, where c′ < c and k′ is at most a constant depending
on c and k.
Step 1. If there exists an O-arc J with length at most 8h(k) + 2 such that each component of Σ − − J contains at least
two cuffs, then consider the inside and the outside of J separately (see Fig. 5). More precisely, let D1, D2 be
components of Σ−− J , and consider the following two instances: one is in D1∪ J with terminals (X∩D1)∪( J∩V )
and the other is in D2 ∪ J with terminals (X ∩ D2)∪ ( J ∩ V ). Then, we can reduce the instance into two instances
with fewer cuffs, and stop the algorithm. We note that the solution of the original instance is obtained by unifying
the solutions of two small instances in constant time.
If such O-arc does not exist, go to Step 2.
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Fig. 6. “Open” Σ along J .
Step 2. If there exists an O-arc J with length at most 8h(k) + 2 such that one component of Σ − J contains exactly
one cuff C , then take the shortest one among such O-arcs. If there exist some shortest O-arcs, choose such an
O-arc bounding a minimal disk. As the same way as Step 1, we reduce the instance into two instances: one is
an instance with two cuffs and the other is an instance with c cuffs in a smaller graph. For each obtained graph,
execute Step 2 repeatedly, and if such O-arc does not exist in every graph, then execute Step 3 for each resulting
graph.
Step 3. It suﬃces to consider the case when there is no O-arc with length at most 8h(k)+2. Denote the cuffs by C1, . . . ,Cc ,
and ﬁnd the shortest I-arc J i, j connecting Ci and C j for distinct 1  i, j  c. Let J be the shortest I-arc among
all J i, j .
3-1. If the length of J is at most 4h(k) + 2, then “open” Σ along J and reduce the instance into an instance with
c − 1 cuffs (see Fig. 6). More precisely, for each vertex v on J , split v into two vertices v1, v2 and replace
every edge vu incident to v by v1u or v2u so that J is contained in a new face. Furthermore, add all vertices
in {v1, v2 | v ∈ J } to terminals. Then, the instance is reduced into an instance with c − 1 cuffs, and stop the
algorithm.
3-2. If the length of J is more than 4h(k) + 2, delete all vertices of J except the ﬁrst 2h(k) + 1 and the last
2h(k) + 1. Then, since the length of J becomes 4h(k) + 2, execute the same procedure as Step 3-1.
To see the correctness of Algorithm Cuff_Reduction, we prove that all vertices deleted in Step 3-2, say Q , are deletable.
Proposition 16. Deleting Q does not affect realizability of the original instance.
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let dG(v) denote the minimum number of vertices of G on the interior of an I-arc J , where J is taken over all I-arcs of Σ
with one endpoint v and the other in bd(Σ). Then, the following theorem holds.
Theorem 17. (See [12,16].) Suppose that G has no O-arc with length at most 2l for some positive integer l. Then, a vertex v is l-isolated
if and only if dG(v) l.
Now we are ready to show Proposition 16. Note that when we execute Step 3-2, we assume that the graph has no O-arc
with length at most 8h(k) + 2 and J is the shortest I-arc with its endpoints in bd(Σ).
Proof of Proposition 16. By Theorem 7, it suﬃces to show that each vertex v is 2h(k)-isolated in G − (Q \ {v}).
First, we show that G − Q has no O-arc with length at most 4h(k). Let C be an O-arc in G − Q with minimum length.
We may assume that C intersects G only in its vertices. Then, there exist x, y ∈ Q such that two components K , K ′ of
C − {x, y} satisfy that K ∩ V ⊆ Q and K ′ ∩ Q = {x, y}. Since J is the shortest I-arc, the length of K is less than or equal to
that of K ′ . Thus, if the length of C is at most 4h(k) in G − Q , then C is an O-arc in G with length at most 8h(k) + 2, which
contradicts the assumption.
On the other hand, as J is the shortest I-arc, we can see that dG−(Q \{v})(v) 2h(k) holds for each vertex v ∈ Q . 
Thus, by Theorem 17, each vertex v ∈ Q is 2h(k)-isolated in G − (Q \ {v}).
Proposition 18. Algorithm Cuff_Reduction runs in linear time.
Proof. In Steps 1 and 2, by using the augmenting path method of Ford and Fulkerson [5] in G , we can ﬁnd O-arcs with
length at most 8h(k) + 2 in linear time. We note that since the number of repetition of Step 2 is at most |V |, the total
number of vertices increases by at most 2(8h(k) + 2)|V |.
In Step 3, by adding cuffs to Σ , we regard G = (V , E) as a graph embedded on a plane. Let F be a face set of G and
F1, F2, . . . , Fc ∈ F be faces containing cuffs C1,C2, . . . ,Cc , respectively. We consider an auxiliary graph whose vertex set is
V ∪ F and whose edge set is
{v F | v ∈ V , F ∈ F, v is on the boundary of F }.
Then, by ﬁnding the shortest path from Fi to F j in the auxiliary graph for each 1 i, j  c, we can ﬁnd J . Since the number
of vertices in the auxiliary graph is |V | + |F | 3|V | − 4, it can be done in linear time. 
We note that since the number of vertices increases by at most 2(4h(k) + 2) in Step 3, by executing Algorithm
Cuff_Reduction, the total number of vertices of obtained graphs is at most |V | + (2(8h(k) + 2) + 2(4h(k) + 2))|V | =
(24h(k) + 9)|V |. Thus, by repeating Algorithm Cuff_Reduction, we can reduce the original instance into some instances
with one cuff in linear time, and the total number of vertices is at most a constant multiple of |V |.
When c = 1, we can determine whether a given subpartition X = {X1, . . . , Xp} is induced-realizable or not in linear time
by a greedy algorithm. More precisely, the algorithm can be described as follows.
Algorithm One_Cuff
Input: An instance of the 1-embedded induced k-realizations.
Output: All induced-realizable subpartitions of X .
Step 0. Delete all vertices in X \ (X1 ∪ . . . ∪ Xp) from G .
Step 1. When Xi = {v} for some i = 1, . . . , p, ﬁnd a terminal adjacent to v . If such a terminal exists, then conclude that X
is not induced-realizable and stop the algorithm. Otherwise, delete v and all vertices adjacent to v from G . While
such Xi exists, execute this procedure repeatedly. If all terminals are deleted, conclude that X is induced-realizable
and stop the algorithm.
Step 2. Let v1, v2, . . . , vt be terminals around the cuff in this order. Find a pair of vertices vi, vi+1 ∈ X j for some i =
1, . . . , t and j = 1, . . . , p, where vt+1 = v1. If such a pair does not exist, conclude that X is not induced-realizable
and stop the algorithm.
When vi, vi+1 ∈ X j , ﬁnd a path P connecting vi and vi+1 in G which is as close to the cuff as possible. If
X j′ ∩ P = ∅ for some j′ = j, then conclude that X is not induced-realizable and stop the algorithm. Otherwise,
contract all edges of P and obtain a new vertex v corresponding to all vertices on P . Replace a set X j with
X j \ (P ∩ X j) ∪ {v} and go back to Step 1.
It is obvious that Algorithm One_Cuff runs in linear time.
As a consequence of the above arguments, we can solve the c-embedded induced k-realizations in linear time, which
completes Theorem 5.
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