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Introduction
L’objet de l’analyse nume´rique est de concevoir et d’e´tudier des me´thodes de
re´solution de certains proble`mes mathe´matiques, en ge´ne´ral issus de la mode´lisa-
tion de proble`mes “re´els”, et dont on cherche a` calculer la solution a` l’aide d’un
ordinateur.
Le cours est structure´ en quatre grands chapitres :
– Syste`mes line´aires
– Syste`mes non line´aires
– Optimisation
– Equations diffe´rentielles.
On pourra consulter les ouvrages suivants pour ces diffe´rentes parties (ceci
est une liste non exhaustive !) :
– P.G. Ciarlet, Introduction a` l’analyse nume´rique et a` l’optimisation, Mas-
son, 1982, (pour les chapitre 1 a` 3 de ce polycopie´).
– M. Crouzeix, A.L. Mignot, Analyse nume´rique des e´quations diffe´rentielles,
Collection mathmatiques appliques pour la maitrise, Masson, (pour le cha-
pitre 4 de ce polycopie´).
– J.P. Demailly, Analyse nume´rique et e´quations diffe´rentielles Collection
Grenoble sciences Presses Universitaires de Grenoble
– L. Dumas, Mode´lisation a` l’oral de l’agre´gation, calcul scientifique, Col-
lection CAPES/Agre´gation, Ellipses, 1999.
– J. Hubbard, B. West, Equations diffrentielles et systmes dynamiques, Cas-
sini.
– P. Lascaux et R. The´odor, Analyse nume´rique matricielle applique´e l’art
de l’inge´nieur, tomes 1 et 2, Masson, 1987
– L. Sainsaulieu, Calcul scientifique cours et exercices corrige´s pour le 2e`me
cycle et les e´coles d’inge´nieurs, Enseignement des mathe´matiques, Masson,
1996.
– M. Schatzman, Analyse nume´rique, cours et exercices, (chapitres 1,2 et 4).
– D. Serre, Les matrices, Masson, (2000). (chapitres 1,2 et 4).
– P. Lascaux et R. Theodor, Analyse nume´rique sapplique´e aux sciences de
l’inge´nieur, Paris, (1994)
– R. Temam, Analyse nume´rique, Collection SUP le mathe´maticien, Presses
Universitaires de France, 1970.
Et pour les anglophiles...
– M. Braun, Differential Equations and their applications, Springer, New
York, 1984 (chapitre 4).
– G. Dahlquist and A. Bjo¨rck, Numerical Methods, Prentice Hall, Series in
Automatic Computation, 1974, Englewood Cliffs, NJ.
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– R. Fletcher, Practical methods of optimization, J. Wiley, New York, 1980
(chapitre 3).
– G. Golub and C. Van Loan, Matrix computations, The John Hopkins
University Press, Baltimore (chapitre 1).
– R.S. Varga, Matrix iterative analysis, Prentice Hall, Englewood Cliffs, NJ
1962.
Ce cours a e´te´ re´dige´ pour la licence de mathe´matiques par te´le´-enseignement
de l’universite d’Aix-Marseille 1. Les trois premiers chapitres ont e´te´ enseigne´s
dans le cours d’analyse nume´rique de licence de mathe´matiques a` Marseille.
Chapitre 1
Syste`mes line´aires
1.1 Objectifs
On note MN(IR) l’ensemble des matrices carre´es d’ordre N . Soit A ∈
MN (IR) une matrice inversible, et b ∈ IRN , on a comme objectif de re´soudre le
syste`me line´aire Ax = b, c’est a` dire de trouver x solution de :
{
x ∈ IRN
Ax = b
(1.1.1)
Comme A est inversible, il existe un unique vecteur x ∈ IRN solution de
(1.1.1). Nous allons e´tudier dans les deux chapitres suivants des me´thodes de
calcul de ce vecteur x : la premie`re partie de ce chapitre sera consacre´e aux
me´thodes “directes” et la deuxie`me aux me´thodes “ite´ratives”. Nous aborderons
ensuite en troisie`me partie les me´thodes de re´solution de proble`mes aux valeurs
propres.
Un des points essentiels dans l’efficacite´ des me´thodes envisage´es concerne
la taille des syste`mes a` re´soudre. Entre 1980 et 2000, la taille de la me´moire
des ordinateurs a augmente´. La taille des syste`mes qu’on peut re´soudre sur
ordinateur a donc e´galement augmente´, selon l’ordre de grandeur suivant :
1980 : matrice “pleine” (tous les termes sont non nuls) N = 102
matrice “creuse” N = 106
2000 : matrice “pleine” N = 106
matrice “creuse” N = 108
Le de´veloppement des me´thodes de re´solution de syste`mes line´aires est lie´e
a` l’e´volution des machines informatiques. Un grand nombre de recherches sont
d’ailleurs en cours pour profiter au mieux de l’architecture des machines (me´-
thodes de de´composition en sous domaines pour profiter des architectures pa-
ralle`les, par exemple).
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1.2 Les me´thodes directes
1.2.1 De´finition
De´finition 1.1 (Me´thode directe) On appelle me´thode directe de re´solution
de (1.1.1) une me´thode qui donne exactement x (A et b e´tant connus) solution
de (1.1.1) apre`s un nombre fini d’ope´rations e´le´mentaires (+,−,×, /).
Vous avez de´ja` vu plusieurs me´thodes de re´solution du syste`me (1.1.1) en
DEUG ; en ce qui concerne les me´thodes directes, vous avez duˆ e´tudier :
- la me´thode de Gauss (avec pivot)
- la me´thode LU, qui est une re´e´criture de la me´thode Gauss.
Nous rappelons rapidement la me´thode de Gauss et la me´thode LU (revoyez
votre cours de DEUG sur ce sujet), et nous e´tudierons plus en de´tails la me´thode
de Choleski.
1.2.2 Me´thode de Gauss et me´thode LU
Soit A ∈ MN (IR) une matrice inversible, et b ∈ IRN . On cherche a` calculer
x ∈ IRN tel que Ax = b. Le principe de la me´thode de Gauss est de se ramener,
par des ope´rations simples (combinaisons line´aires), a` un syste`me triangulaire
e´quivalent, qui sera donc facile a` inverser. On pose A(1) = A et b(1) = b. Pour
i = 1, . . . , N − 1, on cherche a` calculer A(i+1) et b(i+1) tels que les syste`mes
A(i)x = b(i) et A(i+1)x = b(i+1) soient e´quivalents, ou` A(i) est une matrice de la
forme suivante :
a
(N)
1,1 a
(N)
1,N
0
A(N) =
0
0
a
(N)
N,N
a
(1)
1,1
a
(i)
i,i
a
(i)
i+1,i
a
(i)
N,i a
(i)
N,N
a
(1)
1,N
0
0
0 0
A(i) =
Fig. 1.1 – Allure des matrices de Gauss a` l’e´tape i et a` l’e´tape N
Une fois la matrice A(N) (triangulaire supe´rieure) et le vecteur b(N) calcule´s,
il sera facile de re´soudre le syste`me A(N)x = b(N). Le calcul de A(N) est l’e´tape
de “factorisation”, le calcul de b(N) l’e´tape de “descente”, et le calcul de x l’e´tape
de “remonte´e”. Donnons les de´tails de ces trois e´tapes.
Etape de factorisation et descente Pour passer de la matrice A(i) a` la
matrice A(i+1), on va effectuer des combinaisons line´aires entre lignes qui per-
mettront d’annuler les coefficients de la i-e`me colonne situe´s en dessous de la
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a
(1)
1,1
a
(i+1)
i+1,i+1
a
(i+1)
i+2,i+1
a
(i+1)
N,N
a
(1)
1,N
a
(i+1)
N,i+10
0
0
0
A(i+1) =
Fig. 1.2 – Allure de la matrice de Gauss a` l’e´tape i+ 1
ligne i (dans le but de se rapprocher d’une matrice triangulaire supe´rieure).
Evidemment, lorsqu’on fait ceci, il faut e´galement modifier le second membre b
en conse´quence. L’e´tape de factorisation et descente s’e´crit donc :
1. Pour k ≤ i et pour j = 1, . . . , N , on pose a(i+1)k,j = a(i)k,j et b(i+1)k = b(i)k .
2. Pour k > i, si a
(i)
i,i 6= 0, on pose :
a
(i+1)
k,j = a
(i)
k,j −
a
(i)
k,i
a
(i)
i,i
a
(i)
i,j , pour k = j, . . . , N, (1.2.2)
b
(i+1)
k = b
(i)
k −
a
(i)
k,i
a
(i)
i,i
b
(i)
i . (1.2.3)
La matrice A(i+1) est de la forme donne´e sur la figure 1.2.2. Remarquons que le
syste`me A(i+1)x = b(i+1) est bien e´quivalent au syste`me A(i)x = b(i)
Si la condition a
(i)
i,i 6= 0 est ve´rifie´e pour i = 1 a` N , on obtient par le proce´de´
de calcul ci-dessus un syste`me line´aire A(N)x = b(N) e´quivalent au syste`me
Ax = b, avec une matrice A(N) triangulaire supe´rieure facile a` inverser. On
verra un peu plus loin les techniques de pivot qui permettent de re´gler le cas ou`
la condition a
(i)
i,i 6= 0 n’est pas ve´rifie´e.
Etape de remonte´e Il reste a` re´soudre le syste`me A(N)x = b(N). Ceci est
une e´tape facile. Comme A(N) est une matrice inversible, on a a
(i)
i,i 6= 0 pour
tout i = 1, . . . , N , et comme A(N) est une matrice triangulaire supe´rieure, on
peut donc calculer les composantes de x en “remontant”, c’est–a`–dire de la
composante xN a` la composante x1 :
xN =
b(N)
a
(N)
N,N
,
xi =
1
a
(N)
i,i
(b(i) −
∑
j=i+1,N
a
(N)
i,j xj), i = N − 1, . . . , 1.
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Couˆt de la me´thode de Gauss (nombre d’ope´rations) On peut montrer
(on fera le calcul de manie`re de´taille´e pour la me´thode de Choleski dans la
section suivante, le calcul pour Gauss est similaire) que le nombre d’ope´rations
ne´cessaires pour effectuer les e´tapes de factorisation, descente et remonte´e est
2
3N
3 +O(N2).
En ce qui concerne la place me´moire, on peut tre`s bien stocker les ite´re´s
A(i) dans la matrice A de de´part, ce qu’on n’a pas voulu faire dans le calcul
pre´ce´dent, par souci de clarte´.
De´composition LU Si le syste`me Ax = b doit eˆtre re´solu pour plusieurs
second membres b, il est e´vident qu’on a inte´reˆt a` ne faire l’e´tape de factorisation
(i.e. le calcul de A(N)), qu’une seule fois, alors que les e´tapes de descente et
remonte´e (i.e. le calcul de b(N) et x) seront faits pour chaque vecteur b. L’e´tape
de factorisation peut se faire en de´composant la matrice A sous la forme LU .
On admettra le the´ore`me suivant (voir par exemple le livre de Ciarlet cite´
en de´but de cours.
The´ore`me 1.2 (De´composition LU d’une matrice) Soit A ∈ MN(IR) une
matrice inversible, il existe une matrice de permutation P telle que, pour cette
matrice de permutation, il existe un et un seul couple de matrices (L,U) ou` L
est triangulaire infe´rieure de termes diagonaux e´gaux a` 1 et U est triangulaire
supe´rieure, ve´rifiant
PA = LU.
Cette de´composition peut se calculer tre`s facilement a` partir de la me´thode
de Gauss. Pour simplifier l’e´criture, on supposera ici que lors de la me´thode
de Gauss, la condition a
(i)
i,i 6= 0 est ve´rifie´e pour tout i = 1, dots,N. Dans ce
cas ,la matrice de permutation est la matrice identite´. La matrice L a comme
coefficients `i,j = −a
(i)
j,i
a
(i)
i,i
pour i > j, `i,i = 1 pour tout i = 1, . . . , N , et `i,j = 0
pour j > i, et la matrice U est e´gale a` la matrice A(N). On peut ve´rifier que
A = LU graˆce au fait que le syste`me A(N)x = b(N) est e´quivalent au syste`me
Ax = b. En effet, comme A(N)x = b(N) et b(N) = L−1b, on en de´duit que
LUx = b, et comme A et LU sont inversibles, on en de´duit que A−1b = (LU)−1b
pour tout b ∈ IRN . Ceci de´montre que A = LU.
Techniques de pivot Dans la pre´sentation de la me´thode de Gauss et de
la de´composition LU , on a suppose´ que la condition a
(i)
i,i 6= 0 e´tait ve´rifie´e a`
chaque e´tape. Or il peut s’ave´rer que ce ne soit pas le cas, ou que, meˆme si la
condition est ve´rifie´e, le “pivot” a
(i)
i,i soit tre`s petit, ce qui peut entraˆıner des
erreurs d’arrondi importantes dans les calculs. On peut re´soudre ce proble`me
en utilisant les techniques de “pivot partiel” ou “pivot total”, qui reviennent a`
choisir une matrice de permutation P qui n’est pas force´ment e´gale a` la matrice
identite´ dans le the´ore`me 1.2.
Plac¸ons-nous a` l’ite´ration i de la me´thode de Gauss. Comme la matrice A(i)
est force´ment non singulie`re, on a :
det(A(i)) = a
(i)
1,1a
(i)
2,2 · · · a(i)i−1,i−1det

a
(i)
i,i . . . a
(i)
i,N
...
. . .
...
a
(i)
N,i . . . a
(i)
N,N
 6= 0.
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On a donc en particulier
det

a
(i)
i,i . . . a
(i)
i,N
...
. . .
...
a
(i)
N,i . . . a
(i)
N,N
 6= 0.
Pivot partiel On de´duit qu’il existe i0 ∈ {i, . . . , N} tel que a(i)i0,i 6= 0.
On choisit alors i0 ∈ {i, . . . , N} tel que |a(i)i0,i| = max{|a
(i)
k,i|, k = i, . . . , N}. On
e´change alors les lignes i et i0 (dans la matrice A et le second membre b) et on
continue la proce´dure de Gauss de´crite plus haut.
Pivot total On choisit maintenant i0 et j0 ∈ {i, . . . , N} tels que |a(i)i0,j0 | =
max{|a(i)k,j |, k = i, . . . , N, j = i, . . . , N}, et on e´change alors les lignes i et i0
(dans la matrice A et le second membre b), les colonnes j et j0 de A et les
inconnues xj et xj0 .
L’inte´reˆt de ces strate´gies de pivot est qu’on aboutit toujours a` la re´solution
du syste`me (de`s que A est inversible). La strate´gie du pivot total permet une
moins grande sensibilite´ aux erreurs d’arrondi. L’inconve´nient majeur est qu’on
change la structure de A : si, par exemple la matrice avait tous ses termes non
nuls sur quelques diagonales seulement, ceci n’est plus vrai pour la matrice A(N).
1.2.3 Me´thode de Choleski
On va maintenant e´tudier la me´thode de Choleski, qui est une me´thode
directe adapte´e au cas ou` A est syme´trique de´finie positive. On rappelle qu’une
matrice A ∈MN (IR) de coefficients (ai,j)i=1,N,j=1,N est syme´trique si A = At,
ou` At de´signe la transpose´e de A, de´finie par les coefficients (aj,i)i=1,N,j=1,N ,
et que A est de´finie positive si Ax · x > 0 pour tout x ∈ IRN tel que x 6= 0.
Dans toute la suite, x · y de´signe le produit scalaire des deux vecteurs x et y de
IRN . On rappelle (exercice) que si A est syme´trique de´finie positive elle est en
particulier inversible.
Description de la me´thode
La me´thode de Choleski consiste a` trouver une de´composition de A de la
forme A = LLt, ou` L est triangulaire infe´rieure de coefficients diagonaux stric-
tement positifs. On re´sout alors le syste`me Ax = b en re´solvant d’abord Ly = b
puis le syste`me Ltx = y. Une fois la matrice A “factorise´e”, c’est a` dire la
de´composition LLt obtenue (voir paragraphe suivant), on effectue les e´tapes de
“descente” et “remonte´e” :
1. Etape 1 : “descente” Le syste`me Ly = b s’e´crit :
Ly =
 `1,1 0... . . . ...
`N,1 . . . `N,N

 y1...
yN
 =
 b1...
bN
 .
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Ce syste`me s’e´crit composante par composante en partant de i = 1.
`1,1y1 = b1, donc y1 =
b1
`1,1
`2,1y1 + `2,2y2 = b2, donc y2 =
1
`2,2
(b2 − `2,1y1)
...
...∑
j=1,i
`i,jyj = bi, donc yi =
1
`i,i
(bi −
∑
j=1,i−1
`i,jyj)
...
...∑
j=1,N
`N,jyj = bN , donc yN =
1
`N,N
(bN −
∑
j=1,N−1
`N,jyj).
On calcule ainsi y1, y2, . . . , yN .
2. Etape 2 : “remonte´e” On calcule maintenant x solution de Ltx = y.
Ltx =

`1,1 `2,1 . . . `N,1
0
. . .
...
...
0 . . . `N,N


x1
...
xN
 =

y1
...
yN
 .
On a donc :
`N,N xN = yN donc xN =
yN
`N,N
`N−1,N−1xN−1 + `N,N−1xN = yN−1 donc xN−1 =
yN−1−`N,N−1xN
`N−1,N−1
...∑
j=1,N
`j,1xj = y1 donc x1 =
y1 −
∑
j=2,N `j,1xj
`1,1
.
On calcule ainsi xN , xN−1, . . . , x1.
Existence et unicite´ de la de´composition
On donne ici le re´sultat d’unicite´ de la de´composition LLt d’une matrice
syme´trique de´finie positive ainsi qu’un proce´de´ constructif de la matrice L.
The´ore`me 1.3 (De´composition de Choleski) Soit A ∈MN (IR) avec N >
1. On suppose que A est syme´trique de´finie positive. Alors il existe une unique
matrice L ∈MN (IR), L = (`i,j)Ni,j=1, telle que :
1. L est triangulaire infe´rieure (c’est a` dire `i,j = 0 si j > i),
2. `i,i > 0, pour tout i ∈ {1, . . . , N},
3. A = LLt.
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De´monstration : On sait de´ja` par le the´ore`me 1.2 page 10, qi’il existe une
matrice de permutation et L triangulaire infe´rieure et U triangulaire supe´rieure
PA = LU . Ici on va montrer que dans le cas ou` la matrice est syme´trique,
la de´composition est toujours possible sans permutation. Nous donnons ici une
de´monstration directe de l’existence et de l’unicite´ de la de´composition LLt qui
a l’avantage d’eˆtre constructive.
Existence de L : de´monstration par re´currence sur N
1. Dans le cas N = 1, on a A = (a1,1). Comme A est syme´trique de´finie
positive, on a a1,1 > 0. On peut donc de´finir L = (`1,1) ou` `1,1 =
√
a1,1,
et on a bien A = LLt.
2. On suppose que la de´composition de Choleski s’obtient pour A ∈ Mp(IR)
syme´trique de´finie positive, pour 1 ≤ p ≤ N et on va de´montrer que la
proprie´te´ est encore vraie pour A ∈ MN+1(IR) syme´trique de´finie positive.
Soit donc A ∈ MN+1(IR) syme´trique de´finie positive ; on peut e´crire A
sous la forme :
A =

B a
at α
 (1.2.4)
ou` B ∈ MN (IR) est syme´trique, a ∈ IRN et α ∈ IR. Montrons que B est
de´finie positive, c.a`.d. que By · y > 0, pour tout y ∈ IRN tel que y 6= 0.
Soit donc y ∈ IRN \ {0}, et x =
[
y
0
]
∈ IRN+1. Comme A est syme´trique
de´finie positive, on a :
0 < Ax · x =

B a
at α


y
0
 ·

y
0
 =

By
aty
 ·

y
0
 = By · y
donc B est de´finie positive. Par hypothe`se de re´currence, il existe une
matrice M ∈MN (IR) M = (mi,j)Ni,j=1 telle que :
(a) mi,j = 0 si j > i
(b) mi,i > 0
(c) B = MM t.
On va chercher L sous la forme :
L =

M 0
bt λ
 (1.2.5)
avec b ∈ IRN , λ ∈ IR∗+ tels que LLt = A. Pour de´terminer b et λ, calculons
LLt ou` L est de la forme (1.2.5) et identifions avec A :
LLt =

M 0
bt λ


M t b
0 λ
 =

MM t Mb
btM t btb+ λ2

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On cherche b ∈ IRN et λ ∈ IR∗+ tels que LLt = A, et on veut donc que les
e´galite´s suivantes soient ve´rifie´es :
Mb = a et btb+ λ2 = α.
Comme M est inversible (en effet, le de´terminant de M s’e´crit det(M) =∏N
i=1mi,i > 0), la premie`re e´galite´ ci-dessus donne : b = M
−1a et en
remplac¸ant dans la deuxie`me e´galite´, on obtient : (M−1a)t(M−1a)+λ2 =
α, donc at(M t)−1M−1a+λ2 = α soit encore at(MM t)−1a+λ2 = α, c’est
a` dire :
atB−1a+ λ2 = α (1.2.6)
Pour que (1.2.6) soit ve´rifie´e, il faut que
α− atB−1a > 0 (1.2.7)
Montrons que la condition (1.2.7) est effectivement ve´rifie´e : Soit z =(
B−1a
−1
)
∈ IRN+1. On a z 6= 0 et donc Az · z > 0 car A est syme´trique
de´finie positive. Calculons Az :
Az =
 B a
at α


B−1a
−1
 =

0
atB−1a− α
 .
On a donc Az · z = α− atB−1a > 0 ce qui montre que (1.2.7) est ve´rifie´e.
On peut ainsi choisir λ =
√
α− atB−1a (> 0) de telle sorte que (1.2.6)
est ve´rifie´e. Posons :
L =

M 0
(M−1a)t λ
 .
La matrice L est bien triangulaire infe´rieure et ve´rifie `i,i > 0 et A = LL
t.
On a termine´ ainsi la partie “existence”.
Unicite´ et calcul de L. Soit A ∈ MN(IR) syme´trique de´finie positive ; on
vient de montrer qu’il existe L ∈MN (IR) triangulaire infe´rieure telle que `i,j =
0 si j > i, `i,i > 0 et A = LL
t. On a donc :
ai,j =
N∑
k=1
`i,k`j,k, ∀ (i, j) ∈ {1 . . .N}2. (1.2.8)
1. Calculons la 1e`re colonne de L ; pour j = 1, on a :
a1,1 = `1,1`1,1 donc `1,1 =
√
a1,1 (a1,1 > 0 car `1,1 existe ),
a2,1 = `2,1`1,1 donc `2,1 =
a2,1
`1,1
,
ai,1 = `i,1`1,1 donc `i,1 =
ai,1
`1,1
∀i ∈ {2 . . .N}.
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2. On suppose avoir calcule´ les n premie`res colonnes de L. On calcule la
colonne (n+ 1) en prenant j = n+ 1 dans (1.2.8)
Pour i = n+ 1, an+1,n+1 =
n+1∑
k=1
`n+1,k`n+1,k donc
`n+1,n+1 = (an+1,n+1 −
n∑
k=1
`n+1,k`n+1,k)
1/2 > 0. (1.2.9)
Notons que an+1,n+1 −
n∑
k=1
`n+1,k`n+1,k > 0 car L existe : il est indis-
pensable d’avoir d’abord montre´ l’existence de L pour pouvoir exhiber le
coefficient `n+1,n+1.
On proce`de de la meˆme manie`re pour i = n+ 2 . . .N ; on a :
ai,n+1 =
n+1∑
k=1
`i,k`n+1,k =
n∑
k=1
`i,k`n+1,k + `i,n+1`n+1,n+1
et donc
`i,n+1 =
(
ai,n+1 −
n∑
k=1
`i,k`n+1,k
)
1
`n+1,n+1
. (1.2.10)
On calcule ainsi toutes les colonnes de L. On a donc montre´ que L est
unique par un moyen constructif de calcul de L.
Calcul du couˆt de la me´thode de Choleski
Calcul du couˆt de calcul de la matrice L Dans le proce´de´ de calcul de L
expose´ ci-dessus, le nombre d’ope´rations pour calculer la premie`re colonne est
N . Calculons, pour n = 0, . . . , N − 1, le nombre d’ope´rations pour calculer la
(n+1)-ie`me colonne : pour la colonne (n+1), le nombre d’ope´rations par ligne est
2n+1, car le calcul de `n+1,n+1 par la formule (1.2.9) ne´cessite n multiplications,
n soustractions et une extraction de racine, soit 2n+ 1 ope´rations ; le calcul de
`i,n+1 par la formule (6.1.15) ne´cessite n multiplications, n soustractions et une
division, soit encore 2n + 1 ope´rations. Comme les calculs se font des lignes
n + 1 a` N (car `i,n+1 = 0 pour i ≤ n), le nombre d’ope´rations pour calculer
la (n+ 1)-ie`me colonne est donc (2n+ 1)(N − n). On en de´duit que le nombre
d’ope´rations NL ne´cessaires au calcul de L est :
NL =
N−1∑
n=0
(2n+ 1)(N − n) = 2N
N−1∑
n=0
n− 2
N−1∑
n=0
n2 +N
N−1∑
n=0
1−
N−1∑
n=0
n
= (2N − 1)N(N − 1)
2
+N2 − 2
N−1∑
n=0
n2.
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(On rappelle que 2
N−1∑
n=0
n = N(N − 1).) Il reste a` calculer CN =
∑N
n=0 n
2, en
remarquant par exemple que
N∑
n=0
(1 + n)3 =
N∑
n=0
1 + n3 + 3n2 + 3n =
N∑
n=0
1 +
N∑
n=0
n3 + 3
N∑
n=0
n2 + 3
N∑
n=0
n
=
N+1∑
n=1
n3 =
N∑
n=0
n3 + (N + 1)3.
On a donc 3CN + 3
N(N+1)
2 +N + 1 = (N + 1)
3, d’ou` on de´duit que
CN =
N(N + 1)(2N + 1)
6
.
On a donc :
NL = (2N − 1)N(N − 1)
2
− 2CN−1 +N2
= N
(
2N2 + 3N + 1
6
)
=
N3
3
+
N2
2
+
N
6
=
N3
3
+ 0(N2).
Couˆt de la re´solution d’un syste`me line´aire par la me´thode LLt Nous
pouvons maintenant calculer le couˆt (en termes de nombre d’ope´rations e´le´men-
taires) ne´cessaire a` la re´solution de (1.1.1) par la me´thode de Choleski pour
A ∈ MN(IR) syme´trique de´finie positive. On a besoin de NL ope´rations pour le
calcul de L, auquel il faut rajouter le nombre d’ope´rations ne´cessaires pour les
e´tapes de descente et remonte´e. Le calcul de y solution de Ly = b s’effectue en
re´solvant le syste`me :  `1,1 0... . . . ...
`N,1 . . . `N,1

 y1...
yN
 =
 b1...
bN

Pour la ligne 1, le calcul y1 =
b1
`1,1
s’effectue en une ope´ration.
Pour les lignes n = 2 a` N , le calcul yn =
(
bn −
∑n−1
i=1 `i,nyi
)
/`n,n s’effectue en
(n− 1) (multiplications) +(n− 2) (additions) +1 soustraction +1 (division) =
2n−1 ope´rations. Le calcul de y (descente) s’effectue donc en N1 =
∑N
n=1(2n−
1) = N(N + 1) − N = N2. On peut calculer de manie`re similaire le nombre
d’ope´rations ne´cessaires pour l’e´tape de remonte´e N2 = N
2. Le nombre total
d’ope´rations pour calculer x solution de (1.1.1) par la me´thode de Choleski est
NC = NL +N1 +N2 =
N3
3 +
N2
2 +
N
6 + 2N
2 = N
3
3 +
5N2
2 +
N
6 . L’e´tape la plus
couˆteuse est donc la factorisation de A.
Remarque 1.4 (De´composition LDLt) Dans les programmes informatiques,
on pre´fe`re implanter la variante suivante de la de´composition de Choleski :
A = L˜DL˜t ou` D est la matrice diagonale de´finie par di,i = `
2
i,i, L˜i,i = LD˜
−1,
ou` D˜ est la matrice diagonale de´finie par di,i = `i,i. Cette de´composition a
l’avantage de ne pas faire intervenir le calcul de racines carre´es, qui est une
ope´ration plus complique´e que les ope´rations “e´le´mentaires” (×, +, −).
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1.2.4 Quelques proprie´te´s
Comparaison Gauss/Choleski
Soit A ∈ MN(IR) inversible, la re´solution de (1.1.1) par la me´thode de
Gauss demande 2N3/3+0(N2) ope´rations (exercice). Dans le cas d’une matrice
syme´trique de´finie positive, la me´thode de Choleski est donc environ deux fois
moins che`re.
Et la me´thode de Cramer ?
Soit A ∈MN (IR) inversible. On rappelle que la me´thode de Cramer pour la
re´solution de (1.1.1) consiste a` calculer les composantes de x par les formules :
xi =
det(Ai)
det(A)
, i = 1, . . . , N,
ou` Ai est la matrice carre´e d’ordre N obtenue a` partir de A en remplac¸ant la
i-e`me colonne de A par le vecteur b, et det(A) de´signe le de´terminant de A.
Chaque calcul de de´terminant d’une matrice carre´e d’ordre N ne´cessite au
moins N ! ope´rations (voir DEUG, ou exercice. . . ). Par exemple, pour N = 10,
la me´thode de Gauss ne´cessite environ 700 ope´rations, la me´thode de Choleski
environ 350 et la me´thode de Cramer plus de 4 000 000. . . . Cette dernie`re
me´thode est donc a` proscrire.
Conservation du profil de A
Dans de nombreuses applications, par exemple lors de la re´solution de sys-
te`mes line´aires issus de la discre´tisation d’e´quations aux de´rive´es partielles, la
matrice A ∈ MN (IR) est “creuse”, c’est a` dire qu’un grand nombre de ses
coefficients sont nuls. Il est inte´ressant dans ce cas pour des raisons d’e´conomie
de me´moire de connaˆıtre le “profil” de la matrice, donne´ dans le cas ou` la matrice
est syme´trique, par les indices ji = min{j ∈ {1, . . . , N} tels que ai,j 6= 0}.
Le profil de la matrice est donc de´termine´ par les diagonales contenant des
coefficients non nuls qui sont les plus e´loigne´es de la diagonale principale. Dans
le cas d’une matrice creuse, il est avantageux de faire un stockage “profil” de A,
c’est a` dire, pour chaque ligne i un stockage de ji et des coefficients ai,k, pour
k = i− ji, . . . , i, ce qui peut permettre un large gain de place me´moire, comme
on peut s’en rendre compte sur la figure 1.2.4.
Une proprie´te´ inte´ressante de la me´thode de Choleski est de conserver le
profil. On peut montrer (en reprenant les calculs effectue´s dans la deuxie`me
partie de la de´monstration du the´ore`me 1.3) que `i,j = 0 si j < ji. Donc si on
a adopte´ un stockage “profil” de A, on peut utiliser le meˆme stockage pour L.
Matrices non syme´triques
Soit A ∈ MN (IR) inversible. On ne suppose plus ici que A est syme´trique.
On cherche a` calculer x ∈ IRN solution de (1.1.1) par la me´thode de Choleski.
Ceci est possible en remarquant que : Ax = b ⇔ AtAx = Atb car det(A) =
det(At) 6= 0. Il ne reste alors plus qu’a` ve´rifier que AtA est syme´trique de´finie
positive. Remarquons d’abord que pour toute matrice A ∈MN (IR), la matrice
AAt est syme´trique. Pour cela on utilise le fait que si B ∈ MN (IR), alors B
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0
0
Fig. 1.3 – Exemple de profil d’une matrice syme´trique
est syme´trique si et seulement si Bx · y = x · By et Bx · y = x · Bty pour tout
(x, y) ∈ (IRN )2. En prenant B = AtA, on en de´duit que AtA est syme´trique.
De plus, comme A est inversible, AtAx · x = Ax · Ax = |Ax|2 > 0 si x 6= 0. La
matrice AtA est donc bien syme´trique de´finie positive.
La me´thode de Choleski dans le cas d’une matrice non syme´trique consiste
donc a` calculer AtA et Atb, puis a` re´soudre le syste`me line´aire AtA · x = Atb
par la me´thode de Choleski “syme´trique”.
Cette manie`re de faire est plutoˆt moins efficace que la de´composition LU
puisque le couˆt de la de´composition LU est de 2N 3/3 alors que la me´thode de
Choleski dans le cas d’une matrice non syme´trique ne´cessite au moins 4N 3/3
ope´rations (voir exercice 12).
Syste`mes line´aires non carre´s
On conside`re ici des matrices qui ne sont plus carre´es. On de´signe par
MM,N(IR) l’ensemble des matrices re´elles a` M lignes et N colonnes. Pour
A ∈ MM,N(IR), M > N et b ∈ IRM , on cherche x ∈ IRN tel que
Ax = b. (1.2.11)
Ce syste`me contient plus d’e´quations que d’inconnues et n’admet donc en ge´ne´ral
pas de solution. On cherche x ∈ IRN qui ve´rifie le syte`me (1.2.11) “au mieux”.
On introduit pour cela une fonction f de´finie de IRN dans IR par :
f(x) = |Ax− b|2,
ou` |x| = √x · x de´signe la norme euclidienne sur IRN . La fonction f ainsi de´finie
est e´videmment positive, et s’il existe x qui annule f , alors x est solution du
syste`me (1.2.11). Comme on l’a dit, un tel x n’existe pas force´ment, et on cherche
alors un vecteur x qui ve´rifie (1.2.11) “au mieux”, au sens ou` f(x) soit le plus
proche de 0. On cherche donc x ∈ IRN satisfaisant (1.2.11) en minimisant f ,
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c.a`.d. en cherchant x ∈ IRN solution du proble`me d’optimisation :
f(x) ≤ f(y) ∀y ∈ IRN (1.2.12)
On peut re´e´crire f sous la forme : f(x) = AtAx·x−2b·Ax+b·b. On montrera au
chapitre III que s’il existe une solution au proble`me (1.2.12), elle est donne´e par
la re´solution du syste`me line´aire suivant : AAtx = Atb ∈ IRN , qu’on appelle
e´quations normales du proble`me de minimisation. On peut alors employer la
me´thode de Choleski pour la re´solution de ce syste`me.
1.2.5 Sensibilite´ aux erreurs d’arrondis
Soient A ∈ MN (IR) inversible et b ∈ IRN ; supposons que les donne´es A
et b ne soient connues qu’a` une erreur pre`s. Ceci est souvent le cas dans les
applications pratiques. Conside´rons par exemple le proble`me de la conduction
thermique dans une tige me´tallique de longueur 1, mode´lise´e par l’intervalle
[0, 1]. Supposons que la tempe´rature u de la tige soit impose´e aux extre´mite´s,
u(0) = u0 et u(1) = u1. On suppose que la tempe´rature dans la tige satisfait
a` l’e´quation de conduction de la chaleur, qui s’e´crit (k(x)u′(x))′ = 0, ou` k est
la conductivite´. Cette e´quation diffe´rentielle du second ordre peut se discre´tiser
par exemple par diffe´rences finies (on verra une description de la me´thode page
24), et donne lieu a` un syste`me line´aire de matrice A. Si la conductivite´ k
n’est connue qu’avec une certaine pre´cision, alors la matrice A sera e´galement
connue a` une erreur pre`s, note´e δA. On aimerait que l’erreur commise sur les
donne´es du mode`le (ici la conductivite´ thermique k) n’ait pas une conse´quence
catastrophique sur le calcul de la solution du mode`le (ici la tempe´rature u). Si
par exemple 1% d’erreur sur k entraˆıne 100% d’erreur sur u, le mode`le ne sera
pas d’une utilite´ redoutable. . .
L’objectif est donc d’estimer les erreurs commises sur x solution de (1.1.1)
a` partir des erreurs commises sur b et A. Notons δb ∈ IRN l’erreur commise sur
b et δA ∈ MN(IR) l’erreur commise sur A. On cherche alors a` e´valuer δx ou`
x+ δx est solution (si elle existe) du syste`me :{
x+ δx ∈ IRN
(A+ δA)(x + δx) = b+ δb.
(1.2.13)
On va montrer que si δA “n’est pas trop grand”, alors la matrice A + δA est
inversible, et qu’on peut estimer δx en fonction de δA et δb. On a besoin pour
cela de quelques outils d’alge`bre line´aire qu’on rappelle ici.
Norme induite, rayon spectral et conditionnement
De´finition 1.5 (Norme matricielle, norme induite)
1. On appelle norme matricielle surMN (IR) une norme t.q. ‖AB‖ ≤ ‖A‖‖B‖,
pour toutes matrices A et B de MN(IR).
2. On conside`re IRN muni d’une norme ‖ · ‖. On appelle norme matricielle
induite (ou norme induite) sur MN (IR) par la norme ‖ · ‖, encore note´e
‖·‖, la norme sur MN (IR) de´finie par : ‖A‖ = sup{‖Ax‖; x ∈ IRN , ‖x‖ =
1} pour toute matrice A ∈ MN(IR).
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Proposition 1.6 SoitMN (IR) muni d’une norme induite ‖·‖. Alors pour toute
matrice A ∈ MN(IR), on a :
1. ‖Ax‖ ≤ ‖A‖ ‖x‖, ∀x ∈ IRN ,
2. ‖A‖ = max {‖Ax‖ ; ‖x‖ = 1, x ∈ IRN},
3. ‖A‖ = max
{‖Ax‖
‖x‖ ; x ∈ IR
N \ {0}
}
.
4. ‖ · ‖ est une norme matricielle.
De´monstration
1. Soit x ∈ IRN \ {0}, posons y = x‖x‖ , alors ‖y‖ = 1 donc ‖Ay‖ ≤ ‖A‖. On
en de´duit
‖Ax‖
‖x‖ ≤ ‖A‖ et donc ‖Ax‖ ≤ ‖A‖ ‖x‖. Si maintenant x = 0,
alors Ax = 0, et donc ‖x‖ = 0 et ‖Ax‖ = 0 ; l’ine´galite´ ‖Ax‖ ≤ ‖A‖ ‖x‖
est encore ve´rifie´e.
2. L’application ϕ de´finie de IRN dans IR par : ϕ(x) = ‖Ax‖ est continue
sur la sphe`re unite´ S1 = {x ∈ IRN | ‖x‖ = 1} qui est un compact de
IRN . Donc ϕ est borne´e et atteint ses bornes : il existe x0 ∈ IRN tel que
‖A‖ = ‖Ax0‖
3. La dernie`re e´galite´ re´sulte du fait que
‖Ax‖
‖x‖ = ‖A
x
‖x‖‖ et
x
‖x‖ ∈ S1 pour
tout x 6= 0.
De´finition 1.7 (Valeurs propres et rayon spectral) Soit A ∈MN (IR) une
matrice inversible. On appelle valeur propre de A tout λ ∈ Cl tel qu’il existe
x ∈ Cl N , x 6= 0 tel que Ax = λx. L’e´le´ment x est appele´ vecteur propre de A
associe´ a` λ. On appelle rayon spectral de A la quantite´ ρ(A) = max{|λ|; λ ∈ Cl ,
λ valeur propre de A}.
Proposition 1.8 Soit A ∈MN (IR) une matrice carre´e quelconque, et ‖ ·‖ une
norme matricielle (induite ou non). Alors
ρ(A) ≤ ‖A‖.
La preuve de cette proposition fait l’objet de l’exercice 8 page 29. Elle
ne´cessite un re´sultat d’approximation du rayon spectral par une norme induite
bien choisie, que voici :
Proposition 1.9 (Rayon spectral et norme induite)
Soient A ∈ MN (IR) et ε > 0. Il existe une norme sur IRN (qui de´pend de
A et ε) telle que la norme induite sur MN(IR), note´e ‖ · ‖A,ε, ve´rifie ‖A‖A,ε ≤
ρ(A) + ε.
De´monstration Soit A ∈ MN(IR), alors par le lemme 1.10 donne´ ci-apre`s,
A est triangularisable dans Cl et donc il existe une base (f1, . . . , fN) de Cl
N
et une famille de complexes (λi,j)i=1,...,N,j=1,...,N,j<i telles que Afi = λi,ifi +∑
j<i λi,jfj . Soit η ∈]0, 1[, pour i = 1, . . . , N , on de´finit ei = ηi−1fi. La famille
(ei)i=1,...,N forme une base de Cl . On de´finit alors une norme sur IR
N par ‖x‖ =
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(
∑N
i=1 αiαi)
1/2, ou` les αi sont les composantes de x dans la base (ei)i=1,...,N .
Notons que cette norme de´pend de A et de η.
Soit ε > 0. Montrons maintenant que pour η bien choisi, on a bien ‖A‖ ≤
ρ(A) + ε. On a :
Aei = λi,iei +
∑
1≤j<i
ηi−jejλi,j
On a donc :
Ax =
N∑
i=1
(
αiλi,iei +
∑
1≤j<i
ηi−jλi,jαiej
)
.
On en de´duit que
‖Ax‖2 =
N∑
i=1
(
αiλi,i +
∑
1≤j<i
ηi−jλi,jαi
)(
αiλi,i +
∑
1≤j<i
ηi−j λ¯i,j α¯i
)
,
soit encore
‖Ax‖2 =
N∑
i=1
[
λi,iλi,iαiαi + λi,iαiα¯i
∑
1≤j<i
ηi−j λ¯i,j
+λi,iαiαi
∑
1≤j<i η
i−jλi,j + αiαi
+
( ∑
1≤j<i
ηi−j λ¯i,j
)( ∑
1≤j<i
ηi−j λ¯i,j α¯i
)]
.
On en conclut que :
‖Ax‖2 ≤
N∑
i=1
(
αiαi|λi,i|2 + η max
i=1,...,N,j≤i
|λi,j |2 ‖x‖2 ≤ (ρ(A)2 + ηC)‖x‖2
ou` C = N2 maxi=1,...,N,j≤i |λi,j |2. D’ou` le re´sultat, en prenant η tel que ηC < ε.
Lemme 1.10 (Triangularisation d’une matrice) Soit A ∈ MN (IR) une
matrice carre´e quelconque, alors il existe une base (f1, . . . , fN ) de Cl et une fa-
mille de complexes (λi,j)i=1,...,N,j=1,...,N,j<i telles que Afi = λi,ifi+
∑
j<i λi,jfj .
De plus λi,i est valeur propre de A pour tout i ∈ {1, . . . , N}.
On admettra ce lemme.
Nous donnons maintenant un the´ore`me qui nous sera utile dans l’e´tude du
conditionnement, ainsi que plus tard dans l’e´tude des me´thodes ite´ratives.
The´ore`me 1.11 (Matrices de la forme Id+A)
1. Soit une norme matricielle induite, Id la matrice identite´ de MN(IR) et
A ∈ MN(IR) telle que ‖A‖ < 1. Alors la matrice Id+A est inversible et
‖(Id+A)−1‖ ≤ 1
1− ‖A‖ .
2. Si une matrice de la forme Id+A ∈MN (IR) est singulie`re, alors ‖A‖ ≥ 1
pour toute norme matricielle ‖ · ‖.
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De´monstration :
1. La de´monstration du point 1 fait l’objet de l’exercice 9 page 29.
2. Si la matrice Id + A ∈ MN(IR) est singulie`re, alors λ = −1 est valeur
propre, et donc en utilisant la proposition 1.9, on obtient que ‖A‖ ≥
ρ(A) ≥ 1.
De´finition 1.12 (Conditionnement) Soit IRN muni d’une norme ‖ · ‖ et
MN (IR) muni de la norme induite. Soit A ∈ MN (IR) une matrice inversible.
On appelle conditionnement de A par rapport a` la norme ‖ · ‖ le nombre re´el
positif cond(A) de´fini par :
cond(A) = ‖A‖ ‖A−1‖.
Proposition 1.13 (Proprie´te´s du conditionnement)
1. Soit A ∈ MN(IR) une matrice inversible, alors cond(A) ≥ 1.
2. Soit A ∈ MN(IR) et α ∈ IR∗, alors cond(αA) = cond(A).
3. Soient A et B ∈ MN (IR) des matrices inversibles, alors cond(AB) ≤
cond(A)cond(B).
4. On note cond2(A) le conditionnement associe´ a` la norme induite par la
norme euclidienne sur IRN . Soit A une matrice syme´trique de´finie positive, alors
cond2(A) =
λN
λ1
. Si A et B sont deux matrices syme´triques de´finies positives,
alors cond2(A+B) ≤ max(cond2(A), cond2(B)).
La de´monstration de ces proprie´te´s est l’objet de l’exercice 19 page 33.
The´ore`me 1.14 Soit A ∈ MN(IR) une matrice inversible, et b ∈ IRN , b 6= 0.
On munit IRN d’une norme ‖ · ‖, et MN(IR) de la norme induite. Soient δA ∈
MN (IR) et δb ∈ IRN . On suppose que ‖δA‖ < 1‖A−1‖ . Alors la matrice (A+δA)
est inversible et si x est solution de (1.1.1) et x + δx est solution de (1.2.13),
alors ‖δx‖
‖x‖ ≤
cond(A)
1− ‖A−1‖ ‖δA‖
(‖δb‖
‖b‖ +
‖δA‖
‖A‖
)
. (1.2.14)
De´monstration : On peut e´crire A+ δA = A(Id+B) avec B = A
−1δA. Or
le rayon spectral de B, ρ(B), ve´rifie ρ(B) ≤ ‖B‖ ≤ ‖δA‖ ‖A−1‖ < 1, et donc
(voir le the´ore`me 1.11 page 21 et l’exercice 9 page 29) (Id+B) est inversible et
(Id+B)−1 =
∞∑
n=0
(−1)nBn. On a aussi ‖(Id+B)−1‖ ≤
∞∑
n=0
‖B‖n = 1
1− ‖B‖ ≤
1
1− ‖A−1‖ ‖δA‖ . On en de´duit que A+δA est inversible, car A+δA = A(Id+B)
et comme A est inversible, (A+ δA)
−1 = (Id+B)−1A−1.
Comme A et A+ δA sont inversibles, il existe un unique x ∈ IRN tel que Ax = b
et il existe un unique δx ∈ IRN tel que (A + δA)(x + δx) = b + δb. Comme
Ax = b, on a (A + δA)δx + δAx = δb et donc δx = (A + δA)
−1(δb − δAx). Or
(A+ δA)
−1 = (Id+B)−1A−1, on en de´duit :
‖(A+ δA)−1‖ ≤ ‖(Id+B)−1‖ ‖A−1‖
≤ ‖A
−1‖
1− ‖A−1‖ ‖δA‖ .
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On peut donc e´crire la majoration suivante :
‖δx‖
‖x‖ ≤
‖A−1‖ ‖A‖
1− ‖A−1‖ ‖δA‖
( ‖δb‖
‖A‖ ‖x‖ +
‖δA‖
‖A‖
)
.
En utilisant le fait que b = Ax et que par suite ‖b‖ ≤ ‖A‖ ‖x‖, on obtient :
‖δx‖
‖x‖ ≤
‖A−1‖ ‖A‖
1− ‖A−1‖ ‖δA‖
(‖δb‖
‖b‖ +
‖δA‖
‖A‖
)
,
ce qui termine la de´monstration.
Optimalite´ de l’estimation (1.2.14)
On suppose ici que δA = 0. L’estimation (1.2.14) devient alors :
‖δx‖
‖x‖ ≤ cond(A)
‖δb‖
‖b‖ . (1.2.15)
Peut-on avoir e´galite´ dans (1.2.15) ? Pour avoir e´galite´ dans (1.2.15) il faut choi-
sir convenablement b et δb. Soit x ∈ IRN tel que ‖x‖ = 1 et ‖Ax‖ = ‖A‖. Notons
qu’un tel x existe parce que ‖A‖ = sup{‖Ax‖; ‖x‖ = 1} = max{‖Ax‖; ‖x‖ = 1}
(voir proposition 1.6 page 20) Posons b = Ax ; on a donc ‖b‖ = ‖A‖. De meˆme,
graˆce a` la proposition 1.6, il existe y ∈ IRN tel que ‖y‖ = 1, et ‖A−1y‖ = ‖A−1‖.
On choisit alors δb tel que δb = εy ou` ε > 0 est donne´. Comme A(x+δx) = b+δb,
on a δx = A
−1δb et donc : ‖δx‖ = ‖A−1δb‖ = ε‖A−1y‖ = ε‖A−1‖ = ‖δb‖ ‖A−1‖.
On en de´duit que
‖δx‖
‖x‖ = ‖δx‖ = ‖δb‖ ‖A
−1‖ ‖A‖‖b‖ car ‖b‖ = ‖A‖ et ‖x‖ = 1.
Par ce choix de b et δb on a bien e´galite´ dans (1.2.15). L’estimation (1.2.15) est
donc optimale.
Conditionnement des matrices issues de la discre´tisation d’e´quations
aux de´rive´es partielles
On suppose encore ici que δA = 0. On suppose que la matrice A du syste`me
line´aire a` re´soudre provient de la discre´tisation par diffe´rences finies d’une
e´quation aux de´rive´es partielles introduite ci-dessous (voir (1.2.16)). On peut
alors montrer (voir exercice 21 page 34 du chapitre 1) que le conditionnement de
A est d’ordre N2, ou` N est le nombre de points de discre´tisation. Pour N = 10,
on a donc cond(A) ' 100 et l’estimation (1.2.15) donne :
‖δx‖
‖x‖ ≤ 100
‖δb‖
‖b‖ .
Une erreur de 1% sur b peut donc entraˆıner une erreur de 100% sur x. Au-
tant dire que dans ce cas, il est inutile de rechercher la solution de l’e´quation
discre´tise´e. . . Heureusement, on peut montrer que l’estimation (1.2.15) n’est pas
significative pour l’e´tude de la propagation des erreurs lors de la re´solution des
syste`mes line´raires provenant de la discre´tisation d’une e´quation aux de´rive´es
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Fig. 1.4 – Solution exacte et approche´e de −u′′ = f
partielles. Pour illustrer notre propos, nous allons e´tudier un syste`me line´aire
tre`s simple provenant d’un proble`me de me´canique.
Soit f ∈ C([0, 1], IR). On cherche u tel que{ −u′′(x) = f(x)
u(0) = u(1) = 0.
(1.2.16)
On peut montrer (on l’admettra ici) qu’il existe une unique solution u ∈
C2([0, 1], IR). On cherche a` calculer u de manie`re approche´e. On va pour cela
introduire une discre´tisation par diffe´rences finies. Soit N ∈ IN∗, on de´finit
h = 1/(N +1) le pas du maillage, et pour i = 0 . . .N +1 on de´finit les points de
discre´tisation xi = ih (voir Figure 1.2.5). Remarquons que x0 = 0 et xN+1 = 1.
Soit u(xi) la valeur exacte de u en xi. On e´crit la premie`re e´quation de (1.2.16)
en chaque point xi, pour i = 1 . . . N .
−u′′(xi) = f(xi) = bi ∀i ∈ {1 . . .N}.
On peut facilement montrer, par un de´veloppement de Taylor, que si u ∈
C4([0, 1], IR) (ce qui est vrai si f ∈ C2) alors :
−u(xi+1) + u(xi−1)− 2u(xi)
h2
= −u′′(xi)+Ri avec |Ri| ≤ h
2
12
‖u(4)‖∞. (1.2.17)
La valeur Ri s’appelle erreur de consistance au point xi. On introduit alors les
inconnues (ui)i=1,...,N qu’on espe`re eˆtre des valeurs approche´es de u aux points
xi et qui sont les composantes de la solution (si elle existe) du syste`me suivant{
−ui+1 + ui−1 − 2ui
h2
= bi, ∀i ∈ {1 ≤ N},
u0 = uN+1 = 0.
(1.2.18)
On cherche donc u =
u1...
uN
 ∈ IRN solution de (1.2.18). Ce syste`me peut s’e´crire
sous forme matricielle : Au = b avec b = (b1, . . . , bN)
t et A la matrice carre´e
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d’ordre N de coefficients (ai,j)i,j=1,N de´finis par :
ai,i =
2
h2
, ∀ i = 1, . . . , N,
ai,j = − 1
h2
, ∀ i = 1, . . . , N, j = i± 1,
ai,j = 0, ∀ i = 1, . . . , N, |i− j| > 1.
(1.2.19)
On remarque imme´diatement que A est tridiagonale. On peut montrer que A
est syme´trique de´finie positive (voir exercice 21 page 34). On peut aussi montrer
que
max
i=1...N
{|ui − u(xi)|} ≤ h
2
96
‖u(4)‖∞.
En effet, si on note u le vecteur de IRN de composantes u(xi), i = 1, . . . , N ,
et R le vecteur de IRN de composantes Ri, i = 1, . . . , N , on a par de´finition
de R (formule (1.2.17)) A(u− u) = R, et donc ‖u− u‖∞ ≤ ‖A−1‖∞‖R‖∞. Or
on peut montrer (voir exercice 22 page 34, partie I) que ‖A−1‖∞ ≤ 1/8, et on
obtient donc avec (1.2.17) que ‖u− u‖∞ ≤ h2/96‖u(4)‖∞.
Cette ine´galite´ donne la pre´cision de la me´thode. On remarque en particulier
que si on raffine le maillage, c’est–a`–dire si on augmente le nombre de points
N ou, ce qui revient au meˆme, si on diminue le pas de discre´tisation h, on
augmente la pre´cision avec laquelle on calcule la solution approche´e. Or on a
de´ja` dit qu’on peut montrer (voir exercice 21 page 34) que cond(A) ' N 2. Donc
si on augmente le nombre de points, le conditionnement de A augmente aussi.
Par exemple si N = 104, alors ‖δx‖/‖x‖ = 108‖δb‖/‖b‖. Or sur un ordinateur
en simple pre´cision, on a ‖δb‖/‖b‖ ≥ 10−7, donc l’estimation (1.2.15) donne une
estimation de l’erreur relative ‖δx‖/‖x‖ de 1000%, ce qui laisse a` de´sirer pour
un calcul qu’on espe`re pre´cis.
En fait, l’estimation (1.2.15) ne sert a` rien pour ce genre de proble`me, il faut
faire une analyse un peu plus pousse´e, comme c’est fait dans l’exercice 22 page
34. On se rend compte alors que pour f donne´e il existe C ∈ IR+ ne de´pendant
que de f (mais pas de N) tel que
‖δu‖
‖u‖ ≤ C
‖δb‖
‖b‖ avec b =
 f(x1)...
f(xN )
 . (1.2.20)
L’estimation (1.2.20) est e´videmment bien meilleure que l’estimation (1.2.15)
puisqu’elle montre que l’erreur relative commise sur u est du meˆme ordre que
celle commise sur b. En particulier, elle n’augmente pas avec la taille du maillage.
En conclusion, l’estimation (1.2.15) est peut-eˆtre optimale dans le cas d’une ma-
trice quelconque, (on a montre´ ci-dessus qu’il peut y avoir e´galite´ dans (1.2.15))
mais elle n’est pas significative pour l’e´tude des syste`mes line´aires issus de la
discre´tisation des e´quations aux de´rive´es partielles.
1.2.6 Annexe : diagonalisation de matrices syme´triques
On donne ici quelques de´tails sur les re´sultats de diagonalisation qu’on a
utilise´ dans ce chapitre et qu’on utilisera souvent dans la suite, en particulier
dans les exercices.
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Lemme 1.15 Soit E un espace vectoriel sur IR de dimension finie : dimE = n,
n ∈ IN∗, muni d’un produit scalaire i.e. d’une application
E ×E → IR,
(x, y) → (x | y)E ,
qui ve´rifie :
∀x ∈ E, (x | x)E ≥ 0 et (x | x)E = 0 ⇔ x = 0,
∀(x, y) ∈ E2, (x | y)E = (y | x)E ,
∀y ∈ E, l’application de E dans IR, de´finie par x→ (x | y)E est line´aire.
Ce produit scalaire induit une norme sur E, ‖x‖ = √(x | x)E .
Soit T une application line´aire de E dans E. On suppose que T est syme´trique,
c.a`.d. que (T (x) | y)E = (x | T (y))E, ∀(x, y) ∈ E2 . Alors il existe une base or-
thonorme´e (f1 . . . fn) de E (c.a`.d. telle que (fi, fj)E = δi,j) et (λ1 . . . λn) ∈ IRn
tels que T (fi) = λifi pour tout i ∈ {1 . . . n}.
Conse´quence imme´diate : Dans le cas ou` E = IRN , le produit scalaire cano-
nique de x = (x1, . . . , xN )
t et y = (y1, . . . , yN)
t est de´fini par (x | y)E = x · y =∑N
i=1 xiyi. Si A ∈ MN (IR) est une matrice syme´trique, alors l’application T
de´finie de E dans E par : T (x) = Ax est line´aire, et : (Tx|y) = Ax ·y = x ·Aty =
x · Ay = (x | Ty). Donc T est line´aire syme´trique. Par le lemme pre´ce´dent, il
existe (f1 . . . fN ) et (λ1 . . . λN ) ∈ IR tels que Tfi = Afi = λifi ∀ i ∈ {1, . . . , N}
et fi · fj = δi,j , ∀ (i, j) ∈ {1, . . . , N}2.
Interpre´tation alge´brique : Il existe une matrice de passage P de (e1, . . . , eN )
base canonique dans (f1, . . . , fN ) dont la premie`re colonne de P est constitue´e
des coordonne´es de fi dans (e1 . . . eN ). On a : Pei = fi. On a alors P
−1APei =
P−1Afi = P−1(λifi) = λiei = diag(λ1, . . . , λN )ei, ou` diag(λ1, . . . , λN ) de´signe
la matrice diagonale de coefficients diagonaux λ1, . . . , λN . On a donc :
P−1AP =
 λi 0. . .
0 λN
 = D.
De plus P est orthogonale, i.e. P−1 = P t. En effet,
P tPei · ej = Pei · Pej = (fi|fj) = δi,j ∀i, j ∈ {1 . . .N},
et donc (P tPei − ei) · ej = 0 ∀j ∈ {1 . . .N} ∀i ∈ {1, . . .N}. On en de´duit
P tPei = ei pour tout i = 1, . . .N , i.e. P
tP = PP t = Id.
De´monstration du lemme : par re´currence sur la dimension de E
1e`re e´tape. On suppose dimE = 1. Soit e ∈ E, e 6= 0, alors E = IRe = f1 avec
f1 =
e
‖e‖ . Soit T : E → E line´aire syme´trique, on a : Tf1 ∈ IRf1 donc il
existe λ1 ∈ IR tel que Tf1 = λ1f1.
2e`me e´tape. On suppose le lemme vrai si dimE < n. On montre alors le lemme
si dimE = n. Soit E un espace vectoriel norme´ sur IR tel que dimE = n
et T : E → E line´aire syme´trique. Soit ϕ l’application de´finie par :
ϕ : E → IR
x→ (Tx|x).
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L’application ϕ est continue sur la sphe`re unite´ S1 = {x ∈ E| ‖x‖ = 1}
qui est compacte car dimE < +∞ ; il existe donc e ∈ S1 tel que ϕ(x) ≤
ϕ(e) = (Te | e) = λ pour tout x ∈ E. Soit y ∈ E \ {0}, et soit t ∈]0, 1‖y‖ [
alors e+ ty 6= 0. On en de´duit que :
e+ ty
‖e+ ty‖ ∈ S1 donc ϕ(e) = λ ≥
(
T
(e+ ty)
‖e+ ty‖|
e+ ty
‖e+ ty‖
)
E
donc λ(e+ ty | e+ ty)E ≥ (T (e+ ty) | e+ ty). En de´veloppant on obtient :
λ[2t(e | y) + t2(y | y)E ] ≥ 2t(T (e) | y) + t2(T (y) | y)E .
Comme t > 0, ceci donne :
λ[2(e | y) + t(y | y)E ] ≥ 2(T (e) | y) + t(T (y) | y)E .
En faisant tendre t vers 0+, on obtient 2λ(e | y)E ≥ 2(T (e) | y), Soit
0 ≥ (T (e) − λe | y) pour tout y ∈ E \ {0}. De meˆme pour z = −y on a
0 ≥ (T (e)− λe|z) donc (T (e)− λe | y) ≥ 0. D’ou` (T (e)− λe | y) = 0 pour
tout y ∈ E. On en de´duit que T (e) = λe. On pose fn = e et λn = λ.
Soit F = {x ∈ E; (x | e) = 0}, on a donc F 6= E, et E = F⊕ IRe : on
peut de´composer x ∈ E comme (x = x− (x | e)e+ (x | e)e). L’application
S = T |F est line´aire syme´trique et on a dimF = n − 1. et S(F ) ⊂ F .
On peut donc utiliser l’hypothe`se de re´currence : ∃(λ1 . . . λn−1) ∈ IRn et
∃(f1 . . . fn−1) ∈ En tels que ∀ i ∈ {1 . . . n − 1}, Sfi = Tfi = λifi, et
∀i, j ∈ {1 . . . n − 1}, (fi | fj) = δi,j . Et donc (λ1 . . . λN ) et (f1 . . . fN)
conviennent.
1.2.7 Exercices
Exercice 1 (Matrices syme´triques de´finies positives) Suggestions en page
145, corrige´ en page 153.
On rappelle que toute matrice A ∈ MN (IR) syme´trique est diagonali-
sable dans IR (cf. lemme 1.15 page 26). Plus pre´cise´ment, on a montre´ en cours
que, si A ∈ MN (IR) est une matrice syme´trique, il existe une base de IRN ,
note´e {f1, . . . , fN}, et il existe λ1, . . . , λN ∈ IR t.q. Afi = λifi, pour tout
i ∈ {1, . . . , N}, et fi · fj = δi,j pour tout i, j ∈ {1, . . . , N} (x · y de´signe le
produit scalaire de x avec y dans IRN ).
1. Soit A ∈ MN (IR). On suppose que A est syme´trique de´finie positive,
montrer que les e´le´ments diagonaux de A sont strictements positifs.
2. Soit A ∈ MN (IR) une matrice syme´trique. Montrer que A est syme´trique
de´finie positive si et seulement si toutes les valeurs propres de A sont
strictement positives.
3. Soit A ∈MN (IR). On suppose que A est syme´trique de´finie positive. Mon-
trer qu’on peut de´finir une unique matrice B ∈ MN (IR), B syme´trique
de´finie positive t.q. B2 = A (on note B = A
1
2 ).
Exercice 2 (Normes de l’Identite´) Corrige´ en page 154.
28 CHAPITRE 1. SYSTE`MES LINE´AIRES
Soit Id la matrice “Identite´” de MN(IR). Montrer que pour toute norme
induite on a ‖Id‖ = 1 et que pour toute norme matricielle on a ‖Id‖ ≥ 1.
Exercice 3 (Sur le rayon spectral)
On de´finit les matrices carre´es d’ordre 2 suivantes :
A =
(
1 1
1 1
)
, B ==
( −1 0
−1 −1
)
, C = A+B.
Calculer le rayon spectral de chacune des matrices A, B et C et en de´duire
que le rayon spectral ne peut eˆtre ni une norme, ni meˆme une semi-norme sur
l’espace vectoriel des matrices.
Exercice 4 (Normes induites particulie`res) Suggestions en page 145, cor-
rige´ de´taille´ en page 154.
Soit A = (ai,j)i,j∈{1,...,N} ∈ MN(IR).
1. On munit IRN de la norme ‖·‖∞ etMN(IR) de la norme induite correspon-
dante, note´e aussi ‖ · ‖∞. Montrer que ‖A‖∞ = maxi∈{1,...,N}
∑N
j=1 |ai,j |.
2. On munit IRN de la norme ‖·‖1 et MN(IR) de la norme induite correspon-
dante, note´e aussi ‖ · ‖1. Montrer que ‖A‖1 = maxj∈{1,...,N}
∑N
i=1 |ai,j |.
3. On munit IRN de la norme ‖ · ‖2 et MN (IR) de la norme induite corres-
pondante, note´e aussi ‖ · ‖2. Montrer que ‖A‖2 = (ρ(AtA)) 12 .
Exercice 5 (Norme non induite) Corrige´ en page 155.
Pour A = (ai,j)i,j∈{1,...,N} ∈MN (IR), on pose ‖A‖s = (
∑N
i,j=1 a
2
i,j)
1
2 .
1. Montrer que ‖ · ‖s est une norme matricielle mais n’est pas une norme
induite (pour N > 1).
2. Montrer que ‖A‖2s = tr(AtA). En de´duire que ‖A‖2 ≤ ‖A‖s ≤
√
N‖A‖2
et que ‖Ax‖2 ≤ ‖A‖s‖x‖2, pour tout A ∈ MN(IR) et tout x ∈ IRN .
3. Chercher un exemple de norme non matricielle.
Exercice 6 (Valeurs propres nulles d’un produit de matrices) Corrige´ en
page 155.
Soient p et n des entiers naturels non nuls tels que n ≤ p, et soient A ∈
Mn,p(IR) et B ∈ Mp,n(IR). (On rappelle que Mn,p(IR) de´signe l’ensemble des
matrices a` n lignes et p colonnes.)
1. Montrer que λ est valeur propre non nulle de AB si et seulement si λ est
valeur propre non nulle de BA.
2. Montrer que si λ = 0 est valeur propre de AB alors λ est valeur propre
nulle de BA.
(Il est conseille´ de distinguer les cas Bx 6= 0 et Bx = 0, ou` x est un
vecteur propre associe´ a` la λ = 0 valeur propre de AB. Pour le deuxie`me
cas, on pourra distinguer selon que ImA = IRn ou non.)
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3. Montrer en donnant un exemple que λ peut eˆtre une valeur propre nulle
de BA sans eˆtre valeur propre de AB.
(Prendre par exemple n = 1, p = 2.)
4. On suppose maintenant que n = p, de´duire des questions 1. et 2. que
l’ensemble des valeurs propres de AB est e´gal a` l’ensemble des valeurs
propres de la matrice BA.
Exercice 7 (Rayon spectral) Corrige´ en page 156.
Soit A ∈ MN (IR). Montrer que si A est diagonalisable, il existe une norme
induite sur MN(IR) telle que ρ(A) = ‖A‖. Montrer par un contre exemple que
ceci peut eˆtre faux si A n’est pas diagonalisable.
Exercice 8 (Rayon spectral) Suggestions en page 145, corrige´ de´taille´ en
page 156.
On munit MN(IR) d’une norme, note´e ‖ · ‖. Soit A ∈MN (IR).
1. Montrer que ρ(A) < 1 si et seulement si Ak → 0 quand k →∞.
2. Montrer que : ρ(A) < 1 ⇒ lim supk→∞ ‖Ak‖
1
k ≤ 1.
3. Montrer que : lim infk→∞ ‖Ak‖ 1k < 1 ⇒ ρ(A) < 1.
4. Montrer que ρ(A) = limk→∞ ‖Ak‖ 1k .
5. On suppose ici que ‖ · ‖ est une norme matricielle, de´duire de la question
pre´ce´dente que ρ(A) ≤ ‖A‖. On a ainsi de´montre´ la proposition 1.8.
Exercice 9 (Se´rie de Neumann) Suggestions en page 146, corrige´ de´taille´
en page 157.
Soient A ∈MN (IR) et ‖ · ‖ une norme matricielle.
1. Montrer que si ρ(A) < 1, les matrices Id−A et Id+A sont inversibles.
2. Montrer que la se´rie de terme ge´ne´ral Ak converge (vers (Id−A)−1) si et
seulement si ρ(A) < 1.
Exercice 10 (Normes matricielles)
Corrige´ de´taille´ en page 157.
Soit ‖.‖ une norme matricielle quelconque, et soit A ∈ MN (IR) telle que
ρ(A) < 1 (on rappelle qu’on note ρ(A) le rayon spectral de la matrice A). Pour
x ∈ IRN , on de´finit ‖x‖∗ par :
‖x‖∗ =
∞∑
j=0
‖Ajx‖.
1. Montrer que l’application de´finie de IRN dans IR par x 7→ ‖x‖∗ est une
norme.
2. Soit x ∈ IRN tel que ‖x‖∗ = 1. Calculer ‖Ax‖∗ en fonction de ‖x‖, et en
de´duire que ‖A‖∗ < 1.
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3. On ne suppose plus que ρ(A) < 1. Soit ε > 0 donne´. Construire a` partir
de la norme ‖.‖ une norme induite ‖.‖∗∗ telle que ‖A‖∗∗ ≤ ρ(A) + ε.
Exercice 11 (De´composition LDLt et LLt) Corrige´ en page 6.1 page 158
1. Soit A =
(
2 1
1 0
)
.
Calculer la de´composition LDLt de A. Existe-t-il une de´composition LLt de
A ?
2. Montrer que toute matrice de MN(IR) syme´trique de´finie positive admet
une de´composition LDLt.
3. Ecrire l’algorithme de de´composition LDLt. La matrice A =
(
0 1
1 0
)
admet-elle une de´composition LDLt ?
Exercice 12 (Sur la me´thode LLt) Corrige´ de´taille´ en page 160.
Soit A une matrice carre´e d’ordre N , syme´trique de´finie positive et pleine.
On cherche a` re´soudre le syste`me A2x = b.
On propose deux me´thodes de re´solution de ce syste`me :
1. Calculer A2, effectuer la de´composition LLt de A2, re´soudre le syste`me
LLtx = b.
2. Calculer la de´composition LLt de A, re´soudre les syste`mes LLty = b et
LLtx = y.
Calculer le nombre d’ope´rations e´le´mentaires ne´cessaires pour chacune des deux
me´thodes et comparer.
Exercice 13 (Choleski pour matrice bande) Suggestions en page 146, cor-
rige´ en page 161
Soit A ∈ MN(IR) une matrice syme´trique de´finie positive.
1. On suppose ici que A est tridiagonale. Estimer le nombre d’ope´rations de
la factorisation LLt dans ce cas.
2. Meˆme question si A est une matrice bande (c’est-a`-dire p diagonales non
nulles).
3. En de´duire une estimation du nombre d’ope´rations ne´cessaires pour la
discre´tisation de l’e´quation −u′′ = f vue page 24. Meˆme question pour la
discre´tisation de l’e´quation −∆u = f prs´ente´e page 36.
Exercice 14 (De´composition LLt d’une matrice tridiagonale syme´trique)
Corrige´ de´taille´ en page 163.
Soit A ∈MN (IR) syme´trique de´finie positive et tridiagonale (i.e. ai,j = 0 si
i− j > 1).
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1. Montrer que A admet une de´composition LLt, ou` L est de la forme
L =

α1 0 . . . 0
β2 α2 0 . . . 0
0
. . .
. . . . . . 0
...
. . .
. . . . . .
...
0 · · · 0 βN αN
 .
2. Donner un algorithme de calcul des coefficients αi et βi, en fonction des
coefficients ai,j , et calculer le nombre d’ope´rations e´lementaires ne´cessaires
dans ce cas.
3. En de´duire la de´composition LLt de la matrice :
A =

1 −1 0 0 0
−1 2 −1 0 0
0 −1 2 −1 0
0 0 −1 2 −1
0 0 0 −1 2
 .
4. L’inverse d’une matrice inversible tridiagonale est elle tridiagonale ?
Exercice 15 (Minoration du conditionnement) Corrige´ de´taille´ en page
164.
Soit ‖ . ‖ une norme induite sur MN(IR) et soit A ∈ MN(IR) telle que det
(A) 6= 0.
1) Montrer que si ‖A−B‖ < 1‖A−1‖ , alors B est inversible.
2) Montrer que cond (A) ≥ sup
B∈MN (IR)
detB=0
‖A‖
‖A−B‖
Exercice 16 (Minoration du conditionnement) corrige´ de´taille´ en page 164.
On note ‖ · ‖ une norme matricielle sur MN (IR). Soit A ∈MN (IR) une matrice
carre´e inversible, cond(A) = ‖A‖‖A−1‖ le conditionnement de A, et soit δA ∈
MN (IR).
1. Montrer que si A+ δA est singulie`re, alors
cond(A) ≥ ‖A‖‖δA‖ . (1.2.21)
2. On suppose dans cette question que la norme ‖ · ‖ est la norme induite
par la norme euclidienne sur IRN . Montrer que la minoration (1.2.21) est
optimale, c’est-a`-dire qu’il existe δA ∈ MN(IR) telle que A + δA soit
singulie`re et telle que l’e´galite´ soit ve´rifie´e dans (1.2.21).
[On pourra chercher δA de la forme
δA = −y x
t
xt x
,
avec y ∈ IRN convenablement choisi et x = A−1y.]
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3. On suppose ici que la norme ‖ · ‖ est la norme induite par la norme in-
finie sur IRN . Soit α ∈]0, 1[. Utiliser l’ine´galite´ (1.2.21) pour trouver un
minorant, qui tend vers +∞ lorsque α tend vers 0, de cond(A) pour la
matrice
A =
 1 −1 1−1 α −α
1 α α
 .
Exercice 17 (Conditionnement du carre´) Suggestions en page ??, corrige´
de´taille´ en page 165.
Soit A ∈MN (IR) une matrice telle que detA 6= 0.
1. Quelle relation existe-t-il en ge´ne´ral entre cond (A2) et (cond A)2 ?
2. On suppose que A syme´trique. Montrer que cond2 (A
2) = (cond2A)
2.
3. On suppose que cond2 (A
2) = (cond2A)
2. Peut-on conclure que A est
syme´trique ? (justifier la re´ponse.)
Exercice 18 (Calcul de l’inverse d’une matrice et conditionnement) Cor-
rige´ de´taille´ en page 165.
On note ‖ · ‖ une norme matricielle sur MN (IR). Soit A ∈ MN(IR) une
matrice carre´e inversible. On cherche ici des moyens d’e´valuer la pre´cision de
calcul de l’inverse de A.
1. On suppose qu’on a calcule´ B, approximation (en raison par exemple
d’erreurs d’arrondi) de la matrice A−1. On pose :
e1 =
‖B −A−1‖
‖A−1‖ , e2 =
‖B−1 −A‖
‖A‖
e3 = ‖AB − Id‖, e4 = ‖BA− Id‖
(1.2.22)
(a) Expliquer en quoi les quantite´s e1, e2, e3 et e4 mesurent la qualite´ de
l’approximation de A−1.
(b) On suppose ici que B = A−1 +E, ou` ‖E‖ ≤ ε‖A−1‖, et que
εcond(A) < 1.
Montrer que dans ce cas,
e1 ≤ ε, e2 ≤ εcond(A)
1− εcond(A) , e3 ≤ εcond(A) et e4 ≤ εcond(A).
(c) On suppose maintenant que AB − Id = E ′ avec ‖E′‖ ≤ ε < 1.
Montrer que dans ce cas :
e1 ≤ ε, e2 ≤ ε
1− ε , e3 ≤ ε et e4 ≤ εcond(A).
2. On suppose maintenant que la matrice A n’est connue qu’a` une certaine
matrice d’erreurs pre`s, qu’on note δA.
(a) Montrer que la matrice A+ δA est inversible si ‖δA‖ < 1‖A−1‖ .
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(b) Montrer que si la matrice A+ δA est inversible,
‖(A+ δA)−1 −A−1‖
‖(A+ δA)−1‖ ≤ cond(A)
‖δA‖
‖A‖ .
Exercice 19 (Proprie´te´s ge´ne´rales du conditionnement) Suggestions en
page 146, corrige´ de´taille´ en page 167.
On munit IRN d’une norme, note´e ‖ · ‖, et MN (IR) de la norme induite,
note´e aussi ‖ · ‖. Pour une matrice inversible A ∈ MN (IR), on note cond(A) =
‖A‖‖A−1‖.
1. Soit A ∈ MN (IR) une matrice inversible. Montrer que cond(A) ≥ 1.
Montrer que cond(αA) = cond(A) pour tout α ∈ IR?.
2. Soit A, B ∈ MN(IR) deux matrices inversibles. Montrer que cond(AB) ≤
cond(A)cond(B).
On prend maintenant pour norme sur IRN , ‖·‖ = ‖·‖2 (norme euclidienne
usuelle). On munit MN(IR) de la norme induite (note´e aussi ‖ · ‖2) et le
conditionnement associe´ est note´ cond2(A).
3. Soit A ∈ MN(IR) une matrice inversible. On note σN [resp. σ1] la plus
grande [resp. petite] valeur propre de AtA (noter que AtA est une ma-
trice syme´trique de´finie positive). Montrer que cond2(A) =
√
σN/σ1. On
suppose maintenant que A est syme´trique de´finie positive, montrer que
cond2(A) = λN/λ1 ou` λN [resp. λ1] est la plus grande [resp. petite] valeur
propre de A.
4. Soit A ∈ MN (IR) une matrice inversible. Montrer que cond2(A) = 1 si
et seulement si A = αQ ou` α ∈ IR? et Q est une matrice orthogonale
(c’est-a`-dire Qt = Q−1).
5. Soit A ∈ MN (IR) une matrice inversible. On suppose que A = QR ou` Q
est une matrice orthogonale. Montrer que cond2(A) = cond2(R).
6. Soit A, B ∈ MN (IR) deux matrices syme´triques de´finies positives. Mon-
trer que cond2(A+B) ≤ max{cond2(A), cond2(B)}.
Exercice 20 (Discre´tisation)
On conside`re la discre´tisation a` pas constant par le sche´ma aux diffe´rences
finies syme´trique a` trois points (vu en cours) du proble`me (1.2.16) page 24, avec
f ∈ C([0, 1]). Soit N ∈ IN?, N impair. On pose h = 1/(N + 1). On note u est
la solution exacte, xi = ih, pour i = 1, . . . , N les points de discre´tisation, et
(ui)i=1,...,N la solution du syste`me discre´tise´ (1.2.18).
1. Montrer que si f est constante, alors
max
1≤i≤N
|ui − u(xi)| = 0.
.
2. Soit N fixe´, et max
1≤i≤N
|ui−u(xi)| = 0. A-t-on force´ment que f est constante
sur [0, 1] ? (justifier la re´ponse.)
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Exercice 21 (Valeurs propres et vecteurs propres de A) Suggestions en
page 147, corrige´ de´taille´ en page 169.
Soit f ∈ C([0, 1]). Soit N ∈ IN?, N impair. On pose h = 1/(N + 1). Soit A
la matrice de´finie par (1.2.19) page 25, issue d’une discre´tisation par diffe´rences
finies (vue en cours) du proble`me (1.2.16) page 24. Montrer que A est syme´trique
de´finie positive. Calculer les valeurs propres et les vecteurs propres de A [on
pourra commencer par chercher λ ∈ IR et ϕ ∈ C2(IR, IR) (ϕ non identiquement
nulle) t.q. −ϕ′′(x) = λϕ(x) pour tout x ∈]0, 1[ et ϕ(0) = ϕ(1) = 0]. Calculer
cond2(A) et montrer que h
2cond2(A) → 4pi2 lorsque h→ 0.
Exercice 22 (Conditionnement “efficace”.) Corrige´ en page 170.
Soit f ∈ C([0, 1]). Soit N ∈ IN?, N impair. On pose h = 1/(N + 1). Soit A
la matrice de´finie par (1.2.19) page 25, issue d’une discre´tisation par diffe´rences
finies (vue en cours) du proble`me (1.2.16) page 24.
Pour u ∈ IRN , on note u1, . . . , uN les composantes de u. Pour u ∈ IRN , on
dit que u ≥ 0 si ui ≥ 0 pour tout i ∈ {1, . . . , N}. Pour u, v ∈ IRN , on note
u · v =∑Ni=1 uivi.
On munit IRN de la norme suivante : pour u ∈ IRN , ‖u‖ = max{|ui|, i ∈
{1, . . . , N}}. On munit alors MN(IR) de la norme induite, e´galement note´e ‖ ·‖,
c’est-a`-dire ‖B‖ = max{‖Bu‖, u ∈ IRN t.q. ‖u‖ = 1}, pour tout B ∈ MN (IR).
Partie I Conditionnement “ge´ne´ral”
1. (Existence et positivite´ de A−1) Soient b ∈ IRN et u ∈ IRN t.q. Au = b.
Remarquer que Au = b peut s’e´crire :
{
1
h2 (ui − ui−1) + 1h2 (ui − ui+1) = bi, ∀i ∈ {1, . . . , N},
u0 = uN+1 = 0.
(1.2.23)
Montrer que b ≥ 0 ⇒ u ≥ 0. [On pourra conside´rer i ∈ {0, . . . , N + 1} t.q.
ui = min{uj , j ∈ {0, . . . , N + 1}.]
En de´duire que A est inversible.
2. (Pre´liminaire. . . ) On conside`re la fonction φ ∈ C([0, 1], IR) de´finie par
φ(x) = (1/2)x(1 − x) pour tout x ∈ [0, 1]. On de´finit alors ϕ ∈ IRN par
ϕi = φ(ih) pour tout i ∈ {1, . . . , N}. Montrer que (Aϕ)i = 1 pour tout
i ∈ {1, . . . , N}.
3. (calcul de ‖A−1‖) Soient b ∈ IRN et u ∈ IRN t.q. Au = b. Montrer que
‖u‖ ≤ (1/8)‖b‖ [Calculer A(u ± ‖b‖ϕ) avec ϕ de´fini a` la question 2 et
utiliser la question 1]. En de´duire que ‖A−1‖ ≤ 1/8 puis montrer que
‖A−1‖ = 1/8.
4. (calcul de ‖A‖) Montrer que ‖A‖ = 4h2 .
5. (Conditionnement pour la norme ‖ · ‖). Calculer ‖A−1‖‖A‖. Soient b, δb ∈
IRN . Soient u, δu ∈ IRN t.q. Au = b et A(u + δu) = b+ δb. Montrer que
‖δu‖
‖u‖ ≤ ‖A
−1‖‖A‖‖δb‖‖b‖ .
Montrer qu’un choix convenable de b et δb donne l’e´galite´ dans l’ine´galite´
pre´ce´dente. [Cette question a e´te´ faite en cours dans un cas plus ge´ne´ral.]
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Partie II Conditionnement “efficace”
On se donne maintenant f ∈ C([0, 1], IR) et on suppose (pour simplifier. . . )
que f(x) > 0 pour tout x ∈]0, 1[. On prend alors, dans cette partie, bi = f(ih)
pour tout i ∈ {1, . . . , N}. On conside`re aussi le vecteur ϕ de´fini a` la question 2
de la partie I.
1. Montrer que h
∑N
i=1 biϕi →
∫ 1
0 f(x)φ(x)dx quandN →∞ et que
∑N
i=1 biϕi >
0 pour tout N . En de´duire qu’il existe α > 0, ne de´pendant que de f , t.q.
h
∑N
i=1 biϕi ≥ α pour tout N ∈ IN?.
2. Soit u ∈ IRN t.q. Au = b. Montrer que N‖u‖ ≥ ∑Ni=1 ui = u · Aϕ ≥ αh
(avec α donne´ a` la question 1).
Soit δb ∈ IRN et δu ∈ IRN t.q. A(u + δu) = b + δb. Montrer que ‖δu‖‖u‖ ≤
‖f‖L∞(]0,1[)
8α
‖δb‖
‖b‖ .
3. Comparer ‖A−1‖‖A‖ (question I.5) et ‖f‖L∞(]0,1[)
8α
(question II.2) quand
N est “grand” (ou quand N →∞).
Exercice 23 (Conditionnement, re´action diffusion 1d.) Corrige´ en page
172.
On s’inte´resse au conditionnement pour la norme euclidienne de la matrice issue
d’une discre´tisation par Diffe´rences Finies du proble`me aux limites suivant :
−u′′(x) + u(x) = f(x), x ∈]0, 1[,
u(0) = u(1) = 0.
(1.2.24)
Soit N ∈ IN?. On note U = (uj)j=1...N une “valeur approche´e” de la solution
u du proble`me (1.2.24) aux points
(
j
N+1
)
j=1...N
. On rappelle que la discre´tisa-
tion par diffe´rences finies de ce proble`me consiste a` chercher U comme solution
du syste`me line´aire AU =
(
f( jN+1)
)
j=1...N
ou` la matrice A ∈ MN(IR) est
de´finie par A = (N + 1)2B + Id, Id de´signe la matrice identite´ et
B =

2 −1 0 . . . 0
−1 2 −1 . . . ...
0
. . .
. . .
. . . 0
...
. . . −1 2 −1
0 . . . 0 −1 2

1. (Valeurs propres de la matrice B.)
On rappelle que le proble`me aux valeurs propres
−u′′(x) = λu(x), x ∈]0, 1[,
u(0) = u(1) = 0.
(1.2.25)
admet la famille (λk , uk)k∈IN∗ , λk = (kpi)2 et uk(x) = sin(kpix) comme
solution. Montrer que les vecteurs Uk =
(
uk(
j
N+1 )
)
j=1...N
sont des vec-
teurs propres de la matrice B. En de´duire toutes les valeurs propres de la
matrice B.
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2. En de´duire les valeurs propres de la matrice A.
3. En de´duire le conditionnement pour la norme euclidienne de la matrice A.
1.3 Me´thodes ite´ratives
Les me´thodes directes que nous avons e´tudie´es dans le paragraphe pre´ce´dent
sont tre`s efficaces : elles donnent la solution exacte (aux erreurs d’arrondi pre`s)
du syste`me line´aire conside´re´. Elles ont l’inconve´nient de ne´cessiter une assez
grande place me´moire car elles ne´cessitent le stockage de toute la matrice en
me´moire vive. Si la matrice est pleine, c.a`.d. si la plupart des coefficients de
la matrice sont non nuls et qu’elle est trop grosse pour la me´moire vive de
l’ordinateur dont on dispose, il ne reste plus qu’a` ge´rer habilement le “swapping”
c’est a` dire l’e´change de donne´es entre me´moire disque et me´moire vive pour
pouvoir re´soudre le syste`me.
Cependant, si le syste`me a e´te´ obtenu a` partir de la discre´tisation d’e´quations
aux de´rive´s partielles, il est en ge´ne´ral “creux”, c.a`. d. qu’un grand nombre des
coefficients de la matrice du syste`me sont nuls ; de plus la matrice a souvent
une structure “bande”, i.e. les e´le´ments non nuls de la matrice sont localise´s sur
certaines diagonales. On a vu au chapitre pre´ce´dent que dans ce cas, la me´thode
de Choleski “conserve le profil” (voir a` ce propos page 17). Prenons par exemple
le cas d’une discre´tisation du Laplacien sur un carre´ par diffe´rences finies. On
cherche a` re´soudre le proble`me :
−∆u = f sur Ω =]0, 1[×]0, 1[,
u = 0 sur ∂Ω,
(1.3.26)
On rappelle que l’ope´rateur Laplacien est de´fini pour u ∈ C2(Ω), ou` Ω est un
ouvert de IR2, par
∆u =
∂2u
∂x2
+
∂2u
∂y2
.
De´finissons une discre´tisation uniforme du carre´ par les points (xi, yj), pour
i = 1, . . . ,M et j = 1, . . . ,M avec xi = ih, yj = jh et h = 1/(M+1), represente´e
en figure 1.3 pour M = 6. On peut alors approcher les de´rive´es secondes par
des quotients diffe´rentiels comme dans le cas unidimensionnel (voir page 24),
pour obtenir un syste`me line´aire : AU = b ou` A ∈ MN (IR) et b ∈ IRN avec
N = M2. Utilisons l’ordre “lexicographique” pour nume´roter les inconnues,
c.a`.d. de bas en haut et de gauche a` droite : les inconnues sont alors nume´rote´es
de 1 a` N = M2 et le second membre s’e´crit b = (b1, . . . , bN)
t. Les composantes
b1, . . . , bN sont de´finies par : pour i, j = 1, . . . ,M , on pose k = j + (i− 1)M et
bk = f(xi, yj).
Les coefficients de A = (ak,`)k,l=1,N peuvent eˆtre calcule´s de la manie`re
suivante :
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2 3 4 5 6
7 8 9
31
10 11 12
13 14 15 16 17 18
19 20 21 22 23 24
302928272625
32 33 34 35 36
1i = 1
j = 1
x
y
Fig. 1.5 – Ordre lexicographique des inconnues, exemple dans le cas M = 6

Pour i, j = 1, . . . ,M, on pose k = j + (i− 1)M,
ak,k =
4
h2
,
ak,k+1 =
{
− 1
h2
si i 6= M,
0 sinon,
ak,k−1 =
{
− 1
h2
si i 6= 1,
0 sinon,
ak,k+M =
{
− 1
h2
si j 6= M,
0 sinon,
ak,k−M =
{
− 1
h2
si j 6= 1,
0 sinon,
Pour k = 1, . . . , N, et ` = 1, . . . , N ;
ak,` = 0, ∀ k = 1, . . . , N, 1 < |k − `| < N ou |k − `| > N.
La matrice est donc tridiagonale par blocs, plus pre´cise´ment si on note
D =

4 −1 0 . . . . . . 0
−1 4 −1 0 . . . 0
0
. . .
. . .
. . .
. . .
...
...
0
. . .
. . .
. . . −1
0 . . . 0 −1 4

,
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les blocs diagonaux (qui sont des matrices de dimension M ×M), on a :
A =

D −Id 0 . . . . . . 0
−Id D −Id 0 . . . 0
0 −Id D −Id · · · 0
...
. . .
. . .
. . .
. . .
...
0
. . . −Id D −Id
0 . . . 0 −Id D

, (1.3.27)
ou` Id de´signe la matrice identite´ d’ordre M .
On peut remarquer que la matrice A a une “largeur de bande” de M . Si
on utilise une me´thode directe genre Choleski, on aura donc besoin d’une place
me´moire de N ×M = M3. (Notons que pour une matrice pleine on a besoin de
M4.)
Lorsqu’on a affaire a` de tre`s gros syste`mes issus par exemple de l’inge´nierie
(calcul des structures, me´canique des fluides, . . . ), ou` N peut eˆtre de l’ordre
de plusieurs milliers, on cherche a` utiliser des me´thodes ne´cessitant le moins de
me´moire possible. On a inte´reˆt dans ce cas a` utiliser des me´thodes ite´ratives.
Ces me´thodes ne font appel qu’a` des produits matrice vecteur, et ne ne´cessitent
donc pas le stockage du profil de la matrice mais uniquement des termes non
nuls. Dans l’exemple pre´ce´dent, on a 5 diagonales non nulles, donc la place
me´moire ne´cessaire pour un produit matrice vecteur est 5N = 5M 2. Ainsi pour
les gros syste`mes, il est souvent avantageux d’utiliser des me´thodes ite´ratives
qui ne donnent pas toujours la solution exacte du syste`me en un nombre fini
d’ite´rations, mais qui donnent une solution approche´e a` couˆt moindre qu’une
me´thode directe, car elles ne font appel qu’a` des produits matrice vecteur.
Remarque 1.16 (Sur la me´thode du gradient conjugue´) Il existe une me´-
thode ite´rative “miraculeuse” de re´solution des syste`mes line´aires lorsque la ma-
trice A est syme´trique de´finie positive : c’est la me´thode du gradient conjugue´.
Elle est miraculeuse en ce sens qu’elle donne la solution exacte du syste`me
Ax = b en un nombre fini d’ope´rations (en ce sens c’est une me´thode directe) :
moins de N ite´rations ou` N est l’ordre de la matrice A, bien qu’elle ne ne´cessite
que des produits matrice vecteur ou des produits scalaires. La me´thode du gra-
dient conjugue´ est en fait une me´thode d’optimisation pour la recherche du mini-
mum dans IRN de la fonction de IRN dans IR de´finie par : f(x) = 12Ax ·x−b ·x.
Or on peut montrer que lorsque A est syme´trique de´finie positive, la recherche
de x minimisant f dans IRN est e´quivalent a` la re´solution du syste`me Ax = b.
(Voir paragraphe 3.2.2 page 83.) En fait, la me´thode du gradient conjugue´ n’est
pas si miraculeuse que cela en pratique : en effet, le nombre N est en ge´ne´ral
tre`s grand et on ne peut en ge´neral pas envisager d’effectuer un tel nombre
d’ite´rations pour re´soudre le syste`me. De plus, si on utilise la me´thode du gra-
dient conjugue´ brutalement, non seulement elle ne donne pas la solution en N
ite´rations en raison de l’accumulation des erreurs d’arrondi, mais plus la taille
du syste`me croˆıt et plus le nombre d’ite´rations ne´cessaires devient e´leve´. On a
alors recours aux techniques de “pre´conditionnement”. Nous reviendrons sur ce
point au chapitre 3.
La me´thode ite´rative du gradient a` pas fixe, qui est elle aussi obtenue comme
me´thode de minimisation de la fonction f ci-dessus, fait l’objet des exercices 24
page 47 et 51 page 88.
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1.3.1 De´finition et proprie´te´s
Soit A ∈ MN (IR) une matrice inversible et b ∈ IRN , on cherche toujours
ici a` re´soudre le syste`me line´aire (1.1.1) c’est a` dire a` trouver x ∈ IRN tel que
Ax = b.
De´finition 1.17 On appelle me´thode ite´rative de re´solution du syste`me line´aire
(1.1.1) une me´thode qui construit une suite (x(n))n∈IN (ou` “l’ite´re´” x(n) est
calcule´ a` partir des ite´re´s x(0) . . . x(n−1)) cense´e converger vers x solution de
(1.1.1)).
De´finition 1.18 On dit qu’une me´thode ite´rative est convergente si pour tout
choix initial x(0) ∈ IRN , on a :
x(n) −→ x quand n→ +∞
Puisqu’il s’agit de re´soudre un syte`me line´aire, il est naturel d’essayer de
construire la suite des ite´re´s sous la forme x(n+1) = Bx(n) + c, ou` B ∈MN (IR)
et c ∈ IRN seront choisis de manie`re a` ce que la me´thode ite´rative ainsi de´finie
soit convergente. On appellera ce type de me´thode Me´thode I, et on verra par
la suite un choix plus restrictif qu’on appellera Me´thode II.
De´finition 1.19 (Me´thode I) On appelle me´thode ite´rative de type I pour la
re´solution du syste`me line´aire (1.1.1) une me´thode ite´rative ou` la suite des ite´re´s
(x(n))n∈IN est donne´e par :{
Initialisation x(0) ∈ IRN
Ite´ration n x(n+1) = Bx(n) + c.
ou` B ∈ MN(IR) et c ∈ IRN .
Remarque 1.20 (Condition ne´cessaire de convergence) // Une condi-
tion ne´cessaire pour que la me´thode I converge est que c = (Id − B)A−1b. En
effet, supposons que la me´thode converge. En passant a` la limite lorsque n tend
vers l’infini sur l’ite´ration n de l’algorithme, on obtient x = Bx + c et comme
x = A−1b, ceci entraˆıne c = (Id−B)A−1b.
Remarque 1.21 (Inte´reˆt pratique) La “me´thode I” est assez peu inte´ressante
en pratique, car il faut calculer A−1b, sauf si (Id−B)A−1 = αId, avec α ∈ IR.
On obtient dans ce cas :
B = −αA+ Id
et c = αb
c’est–a`–dire
xn+1 = xn + α(b−Axn).
Le terme b−Axn est appele´ re´sidu et la me´thode s’appelle dans ce cas la me´thode
d’extrapolation de Richardson.
The´ore`me 1.22 (Convergence de la me´thode de type I) Soit A ∈MN (IR)
A inversible, b ∈ IRN . On conside`re la me´thode I avec B ∈MN (IR) et
c = (Id−B)A−1b. (1.3.28)
Alors la me´thode I converge si et seulement si le rayon spectral ρ(B) de la
matrice B ve´rifie ρ(B) < 1.
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De´monstration
Soit B ∈ MN(IR).
Soit x la solution du syste`me line´aire (1.1.1) ; graˆce a` (1.3.28), x = Bx+c, et
comme x(n+1) = Bx(n) +c, on a donc x(n+1)−x = B(x(n)−x) et par re´currence
sur n,
x(n) − x = Bn(x(0) − x), ∀n ∈ IN. (1.3.29)
On rappelle (voir exercice 8 page 29) que ρ(B) < 1 si et seulement si Bn → 0
et que donc, si ρ(B) ≥ 1 alors Bn 6→ 0. On rappelle aussi que Bn → 0 si et
seulement si Bny → 0, ∀y ∈ IRn.
(⇒) On de´montre l’implication par contrapose´e. Supposons que ρ(B) ≥ 1 et
montrons que la me´thode I ne converge pas. Si ρ(B) ≥ 1 il existe y ∈ IRN
tel que Bny 6−→
n+∞
0. En choisissant x(0) = x + y = A−1b + y, l’e´galite´
(1.3.29) devient : x(n)−x = Bny 6−→
n+∞
0 par hypothe`se et donc la me´thode
n’est pas convergente.
(⇐) Supposons maintenant que ρ(B) < 1 alors l’e´galite´ (1.3.29) donne donc
x(n)−x = Bn(x(0)−x) →
n→+∞
0 car ρ(B) < 1. Donc x(n) −→
n→+∞
x = A−1b.
La me´thode est bien convergente.
De´finition 1.23 (Me´thode II) Soit A ∈MN (IR) une matrice inversible, b ∈
IRN . Soient M˜ et N˜ ∈ MN(IR) des matrices telles que A = M˜ − N˜ et M˜ est
inversible (et facile a` inverser).
On appelle me´thode de type II pour la re´solution du syste`me line´aire (1.1.1)
une me´thode ite´rative ou` la suite des ite´re´s (x(n))n∈IN est donne´e par :{
Initialisation x(0) ∈ IRN
Ite´ration n M˜x(n+1) = N˜x(n) + b.
Remarque 1.24 Si M˜x(n+1) = N˜x(n) + b pour tout n ∈ IN et x(n) −→ y
quand n −→ +∞ alors M˜y = N˜y + b, c.a`.d. (M˜ − N˜)y = b et donc Ay = b.
En conclusion, si la me´thode de type II converge, alors elle converge bien vers
la solution du syste`me line´aire.
Corollaire 1.25 (Convergence de la me´thode II) Soit A ∈ MN(IR) une
matrice inversible, b ∈ IRN . Soient M˜ et N˜ ∈ MN (IR) des matrices telles que
A = M˜ − N˜ et M˜ est inversible. La me´thode II de´finie par (1.23) converge si et
seulement si ρ(M˜−1N˜) < 1.
De´monstration Pour de´montrer ce re´sultat, il suffit de re´e´crire la me´thode
II avec le formalisme de la me´thode I. En effet M˜x(n+1) = N˜x(n) + b ⇐⇒
x(n+1) = M˜−1N˜x(n) + M˜−1b = Bx(n) + c, avec B = M˜−1N˜ et c = M˜−1b.
Pour trouver des me´thodes ite´ratives de re´solution du syste`me (1.1.1), on
cherche donc une de´composition de la matrice A de la forme : A = M˜ − N˜ , ou`
M˜ est inversible, telle que :
ρ(M˜−1N˜) < 1,
M˜y = d soit un syste`me facile a` re´soudre (par exemple M˜ soit triangulaire).
(1.3.30)
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The´ore`me 1.26 (Condition suffisante de convergence, me´thode II) Soit
A ∈ MN (IR) une matrice syme´trique de´finie positive, et soient M˜ et N˜ ∈
MN (IR) telles que A = M˜ − N˜ et M˜ est inversible. Si la matrice M˜ t + N˜ est
syme´trique de´finie positive alors ρ(M˜−1N˜) < 1, et donc la me´thode II converge.
De´monstration On rappelle (voir exercice (8) page 29) que si B ∈MN (IR),
et si ‖·‖ est une norme induite surMN(IR) par une norme sur IRN , on a toujours
ρ(B) ≤ ‖B‖. On va donc chercher une norme sur IRN , note´e ‖ · ‖∗ telle que
‖M˜−1N˜‖∗ = max{‖M˜−1N˜x‖∗, x ∈ IRN , ‖x‖∗ = 1} < 1,
(ou` on de´signe encore par ‖.‖∗ la norme induite sur MN (IR)) ou encore :
‖M˜−1N˜x‖∗ < ‖x‖∗, ∀x ∈ IRN , x 6= 0. (1.3.31)
On de´finit la norme ‖ · ‖∗ par ‖x‖∗ =
√
Ax · x, pour tout x ∈ IRN . Comme A
est syme´trique de´finie positive, ‖ · ‖∗ est bien une norme sur IRN , induite par
le produit scalaire (x|y)A = Ax · y. On va montrer que la proprie´te´ (1.3.31) est
ve´rifie´e par cette norme. Soit x ∈ IRN , x 6= 0, on a : ‖M˜−1N˜x‖2∗ = AM˜−1N˜x ·
M˜−1N˜x. Or N˜ = M˜ − A, et donc : ‖M˜−1N˜x‖2∗ = A(Id − M˜−1A)x · (Id −
M˜−1A)x. Soit y = M˜−1Ax ; remarquons que y 6= 0 car x 6= 0 et M˜−1A est
inversible. Exprimons ‖M˜−1N˜x‖2∗ a` l’aide de y.
‖M˜−1N˜x‖2∗ = A(x−y) ·(x−y) = Ax ·x−2Ax ·y+Ay ·y = ‖x‖2∗−2Ax ·y+Ay ·y.
Pour que ‖M˜−1N˜x‖2∗ < ‖x‖2∗ (et par suite ρ(M˜−1N˜) < 1), il suffit donc de
montrer que −2Ax·y+Ay ·y < 0. Or, comme M˜y = Ax, on a : −2Ax·y+Ay ·y =
−2M˜y · y + Ay · y. En e´crivant : M˜y · y = y · M˜ ty = M˜ ty · y, on obtient donc
que : −2Ax · y+Ay · y = (−M˜ − M˜ t +A)y · y, et comme A = M˜ − N˜ on obtient
−2Ax · y + Ay · y = −(M˜ t + N˜)y · y. Comme M˜ t + N˜ est syme´trique de´finie
positive par hypothe`se et que y 6= 0, on en de´duit que −2Ax · y+Ay · y < 0, ce
qui termine la de´monstration.
Estimation de la vitesse de convergence On montre dans l’exercice 25
page 48 que si la suite (x(n))n∈IN ⊂ IR est donne´e par une “me´thode I” (voir
de´finition 1.19 page 39) convergente, i.e. x(n+1) = Bx(n) + C (avec ρ(B) < 1),
et si on suppose que x est la solution du syste`me (1.1.1), et que x(n) → x quand
n → ∞, alors ‖x
(n+1) − x‖
‖x(n) − x‖ −→ ρ(B) quand n → +∞ (sauf cas particuliers)
inde´pendamment de la norme sur IRN . Le rayon spectral ρ(B) de la matrice B
est donc une bonne estimation de la vitesse de convergence. Pour estimer cette
vitesse de convergence lorsqu’on ne connaˆıt pas x, on peut utiliser le fait (voir
encore l’exercice 25 page 48) qu’on a aussi
‖x(n+1) − x(n)‖
‖x(n) − x(n−1)‖ −→ ρ(B) lorsque n→ +∞,
ce qui permet d’e´valuer la vitesse de convergence de la me´thode par le calcul
des ite´re´s courants.
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1.3.2 Me´thodes de Jacobi, Gauss-Seidel et SOR/SSOR
De´composition par blocs de A :
Dans de nombreux cas pratiques, les matrices des syste`mes line´aires a` re´soudre
ont une structure “par blocs”, et on se sert de cette structure lors de la re´solution
par une me´thode ite´rative.
De´finition 1.27 Soit A ∈ MN(IR) une matrice inversible. Une de´composition
par blocs de A est de´finie par un entier S ≤ N , des entiers (ni)i=1,...,S tels que∑S
i=1 ni = N , et S
2 matrices Ai,j ∈Mni,nj (IR) (ensemble des matrices rectan-
gulaires a` ni lignes et nj colonnes, telles que les matrices Ai,i soient inversibles
pour i = 1, . . . , S et
A =

A1,1 A1,2 . . . . . . A1,S
A2,1
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . . AS−1,S
AS,1 . . . . . . AS,S−1 AS,S

(1.3.32)
Remarque 1.28
1. Si S = N et ni = 1 ∀i ∈ {1 . . . n}, chaque bloc est constitue´ d’un seul
coefficient.
2. Si A est syme´trique de´finie positive, la condition Ai,i inversible dans la
de´finition 1.27 est inutile car Ai,i est ne´cessairement syme´trique de´finie
positive donc inversible. Prenons par exemple i = 1. Soit y ∈ IRn1 , y 6= 0
et x = (y, 0 . . . , 0)t ∈ IRN . Alors A1,1y · y = Ax · x > 0 donc A1,1 est
syme´trique de´finie positive.
3. Si A est une matrice triangulaire par blocs, c.a`.d. de la forme (1.3.32)
avec Ai,j = 0 si j > i, alors
det(A) =
S∏
i=1
det(Ai,i).
Par contre si A est de´compose´e en 2 × 2 blocs carre´s (i.e. tels que ni =
mj , ∀(i, j) ∈ {1, 2}), on a en ge´ne´ral : det(A) 6= det(A1,1)det(A2,2) −
det(A1,2)det(A2,1).
Me´thode de Jacobi
On peut remarquer que le choix le plus simple pour la re´solution du syste`me
M˜x = d dans la me´thode II (voir les objectifs (1.3.30) de la me´thode II) est
de prendre pour M˜ une matrice diagonale. La me´thode de Jacobi consiste a`
prendre pour M˜ la matrice diagonale D forme´e par les blocs diagonaux de A :
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D =

A1,1 0 . . . . . . 0
0
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . . 0
0 . . . . . . 0 AS,S

.
Dans la matrice ci-dessus, 0 de´signe un bloc nul.
On a alors N˜ = E + F , ou` E et F sont constitue´s des blocs triangulaires
infe´rieurs et supe´rieurs de la matrice A :
E =

0 0 . . . . . . 0
−A2,1 . . . . . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . . 0
−AS,1 . . . . . . −AS,S−1 0

et
F =

0 −A1,2 . . . . . . −A1,S
0
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . . −AS−1,S
0 . . . . . . 0 0

.
On a bien A = M˜−N˜ et avecD,E et F de´finies comme ci-dessus, la me´thode
de Jacobi s’e´crit : {
x(0) ∈ IRN
Dx(n+1) = (E + F )x(n) + b.
(1.3.33)
Lorsqu’on e´crit la me´thode de Jacobi comme une me´thode I, on a B =
D−1(E + F ) ; on notera J cette matrice.
En introduisant la de´composition par blocs de x, solution recherche´e de
(1.1.1), c.a`.d. : x = [x1, . . . , xS ]
t, ou` xi ∈ IRni , on peut aussi e´crire la me´thode
de Jacobi sous la forme :
x0 ∈ IRN
Ai,ix
(n+1)
i = −
∑
j<i
Ai,jx
(n)
j −
∑
j>i
Ai,jx
(n)
j + bi i = 1, . . . , S. (1.3.34)
Me´thode de Gauss-Seidel
L’ide´e de la me´thode de Gauss-Seidel est d’utiliser le calcul des composantes
de l’ite´re´ (n+ 1) de`s qu’il est effectue´. Par exemple, pour calculer la deuxie`me
44 CHAPITRE 1. SYSTE`MES LINE´AIRES
composante x
(n+1)
2 du vecteur x
(n+1), on pourrait employer la “nouvelle” valeur
x
(n+1)
1 qu’on vient de calculer plutoˆt que la valeur x
(n)
1 comme dans (1.3.34) ;
de meˆme, dans le calcul de x
(n+1)
3 , on pourrait employer les “nouvelles” valeurs
x
(n+1)
1 et x
(n+1)
2 plutoˆt que les valeurs x
(n)
1 et x
(n)
2 . Cette ide´e nous sugge`re de
remplacer dans (1.3.34) x
(n)
j par x
(n+1)
j si j < i. On obtient donc l’algorithme
suivant :
{
x(0) ∈ IRN
Ai,ix
(n+1)
i = −
∑
j<i Ai,jx
(n+1)
j −
∑
i<j Ai,jx
(n)
j + bi, i = 1, . . . , s.
(1.3.35)
La me´thode de Gauss–Seidel est donc la me´thode II avec M˜ = D − E et
N˜ = F : {
x0 ∈ IRN
(D −E)x(n+1) = Fx(n) + b. (1.3.36)
Lorsqu’on e´crit la me´thode de Gauss–Seidel comme une me´thode I, on a
B = (D − E)−1F ; on notera L1 cette matrice, dite matrice de Gauss-Seidel.
Me´thodes SOR et SSOR
L’ide´e de la me´thode de sur-relaxation (SOR = Successive Over Relaxation)
est d’utiliser la me´thode de Gauss-Seidel pour calculer un ite´re´ interme´diaire
x˜(n+1) qu’on “relaxe” ensuite pour ame´liorer la vitesse de convergence de la
me´thode. On se donne 0 < ω < 2, et on modifie l’algorithme de Gauss–Seidel
de la manie`re suivante :
x0 ∈ IRN
Ai,ix˜
(n+1)
i = −
∑
j<i
Ai,jx
(n+1)
j −
∑
i<j
Ai,jx
(n)
j + bi
x
(n+1)
i = ωx˜
(n+1)
i + (1− ω)x(n)i , i = 1, . . . , s.
(1.3.37)
(Pour ω = 1 on retrouve la me´thode de Gauss–Seidel.)
L’algorithme ci-dessus peut aussi s’e´crire (en multipliant par Ai,i la ligne 3
de l’algorithme (1.3.37)) :{
x(0) ∈ IRN
Ai,ix
(n+1)
i = ω
[
−∑j<i Ai,jx(n+1)j −∑j>i Ai,jx(n)j + bi]+ (1− ω)Ai,ix(n)i .
(1.3.38)
On obtient donc
(D − ωE)x(n+1) = ωFx(n) + ωb+ (1− ω)Dx(n).
L’algorithme SOR s’e´crit donc comme une me´thode II avec
M˜ =
D
ω
−E et N˜ = F +
(
1− ω
ω
)
D.
Il est facile de ve´rifier que A = M˜ − N˜ .
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L’algorithme SOR s’e´crit aussi comme une me´thode I avec
B =
(
D
ω
−E
)−1
(F +
(
1− ω
ω
)
D).
On notera Lω cette matrice.
Remarque 1.29 (Me´thode de Jacobi relaxe´e) On peut aussi appliquer une
proce´dure de relaxation avec comme me´thode ie´rative “de base” la me´thode de
Jacobi, voir a` ce sujet l’exercice 31 page 50). Cette me´thode est toutefois beau-
coup moins employe´e en pratique (car moins efficace) que la me´thode SOR.
En “syme´trisant” le proce´de´ de la me´thode SOR, c.a`.d. en effectuant les
calculs SOR sur les blocs dans l’ordre 1 a` N puis dans l’ordre N a` 1, on obtient
la me´thode de sur-relaxation syme´trise´e (SSOR = Symmetric Successive Over
Relaxation) qui s’e´crit dans le formalisme de la me´thode I avec
B =
(
D
ω
− F
)−1(
E +
1− ω
ω
D
)
︸ ︷︷ ︸
calcul dans l’ordre s...1
(
D
ω
−E
)−1(
F +
1− ω
ω
D
)
︸ ︷︷ ︸
calcul dans l’ordre 1...s
.
Etude the´orique de convergence
On aimerait pouvoir re´pondre aux questions suivantes :
1. Les me´thodes sont–elles convergentes?
2. Peut-on estimer leur vitesse de convergence?
3. Peut-on estimer le coefficient de relaxation ω optimal dans la me´thode
SOR, c.a`.d. celui qui donnera la plus grande vitesse de convergence?
On va maintenant donner des re´ponses, partielles dans certains cas, faute de
mieux, a` ces questions.
Convergence On rappelle qu’une me´thode ite´rative de type I, i.e. e´crite sous
la forme x(n+1) = Bx(n) + C converge si et seulement si ρ(B) < 1 (voir le
the´ore`me 1.22 page 39).
The´ore`me 1.30 (Sur la convergence de la me´thode SOR)
Soit A ∈ MN(IR) qui admet une de´composition par blocs de´finie dans la
de´finition 1.3.32 page 42 ; soient D la matrice constitue´e par les blocs diagonaux,
−E (resp. −F ) la matrice constitue´e par les blocs triangulaires infe´rieurs (resp.
supe´rieurs) ; on a donc : A = D − E − F . Soit Lω la matrice d’ite´ration de la
me´thode SOR (et de la me´thode de Gauss–Seidel pour ω = 1) de´finie par :
Lω =
(
D
ω
−E
)−1(
F +
1− ω
ω
D
)
, ω 6= 0.
Alors :
1. Si ρ(Lω) < 1 alors 0 < ω < 2.
2. Si on suppose de plus que A syme´trique de´finie positive, alors :
ρ(Lω) < 1 si et seulement si 0 < ω < 2.
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De´monstration du the´ore`me 1.30 :
1. Calculons det(Lω). Par de´finition,
Lω = M˜−1N˜, avec M˜ = 1
ω
D −E et N˜ = F + 1− ω
ω
D.
Donc det(Lω) = (det(M˜))−1det(N˜). Comme M˜ et N˜ sont des matrices tri-
angulaires par blocs, leurs de´terminants sont les produits des de´terminants
des blocs diagonaux (voir la remarque 1.28 page 42). On a donc :
det(Lω) =
( 1−ωω )
Ndet(D)
( 1ω )
Ndet(D)
= (1− ω)N .
Or le de´terminant d’une matrice est aussi le produit des valeurs propres
de cette matrice (compte´es avec leur multiplicite´s alge´briques), dont les
valeurs absolues sont toutes, par de´finition, infe´rieures au rayon spectral.
On a donc : |det(Lω)| = |(1− ω)N | ≤ (ρ(Lω))N , d’ou` le re´sultat.
2. Supposons maintenant que A est une matrice syme´trique de´finie positive,
et que 0 < ω < 2. Montrons que ρ(Lω) < 1. Par le the´ore`me 1.26 page
41, il suffit pour cela de montrer que M˜ t + N˜ est une matrice syme´trique
de´finie positive. Or,
M˜ t =
(
D
ω
−E
)t
=
D
ω
− F,
M˜ t + N˜ =
D
ω
− F + F + 1− ω
ω
D =
2− ω
ω
D.
La matrice M˜ t + N˜ est donc bien syme´trique de´finie positive.
Remarque 1.31 (Comparaison Gauss–Seidel/Jacobi)
– Une conse´quence directe du the´ore`me 1.30 est que dans le cas ou` A est une
matrice syme´trique de´finie positive, la me´thode de Gauss–Seidel converge.
– Par contre, meˆme dans le cas ou` A est syme´trique de´finie positive, il existe
des cas ou` la me´thode de Jacobi ne converge pas, voir a` ce sujet l’exercice
27 page 48.
Remarquons que le re´sultat de convergence des me´thodes ite´ratives donne´
par le the´ore`me pre´ce´dent n’est que partiel, puisqu’il ne concerne que les ma-
trices syme´triques de´finies positives et que les me´thodes Gauss-Seidel et SOR.
On a aussi un re´sultat de convergence de la me´thode de Jacobi pour les ma-
trices a` diagonale dominante stricte, voir exercice 28 page 49, et un re´sultat
de comparaison des me´thodes pour les matrices tridiagonales par blocs, voir le
the´ore`me 1.32 donne´ ci-apre`s. Dans la pratique, il faudra souvent compter sur
sa bonne e´toile. . .
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Estimation du coefficient de relaxation optimal de SOR La question
est ici d’estimer le coefficient de relaxation ω optimal dans la me´thode SOR,
c.a`.d. le coefficient ω0 ∈]0, 2[ (condition ne´cessaire pour que la me´thode SOR
converge, voir the´ore`me 1.30) tel que ρ(Lω0) < ρ(Lω) ∀ω ∈]0, 2[.
D’apre`s le paragraphe pre´ce´dent ce ω0 donnera la meilleure convergence
possible pour SOR. On sait le faire dans le cas assez restrictif des matrices tri-
diagonales par blocs. On ne fait ici qu’e´noncer le re´sultat dont la de´monstration
est donne´e dans le livre de Ph. Ciarlet conseille´ en de´but de cours.
The´ore`me 1.32 (Coefficient optimal, matrice tridiagonale) On conside`re
une matrice A ∈ MN (IR) qui admet une de´composition par blocs de´finie dans
la de´finition 1.3.32 page 42 ; on suppose que la matrice A est tridiagonale par
blocs, c.a`.d. Ai,j = 0 si |i − j| > 1 ; soient L1 et J les matrices d’ite´ration
respectives des me´thodes de Gauss-Seidel et Jacobi, alors :
1. ρ(L1) = (ρ(J))2 : la me´thode de Gauss–Seidel converge (ou diverge) donc
plus vite que celle de Jacobi.
2. On suppose de plus que toutes les valeurs propres de la matrice d’ite´ration
J de la me´thode de Jacobi sont re´elles. alors le parame`tre de relaxation
optimal, c.a`.d. le parame`tre ω0 tel que ρ(Lω0) = min{ρ(Lω), ω ∈]0, 2[},
s’exprime en fonction du rayon spectral ρ(J) de la matrice J par la for-
mule :
ω0 =
2
1 +
√
1− ρ(J)2 > 1,
et on a : ρ(Lω0) = ω0 − 1.
1.3.3 Recherche de valeurs propres et vecteurs propres
Les techniques de recherche des e´le´ments propres, c.a`.d. des valeurs et vec-
teurs propres (voir De´finition 1.7 page 20) d’une matrice sont essentielles dans
de nombreux domaines d’application, par exemple en dynamique des structures :
la recherche des modes propres d’une structure peut s’ave´rer importante pour
le dimensionnement de structures sous contraintes dynamiques, voir a` ce propos
l’exemple ce´le`bre du “Tacoma Bridge”, de´crit dans les livres de M. Braun (en
anglais) et M. Schatzman (en franc¸ais) conseille´s en de´but de cours.
On donne dans les exercices qui suivent deux me´thodes assez classiques de
recherche de valeurs propres d’une matrice qui sont la me´thode de la puissance
(exercice 25 page 48) et celui de la puissance inverse (exercice 26 page 48).
Citons e´galement une me´thode tre`s employe´e, la me´thode QR, qui est pre´sente
dans de nombreuses bibliothe`ques de programmes. On pourra se re´fe´rer aux
ouvrages de Ph. Ciarlet et de M. Schatzman, de D. Serre et de P. Lascaux et
R. Theodor (voir introduction).
1.3.4 Exercices
Exercice 24 (Me´thode ite´rative du “gradient a` pas fixe”) Suggestions en
page 147, corrige´ de´taille´ en page 173
Soit A ∈ MN(IR) une matrice syme´trique de´finie positive et b ∈ IRN . Soit
α ∈ IR. Pour trouver la solution de Ax = b, on conside`re la me´thode ite´rative
suivante :
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– Initialisation : x(0) ∈ IRN ,
– Iterations : x(n+1) = x(n) + α(b−Ax(n)).
1. Pour quelles valeurs de α (en fonction des valeurs propres de A) la me´thode
est-elle convergente?
2. Calculer α0 (en fonction des valeurs propres de A) t.q. ρ(Id − α0A) =
min{ρ(Id− αA), α ∈ IR}.
Exercice 25 (Me´thode de la puissance)
Suggestions en page 147, corrige´ en page 173
1. Soit A ∈MN (IR) une matrice syme´trique. Soit λN ∈ IR valeur propre de
A t.q. |λN | = ρ(A) et soit x(0) ∈ IRN . On suppose que −λN n’est pas une
valeur propre de A et que x(0) n’est pas orthogonal a` Ker(A− λN Id). On
de´finit la suite (x(n))n∈IN par x(n+1) = Ax(n) pour n ∈ IN. Montrer que
(a) x
(n)
(λN )n
→ x, quand n→∞, avec x 6= 0 et Ax = λNx.
(b) ‖x
(n+1)‖
‖x(n)‖ → ρ(A) quand n→∞.
Cette me´thode de calcul s’appelle “me´thode de la puissance”.
2. Soit A ∈ MN (IR) une matrice inversible et b ∈ IRN . Pour calculer x t.q.
Ax = b, on conside`re la me´thode ite´rative appele´e “me´thode I” en cours,
et on suppose B syme´trique. Montrer que, sauf cas particuliers a` pre´ciser,
(a) ‖x
(n+1)−x‖
‖x(n)−x‖ → ρ(B) quand n → ∞ (ceci donne une estimation de la
vitesse de convergence).
(b) ‖x
(n+1)−x(n)‖
‖x(n)−x(n−1)‖ → ρ(B) quand n →∞ (ceci permet d’estimer ρ(B) au
cours des ite´rations).
Exercice 26 (Me´thode de la puissance inverse)
Suggestions en page 147, corrige´ en page 175
Soient A ∈MN (IR) une matrice syme´trique et λ1, . . . , λp (p ≤ N) les valeurs
propres de A. Soit i ∈ {1, . . . , p}, on cherche a` calculer λi. Soit x(0) ∈ IRN . On
suppose que x(0) n’est pas orthogonal a` Ker(A − λiId). On suppose e´galement
connaˆıtre µ ∈ IR t.q. 0 < |µ− λi| < |µ− λj | pour tout j 6= i. On de´finit la suite
(x(n))n∈IN par (A− µId)x(n+1) = x(n) pour n ∈ IN. Montrer que
1. x(n)(λi − µ)n → x, quand n→∞, avec x 6= 0 et Ax = λix.
2. ‖x
(n+1)‖
‖x(n)‖ → 1|µ−λi| quand n→∞.
Exercice 27 (Non convergence de la me´thode de Jacobi)
Suggestions en page 148 et corrige´ en page 175
Soit a ∈ IR et
A =
 1 a aa 1 a
a a 1

Montrer queA est syme´trique de´finie positive si et seulement si−1/2 < a < 1
et que la me´thode de Jacobi converge si et seulement si −1/2 < a < 1/2.
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Exercice 28 (Jacobi pour les matrices a` diagonale dominante stricte)
Suggestions en page 148, corrige´ en page 176
Soit A = (ai,j)i,j=1,...,N ∈ MN (IR) une matrice a` diagonale dominante
stricte (c’est-a`-dire |ai,i| >
∑
j 6=i |ai,j | pour tout i = 1, . . . , N). Montrer que A
est inversible et que la me´thode de Jacobi (pour calculer la solution de Ax = b)
converge.
Exercice 29 (Jacobi pour les matrices a` diagonale dominante forte)
corrige´ en page 177
1. Soit f ∈ C([0, 1]), a et b sont des re´els donne´s ; on conside`re le syste`me
line´aire Ax = b issu de la discre´tisation par diffe´rences finies de pas uni-
forme e´gal a` h = 1N+1 du proble`me suivant :{ −u′′(x) + αu(x) = f(x), x ∈ [0, 1],
u(0) = 0, u(1) = 1,
(1.3.39)
ou` α ≥ 0.
(a) Donner l’expression de A et b.
(b) Montrer que la me´thode de Jacobi applique´e a` la re´solution de ce
syste`me converge (distinguer les cas α > 0 et α = 0).
2. On conside`re maintenant une matrice A ∈MN (IR) inversible quelconque.
(a) Montrer que si A est syme´trique de´finie positive alors tous ses coeffi-
cients diagonaux sont strictement positifs. En de´duire que la me´thode
de Jacobi est bien de´finie.
(b) On suppose maintenant que la matrice diagonale extraite de A, note´e
D, est inversible. On suppose de plus que
∀i = 1, . . . , N, |ai,i| ≥
∑
j 6=i
|ai,j | et ∃i0; |ai0,i0 | >
∑
j 6=i0
|ai,j |.
(On dit que la matrice est a` diagonale fortement dominante). Soit J
la matrice d’ite´ration de la me´thode de Jacobi.
i. Montrer que ρ(J) ≤ 1.
ii. Montrer que si Jx = λx avec |λ| = 1, alors xi = ‖x‖, ∀i =
1, . . . , N. En de´duire que x = 0 et que la me´thode de Jacobi
converge.
iii. Retrouver ainsi le re´sultat de la question 1(b).
Exercice 30 (Diagonalisation dans IR )
Corrige´ en page 179
Soit E un espace vectoriel re´el de dimension N ∈ IN muni d’un produit scalaire,
note´ (·, ·). Soient T et S deux applications line´aires syme´triques de E dans E
(T syme´trique signifie (Tx, y) = (x, Ty) pour tous x, y ∈ E). On suppose que
T est “de´finie positive” (c’est-a`-dire (Tx, x) > 0 pour tout x ∈ E \ {0}).
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1. Montrer que T est inversible. Pour x, y ∈ E, on pose (x, y)T = (Tx, y).
Montrer que l’application (x, y) → (x, y)T de´finit un nouveau produit
scalaire sur E.
2. Montrer que T−1S est syme´trique pour le produit scalaire de´fini a` la
question pre´ce´dente. En de´duire, avec le lemme 1.15 page 26, qu’il existe
une base de E, note´e {f1, . . . , fN}, et il existe {λ1, . . . , λN} ⊂ IR t.q.
T−1Sfi = λifi pour tout i ∈ {1, . . . , N} et t.q. (Tfi/fj) = δi,j pour tout
i, j ∈ {1, . . . , N}.
Exercice 31 (Me´thode de Jacobi et relaxation) Suggestions en page
148, corrige´ en page 179
Soit N ≥ 1. Soit A = (ai,j)i,j=1,...,N ∈ MN (IR) une matrice syme´trique. On
note D la partie diagonale de A, −E la partie triangulaire infe´rieure de A et
−F la partie triangulaire supe´rieure de A, c’est-a`-dire :
D = (di,j)i,j=1,...,N , di,j = 0 si i 6= j, di,i = ai,i,
E = (ei,j)i,j=1,...,N , ei,j = 0 si i ≤ j, ei,j = −ai,j si i > j,
F = (fi,j)i,j=1,...,N , fi,j = 0 si i ≥ j, fi,j = −ai,j si i < j.
Noter que A = D−E −F . Soit b ∈ IRN . On cherche a` calculer x ∈ IRN t.q.
Ax = b. On suppose que D est de´finie positive (noter que A n’est pas force´ment
inversible). On s’inte´resse ici a` la me´thode de Jacobi (par points), c’est a` dire a`
la me´thode ite´rative suivante :
Initialisation. x(0) ∈ IRN
Ite´rations. Pour n ∈ IN, Dx(n+1) = (E + F )x(n) + b.
On pose J = D−1(E + F ).
1. Montrer, en donnant un exemple avec N = 2, que J peut ne pas eˆtre
syme´trique.
2. Montrer que J est diagonalisable dans IR et, plus pre´cisement, qu’il existe
une base de IRN , note´e {f1, . . . , fN}, et il existe {µ1, . . . , µN} ⊂ IR t.q.
Jfi = µifi pour tout i ∈ {1, . . . , N} et t.q. Dfi · fj = δi,j pour tout i,
j ∈ {1, . . . , N}.
En ordonnant les valeurs propres de J , on a donc µ1 ≤ . . . ≤ µN , on
conserve cette notation dans la suite.
3. Montrer que la trace de J est nulle et en de´duire que µ1 ≤ 0 et µN ≥ 0.
On suppose maintenant que A et 2D−A sont syme´triques de´finies positives
et on pose x = A−1b.
4. Montrer que la me´thode de Jacobi (par points) converge (c’est-a`-dire x(n) →
x quand n→∞). [Utiliser un the´ore`me du cours.]
On se propose maintenant d’ame´liorer la convergence de la me´thode par
une technique de relaxation. Soit ω > 0, on conside´re la me´thode suivante :
Initialisation. x(0) ∈ IRN
Ite´rations. Pour n ∈ IN, Dx˜(n+1) = (E +F )x(n) + b, x(n+1) = ωx˜(n+1) +
(1− ω)x(n).
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5. Calculer les matricesMω (inversible) etNω telles queMωx
(n+1) = Nωx
(n)+
b pour tout n ∈ IN, en fonction de ω, D et A. On note, dans la suite
Jω = (Mω)
−1Nω.
6. On suppose dans cette question que (2/ω)D − A est syme´trique de´finie
positive. Montrer que la me´thode converge (c’est-a`-dire que x(n) → x
quand n→∞.)
7. Montrer que (2/ω)D−A est syme´trique de´finie positive si et seulement si
ω < 2/(1− µ1).
8. Calculer les valeurs propres de Jω en fonction de celles de J . En de´duire,
en fonction des µi, la valeur “optimale” de ω, c’est-a`-dire la valeur de ω
minimisant le rayon spectral de Jω.
Exercice 32 (Jacobi et Gauss-Seidel) Corrige´ en page 182
Soit A = (ai,j)i,j=1,...,N ∈ MN(IR) une matrice carre´e d’ordre N tridiagonale,
c’est-a`-dire telle que ai,j = 0 si |i − j| > 1, et telle que la matrice diagonale
D = diag(ai,i)i=1,...,N soit inversible. On note A = D − E − F ou` −E (resp.
−F ) est la partie triangulaire infe´rieure (resp. supe´rieure) de A, et on note J et
G les matrices d’ite´ration des me´thodes de Jacobi et Gauss-Seidel associe´es a` la
matrice A.
1.a. Pour µ ∈ Cl , λ 6= 0 et x ∈ Cl N , on note
xµ = (x1, µx2, . . . , µ
k−1xk , µN−1xN )t.
Montrer que si λ est valeur propre de J associe´e au vecteur propre x, alors xµ
ve´rifie (µE + 1µF )xµ = λDxµ. En de´duire que si λ 6= 0 est valeur propre de J
alors λ2 est valeur propre de G.
1.b Montrer que si λ2 est valeur propre non nulle de G, alors λ est valeur
propre de J .
2. Montrer que ρ(G) = ρ(J)2. En de´duire que lorsqu’elle converge, la me´thode
de Gauss-Seidel pour la re´solution du syste`me Ax = b converge plus rapidement
que la me´thode de Jacobi.
3. Soit Lω la matrice d’ite´ration de la me´thode SOR associe´e a` A. Montrer
que λ est valeur propre de J si et seulement si νω est valeur propre de Lω, ou`
νω = µ
2
ω et µω ve´rifie µ
2
ω − λωµω + ω − 1 = 0.
En de´duire que
ρ(Lω) = max
λ valeur propre de J
{|µω|;µ2ω − λωµω + ω − 1 = 0}.
Exercice 33 (Une me´thode ite´rative particulie`re) Suggestions en page
148, corrige´ en page 6.1 page 184
Soit A ∈M3(IR) de´finie par A = Id−E − F avec
E = −
 0 2 01 0 0
0 0 0
 , et F = −
 0 0 00 0 0
1 1 0
 .
52 CHAPITRE 1. SYSTE`MES LINE´AIRES
1. Montrer que A est inversible.
2. Soit 0 < ω < 2. Montrer que pour ( 1ω Id−E) est inversible si et seulement
si ω 6= √2/2.
Pour 0 < ω < 2, ω 6= √2/2, on conside`re la me´thode ite´rative (pour
trouver la solution de Ax = b) suivante :
(
1
ω
Id−E)xn+1 = (F + 1− ω
ω
Id)xn + b.
Il s’agit donc de la “me´thode I” du cours avec B = Lω = ( 1ω Id−E)−1(F +
1−ω
ω Id).
3. Calculer, en fonction de ω, les valeurs propres de Lω et son rayon spectral.
4. Pour quelles valeurs de ω la me´thode est-elle convergente ? De´terminer
ω0 ∈]0, 2[ t.q. ρ(Lω0) = min{ρ(Lω), ω ∈]0, 2[, ω 6=
√
2/2}.
Exercice 34 (Me´thode des directions alterne´es)
Corrige´ partiel en page 185
Soit N ∈ IN et N ≥ 1, Soit A ∈ MN (IR) une matrice carre´e d’ordre N
syme´trique inversible et b ∈ IRN .
On cherche a` calculer u ∈ IRN , solution du syste`me line´aire suivant :
Au = b, (1.3.40)
On suppose connues des matrices X et Y ∈ MN(IR), syme´triques. Soit
α ∈ IR∗+, choisi tel que X + αId et Y + αId soient de´finies positives (ou` Id
de´signe la matrice identite´ d’ordre N) et X + Y + αId = A.
Soit u(0) ∈ IRN , on propose, pour re´soudre (1.3.40), la me´thode ite´rative
suivante : {
(X + αId)u(k+1/2) = −Y u(k) + b,
(Y + αId)u(k+1) = −Xu(k+1/2) + b. (1.3.41)
1. Montrer que la me´thode ite´rative (1.3.41) de´finit bien une suite (u(k))k∈IN
et que cette suite converge vers la solution u de (1.1.1) si et seulement si
ρ
(
(Y + αId)−1X(X + αId)−1Y
)
< 1.
(On rappelle que pour toute matrice carre´e d’ordre N , ρ(M) de´signe le
rayon spectral de la matrice M .)
2. Montrer que si les matrices (X+ α2 Id) et (Y +
α
2 Id) sont de´finies positives
alors la me´thode (1.3.41) converge. On pourra pour cela (mais ce n’est pas
obligatoire) suivre la de´marche suivante :
(a) Montrer que
ρ
(
(Y +αId)−1X(X+αId)−1Y
)
= ρ
(
X(X+αId)−1Y (Y +αId)−1
)
.
(On pourra utiliser l’exercice 6 page 28).
(b) Montrer que
ρ
(
X(X+αId)−1Y (Y+αId)−1
) ≤ ρ(X(X+αId)−1)ρ(Y (Y+αId)−1).
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(c) Montrer que ρ
(
X(X + αId)−1
)
< 1 si et seulement si la matrice
(X + α2 Id) est de´finie positive.
(d) Conclure.
3. Soit f ∈ C([0, 1]× [0, 1]) et soit A la matrice carre´e d’ordre N = M ×M
obtenue par discre´tisation de l’e´quation −∆u = f sur le carre´ [0, 1]× [0, 1]
avec conditions aux limites de Dirichlet homoge`nes u = 0 sur ∂Ω, par
diffe´rences finies avec un maillage uniforme de pas h = 1M , et b le second
membre associe´.
(a) Donner l’expression de A et b.
(b) Proposer des choix de X , Y et α pour lesquelles la me´thode ite´rative
(1.3.41) converge dans ce cas et qui justifient l’appellation “me´thode
des directions alterne´es” qui lui est donne´e.
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Chapitre 2
Syste`mes non line´aires
Dans le premier chapitre, on a e´tudie´ quelques me´thodes de re´solution de
syste`mes line´aires en dimension finie. L’objectif est maintenant de de´velopper
des me´thodes de re´solution de syste`mes non line´aires, toujours en dimension
finie. On se donne g ∈ C(IRN , IRN ) et on cherche x dans IRN solution de :{
x ∈ IRN
g(x) = 0.
(2.0.1)
Au Chapitre I on a e´tudie´ des me´thodes de re´solution du syste`me (2.0.1)
dans le cas particulier g(x) = Ax− b, A ∈MN (IR), b ∈ IRN . On va maintenant
e´tendre le champ d’e´tude au cas ou` g n’est pas force´ment affine. On e´tudiera
deux familles de me´thodes pour la re´solution approche´e du syste`me (2.0.1) :
– les me´thodes de point fixe : point fixe de contraction et point fixe de
monotonie
– les me´thodes de type Newton.
2.1 Les me´thodes de point fixe
2.1.1 Point fixe de contraction
Soit g ∈ C(IRN , IRN ), on de´finit la fonction f ∈ C(IRN , IRN ) par f(x) =
x + g(x). On peut alors remarquer que g(x) = 0 si et seulement si f(x) = x.
Re´soudre le syste`me non line´aire (2.0.1) revient donc a` trouver un point fixe de
f . Encore faut-il qu’un tel point fixe existe. . .
The´ore`me 2.1 (Point fixe) Soit E un espace me´trique complet, d la distance
sur E, et f : E → E une fonction strictement contractante, c’est a` dire telle
qu’il existe k ∈]0, 1[ tel que d(f(x), f(y)) ≤ kd(x, y) pour tout x, y ∈ E.
Alors il existe un unique point fixe x¯ ∈ E qui ve´rifie f(x¯) = x¯. De plus si
x(0) ∈ E, et x(n+1) = f(x(n)) ∀n ≥ 0, alors x(n) → x¯ quand n+∞.
De´monstration :
Etape 1 : Existence de x¯ et convergence de la suite
Soit x(0) ∈ E et (x(n))n∈IN la suite de´finie par x(n+1) = f(x(n)) pour
n ≥ 0. On va montrer que :
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1. (x(n))n est de Cauchy (donc convergente car E est complet),
2. lim
n→+∞
x(n) = x¯ est point fixe de f .
Par hypothe`se, on sait que pour tout n ≥ 1,
d(x(n+1), x(n)) = d(f(x(n)), f(x(n−1))) ≤ kd(x(n), x(n−1)).
Par re´currence sur n, on obtient que
d(x(n+1), x(n)) ≤ knd(x(1), x(0)), ∀n ≥ 0.
Soit n ≥ 0 et p ≥ 1, on a donc :
d(x(n+p), x(n)) ≤ d(x(n+p), x(n+p−1)) + · · ·+ d(x(n+1), x(n))
≤
p∑
q=1
d(x(n+q), x(n+q−1))
≤
p∑
q=1
kn+q−1d(x(1), x(0))
≤ d(x(1), x(0))kn(1 + k + . . .+ kp−1)
≤ d(x(1), x(0)) k
n
1− k −→ 0 quand n→ +∞ car k < 1.
La suite (x(n))n∈IN est donc de Cauchy, i.e. :
∀ε > 0, ∃nε ∈ IN ; ∀n ≥ nε, ∀ p ≥ 1 d(x(n+p), x(n)) ≤ ε.
Comme E est complet, on a donc x(n) −→ x¯ dans E quand n→ +∞.
Comme la fonction f est strictement contractante, elle est continue, donc
on a aussi f(x(n)) −→ f(x¯) dans E quand n+∞. En passant a` la limite
dans l’e´galite´ x(n+1) = f(x(n)), on en de´duit que x¯ = f(x¯).
Etape 2 : Unicite´
Soit x¯ et y¯ des points fixes de f , qui satisfont donc x¯ = f(x¯) et y¯ = f(y¯).
Alors d(f(x¯), f(y¯)) = d(x¯, y¯) ≤ kd(x¯, y¯) ; comme k < 1, ceci est impossible
sauf si x¯ = y¯.
Remarque 2.2
1. Sous les hypothe`ses du the´ore`me 2.1, d(x(n+1), x¯) = d(f(x(n)), f(x¯)) ≤
kd(x(n), x¯); donc si x(n) 6= x¯ alors d(x(n+1),x¯)
d(x(n),x¯)
≤ k (< 1). La convergence
est donc au moins line´aire (meˆme si de fait, cette me´thode converge en
ge´ne´ral assez lentement).
2. On peut ge´ne´raliser le the´ore`me du point fixe en remplac¸ant l’hypothe`se “f
strictement contractante” par “ il existe n > 0 tel que f (n) = f ◦ f ◦ . . . ◦ f︸ ︷︷ ︸
n fois
est strictement contractante ” (reprendre la de´monstration du the´ore`me
pour le ve´rifier).
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La question qui vient alors naturellement est : que faire si f n’est pas stricte-
ment contractante ? Soit g ∈ C(IRN , IRN ) telle que f(x) = x+g(x). On aimerait
de´terminer les conditions sur g pour que f soit strictement contractante. Plus
ge´ne´ralement si ω 6= 0, on de´finit fω(x) = x+ ωg(x), et on remarque que x est
solution du syste`me (2.0.1) si et seulement si x est point fixe de fω(x).
On aimerait dans ce cas avoir des conditions pour que fω soit strictement
contractante.
The´ore`me 2.3 (Point fixe de contraction avec relaxation)
On de´signe par |.| la norme euclidienne sur IRN . Soit g ∈ C(IRN , IRN ) telle
que
∃α > 0 tel que (g(x)− g(y)) · (x− y) ≤ −α|x− y|2, ∀x, y ∈ IRN , (2.1.2)
∃M > 0 tel que |g(x)− g(y)| ≤M |x− y|, ∀x, y ∈ IRN . (2.1.3)
Alors la fonction fω est strictement contractante si 0 < ω <
2α
M2
.
Il existe donc un et un seul x¯ ∈ IRN tel que g(x¯) = 0 et x(n) −→ x¯ quand
n+∞ avec x(n+1) = fω(x(n)) = x(n) + ωg(x(n+1)).
Remarque 2.4 Le the´ore`me 2.3 permet de montrer que sous les hypothe`ses
(2.1.2) et (2.1.3), et pour ω ∈]0, 2αM2 [, on peut obtenir la solution de (2.0.1) en
construisant la suite :{
x(n+1) = x(n) + ωg(x(n)) n ≥ 0,
x(0) ∈ IRN . (2.1.4)
Or on peut aussi e´crire cette suite de la manie`re suivante :{
x˜(n+1) = f(x(n)), ∀n ≥ 0
x(n+1) = ωx˜(n+1) + (1− ω)x(n), x(0) ∈ IRN . (2.1.5)
En effet si x(n+1) est donne´ par la suite (2.1.5), alors x(n+1) = ωx˜(n+1) − (1−
ω)x(n) = ωf(x(n)) + (1− ω)x(n) = ωg(x(n)) + x(n). Le proce´de´ de construction
de la suite (2.1.5) est l’algorithme de relaxation sur f .
De´monstration du the´ore`me 2.3
Soit 0 < ω <
2α
M2
. On veut montrer que f est strictement contractante,
c.a`.d. qu’il existe k < 1 tel que |fω(x)− fω(y)| ≤ k|x− y| ∀(x, y) ∈ (IRN )2. Soit
(x, y) ∈ (IRN )2, alors, par de´finition de la norme euclidienne,
|fω(x)− fω(y)|2 =
(
x− y + ω(g(x)− g(y))) · (x− y + ω(g(x)− g(y)))
= |x− y|2 + 2(x− y) · (ω(g(x) − g(y))) + ω2|g(x)− g(y)|2.
Donc graˆce aux hypothe`ses (2.1.2) et (2.1.3), on a : |fω(x) − fω(y)|2 ≤ (1 −
2ωα + ω2M2) |x − y|2, et donc la fonction fω est strictement contractante si
1− 2ωα+ ω2M2 < 1 ce qui est ve´rifie´ si 0 < ω < 2α
M2
.
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Remarque 2.5 (Quelques rappels de calcul diffe´rentiel)
Soit h ∈ C2(IRN , IR). La fonction h est donc en particulier diffe´rentiable, c.a`.d.
que pour tout x ∈ IRN , il existe Dh(x) ∈ L(IRN , IR) telle que h(x + y) =
h(x) + Dh(x)(y) + |y|ε(y) ou` ε(y) → 0
y→0
. On a dans ce cas, par de´finition du
gradient, Dh(x)(y) = ∇h(x) · y ou` ∇h(x) = (∂1h(x), · · · , ∂Nh(x))t ∈ IRN est
le gradient de h au point x (on de´signe par ∂ih la de´rive´e partielle de f par
rapport a` sa i-e`me variable).
Comme on suppose h ∈ C2(IRN , IR), on a donc g = ∇h ∈ C1(IRN , IRN ), et
g est continuˆment diffe´rentiable, c’est a` dire
Dg(x) ∈ L(IRN , IRN ), et g(x+ y) = g(x) +Dg(x)(y) + |y|ε(y),
ou` ε(y) → 0
y→0
.
Comme Dg(x) ∈ L(IRN , IRN ),on peut repre´senter Dg(x) par une matrice de
MN (IR), on confond alors l’application line´aire et la matrice qui la repre´sente
dans la base canonique, et on e´crit par abus de notation Dg(x) ∈ MN (IR).
On peut alors e´crire, graˆce a` cet abus de notation, Dg(x)(y) = Dg(x)y avec
(Dg(x)y)i =
∑
i,j=1,N ∂
2
i,jhj(x) ou` ∂
2
i,jh = ∂i(∂jh)(x).
Comme h est de classe C2, la matrice Dg(x) est syme´trique. Pour x ∈ IRN ,
on note (λi(x))1≤i≤N les valeurs propres de Dg(x), qui sont donc re´elles. On
peut donc bien supposer dans la proposition (2.6) ci-dessous qu’il existe des re´els
strictement positifs β et γ tels que −β ≤ λi(x) ≤ −γ, ∀i ∈ {1 . . .N}, ∀x ∈ IRN .
Donnons un exemple de fonction g ve´rifiant les hypothe`ses (2.1.2) et (2.1.3).
Proposition 2.6 Soit h ∈ C2(IRN , IR), et (λi)i=1,N les valeurs propres de la
matrice hessienne de h. On suppose qu’il existe des re´els strictement positifs β
et γ tels que −β ≤ λi(x) ≤ −γ, ∀i ∈ {1 . . .N}, ∀x ∈ IRN . Alors la fonction
g = ∇h (gradient de h) ve´rifie les hypothe`ses (2.1.2) et (2.1.3) du the´ore`me 2.3
avec α = γ et M = β.
De´monstration de la proposition 2.6
Montrons d’abord que l’hypothe`se (2.1.2) est ve´rifie´e. Soit (x, y) ∈ (IRN )2,
on veut montrer que (g(x)− g(y)) · (x− y) ≤ −γ|x− y|2. On introduit pour cela
la fonction ϕ ∈ C1(IR, IRN ) de´finie par :
ϕ(t) = g(x+ t(y − x)).
On a donc ϕ(1) − ϕ(0) = g(y) − g(x) = ∫ 10 ϕ′(t)dt. Or ϕ′(t) = Dg(x + t(y −
x))(y−x). Donc g(y)− g(x) = ∫ 1
0
Dg(x+ t(y−x))(y−x)dt. On en de´duit que :
(g(y)− g(x)) · (y − x) =
∫ 1
0
(Dg(x+ t(y − x))(y − x) · (y − x)) dt.
Comme λi(x) ∈ [−β,−γ] ∀i ∈ {1 . . .N}, on a donc −β|y|2 ≤ Dg(z)y · y ≤
−γ|y|2. On a donc : (g(y) − g(x)) · (y − x) ≤ ∫ 1
0
−γ|y − x|2dt = −γ|y − x|2 ce
qui termine la de´monstration de (2.1.2).
Montrons maintenant que l’hypothe`se (2.1.3) est ve´rifie´e. On veut montrer
que |g(y)− g(x)| ≤ β|y − x|. On peut e´crire :
g(y)− g(x) =
∫ 1
0
Dg(x+ t(y − x))(y − x)dt,
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et donc
|g(y)− g(x)| ≤
∫ 1
0
|Dg(x+ t(y − x))(y − x)|dt
≤
∫ 1
0
|Dg(x+ t(y − x))||y − x|dt,
ou` |.| est la norme sur MN (IR) induite par la norme euclidienne sur IRN .
Or, comme λi(x) ∈ [−β,−γ] pour tout i = 1, . . . , N , la matrice −Dg(x +
t(y − x)) est syme´trique de´finie positive. Et donc, d’apre`s l’exercice 8 page 29,
|Dg(x+ t(y − x)| = ρ(Dg(x+ t(y − x)) ≤ β.
On a donc ainsi montre´ que :
|g(y)− g(x)| ≤ β|y − x|,
ce qui termine la de´monstration.
Remarque 2.7 Dans de nombreux cas, le proble`me de re´solution d’un proble`me
non line´aire apparaˆıt sous la forme Ax = R(x) ou` A est une matrice carre´e
d’ordre N inversible, et R ∈ C(IRN , IRN ). On peut le re´e´crire sous la forme x =
A−1R(x). On peut donc appliquer l’algorithme de point fixe sur la fonction f =
A−1R, ce qui donne comme ite´ration : x(n+1) = A−1R(x(n)). Si on pratique un
point fixe avec relaxation, avec parame`tre de relaxation ω > 0, alors l’ite´ration
s’e´crit : x˜(n+1) = A−1R(x(n)), x(n+1) = ωx˜(n+1) + (1− ω)x(n).
2.1.2 Point fixe de monotonie
The´ore`me 2.8 (Point fixe de monotonie)
Soient A ∈MN (IR) et R ∈ C(IRN , IRN ). On suppose que :
1. ∀x ∈ IRN , Ax ≥ 0 ⇒ x ≥ 0, c’est-a`-dire ((Ax)i ≥ 0, ∀i = 1, . . . , N)⇒(
xi ≥ 0, ∀i = 1, . . . , N
)
.
2. R est monotone, c.a`.d. que si x ≥ y (composante par composante) alors
R(x) ≥ R(y) (composante par composante).
3. 0 est une sous-solution du proble`me, c’est-a`-dire que R(0) ≥ 0 et il existe
x˜ ∈ IRN ; x˜ ≥ 0 tel que x˜ est une sur-solution du proble`me, c’est-a`-dire
que Ax˜ ≥ R(x˜).
On pose x(0) = 0 et Ax(n+1) = R(x(n)). On a alors :
1. 0 ≤ x(n) ≤ x˜, ∀n ∈ IN,
2. x(n+1) ≥ x(n), ∀n ∈ IN,
3. x(n) −→ x¯ quand n→ +∞ et Ax¯ = R(x¯).
De´monstration du the´ore`me 2.8
Comme A est inversible la suite (x(n))n∈IN ve´rifiant{
x(0) = 0,
Ax(n+1) = R(x(n)), n ≥ 0
est bien de´finie. On va montrer par re´currence sur n que 0 ≤ x(n) ≤ x˜ pour tout
n ≥ 0 et que x(n) ≤ x(n+1) pour tout n ≥ 0.
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1. Pour n = 0, on a x(0) = 0 et donc 0 ≤ x(0) ≤ x˜ et Ax(1) = R(0) ≥ 0. On
en de´duit que x(1) ≥ 0 graˆce aux hypothe`ses 1 et 3 et donc x(1) ≥ x(0) = 0.
2. On suppose maintenant (hypothe`se de re´currence) que 0 ≤ x(p) ≤ x˜ et
x(p) ≤ x(p+1) pour tout p ∈ {0, . . . , n− 1}.
On veut montrer que 0 ≤ x(n) ≤ x˜ et que x(n) ≤ x(n+1). Par hypothe`se de
re´currence pour p = n−1, on sait que x(n) ≥ x(n−1) et que x(n−1) ≥ 0. On
a donc x(n) ≥ 0. Par hypothe`se de re´currence, on a e´galement que x(n−1) ≤
x˜ et graˆce a` l’hypothe`se 2, on a donc R(x(n−1)) ≤ R(x˜). Par de´finition de
la suite (x(n))n∈IN , on a Ax(n) = R(x(n−1)) et graˆce a` l’hypothe`se 3, on
sait que Ax˜ ≥ R(x˜). On a donc : A(x˜−x(n)) ≥ R(x˜)−R(x(n−1)) ≥ 0. On
en de´duit alors (graˆce a` l’hypothe`se 1) que x(n) ≤ x˜.
De plus, comme Ax(n) = R(x(n−1)) et Ax(n+1) = R(x(n)), on a A(x(n+1)−
x(n)) = R(x(n)) − R(x(n−1)) ≥ 0 par l’hypothe`se 2, et donc graˆce a` l’hy-
pothe`se 1, x(n+1) ≥ x(n).
On a donc ainsi montre´ (par re´currence) que
0 ≤ x(n) ≤ x˜, ∀n ≥ 0
x(n) ≤ x(n+1), ∀n ≥ 0.
Ces ine´galite´s s’entendent composante par composante, c.a`.d. que si x(n) =
(x
(n)
1 . . . x
(n)
N )
t ∈ IRN et x˜ = (x˜1 . . . x˜N )t ∈ IRN , alors 0 ≤ x(n)i ≤ x˜i et x(n)i ≤
x
(n+1)
i , ∀i ∈ {1 . . .N}, et ∀n ≥ 0.
Soit i ∈ {1 . . .N} ; la suite (x(n)i )n∈IN ⊂ IR est croissante et majore´e par x˜i
donc il existe x¯i ∈ IR tel que x¯i = lim
n→+∞ x
(n)
i . Si on pose x¯ = (x¯1 . . . x¯N )
t ∈ IRN ,
on a donc x(n) −→ x¯ quand n→ +∞.
Enfin, comme Ax(n+1) = R(x(n)) et comme R est continue, on obtient par
passage a` la limite lorsque n→ +∞ que Ax¯ = R(x¯) et que 0 ≤ x¯ ≤ x˜.
L’hypothe`se 1 du the´ore`me 2.8 est souvent appele´e “principe du maxi-
mum”. Elle est ve´rifie´e par exemple par les matrices A qu’on a obtenues par
discre´tisation par diffe´rences finies des ope´rateurs −u′′ sur l’intervalle ]0, 1[ (voir
page 24) et ∆u sur ]0, 1[×]0, 1[ (voir page 38). Le principe du maximum est aussi
caracte´rise´ de la manie`re suivante (plus difficile a` utiliser en pratique) :
Proposition 2.9 L’hypothe`se 1 du the´ore`me 2.8 est ve´rifie´e si et seulement si
A inversible et A−1 a des coefficients ≥ 0.
De´monstration :
Supposons d’abord que l’hypothe`se 1 du the´ore`me 2.8 est ve´rifie´e et montrons
que A inversible et que A−1 a des coefficients ≥ 0. Si x est tel que Ax = 0, alors
Ax ≥ 0 et donc, par hypothe`se, x ≥ 0. Mais on a aussi Ax ≤ 0, soit A(−x) ≥ 0
et donc par hypothe`se, x ≤ 0. On en de´duit x = 0, ce qui prouve que A est
inversible.
L’hypothe`se 1 donne alors que y ≥ 0 ⇒ A−1y ≥ 0. En prenant y = e1 on
obtient que la premie`re colonne de A−1 est positive, puis en prenant y = ei on
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obtient que la i-e`me colonne de A−1 est positive, pour i = 2, . . . , N . Donc A−1
a tous ses coefficients positifs.
Supposons maintenant que A est inversible et que A−1 a des coefficients
positifs. Soit x ∈ IRN tel que Ax = y ≥ 0, alors x = A−1y ≥ 0. Donc A ve´rifie
l’hypothe`se 1.
The´ore`me 2.10 (Ge´ne´ralisation du pre´ce´dent)
Soit A ∈ MN(IR), R ∈ C1(IRN , IRN ), R = (R1, . . . , RN )t tels que
1. Pour tout β ≥ 0 et pour tout x ∈ IRN , Ax+ βx ≥ 0 ⇒ x ≥ 0
2.
∂Ri
∂xj
≥ 0, ∀i, j t.q. i 6= j (Ri est monotone croissante par rapport a` la
variable xj si j 6= i) et ∃γ > 0, −γ ≤ ∂Ri
∂xi
≤ 0, ∀x ∈ IRN , ∀i ∈ {1 . . .N}
(Ri est monotone de´croissante par rapport a` la variable xi).
3. 0 ≤ R(0) (0 est sous-solution) et ∃x˜ ≥ 0 tel que A(x˜) ≥ R(x˜) (x˜ est
sur-solution).
Soient x(0) = 0, β ≥ γ, et (x(n))n∈IN la suite de´finie par Ax(n+1)+βx(n+1) =
R(x(n)) + βx(n). Cette suite converge vers x¯ ∈ IRN et Ax¯ = R(x¯). De plus,
0 ≤ x(n) ≤ x˜ ∀n ∈ IN et x(n) ≤ x(n+1), ∀n ∈ IN.
De´monstration : On se rame`ne au the´ore`me pre´ce´dent avec A + βId au
lieu de A et R+ β au lieu de R.
Remarque 2.11 (Point fixe de Brouwer) On s’est inte´resse´ ici uniquement
a` des the´ore`mes de point fixe “constructifs”, i.e. qui donnent un algorithme pour
le de´terminer. Il existe aussi un the´ore`me de point fixe dans IRN avec des hy-
pothe`ses beaucoup plus ge´ne´rales (mais le the´ore`me est non constructif), c’est le
the´ore`me de Brouwer : si f est une fonction continue de la boule unite´ de IRN
dans la boule unite´, alors elle admet un point fixe dans la boule unite´.
2.1.3 Vitesse de convergence
De´finition 2.12 (Vitesse de convergence) Soit (x(n))n∈IN ∈ IRN et x¯ ∈
IRN . On suppose que x(n) → x¯ lorsque n → +∞, avec x(n) 6= x¯ pour tout
n ∈ IN. On s’inte´resse a` la “vitesse de convergence” de la suite (x(n))n∈IN. On
dit que :
1. la convergence est au moins line´aire s’il existe β ∈]0, 1[ et il existe
n0 ∈ IN tels que si n ≥ n0 alors ‖x(n+1) − x¯‖ ≤ β‖x(n) − x¯‖.
2. La convergence est line´aire si il existe β ∈]0, 1[ tel que
‖x(n+1) − x¯‖
‖x(n) − x¯‖ −→ β quand n→ +∞,
3. La convergence est super line´aire si
‖x(n+1) − x¯‖
‖x(n) − x¯‖ −→ 0 quand n→ +∞,
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4. La convergence est au moins quadratique si il existe β ∈]0, 1[ et il
existe n0 ∈ IN tels que si n ≥ n0 alors ‖x(n+1) − x¯‖ ≤ β‖x(n) − x¯‖2,
5. La convergence est quadratique si
∃β > 0 ‖x
(n+1) − x¯‖
‖x(n) − x¯‖2 −→ β quand n→ +∞.
Remarque 2.13 La convergence quadratique est e´videmment plus “rapide” que
la convergence line´aire.
Proposition 2.14 Soit f ∈ C1(IR, IR) ; on suppose qu’il existe x¯ ∈ IR tel que
f(x¯) = x¯. On construit la suite
x(0) ∈ IR
x(n+1) = f(x(n)).
1. Si on suppose que f ′(x¯) 6= 0 et |f ′(x¯)| < 1, alors il existe α > 0 tel que si
x(0) ∈ Iα = [x¯−α, x¯+α] alors x(n) → x¯ lorsque n→ +∞, et si x(n) 6= x¯,
alors
|x(n+1) − x¯|
|x(n) − x¯| → |f
′(x¯)| = β, ou` β ∈]0, 1[. La convergence est donc
line´aire.
2. Si on suppose maintenant que f ′(x¯) = 0 et f ∈ C2(IR, IR),alors il existe
α > 0 tel que si x(0) ∈ Iα = [x¯ − α, x¯ + α], alors x(n) → x¯ quand n+∞,
et si x(n) 6= x¯, ∀n ∈ IN alors
|x(n+1) − x¯|
|x(n) − x¯|2 → β =
1
2
|f ′′(x¯)|.
La convergence est donc au moins quadratique.
De´monstration
1. Supposons que |f ′(x¯)| < 1, et montrons qu’il existe α > 0 tel que si
x(0) ∈ Iα alors x(n) → x¯. Comme f ∈ C1(IR, IR) il existe α > 0 tel que
γ = maxx∈Iα |f ′(x)| < 1 ( par continuite´ de f ′).
On va maintenant montrer que f : Iα → Iα est strictement contractante, on
pourra alors appliquer le the´ore`me du point fixe a` f|Iα , (Iα e´tant ferme´), pour
obtenir que x(n) → x¯ ou` x¯ est l’unique point fixe de f|Iα.
Soit x ∈ Iα ; montrons d’abord que f(x) ∈ Iα : comme f ∈ C1(IR, IR), il
existe ξ ∈]x, x¯[ tel que |f(x)− x¯| = |f(x)−f(x¯)| = |f ′(ξ)||x− x¯| ≤ γ|x− x¯| < α,
ce qui prouve que f(x) ∈ Iα.
On ve´rifie alors que f|Iα est strictement contractante en remarquant que
pour tous x, y ∈ Iα, x < y, il existe ξ ∈]x, y[(⊂ Iα) tel que |f(x) − f(y)| =
|f ′(ξ)||x − y| ≤ γ|x− y| avec γ < 1.
On a ainsi montre´ que x(n) → x¯ si x(0) ∈ Iα.
Cherchons maintenant la vitesse de convergence de la suite. Supposons que
f ′(x¯) 6= 0 et x(n) 6= x¯ pour tout n ∈ IN. Comme x(n+1) = f(x(n)) et x¯ = f(x¯),
on a |x(n+1)−x¯| = |f(x(n))−f(x¯)|. Comme f ∈ C1(IR, IR), il existe ξn ∈]x(n), x¯[
ou ]x¯, x(n)[, tel que f(x(n))− f(x¯) = f ′(ξn)(x(n) − x¯). On a donc
|x(n+1) − x¯|
|x(n) − x¯| = |f
′(ξn)| −→ |f ′(x¯)| car x(n) → x¯ et f ′ est continue.
2.2. ME´THODE DE NEWTON 63
On a donc une convergence line´aire.
2. Supposons maintenant que f ′(x¯) = 0 et f ∈ C2(IR, IR). On sait de´ja` par
ce qui pre´ce`de qu’il existe α > 0 tel que si x(0) ∈ Iα alors x(n) →→ x¯ lorsque
n→ +∞. On veut estimer la vitesse de convergence. On suppose pour cela que
x(n) 6= x¯ pour tout n ∈ IN.
Comme f ∈ C2(IR, IR), il existe ξn ∈]x(n), x¯[ tel que f(x(n)) − f(x¯) =
f ′(x¯)(x(n)−x¯)+ 1
2
f ′′(ξn)(x(n)−x¯)2. On a donc : x(n+1)−x¯ = 12f ′′(ξn)(x(n)−x¯)2
ce qui entraˆıne que
|x(n+1) − x¯|
|x(n) − x¯|2 =
1
2
|f ′′(ξn)| −→ 1
2
|f ′′(x¯)| quand n→ +∞.
La convergence est donc quadratique.
On e´tudie dans le paragraphe suivant la me´thode de Newton pour la re´solution
d’un syste`me non line´aire. Donnons l’ide´e de la me´thode de Newton dans le cas
N = 1 a` partir des re´sultats de la proposition pre´ce´dente. Soit g ∈ C3(IR, IR) et
x¯ ∈ IR tel que g(x¯) = 0. On cherche une me´thode de construction d’une suite
(x(n))n ∈ IRN qui converge vers x¯ de manie`re quadratique. On pose
f(x) = x+ h(x)g(x) avec h ∈ C2(IR, IR) tel que h(x) 6= 0 ∀x ∈ IR.
on a donc
f(x) = x⇔ g(x) = 0.
Si par miracle f ′(x¯) = 0, la me´thode de point fixe sur f va donner (pour
x(0) ∈ Iα donne´ par la proposition 2.14) (x(n))n∈IN tel que x(n) → x¯ de manie`re
au moins quadratique. Or on a f ′(x) = 1+h′(x)g(x)+g′(x)h(x) et donc f ′(x¯) =
1+g′(x¯)h(x¯). Il suffit donc de prendre h tel que h (x¯) = − 1
g′(x¯)
. Ceci est possible
si g′(x¯) 6= 0.
En re´sume´, si g ∈ C3(IR, IR) est telle que g′(x) 6= 0 ∀x ∈ IR et g(x¯) = 0, on
peut construire, pour x assez proche de x¯, la fonction f ∈ C2(IR, IR) de´finie par
f(x) = x− g(x)
g′(x)
.
Graˆce a` la proposition 2.14, il existe α > 0 tel que si x(0) ∈ Iα alors la suite
de´finie par x(n+1) = f(x(n)) = x(n) − g(x(n))
g′(x(n))
converge vers x¯ de manie`re au
moins quadratique.
Remarquons que la construction de la suite de Newton s’e´crit encore
(dans le cas N = 1) g′(x(n))(x(n+1) − x(n)) = −g(x(n)) ou encore g(x(n)) +
g′(x(n))(x(n+1) − x(n)) = 0.
2.2 Me´thode de Newton
On a vu ci-dessus comment se construit la me´thode de Newton a` partir du
point fixe de monotonie en dimension N = 1. On va maintenant e´tudier cette
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me´thode dans le cas N quelconque. Soient g ∈ C1(IRN , IRN ) et x¯ ∈ IRN tels
que g(x¯) = 0.
On cherche une me´thode de construction d’une suite (x(n))n ∈ IRN qui
converge vers x¯ de manie`re quadratique. L’algorithme de Newton de construc-
tion d’une telle suite s’e´crit :{
x(0) ∈ IRN
Dg(x(n))(x(n+1) − x(n)) = −g(x(n)), ∀n ≥ 0. (2.2.6)
(On rappelle que Dg(x(n))∈MN (IR) est la matrice repre´sentant la diffe´rentielle
de g en x(n).)
Pour chaque n ∈ IN, il faut donc effectuer les ope´rations suivantes :
1. Calcul de Dg(x(n)),
2. Re´solution du syste`me line´aire Dg(x(n))(x(n+1) − x(n)) = −g(x(n)).
Remarque 2.15 Si la fonction g dont on cherche un ze´ro est line´aire, i.e. si g
est de´finie par g(x) = Ax− b avec A ∈ MN(IR) et b ∈ IRN , alors la me´thode de
Newton revient a` re´soudre le syste`me line´aire Ax = b. En effet Dg(x(n)) = A
et donc (2.2.6) s’e´crit Ax(n+1) = b.
Pour assurer la convergence et la qualite´ de la me´thode, on va chercher
maintenant a` re´pondre aux questions suivantes :
1. la suite (x(n))n est–elle bien de´finie ? A–t–on Dg(x
(n)) inversible ?
2. A–t–on convergence x(n) → x¯ quand n+∞ ?
3. La convergence est-elle au moins quadratique ?
The´ore`me 2.16 (Convergence de la me´thode de Newton, I) Soient g ∈
C2(IRN , IRN ) et x¯ ∈ IRN tels que g(x¯) = 0. On munit IRN d’une norme ‖ · ‖.
On suppose que Dg(x¯) est inversible. Alors il existe b > 0, et β > 0 tels que
1. si x(0) ∈ B(x¯, b) = {x ∈ IRN , ‖x − x¯‖ < b} alors la suite (x(n))n∈IN est
bien de´finie par (2.2.6) et x(n) ∈ B(x¯, b) pour tout n ∈ IN,
2. si x(0) ∈ B(x¯, b) et si la suite (x(n))n∈IN est de´finie par (2.2.6) alors
x(n) → x¯ quand n→ +∞,
3. si x(0) ∈ B(x¯, b) et si la suite (x(n))n∈IN est de´finie par (2.2.6) alors
‖x(n+1) − x¯‖ ≤ β‖x(n) − x¯‖2 ∀n ∈ IN.
Pour de´montrer ce the´ore`me, on va commencer par de´montrer le the´ore`me
suivant, qui utilise des hypothe`ses plus faibles mais pas tre`s faciles a` ve´rifier en
pratique :
The´ore`me 2.17 (Convergence de la me´thode de Newton, II)
Soient g ∈ C1(IRN , IRN ) et x¯ ∈ IRN tels que g(x¯) = 0. On munit IRN d’une
norme ‖·‖ et MN(IR) de la norme induite. On suppose que Dg(x¯) est inversible.
On suppose de plus qu’il existe a, a1, a2 ∈ IR∗+ tels que :
1. si x ∈ B(x¯, a) alors Dg(x) est inversible et ‖Dg(x))−1‖ ≤ a1 ;
2. si x, y ∈ B(x¯, a) alors ‖g(y)− g(x)−Dg(x)(y − x)‖ ≤ a2‖y − x‖2.
Alors, si on pose : b = min
(
a,
1
a1a2
)
> 0, β = a1a2 et si x
(0) ∈ B(x¯, b), on a :
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1. (x(n))n∈IN est bien de´finie par (2.2.6),
2. x(n) → x¯ lorsque n→ +∞,
3. ‖x(n+1) − x¯‖ ≤ β‖x(n) − x¯‖2 ∀n ∈ IN.
De´monstration du the´ore`me 2.17
Soit x(0) ∈ B(x¯, b) ⊂ B(x¯, a) ou` b ≤ a. On va montrer par re´currence sur n
que x(n) ∈ B(x¯, b) ∀n ∈ IN (et que (x(n))n∈IN est bien de´finie). L’hypothe`se de
re´currence est que x(n) est bien de´fini, et que x(n) ∈ B(x¯, b). On veut montrer
que x(n+1) est bien de´fini et x(n+1) ∈ B(x¯, b).
Comme b ≤ a, la matrice Dg(x(n)) est inversible et x(n+1) est donc bien
de´fini ; on a : x(n+1)−x(n) = Dg(x(n))−1(−g(x(n))). Pour montrer que x(n+1) ∈
B(x¯, b) on va utiliser le fait que b ≤ 1
a1a2
.
Par hypothe`se, on sait que si x, y ∈ B(x¯, a), on a
‖g(y)− g(x)−Dg(x)(y − x)‖ ≤ a2‖y − x‖2.
Prenons y = x¯ et x = x(n) ∈ B(x¯, a) dans l’ine´galite´ ci-dessus. On obtient alors :
‖g(x¯)− g(x(n))−Dg(x(n))(x¯− x(n))‖ ≤ a2‖x¯− x(n)‖2.
Comme g(x¯) = 0 et par de´finition de x(n+1), on a donc :
‖Dg(x(n))(x(n+1) − x(n))−Dg(x(n))(x¯ − x(n))‖ ≤ a2‖x¯− x(n)‖2,
et donc
‖Dg(x(n))(x(n+1) − x¯)‖ ≤ a2‖x¯− x(n)‖2. (2.2.7)
Or x(n+1) − x¯ = [Dg(x(n))]−1(Dg(x(n)))(x(n+1) − x¯), et donc
‖x(n+1) − x¯‖ ≤ ‖Dg(x(n))−1‖ ‖Dg(x(n))(x(n+1) − x¯)‖.
En utilisant (2.2.7), les hypothe`ses 1 et 2 et le fait que x(n) ∈ B(x¯, b), on a donc
‖x(n+1) − x¯‖ ≤ a1a2‖x(n) − x¯‖2 < a1a2b2. (2.2.8)
Or a1a2b
2 < b car b ≤ 1
a1a2
. Donc x(n+1) ∈ B(x¯, b).
On a ainsi montre´ par re´currence que la suite (x(n))n∈IN est bien de´finie et
que x(n) ∈ B(x¯, b) pour tout n ≥ 0.
Pour montrer la convergence de la suite (x(n))n∈IN vers x¯, on repart de
l’ine´galite´ (2.2.8) :
a1a2‖x(n+1) − x¯‖ ≤ (a1a2)2‖x¯− x(n)‖2 = (a1a2‖x(n) − x¯‖)2, ∀n ∈ IN,
et donc par re´currence a1a2‖x(n) − x¯‖ ≤ (a1a2‖x(0) − x¯‖)2
n
∀n ∈ IN. Comme
x(0) ∈ B(x¯, b) et b ≤ 1a1a2 , on a (a1a2‖x(0) − x¯‖) < 1 et donc ‖x(n) − x¯‖ → 0
quand n→ +∞.
La convergence est au moins quadratique car l’ine´galite´ (2.2.8) s’e´crit :
‖x(n+1) − x¯‖ ≤ β‖x(n) − x‖2 avec β = a1a2.
De´monstration du the´ore`me 2.16
Soient g ∈ C2(IRN , IRN ) et x¯ ∈ IN tels que g(x¯) = 0. Par hypothe`se, Dg(x¯)
est inversible. Il suffit de de´montrer (pour se ramener au the´ore`me 2.17) qu’il
existe a, a1, a2 ∈ IR∗+ tels que
66 CHAPITRE 2. SYSTE`MES NON LINE´AIRES
1. si x ∈ B(x¯, a) alors Dg(x) est inversible et ‖(Dg(x))−1‖ ≤ a1,
2. si x, y ∈ B(x¯, a) alors ‖g(y)− g(x)−Dg(x)(y − x)‖ ≤ a2‖y − x‖2.
Remarquons d’abord que Dg(x) = Dg(x¯)−Dg(x¯)+Dg(x) = Dg(x¯)(Id+S)
ou` S = Dg(x¯)−1(Dg(x) − Dg(x¯)). Or si ‖S‖ < 1, la matrice (Id + S) est
inversible et ‖(Id + S)−1‖ ≤ 11−‖S‖ . Nous allons donc essayer de majorer ‖S‖.
Par de´finition de S, on a :
‖S‖ ≤ ‖Dg(x¯)−1‖ ‖Dg(x)−Dg(x¯).‖
Comme g ∈ C2(IRN , IRN ), on a Dg ∈ C1(IRN ,MN(IR))) ; donc par continuite´
de Dg, pour tout ε ∈ IR∗+, il existe a ∈ IR∗+ tel que si ‖x − x‖ ≤ a alors
‖Dg(x)−Dg(x¯)‖ ≤ ε. En prenant ε = 12‖Dg(x¯)−1‖ , il existe donc a > 0 tel que si
x ∈ B(x¯, a) alors ‖Dg(x) −Dg(x¯)‖ ≤ 12‖Dg(x¯)−1‖ , et donc si x ∈ B(x¯, a), alors
‖S‖ ≤ 1
2
. On en de´duit que si x ∈ B(x¯, a) alors Id + S est inversible et donc
que Dg(x) = Dg(x¯)(Id+S) est inversible (on rappelle que Dg(x¯) est inversible
par hypothe`se). De plus, si x ∈ B(x¯, a) on a : ‖(Id + S)−1‖ ≤ 11−‖S‖ ≤ 2 et
comme (Id + S)−1 = (Dg(x¯))−1Dg(x), on a ‖Dg(x)−1Dg(x¯)‖ ≤ 2, et donc
‖Dg(x)−1‖ ≤ ‖(Dg(x))−1‖‖(Dg(x))−1Dg(x)‖ ≤ 2‖(Dg(x))−1‖.
En re´sume´, on a donc prouve´ l’existence de a et de a1 = 2‖Dg(x¯)−1‖ tels que
si x ∈ B(x¯, a) alors Dg(x) est inversible et ‖Dg(x)−1‖ ≤ a1. Il reste maintenant
a` trouver a2 tel que si x, y ∈ B(x¯, a) alors ‖g(y) − g(x) − Dg(x)(y − x)‖ ≤
a2‖y − x‖2.
Comme g ∈ C2(IRN , IRN ), on a donc Dg ∈ C1(IRN ,MN(IR))) (remarquons
que jusqu’a` pre´sent on avait utilise´ uniquement le caracte`re C1 de g). On de´finit
la fonction ϕ ∈ C1(IR, IRN ) par ϕ(t) = g(x+ t(y − x))− g(x)− tDg(x)(y − x).
On a donc ϕ(1) = g(y)−g(x)−Dg(x)(y−x) (c’est le terme qu’on veut majorer
en norme) et ϕ(0) = 0. On e´crit maintenant que ϕ est l’inte´grale de sa de´rive´e :
ϕ(1)− ϕ(0) =
∫ 1
0
ϕ′(t)dt =
∫ 1
0
Dg(x+ t(y − x))(y − x) −Dg(x)(y − x)dt.
On a donc
‖ϕ(1)− ϕ(0)| = ‖g(y)− g(x)−Dg(x)(y − x)‖
≤
∫ 1
0
‖Dg(x+ t(y − x))(y − x) −Dg(x)(y − x)‖dt
≤ ‖y − x‖
∫ 1
0
‖Dg(x+ t(y − x)) −Dg(x)‖dt.
(2.2.9)
Pour majorer ‖Dg(x + t(y − x)) − Dg(x))‖, on utilise alors le the´ore`me des
accroissements finis1 (parfois aussi appele´ “the´ore`me de la moyenne”) applique´
a` Dg ; de l’ine´galite´ (2.2.9), on tire donc que pour x, y ∈ B(x¯, a) et t ∈]0, 1[ :
1The´ore`me des accroissements finis : Soient E et F des espaces vectoriels norme´s,
soient h ∈ C1(E,F ) et (x, y) ∈ E2. On de´finit ]x, y[= {tx + (1 − t)y, t ∈]0, 1[}. Alors :
‖h(y) − h(x)‖ ≤ ‖y − x‖ supz∈]x,y[ ‖Dh(z)‖L(E,F ).
(On rappelle que si T ∈ L(E,F ) alors ‖T‖[L(E,F ) = supx∈E,‖x‖E=1 ‖Tx‖F |.)
Attention : Si dim F > 1, on ne peut pas dire, comme c’est le cas en dimension 1, que :∃ξ ∈
]x,y[ t.q. h(y) − h(x) = Dh(ξ)(y − x).
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‖Dg(x+t(y−x))−Dg(x)‖ ≤ t‖y−x‖ sup
c∈B(x¯,a)
‖D(Dg)(c)‖L(IRN ,MN (IR)).
(2.2.10)
Comme D(Dg) = D2g est continue par hypothe`se, et comme B(x¯, a) est
inclus dans un compact, on a
a2 = sup
c∈B(x¯,a)
‖D(Dg)(c)‖L(IRN ,MN (IR)) < +∞.
De plus, t < 1 et on de´duit de (2.2.10) que :
‖Dg(x+ t(y − x)−Dg(x))‖ ≤ a2‖y − x‖,
et de l’ine´galite´ (2.2.9) on de´duit ensuite que
‖g(y)− g(x)−Dg(x)(y − x)‖ ≤
∫ 1
0
a2‖y − x‖dt ‖y − x‖ = a2‖y − x‖2.
On a donc ainsi de´montre´ que g ve´rifie les hypothe`ses du the´ore`me 2.17, ce
qui termine la de´monstration du the´ore`me 2.16.
Remarque 2.18 On ne sait pas bien estimer b dans le the´ore`me 2.16, et ceci
peut poser proble`me lors de l’implantation nume´rique : il faut choisir l’ite´re´
initial x(0) “suffisamment proche” de x pour avoir convergence.
2.2.1 Variantes de la me´thode de Newton
L’avantage majeur de la me´thode de Newton par rapport a` une me´thode de
point fixe par exemple est sa vitesse de convergence d’ordre 2. On peut d’ailleurs
remarquer que lorsque la me´thode ne converge pas, par exemple si l’ite´re´ initial
x(0) n’a pas e´te´ choisi “suffisamment proche” de x, alors la me´thode diverge tre`s
vite. . .
L’inconve´nient majeur de la me´thode de Newton est son couˆt : on doit d’une
part calculer la matrice jacobienneDg(x(n)) a` chaque ite´ration, et d’autre part la
factoriser pour re´soudre le syste`me line´aire Dg(x(n))(x(n+1)−x(n)) = −g(x(n)).
(On rappelle que pour re´soudre un syste`me line´aire, il ne faut pas calculer
l’inverse de la matrice, mais plutoˆt la factoriser sous la forme LU par exemple,
et on calcule ensuite les solutions des syste`mes avec matrice triangulaires faciles
a´ inverser, voir Chapitre 1.) Plusieurs variantes ont e´te´ propose´es pour tenter
de re´duire ce couˆt.
“Faux quasi Newton”
Soient g ∈ C1(IRN , IRN ) et x¯ ∈ IR tels que g(x¯) = 0. On cherche a` calculer
x¯. Si on le fait par la me´thode de Newton, l’algorithme s’e´crit :{
x(0) ∈ IRN ,
Dg(x(n))(x(n+1) − x(n)) = −g(x(n)), n ≥ 0.
La me´thode du “Faux quasi-Newton” (parfois appele´e quasi-Newton) consiste
a` remplacer le calcul de la matrice jacobienne Dg(x(n)) a` chaque ite´ration par
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un calcul toutes les “quelques” ite´rations. On se donne une suite (ni)i∈IN , avec
n0 = 0 et ni+1 > ni ∀i ∈ IN, et on calcule la suite (x(n))n∈IN de la manie`re
suivante :
{
x(0) ∈ IRN
Dg(x(ni))(x(n+1) − x(n)) = −g(x(n)) si ni ≤ n < ni+1. (2.2.11)
Avec cette me´thode, on a moins de calculs et de factorisations de la matrice
jacobienne Dg(x) a` effectuer, mais on perd malheureusement la convergence
quadratique : cette me´thode n’est donc pas tre`s utilise´e en pratique.
Newton incomplet
On suppose que g s’e´crit sous la forme : g(x) = Ax + F1(x) + F2(x), avec
A ∈ MN(IR) et F1, F2 ∈ C1(IRN , IRN ). L’algorithme de Newton (2.2.6) s’e´crit
alors : 
x(0) ∈ IRN(
A+DF1(x
(n)) +DF2(x
(n))
)
(x(n+1) − x(n)) =
−Ax(n) − F1(x(n))− F2(x(n)).
La me´thode de Newton incomplet consiste a` ne pas tenir compte de la jacobienne
de F2.{
x(0) ∈ IRN
(A+DF1(x
(n)))(x(n+1) − x(n)) = −Ax(n) − F1(x(n))− F2(x(n)). (2.2.12)
On dit qu’on fait du “Newton sur F1” et du “point fixe sur F2”. Les avantages
de cette proce´dure sont les suivants :
– La me´thode ne ne´cessite pas le calcul de DF2(x), donc on peut l’employer
si F2 ∈ C(IRN , IRN )) n’est pas de´rivable.
– On peut choisir F1 et F2 de manie`re a` ce que la structure de la matrice
A + DF1(x
(n)) soit “meilleure” que celle de la matrice A +DF1(x
(n)) +
DF2(x
(n)) ; si par exemple A est la matrice issue de la discre´tisation du
Laplacien, c’est une matrice creuse. On peut vouloir conserver cette struc-
ture et choisir F1 et F2 de manie`re a` ce que la matrice A+DF1(x
(n)) ait
la meˆme structure que A.
– Dans certains proble`mes, on connaˆıt a priori les couplages plus ou moins
forts dans les non-line´arite´s : un couplage est dit fort si la variation
d’une variable entraˆıne une variation forte du terme qui en de´pend. Don-
nons un exemple : Soit f de IR2 dans IR2 de´finie par f(x, y) = (x +
sin(10−5y), exp(x) + y), et conside´rons le syste`me non line´aire f(x, y) =
(a, b)t ou` (a, b)t ∈ IR2 est donne´. Il est naturel de penser que pour ce
syste`me, le terme de couplage de la premie`re e´quation en la variable y
sera faible, alors que le couplage de deuxie`me e´quation en la variable x
sera fort.
On a alors inte´reˆt a` mettre en oeuvre la me´thode de Newton sur la par-
tie “couplage fort” et une me´thode de point fixe sur la partie “couplage
faible”.
L’inconve´nient majeur est la perte de la convergence quadratique. La me´thode
de Newton incomplet est cependant assez souvent employe´e en pratique en rai-
son des avantages e´nume´re´s ci-dessus.
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Remarque 2.19 Si F2 = 0, alors la me´thode de Newton incomplet est exacte-
ment la me´thode de Newton. Si F1 = 0, la me´thode de Newton incomplet s’e´crit
A(x(n+1) − x(n)) = −Ax(n) − F2(x(n)), elle s’e´crit alors Ax(n+1) = −F2(x(n)),
ou encore x(n+1) = −A−1F2(x(n)) si A inversible. C’est donc dans ce cas la
me´thode du point fixe sur la fonction −A−1F2.
Me´thode de la se´cante
La me´thode de la se´cante est une variante de la me´thode de Newton dans
le cas de la dimension 1 d’espace. On suppose ici N = 1 et g ∈ C1(IR, IR). La
me´thode de Newton pour calculer x ∈ IR tel que g(x) = 0 s’e´crit :{
x(0) ∈ IR
g′(x(n))(x(n+1) − x(n)) = −g(x(n)), ∀n ≥ 0.
On aimerait simplifier le calcul de g′(x(n)), c’est–a`–dire remplacer g′(x(n))
par une quantite´ “proche” sans calculer g′. Pour cela, on remplace la de´rive´e
par un quotient diffe´rentiel. On obtient la me´thode de la se´cante :
 x
(0), x(1) ∈ IR
g(x(n))− g(x(n−1))
x(n) − x(n−1) (x
(n+1) − x(n)) = −g(x(n)) n ≥ 1. (2.2.13)
Remarquons que dans la me´thode de la se´cante, x(n+1) de´pend de x(n) et
de x(n−1) : on a une me´thode a` deux pas ; on a d’ailleurs besoin de deux ite´re´s
initiaux x(0) et x(1). L’avantage de cette me´thode est qu’elle ne ne´cessite pas
le calcul de g′. L’inconve´nient est qu’on perd la convergence quadratique. On
peut toutefois montrer que si g(x¯) = 0 et g′(x¯) 6= 0, il existe α > 0 tel que si
x(0), x(1) ∈ [x¯ − α.x¯+ α] = Iα, la suite (x(n))n∈IN construite par la me´thode de
la se´cante (2.2.13) est bien de´finie, que (x(n))n∈IN ⊂ Iα et que x(n) → x¯ quand
n → +∞. De plus, la convergence est super line´aire, i.e. si x(n) 6= x¯ pour tout
n ∈ IN, alors x
(n+1) − x¯
x(n) − x¯ → 0 quand n→ +∞.
Me´thodes de type “Quasi Newton”
On veut ge´ne´raliser la me´thode de la se´cante au cas N > 1. Soient donc
g ∈ C1(IRN , IRN ). Pour e´viter de calculer Dg(x(n)) dans la me´thode de Newton
(2.2.6), on va remplacerDg(x(n)) par B(n) ∈MN (IR) “proche de Dg(x(n))”. En
s’inspirant de la me´thode de la se´cante en dimension 1, on cherche une matrice
B(n) qui, x(n) et x(n−1) e´tant connus, ve´rifie la condition :
B(n)(x(n) − x(n−1)) = g(x(n))− g(x(n−1)) (2.2.14)
Dans le cas ou` N = 1, cette condition de´termine entie`rement B(n) : B(n) =
g(x(n))− g(x(n−1)
x(n) − x(n−1) . Si N > 1, ceci ne permet pas de de´terminer comple`tement
B(n). Il y a plusieurs fac¸ons possibles de choisir B(n), nous en verrons en parti-
culier dans le cadre des me´thodes d’optimisation (voir chapitre 4, dans ce cas la
fonction g est un gradient), nous donnons ici la me´thode de Broyden. Celle-ci
consiste a` choisir B(n) de la manie`re suivante : a` x(n) et x(n−1) connus, on pose
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δ(n) = x(n)−x(n−1) et y(n) = g(x(n))−g(x(n−1)) ; on suppose B(n−1) ∈MN (IR)
connue, et on cherche B(n) ∈MN (IR) telle que
B(n)δ(n−1) = y(n−1) (2.2.15)
(c’est la condition (2.2.14), qui ne suffit pas a` de´terminer B(n) de manie`re
unique) et qui ve´rifie e´galement :
B(n)ξ = B(n−1)ξ, ∀ξ ∈ IRN tel que ξ ⊥ δ(n). (2.2.16)
Proposition 2.20 (Existence et unicite´ de la matrice de Broyden)
Soient y(n) ∈ IRN , δ(n) ∈ IRN et B(n−1) ∈ MN(IR). Il existe une unique matrice
B(n) ∈ MN(IR) ve´rifiant (2.2.15) et (2.2.16) ; la matrice B(n) s’exprime en
fonction de y(n), δ(n) et B(n−1) de la manie`re suivante :
B(n) = B(n−1) +
y(n) −B(n−1)δ(n)
δ(n) · δ(n) (δ
(n))t. (2.2.17)
De´monstration : L’espace des vecteurs orthogonaux a` δ(n) est de dimension
N − 1. Soit (γ1, . . . , γN−1) une base de cet espace, alors (γ1, . . . , γN−1, δ(n)) est
une base de IRN et si B(n) ve´rifie (2.2.15) et (2.2.16), les valeurs prises par
l’application line´aire associe´e a` B(n) sur chaque vecteur de base sont connues,
ce qui de´termine l’application line´aire et donc la matrice B(n) de manie`re unique.
Soit B(n) de´finie par (2.2.17), on a :
B(n)δ(n) = B(n−1)δ(n) +
y(n) −B(n−1)δ(n)
δ(n) · δ(n) (δ
(n))tδ(n) = y(n),
et donc B(n) ve´rifie (2.2.15). Soit ξ ∈ IRN tel que ξ ⊥ δ(n), alors ξ · δ(n) =
(δ(n))tξ = 0 et donc
B(n)ξ = B(n−1)ξ +
(y(n) −B(n−1)δ(n))
δ(n) · δ(n) (δ
(n))tξ = B(n−1)ξ, ∀ξ ⊥ δ(n).
L’algorithme de Broyden s’e´crit donc :
Initialisation : x(0), x(1) ∈ IRN B0 ∈MN (IR)
A x(n), x(n−1) et B(n−1) connus, on pose
δ(n) = x(n) − x(n−1) et y(n) = g(x(n))− g(x(n−1));
Calcul de B(n) = B(n−1) + y
(n)−B(n−1)δ(n)
δ(n)·δ(n) (δ
(n))t,
Ite´ration n : re´solution de : B(n)(x(n+1) − x(n)) = −g(x(n)).
Une fois de plus, l’avantage de cette me´thode est de ne pas ne´cessiter le
calcul de Dg(x), mais l’inconve´nient est la perte du caracte`re quadratique de la
convergence .
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2.3 Exercices
Exercice 35 (Calcul diffe´rentiel)
Corrige´ de´taille´ en page 187 Soit f ∈ C2(IRN , IR).
1/ Montrer que pour tout x ∈ IRN , il existe un unique vecteur a(x) ∈ IRN
tel que Df(x)(h) = a(x) · h pour tout h ∈ IRN .
Montrer que (a(x))i = ∂if(x).
2/ On pose ∇f(x) = (∂1f(x), . . . , ∂1f(x))t. Soit ϕ l’application de´finie de
IRN dans IRN par ϕ(x) = ∇f(x). Montrer que ϕ ∈ C1(IRN , IRN ) et que
Dϕ(x)(y) = A(x)y, ou` A(x))i,j = ∂
2
i,jf(x).
3/ Soit f ∈ C2(IR3, IR) la fonction de´finie par f(x1, x2, x3) = x21 + x21x2 +
x2 cos(x3). Donner la de´finition et l’expression de Df(x), ∇f(x),Df , D2f(x),
Hf (x).
Exercice 36 (Me´thode de monotonie)
Suggestions en page 149, corrige´ de´taille´ en page 188
On suppose que f ∈ C1(IR, IR), f(0) = 0 et que f est croissante. On s’inte´resse,
pour λ > 0, au syste`me non line´aire suivant de N e´quations a` N inconnues
(note´es u1, . . . , uN ) :
(Au)i = αif(ui) + λbi ∀i ∈ {1, . . . , N},
u = (u1, . . . , uN)
t ∈ IRN , (2.3.18)
ou` αi > 0 pour tout i ∈ {1, . . . , N}, bi ≥ 0 pour tout i ∈ {1, . . . , N} et
A ∈MN (IR) est une matrice ve´rifiant
u ∈ IRN , Au ≥ 0 ⇒ u ≥ 0. (2.3.19)
On suppose qu’il existe µ > 0 t.q. (2.3.18) ait une solution, note´e u(µ), pour
λ = µ. On suppose aussi que u(µ) ≥ 0.
Soit 0 < λ < µ. On de´finit la suite (v(n))n∈IN ⊂ IRN par v(0) = 0 et, pour
n ≥ 0,
(Av(n+1))i = αif(v
(n)
i ) + λbi ∀i ∈ {1, . . . , N}. (2.3.20)
Montrer que la suite (v(n))n∈IN est bien de´finie, convergente (dans IRN ) et
que sa limite, note´e u(λ), est solution de (2.3.18) (et ve´rifie 0 ≤ u(λ) ≤ u(µ)).
Exercice 37 (Point fixe ame´liore´)
Soit g ∈ C3(IR, IR) et x ∈ IR tels que g(x) = 0 et g′(x) 6= 0.
On se donne ϕ ∈ C1(IR, IR) telle que ϕ(x) = x.
On conside`re l’algorithme suivant : x0 ∈ IR,
xn+1 = h(xn), n ≥ 0.
(1)
avec h(x) = x− g(x)
g′(ϕ(x))
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1) Montrer qu’il existe α > 0 tel que si x0 ∈ [x − α, x + α] = Iα, alors la
suite donne´e par l’algorithme (1) est bien de´finie ; montrer que xn → x lorsque
n→ +∞ (on pourra montrer qu’on peut choisir α de manie`re a` ce que |h′(x)| < 1
si x ∈ Iα).
On prend maintenant x0 ∈ Iα ou` α est donne´ par la question 1.
2) Montrer que la convergence de la suite (xn)n∈IN de´finie par l’algorithme
(1) est au moins quadratique.
3) On suppose que ϕ′(x) =
1
2
. Montrer que la convergence de la suite
(xn)n∈IN de´finie par (1) est au moins cubique, c’est-a`-dire qu’il existe c ∈ IR+
tel que
|xn+1 − x| ≤ c|xn − x|3, ∀n ≥ 1.
4) Soit β ∈ IR∗+ tel que g′(x) 6= 0 ∀x ∈ Iβ =]x− β, x+ β[ ; montrer que si
on prend ϕ ∈ C1(IR, IR) telle que :
ϕ(x) = x− g(x)
2g′(x)
si x ∈ Iβ ,
alors la suite de´finie par l’algorithme (1) converge de manie`re cubique.
Exercice 38 (Nombre d’ite´rations finis)
Soit F : IRN → IRN une fonction diffe´rentiable, strictement convexe (N ≥ 1).
Soit x(0) ∈ IRN le choix initial (ou ite´re´ 0) dans la me´thode de Newton.
Montrer que la me´thode de Newton converge en un nombre fini d’ope´rations
si et seulement si F (x(0)) = 0.
Exercice 39 (Newton et logarithme) Corrige´ en page ?? page ??
Soit f la fonction de IR∗+ dans IR de´finie par f(x) = ln(x). Montrer que la
me´thode de Newton pour la recherche de x tel que f(x) = 0 converge si et
seulement si le choix initial x(0) est tel que x(0) ∈]0, e[.
Exercice 40 (Me´thode de Newton pour le calcul de l’inverse) Corrige´
en page 190
1. Soit a > 0. On cherche a` calculer
1
a
par l’algorithme de Newton.
(a) Montrer que l’algorithme de Newton applique´ a` une fonction g (dont
1
a est un ze´ro) bien choisie s’e´crit :{
x(0) donne´,
x(n+1) = x(n)(2− ax(n)). (2.3.21)
(b) Montrer que la suite (x(n))n∈IN de´finie par (6.2.33) ve´rifie
lim
n→+∞
x(n) =

1
a
si x(0) ∈]0, 2
a
[,
−∞ si x(0) ∈]−∞, 0[∪] 2
a
,+∞[
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2. On cherche maintenant a` calculer l’inverse d’une matrice par la me´thode
de Newton. Soit donc A une matrice carre´e d’ordre N inversible, dont on
cherche a` calculer l’inverse.
(a) Montrer que l’ensemble GLN (IR) des matrices carre´es inversibles
d’ordre N (ou` N ≥ 1) est un ouvert de l’ensemble MN (IR) des
matrices carre´es d’ordre N .
(b) Soit T l’application de´finie de GLN (IR) dans GLN (IR) par T (B) =
B−1. Montrer que T est de´rivable, et que DT (B)H = −B−1HB−1.
(c) Ecrire la me´thode de Newton pour calculer A−1 en cherchant le ze´ro
de la fonction g de MN(IR) dans MN(IR) de´finie par g(B) = B−1−
A. Soit B(n) la suite ainsi de´finie.
(d) Montrer que la suite B(n) de´finie dans la question pre´ce´dente ve´rifie :
Id−AB(n+1) = (Id−AB(n))2.
En de´duire que la suite (B(n))n∈IN converge vers A−1 si et seulement
si ρ(Id−AB(0)) < 1.
Exercice 41 (Valeurs propres et me´thode de Newton)
Suggestions en page 149, corrige´ de´taille´ en page 192
Soit A ∈ MN (IR) une matrice syme´trique. Soient λ une valeur propre simple
de A et x ∈ IRN un vecteur propre associe´ t.q. x · x = 1. Pour calculer (λ, x) on
applique la me´thode de Newton au syste`me non line´aire (de IRN+1 dans IRN+1)
suivant :
Ax − λx = 0,
x · x = 1. (2.3.22)
Montrer que la me´thode est localement convergente.
Exercice 42 (Modification de la me´thode de Newton)
Suggestions en page 149, corrige´ de´taille´ en page 192
Soient f ∈ C1(IRN , IRN ) et x ∈ IRN t.q. f(x) = 0. On conside`re, pour λ > 0
donne´, la me´thode ite´rative suivante :
– Initialisation : x(0) ∈ IRN .
– Iterations : pour n ≥ 0,
x(n+1) = x(n) − [Df(x(n))tDf(x(n)) + λId]−1Df(x(n))tf(x(n)).
[Noter que, pour λ = 0, on retrouve la me´thode de Newton.]
1. Montrer que la suite (x(n))n∈IN est bien de´finie.
2. On suppose, dans cette question, que N = 1 et que f ′(x) 6= 0. Montrer
que la me´thode est localement convergente en x.
3. On suppose que le rang deDf(x) est e´gal a` N . Montrer que la me´thode est
localement convergente en x. [Noter que cette question redonne la question
pre´ce´dente si N = 1.]
Exercice 43 (Convergence de la me´thode de Newton si f ′(x) = 0)
Suggestions en page 149, corrige´ de´taille´ en page 194
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Soient f ∈ C2(IR, IR) et x ∈ IR t.q. f(x) = 0.
1. Rappel du cours. Si f ′(x) 6= 0, la me´thode de Newton est localement
convergente en x et la convergence est au moins d’ordre 2.
2. On suppose maintenant que f ′(x) = 0 et f ′′(x) 6= 0. Montrer que la
me´thode de Newton est localement convergente (en excluant le cas x0 =
x. . . ) et que la convergence est d’ordre 1. Si on suppose f de classe C3,
donner une modification de la me´thode de Newton donnant une conver-
gence au moins d’ordre 2.
Exercice 44 (Variante de la me´thode de Newton)
Corrige´ de´taille´ en page 195
Soit f ∈ C1(IR, IR) et x¯ ∈ IR tel que f(x¯) = 0. Soient x0 ∈ IR, c ∈ IR∗+,
λ ∈ IR∗+. On suppose que les hypothe`ses suivantes sont ve´rifie´es :
(i) x¯ ∈ I = [x0 − c, x0 + c],
(ii) |f(x0)| ≤ c2λ ,
(iii) |f ′(x) − f ′(y)| ≤ 12λ , ∀(x, y) ∈ I2
(iv) |f ′(x)| ≥ 1λ ∀x ∈ I.
On de´finit la suite (x(n))n∈IN par :
x(0) = x0,
x(n+1) = x(n) − f(x
(n))
f ′(y)
,
(2.3.23)
ou` y ∈ I est choisi arbitrairement.
1. Montrer par re´currence que la suite de´finie par (2.3.23) satisfait x(n) ∈ I
pour tout n ∈ IN.
(On pourra remarquer que si x(n+1) est donne´ par (2.3.23) alors x(n+1)−
x0 = x
(n) − x0 − f(x
(n))−f(x0)
f ′(y) − f(x0)f ′(y) .)
2. Montrer que la suite (x(n))n∈IN de´finie par (2.3.23) ve´rifie |x(n) − x¯| ≤ c2n
et qu’elle converge vers x¯ de manie`re au moins line´aire.
3. On remplace l’algorithme (2.3.23) par
x(0) = x0,
x(n+1) = x(n) − f(x
(n))
f ′(y(n))
,
(2.3.24)
ou` la suite (y(n))n∈IN est une suite donne´e d’e´le´ments de I . Montrer que la
suite (x(n))n∈IN converge vers x¯ de manie`re au moins line´aire, et que cette
convergence devient super-line´aire si f ′(yn) → f ′(x¯) lorsque n→ +∞.
4. On suppose maintenant que N ≥ 1 et que f ∈ C1(IRN , IRN ). La me´thode
de´finie par (2.3.23) ou (2.3.24) peut-elle se ge´ne´raliser, avec d’e´ventuelles
modifications des hypothe`ses, a` la dimension N ?
Exercice 45 (Point fixe et Newton) Corrige´ en page (6.2)
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Soit g ∈ C3(IR, IR) et x ∈ IR tels que g(x) = 0 et g′(x) 6= 0 et soit f ∈ C1(IR, IR)
telle que f(x) = x.
On conside`re l’algorithme suivant : x0 ∈ IR,
xn+1 = h(xn), n ≥ 0.
(2.3.25)
avec h(x) = x− g(x)
g′ ◦ f(x)) .
1. Montrer qu’il existe α > 0 tel que si x0 ∈ [x−α, x+α] = Iα, alors la suite
donne´e par l’algorithme (2.3.25) est bien de´finie ; montrer que xn → x
lorsque n → +∞ (on pourra montrer qu’on peut choisir α de manie`re a`
ce que |h′(x)| < 1 si x ∈ Iα).
On prend maintenant x0 ∈ Iα ou` α est donne´ par la question 1.
2. Montrer que la convergence de la suite (xn)n∈IN de´finie par l’algorithme
(2.3.25) est au moins quadratique.
3. On suppose de plus que f est deux fois de´rivable et que f ′(x) =
1
2
. Mon-
trer que la convergence de la suite (xn)n∈IN de´finie par (1) est au moins
cubique, c’est-a`-dire qu’il existe c ∈ IR+ tel que
|xn+1 − x| ≤ c|xn − x|3, ∀n ≥ 1.
4. Soit β ∈ IR∗+ tel que g′(x) 6= 0 ∀x ∈ Iβ =]x − β, x + β[ ; montrer que si
on prend f ∈ C1(IR, IR) telle que :
f(x) = x− g(x)
2g′(x)
si x ∈ Iβ ,
alors la suite de´finie par l’algorithme (1) converge de manie`re cubique.
Exercice 46 (Me´thode de Newton)
Suggestions en page 150, corrige´ de´taille´ en page 200
On suppose que f ∈ C2(IR, IR) et que f est croissante. On s’inte´resse au
syste`me non line´aire suivant de N e´quations a` N inconnues (note´es u1, . . . , uN) :
(Au)i + αif(ui) = bi ∀i ∈ {1, . . . , N},
u = (u1, . . . , uN )
t ∈ IRN , (2.3.26)
ou` A ∈ MN (IR) est une matrice syme´trique de´finie positive, αi > 0 pour
tout i ∈ {1, . . . , N} et bi ∈ IR pour tout i ∈ {1, . . . , N}.
On admet que (2.3.26) admet au moins une solution (ceci peut eˆtre de´montre´
mais est difficile).
1. Montrer que (2.3.26) admet une unique solution.
2. Soit u la solution de (2.3.26). Montrer qu’il existe a > 0 t.q. la me´thode de
Newton pour approcher la solution de (2.3.26) converge lorsque le point
de de´part de la me´thode, note´ u(0), ve´rifie |u− u(0)| < a.
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Exercice 47 (Me´thode de Steffensen)
Suggestions en page 150, corrige´ de´taille´ en page 200
Soient f ∈ C2(IR, IR) et x ∈ IR t.q. f(x) = 0 et f ′(x) 6= 0. On conside`re la
me´thode ite´rative suivante :
– Initialisation : x(0) ∈ IRN .
– Ite´rations : pour n ≥ 0, si f(x(n) + f(x(n))) 6= f(x(n)),
x(n+1) = x(n) − (f(x
(n)))2
f(x(n) + f(x(n)))− f(x(n)) , (2.3.27)
et si f(x(n) + f(x(n))) = f(x(n)), x(n+1) = x(n).
1. Montrer qu’il existe α > 0 tel que si x(n) ∈ B(x, α), alors f(x(n) +
f(x(n))) 6= f(x(n)) si x(n) 6= x. En de´duire que si x0 ∈ B(x, α), alors
toute la suite (x(n))n∈IN ve´rifie (2.3.27) pourvu que x(n) 6= x pour tout
n ∈ IN.
2. Montrer par des de´veloppements de Taylor avec reste inte´gral qu’ il existe
une fonction a continue sur un voisinage de x telle que si x0 ∈ B(x, α),
alors
x(n+1) − x = a(x(n))(x(n) − x), pour tout n ∈ IN tel que x(n) 6= x.
(2.3.28)
3. Montrer que la me´thode est localement convergente en x et la convergence
est au moins d’ordre 2.
Exercice 48 (Me´thode de Newton-Tchebycheff)
1. Soit f ∈ C3(IR, IR) et soit x¯ ∈ IR tel que x¯ = f(x¯) et f ′(x¯) = f ′′(x¯) = 0.
Soit (xn)n∈IN la suite de´finie par :{
x0 ∈ IR,
xn+1 = f(xn).
(PF )
Montrer que la suite converge localement, c’est a` dire qu’il existe un voi-
sinage V de x¯ tel que si x0 ∈ V alors xn → x¯ lorsque n → +∞. Montrer
que la vitesse de convergence est au moins cubique (c’ est a` dire qu’ il
existe β ∈ IR+ tel que |xn+1 − x¯| ≤ β|xn − x¯|3 si la donne´e initiale x0 est
choisie dans un certain voisinage de x¯).
2. Soit g ∈ C3(IR, IR), et soit x¯ ∈ IR tel que g(x¯) = 0 et g′(x¯) 6= 0. Pour
une fonction h ∈ C3(IR, IR) a` de´terminer, on de´finit f ∈ C3(IR, IR) par
f(x) = x+h(x)g(x). Donner une expression de h(x¯) et h′(x¯) en fonction de
g′(x¯) et de g′′(x¯) telle que la me´thode (PF ) applique´e a` la recherche d’un
point fixe de f converge localement vers x¯ avec une vitesse de convergence
au moins cubique.
3. Soit g ∈ C5(IR, IR), et soit x¯ ∈ IR tel que g(x¯) = 0 et g′(x¯) 6= 0. On
conside`re la modification suivante (due a` Tchebychev) de la me´thode de
Newton :
xn+1 = xn − g(xn)
g′(xn)
− g
′′(xn)[g(xn)]2
2[g′(xn)]3
. (∗)
Montrer que la me´thode (∗) converge localement et que la vitesse de
convergence est au moins cubique.
Chapitre 3
Optimisation
3.1 De´finition et rappels de calcul diffe´rentiel
3.1.1 De´finition des proble`mes d’optimisation
L’objectif de ce chapitre est de rechercher des minima ou des maxima d’une
fonction f ∈ C(IRN , IR) avec ou sans contrainte. Le proble`me d’optimisation
sans contrainte s’e´crit : {
Trouver x¯ ∈ IRN tel que :
f(x¯) ≤ f(y), ∀y ∈ IRN . (3.1.1)
Le proble`me d’optimisation avec contrainte s’e´crit :{
Trouver x¯ ∈ Ktel que :
f(x¯) ≤ f(y), ∀y ∈ K. (3.1.2)
ou` K ⊂ IRN et K 6= IRN
Si x¯ est solution du proble`me (3.1.1), on dit que x¯ ∈ argmin
IRN
f , et si x¯ est
solution du proble`me (3.1.2), on dit que x¯ ∈ arg min
K
f.
3.1.2 Rappels et notations de calcul diffe´rentiel
De´finition 3.1 Soient E et F des espaces vectoriels norme´s, f une application
de E dans F et x ∈ E. On dit que f est diffe´rentiable en x s’il existe T ∈ L(E,F )
(ou` L(E,F ) est l’ensemble des applications line´aires de E dans F ) telle que
f(x+ h) = f(x) + T (h) + ‖h‖ε(h) avec ε(h) → 0 quand h→ 0. L’application T
est alors unique et on note Df(x) = T ∈ L(E,F ).
On peut remarquer qu’en dimension infinie, T de´pend des normes associe´es
a` E et F . Voyons maintenant quelques cas particuliers d’espaces E et F :
Cas ou` E = IRN et F = IRp Soit f : IRN → IRp, x ∈ IRN et supposons que
f est diffe´rentiable en x ; alors Df(x) ∈ L(IRN , IRp), et il existe A ∈Mp,N (IR)
telle que Df(x)(y)︸ ︷︷ ︸
∈IRp
= Ay︸︷︷︸
∈IRp
, ∀y ∈ IRN . On confond alors l’application line´aire
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Df(x) ∈ L(IRN , IRp) et la matrice A ∈ Mp,N (IR) qui la repre´sente. On e´crit
donc :
A = Df(x) = (ai,j)1≤i≤p,1≤j≤N ou` ai,j = ∂jfi(x),
∂j de´signant la de´rive´e partielle par rapport a` la j-e`me variable.
Cas ou` E = IRN , F = IR C’est un sous-cas du paragraphe pre´ce´dent, puis-
qu’on est ici dans le cas p = 1. Soit x ∈ IRN et f une fonction de E dans F
diffe´rentiable en x ; on a donc (avec l’abus de notation signale´ dans le para-
graphe pre´ce´dent) Df(x) ∈ M1,N (IR), et on peut de´finir le gradient de f en x
par ∇f(x) = (Df(x))t ∈ IRN . Pour (x, y) ∈ (IRN )2, on a donc
Df(x)y =
N∑
j=i
∂jf(x)yj = ∇f(x) · y ou` ∇f(x) =

∂1f(x)
...
∂Nf(x)
 ∈ IRN .
Cas ou` E est un espace de Hilbert et F = IR On ge´ne´ralise ici le cas
pre´sente´ au paragraphe pre´ce´dent. Soit f : E → IR diffe´rentiable en x ∈ E. Alors
Df(x) ∈ L(E, IR) = E′, ou`E′ de´signe le dual topologique deE, c.a`.d. l’ensemble
des formes line´aires continues sur E. Par le the´ore`me de repre´sentation de Riesz,
il existe un unique u ∈ E tel que Df(x)(y) = (u|y)E pour tout y ∈ E, ou` (.|.)E
de´signe le produit scalaire sur E. On appelle encore gradient de f en x ce vecteur
u. On a donc u = ∇f(x) ∈ E et pour y ∈ E, Df(x)(y) = (∇f(x)|y)E .
Diffe´rentielle d’ordre 2, matrice hessienne Revenons maintenant au cas
ge´ne´ral de deux espaces vectoriels norme´s E et F , et supposons maintenant que
f ∈ C2(E,F ). Le fait que f ∈ C2(E,F ) signifie que Df ∈ C1(E,L(E,F )).
Par de´finition, on a D2f(x) ∈ L(E,L(E,F )) et donc pour y ∈ E, D2f(x)(y) ∈
L(E,F ) ; en particulier, pour z ∈ E, D2f(x)(y)(z) ∈ F.
Conside´rons maintenant le cas particulier E = IRN et F = IR. On a :
f ∈ C2(IRN , IR) ⇔ [f ∈ C1(IRN , IR) et ∇f ∈ C1(IRN , IRN )].
Soit g = ∇f ∈ C1(IRN , IRN), et x ∈ IRN , alors Dg(x) ∈ MN (IR) et on peut
de´finir la matrice hessienne de f , qu’on note Hf , par : Hf (x) = Dg(x) =
D(Df)(x) = (bi,j)i,j=1...N ∈ MN (IR) ou` bi,j = ∂2i,jf(x) ou` ∂2i,j de´signe la
de´rive´e partielle par rapport a` la variable i de la de´rive´e partielle par rapport
a` la variable j. Notons que par de´finition, Dg(x) est la matrice jacobienne de g
en x.
3.2 Optimisation sans contrainte
3.2.1 De´finition et condition d’optimalite´
Soit f ∈ C(E, IR) et E un espace vectoriel norme´. On cherche soit un mini-
mum global de f , c.a`.d. :
x¯ ∈ E tel que f(x¯) ≤ f(y) ∀y ∈ E, (3.2.3)
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ou un minimum local, c.a`.d. :
x¯ tel que ∃α > 0 f(x¯) ≤ f(y) ∀y ∈ B(x¯, α). (3.2.4)
Proposition 3.2 (Condition ne´cessaire d’optimalite´)
Soit E un espace vectoriel norme´, et soient f ∈ C(E, IR), et x¯ ∈ E tel que f
est diffe´rentiable en x¯. Si x¯ est solution de (3.2.4) alors Df(x¯) = 0.
De´monstration Supposons qu’il existe α > 0 tel que f(x¯) ≤ f(y) pour tout
y ∈ B(x¯, α). Soit z ∈ E\{0}, alors si |t| < α‖z‖ , on a x¯+tz ∈ B(x¯, α) (ou` B(x¯, α)
de´signe la boule ouverte de centre x¯ et de rayon α) et on a donc f(x¯) ≤ f(x¯+tz).
Comme f est diffe´rentiable en x¯, on a :
f(x¯+ tz) = f(x¯) +Df(x¯)(tz) + |t|εz(t),
ou` εz(t) → 0 lorsque t → 0. On a donc f(x¯) + tDf(x¯)(z) + |t|εz(t) ≥ f(x¯). Et
pour
α
‖z‖ > t > 0, on a Df(x¯)(z) + εz(t) ≥ 0. En faisant tendre t vers 0, on
obtient que
Df(x¯)(z) ≥ 0, ∀z ∈ E.
On a aussi Df(x¯)(−z) ≥ 0 ∀z ∈ E, et donc : −Df(x¯)(z) ≥ 0 ∀z ∈ E.
On en conclut que
Df(x¯) = 0.
Remarque 3.3 Attention, la proposition pre´ce´dente donne une condition ne´ces-
saire mais non suffisante. En effet, Df(x¯) = 0 n’entraˆıne pas que f atteigne un
minimum (ou un maximum) meˆme local, en x¯. Prendre par exemple E = IR,
x = 0 et la fonction f de´finie par : f(x) = x3 pour s’en convaincre.
3.2.2 Re´sultats d’existence et d’unicite´
The´ore`me 3.4 (Existence) Soit E = IRN et f : E → IR une application telle
que
(i) f est continue,
(ii) f(x) → +∞ quand ‖x‖ → +∞.
Alors il existe x¯ ∈ IRN tel que f(x¯) ≤ f(y) pour tout y ∈ IRN .
De´monstration La condition (ii) peut encore s’e´crire
∀A ∈ IR, ∃R ∈ IR; ‖x‖ ≥ R⇒ f(x) ≥ A. (3.2.5)
On e´crit (3.2.5) avec A = f(0). On obtient alors :
∃R ∈ IR tel que ‖x‖ ≥ R⇒ f(x) ≥ f(0).
On en de´duit que inf IRN f = infBR f , ou` BR = {x ∈ IRN ; |x| ≤ R}. Or, BR est
un compact de IRN et f est continue donc il existe x¯ ∈ BR tel que f(x¯) = infBRf
et donc f(x¯) = inf IRN f .
Remarque 3.5
80 CHAPITRE 3. OPTIMISATION
1. Le the´ore`me est faux si E est de dimension infinie (i.e. si E est espace de
Banach au lieu de E = IRN), car si E est de dimension infinie, BR n’est
pas compacte.
2. L’hypothe`se (ii) du the´ore`me peut eˆtre remplace´e par
(ii)′ ∃b ∈ IRN , ∃R > 0 tel que ‖x‖ ≥ R⇒ f(x) ≥ f(b).
3. Sous les hypothe`ses du the´ore`me il n’y a pas toujours unicite´ de x¯ meˆme
dans le cas N = 1, prendre pour s’en convaincre la fonction f de´finie de
IR dans IR par f(x) = x2(x− 1)(x+ 1).
De´finition 3.6 (Convexite´) Soit E un espace vectoriel et f : E → IR. On dit
que f est convexe si
f(tx+(1−t)y) ≤ tf(x)+(1−t)f(y) pour tout (x, y) ∈ E2 t.q. x 6= y et t ∈ [0, 1].
On dit que f est strictement convexe si
f(tx+(1−t)y) < tf(x)+(1−t)f(y) pour tout (x, y) ∈ E2 t.q. x 6= y et t ∈]0, 1[.
The´ore`me 3.7 (Condition suffisante d’unicite´) Soit E un espace vectoriel
norme´ et f : E → IR strictement convexe alors il existe au plus un x¯ ∈ E tel
que f(x¯) ≤ f(y), ∀y ∈ E.
De´monstration
Soit f strictement convexe, supposons qu’il existe x¯ et
=
x ∈ E tels que f(x¯) =
f(
=
x) = infIRIN f. Comme f est strictement convexe, si x¯ 6=
=
x alors
f(
1
2
x¯+
1
2
=
x) <
1
2
f(x¯) +
1
2
f(
=
x) = inf
IRN
f,
ce qui est impossible ; donc x¯ =
=
x.
Remarque 3.8 Ce the´ore`me ne donne pas l’existence. Par exemple dans le
cas N = 1 la fonction f de´finie par f(x) = ex n’atteint pas son minimum, car
inf
IRN
f = 0 et f(x) 6= 0 pour tout x ∈ IR, et pourtant f est strictement convexe.
Par contre, si on re´unit les hypothe`ses des the´ore`mes 3.4 et 3.7, on obtient
le re´sultat d’existence et unicite´ suivant :
The´ore`me 3.9 (Existence et unicite´) Soit E = IRN , et soit f : E → IR.
On suppose que :
(i) f continue,
(ii) f(x) → +∞ quand ‖x‖ → +∞,
(iii) f est strictement convexe ;
alors il existe un unique x¯ ∈ IRN tel que f(x¯) = inf
IRN
f.
Remarque 3.10 Le the´ore`me reste vrai (voir cours de maˆıtrise) si E est un
espace de Hilbert ; on a besoin dans ce cas pour la partie existence des hypothe`ses
(i), (ii) et de la convexite´ de f .
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Proposition 3.11 (1e`re caracte´risation de la convexite´) Soit E un espace
vectoriel norme´ (sur IR) et f ∈ C1(E, IR) alors :
1. f convexe si et seulement si f(y) ≥ f(x)+Df(x)(y−x), pour tout couple
(x, y) ∈ E2,
2. f est strictement convexe si et seulement si f(y) > f(x) +Df(x)(y − x)
pour tout couple (x, y) ∈ E2 tel que x 6= y.
De´monstration
De´monstration de 1.
(⇒) Supposons que f est convexe : soit (x, y) ∈ E2 ; on veut montrer que
f(y) ≥ f(x) +Df(x)(y−x). Soit t ∈ [0, 1], alors f(ty+ (1− t)x) ≤ tf(y) + (1−
t)f(x) graˆce au fait que f est convexe. On a donc :
f(x+ t(y − x))− f(x) ≤ t(f(y)− f(x)). (3.2.6)
Comme f est diffe´rentiable, f(x+ t(y−x)) = f(x) +Df(x)(t(y−x)) + tε(t) ou`
ε(t) tend vers 0 lorsque t tend vers 0. Donc en reportant dans (3.2.6),
ε(t) +Df(x)(y − x) ≤ f(y)− f(x), ∀t ∈]0, 1[.
En faisant tendre t vers 0, on obtient alors :
f(y) ≥ Df(x)(y − x) + f(x).
(⇐) Montrons maintenant la re´ciproque : Soit (x, y) ∈ E2, et t ∈]0, 1[ (pour
t = 0 ou = 1 on n’a rien a` de´montrer). On veut montrer que f(tx+ (1− t)y) ≤
tf(x) + (1− t)f(y). On pose z = tx+ (1− t)y. On a alors par hypothe`se :
f(y) ≥ f(z) +Df(z)(y − z),
et f(x) ≥ f(z) +Df(z)(x− z).
En multipliant la premie`re ine´galite´ par 1 − t, la deuxie`me par t et en les
additionnant, on obtient :
(1− t)f(y) + tf(x) ≥ f(z) + (1− t)Df(z)(y − z) + tDf(z)(x− z)
(1− t)f(y) + tf(x) ≥ f(z) +Df(z)((1− t)(y − z) + t(x− z)).
Et comme (1− t)(y− z) + t(x− z) = 0, on a donc (1− t)f(y) + tf(x) ≥ f(z) =
f(tx+ (1− t)y).
De´monstration de 2
(⇒) On suppose que f est strictement convexe, on veut montrer que f(y) >
f(x)+Df(x)(y−x) si y 6= x. Soit donc (x, y) ∈ E2, x 6= y. On pose z = 12 (y−x),
et comme f est convexe, on peut appliquer la partie 1. du the´ore`me et e´crire que
f(x+z) ≥ f(x)+Df(x)(z). On a donc f(x)+Df(x)( y−x2 ) ≤ f(x+y2 ). Comme f
est strictement convexe, ceci entraˆıne que f(x)+Df(x)( y−x2 ) <
1
2 (f(x)+f(y)),
d’ou` le re´sultat.
(⇐) La me´thode de de´monstration est la meˆme que pour le 1.
Proposition 3.12 (Caracte´risation des points tels que f(x¯) = inf
E
f)
Soit E espace vectoriel norme´ et f une fonction de E dans IR. On suppose
que f ∈ C1(E, IR) et que f est convexe. Soit x¯ ∈ E. Alors :
f(x¯) = inf
E
f ⇔ Df(x¯) = 0.
En particulier si E = IRN alors f(x¯) = inf
x∈IRN
f(x) ⇔ ∇f(x¯) = 0.
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De´monstration
(⇒) Supposons que f(x¯) = inf
E
f alors on sait (voir Proposition 3.2) que
Df(x¯) = 0 (la convexite´ est inutile).
(⇐) Si f est convexe et diffe´rentiable, d’apre`s la proposition 3.11, on a :
f(y) ≥ f(x¯)+Df(x¯)(y−x) pour tout y ∈ E et comme par hypothe`seDf(x¯) = 0,
on en de´duit que f(y) ≥ f(x¯) pour tout y ∈ E. Donc f(x¯) = infEf.
Proposition 3.13 (2e`me caracte´risation de la convexite´) Soit E = IRN
et f ∈ C2(E, IR). Soit Hf (x) la hessienne de f au point x, i.e. (Hf (x))i,j =
∂2i,jf(x). Alors
1. f est convexe si et seulement si Hf (x) est syme´trique et positive pour tout
x ∈ E (c.a`.d. Hf (x)t = Hf (x) et Hf (x)y · y ≥ 0 pour tout y ∈ IRN)
2. f est strictement convexe si Hf (x) est syme´trique de´finie positive pour
tout x ∈ E. (Attention la re´ciproque est fausse.)
De´monstration
De´monstration de 1.
(⇒) Soit f convexe, on veut montrer que Hf (x) est syme´trique positive. Il
est clair que Hf (x) est syme´trique car ∂
2
i,jf = ∂
2
j,if car f est C
2. Par de´finition,
Hf (x) = D(∇f(x)) et ∇f ∈ C1(IRN , IRN ). Soit (x, y) ∈ E2, comme f est
convexe et de classe C1, on a, graˆce a` la proposition 3.11 :
f(y) ≥ f(x) +∇f(x) · (y − x). (3.2.7)
Soit ϕ ∈ C2(IR, IR) de´finie par ϕ(t) = f(x+ t(y − x)). Alors :
f(y)− f(x) = ϕ(1)− ϕ(0) =
∫ 1
0
ϕ′(t)dt = [ϕ′(t)(t− 1)]10 −
∫ 1
0
ϕ′′(t)(t− 1)dt,
c’est–a` dire : f(y)− f(x) = ϕ′(0) + ∫ 1
0
ϕ′′(t)(1− t)dt. Or ϕ′(t) = ∇f(x+ t(y −
x)) · (y − x), et
ϕ′′(t) = D(∇f(x+ t(y− x))(y − x) · (y− x) = Hf (x+ t(y− x))(y − x) · (y− x).
On a donc :
f(y)−f(x) = ∇f(x)(y−x)+
∫ 1
0
Hf (x+t(y−x))(y−x)·(y−x)(1−t)dt. (3.2.8)
Les ine´galite´s (3.2.7) et (3.2.8) entraˆınent :
∫ 1
0 Hf (x+ t(y− x))(y− x) · (y−
x)(1− t)dt ≥ 0 ∀x, y ∈ E. On a donc :∫ 1
0
Hf (x+ tz)z · z(1− t)dt ≥ 0 ∀x, ∀z ∈ E. (3.2.9)
En fixant x ∈ E, on e´crit (3.2.9) avec z = εy, ε > 0, y ∈ IRN . On obtient :
ε2
∫ 1
0
Hf (x+ tεy)y · y(1− t)dt ≥ 0 ∀x, y ∈ E, ∀ε > 0, et donc :
∫ 1
0
Hf(x+ tεy)y · y(1− t)dt ≥ 0 ∀ε > 0.
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Pour (x, y) ∈ E2 fixe´, Hf (x + tεy) tend vers Hf (x) uniforme´ment lorsque
ε→ 0, pour t ∈ [0, 1]. On a donc :∫ 1
0
Hf (x)y · y(1− t)dt ≥ 0, c.a`.d. 1
2
Hf (x)y · y ≥ 0.
Donc pour tout (x, y) ∈ (IRN )2, Hf (x)y · y ≥ 0 donc Hf (x) est positive.
(⇐) Montrons maintenant la re´ciproque : On suppose que Hf (x) est positive
pour tout x ∈ E. On veut de´montrer que f est convexe ; on va pour cela utiliser
la proposition 3.11 et montrer que : f(y) ≥ f(x) + ∇f(x) · (y − x) pour tout
(x, y) ∈ E2. Graˆce a` (3.2.8), on a :
f(y)− f(x) = ∇f(x) · (y − x) +
∫ 1
0
Hf (x+ t(y − x))(y − x) · (y − x)(1− t)dt.
Or Hf (x + t(y − x))(y − x) · (y − x) ≥ 0 pour tout couple (x, y) ∈ E2, et
1 − t ≥ 0 sur [0, 1]. On a donc f(y) ≥ f(x) +∇f(x) · (y − x) pour tout couple
(x, y) ∈ E2. La fonction f est donc bien convexe.
De´monstration de 2.
(⇐) On suppose que Hf (x) est strictement positive pour tout x ∈ E, et
on veut montrer que f est strictement convexe. On va encore utiliser la ca-
racte´risation de la proposition 3.11. Soit donc (x, y) ∈ E2 tel que y 6= x. Alors :
f(y) = f(x)+∇f(x)·(y−x)+
∫ 1
0
Hf (x+ t(y − x))(y − x) · (y − x)︸ ︷︷ ︸
>0 si x6=y
(1− t)︸ ︷︷ ︸
6=0 si t∈]0,1[
dt.
Donc f(y) > f(x)+∇f(x)(y−x) si x 6= y, ce qui prouve que f est strictement
convexe.
Contre-exemple Pour montrer que la re´ciproque de 2. est fausse, on propose
le contre-exemple suivant : Soit N = 1 et f ∈ C2(IR, IR), on a alors Hf (x) =
f ′′(x). Si f est la fonction de´finie par f(x) = x4, alors f est strictement convexe
car f ′′(x) = 12x2 ≥ 0, mais f ′′(0) = 0.
Cas d’une fonctionnelle quadratique Soient A ∈ MN (IR), b ∈ IRN , et
f la fonction de IRN dans IRN de´finie par f(x) = 12Ax · x − b · x. Alors f ∈
C∞(IRN , IR). Le calcul du gradient de f et de sa hessienne font l’objet de
l’exercice 50 : on montre que
∇f(x) = 1
2
(Ax+Atx)− b.
Donc si A est syme´trique ∇f(x) = Ax−b. Le calcul de la hessienne de f donne :
Hf (x) = D(∇f(x)) = 1
2
(A+At).
On en de´duit que si A est syme´trique, Hf (x) = A. On peut montrer en parti-
culier (voir exercice 50) que si A est syme´trique de´finie positive alors il existe
un unique x¯ ∈ IRN tel que f(x¯) ≤ f(x) pour tout x ∈ IRN , et que ce x¯ est aussi
l’unique solution du syste`me line´aire Ax = b.
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3.2.3 Exercices
Exercice 49 (Convexite´ et continuite´)
Suggestions en page 150.
1. Soit f : IR → IR. On suppose que f est convexe.
(a) Montrer que f est continue.
(b) Montrer que f est localement lipschitzienne.
2. Soit N ≥ 1 et f : IRN → IR. On suppose que f est convexe.
(a) Montrer f est borne´e supe´rieurement sur les borne´s (c’est-a`-dire :
pour tout R > 0, il existe mR t.q. f(x) ≤ mR si la norme de x est
infe´rieure ou e´gale a` R).
(b) Montrer que f est continue.
(c) Montrer que f est localement lipschitzienne.
(d) On remplace maintenant IRN par E, e.v.n. de dimension finie. Mon-
trer que f est continue et que f est localement lipschitzienne.
3. Soient E un e.v.n. de dimension infinie et f : E → IR. On suppose que f
est convexe.
(a) On suppose, dans cette question, que f est borne´e supe´rieurement
sur les borne´s. Montrer que f est continue.
(b) Donner un exemple d’e.v.n. (note´ E) et de fonction convexe f : E →
IR t.q. f soit non continue.
Exercice 50 (Minimisation d’une fonctionnelle quadratique)
Corrige´ de´taille´ en page 203
Soient A ∈ MN (IR), b ∈ IRN , et f la fonction de IRN dans IR de´finie par
f(x) = 12Ax · x− b · x.
1. Montrer que f ∈ C∞(IRN , IR) et calculer le gradient et la matrice hes-
sienne de f en tout point.
2. Montrer que si A est syme´trique de´finie positive alors il existe un unique
x¯ ∈ IRN qui minimise f , et que ce x¯ est l’unique solution du syste`me line´aire
Ax = b.
3.3 Algorithmes d’optimisation sans contrainte
Soit E = IRN et f ∈ C(E, IR). On suppose qu’il existe x¯ ∈ E tel que
f(x¯) = inf
E
f . On cherche a` calculer x¯ (si f est de classe C1, on a ne´cessairement
∇f(x¯) = 0). On va donc maintenant de´velopper des algorithmes (ou me´thodes
de calcul) du point x¯ qui re´alise le minimum de f .
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3.3.1 Me´thodes de descente
De´finition 3.14 Soient f ∈ C(E, IR) et E = IRN .
1. Soit x ∈ E, on dit que w ∈ E \ {0} est une direction de descente en x s’il
existe ρ0 > 0 tel que
f(x+ ρw) ≤ f(x) ∀ρ ∈ [0, ρ0]
2. Soit x ∈ E, on dit que w ∈ E \ {0} est une direction de descente stricte
en x si s’il existe ρ0 > 0 tel que
f(x+ ρw) < f(x) ∀ρ ∈]0, ρ0].
3. Une “me´thode de descente” pour la recherche de x¯ tel que f(x¯) = inf
E
f
consiste a` construire une suite (xn)n de la manie`re suivante :
(a) Initialisation x0 ∈ E ;
(b) Ite´ration n : on suppose x0 . . . xn connus (n ≥ 0) ;
i. On cherche wn direction de descente stricte de xn
ii. On prend xn+1 = xn + ρnwn avec ρn > 0 “bien choisi”.
Proposition 3.15 Soient E = IRN , f ∈ C1(E, IR), x ∈ E et w ∈ E \ {0} ;
alors
1. si w direction de descente en x alors w · ∇f(x) ≤ 0
2. si ∇f(x) 6= 0 alors w = −∇f(x) est une direction de descente stricte en
x.
De´monstration
1. Soit w ∈ E \ {0} une direction de descente en x alors par de´finition,
∃ρ0 > 0 tel que f(x+ ρw) ≤ f(w), ∀ρ ∈ [0, ρ0].
Soit ϕ la fonction de IR dans IR de´finie par : ϕ(ρ) = f(x + ρw). On a
ϕ ∈ C1(IR, IR) et ϕ′(ρ) = ∇f(x+ ρw) · w. Comme w est une direction de
descente, on peut e´crire : ϕ(ρ) ≤ ϕ(0), ∀ρ ∈ [0, ρ0], et donc
∀ρ ∈]0, ρ0[, ϕ(ρ)− ϕ(0)
ρ
≤ 0;
en passant a` la limite lorsque ρ tend vers 0, on de´duit que ϕ′(0) ≤ 0, c.a`.d.
∇f(x) · w ≤ 0.
2. Soit w = −∇f(x) 6= 0. On veut montrer qu’il existe ρ0 > 0 tel que si
ρ ∈]0, ρ0] alors f(x + ρw) < f(x) ou encore que ϕ(ρ) < ϕ(0) ou` ϕ est la
fonction de´finie en 1 ci-dessus. On a : ϕ′(0) = ∇f(x) ·w = −|∇f(x)|2 < 0.
Comme ϕ′ est continue, il existe ρ0 > 0 tel que si ρ ∈ [0, ρ0] alors ϕ′(ρ) <
0. Si ρ ∈]0, ρ0] alors ϕ(ρ) − ϕ(0) =
∫ ρ
0
ϕ′(t)dt < 0, et on a donc bien
ϕ(ρ) < ϕ(0) pour tout ρ ∈]0, ρ0], ce qui prouve que w est une direction de
descente stricte en x.
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Algorithme du gradient a` pas fixe Soient f ∈ C1(E, IR) et E = IRN . On
se donne ρ > 0. 
Initialisation : x0 ∈ E,
Ite´ration n : xn connu, (n ≥ 0)
wn = −∇f(xn),
xn+1 = xn + ρwn.
(3.3.10)
The´ore`me 3.16 (Convergence du gradient a` pas fixe) Soient E = IRN
et f ∈ C1(E, IR) On suppose que :
1. ∃α > 0 tel que (∇f(x) −∇f(y)) · (x− y) ≥ α‖x− y‖2, ∀(x, y) ∈ E2,
2. ∃M > 0 tel que ‖∇f(x)−∇f(y)‖ ≤M‖x− y‖, ∀(x, y) ∈ E2,
alors :
1. f est strictement convexe,
2. f(x) → +∞ quand |x| → +∞,
3. il existe un et un seul x¯ ∈ E tel que f(x¯) = inf
E
f (conse´quence de 1. et 2.),
4. si 0 < ρ <
2α
M2
alors la suite (xn)n∈IN construite par (3.3.10) converge
vers x¯ lorsque n→ +∞ .
La de´monstration de ce the´ore`me fait l’objet de l’exercice 51.
Algorithme du gradient a` pas optimal L’ide´e de l’algorithme du gradient
a` pas optimal est d’essayer de calculer a` chaque ite´ration le parame`tre qui mi-
nimise la fonction dans la direction de descente donne´e par le gradient. Soient
f ∈ C1(E, IR) et E = IRN , cet algorithme s’e´crit :

Initialisation : x0 ∈ IRN .
Ite´ration n : xn connu.
On calcule wn = −∇f(xn).
On choisit ρn ≥ 0 tel que
f(xn + ρnwn) ≤ f(xn + ρwn) ∀ρ ≥ 0.
On pose xn+1 = xn + ρnwn.
(3.3.11)
Les questions auxquelles on doit re´pondre pour s’assurer du bien fonde´ de
ce nouvel algorithme sont les suivantes :
1. Existe–t–il ρn tel que f(xn + ρnwn) ≤ f(xn + ρwn), ∀ρ ≥ 0 ?
2. Comment calcule–t’on ρn ?
3. La suite (xn)n∈IN construite par l’algorithme converge–t–elle?
La re´ponse aux questions 1. et 3. est apporte´e par le the´ore`me suivant :
The´ore`me 3.17 (Convergence du gradient a` pas optimal)
Soit f ∈ C1(IRN , IR) telle que f(x) → +∞ quand |x| → +∞. Alors :
1. La suite (xn)n∈IN est bien de´finie par (3.3.11). On choisit ρn > 0 tel
que f(xn + ρnwn) ≤ f(xn + ρwn) ∀ρ ≥ 0 (ρn existe mais n’est pas
ne´cessairement unique).
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2. La suite (xn)n∈IN est borne´e et si (xnk )k∈IN est une sous suite convergente,
i.e. xnk → x lorsque k → +∞, on a ne´cessairement ∇f(x) = 0. De plus
si f est convexe on a f(x) = inf
IRN
f
3. Si f est strictement convexe on a alors xn → x¯ quand n → +∞, avec
f(x¯) = inf
IRN
f
La de´monstration de ce the´ore`me fait l’objet de l’exercice 52. On en donne
ici les ide´es principales.
1. On utilise l’hypothe`se f(x) → +∞ quand |x| → +∞ pour montrer que la
suite (xn)n∈IN construite par (3.3.11) existe : en effet, a` xn connu,
1er cas : si ∇f(xn) = 0, alors xn+1 = xn et donc xp = xn ∀p ≥ n,
2e`me cas : si ∇f(xn) 6= 0, alors wn = ∇f(xn) est une direction de
descente stricte.
Dans ce deuxie`me cas, il existe donc ρ0 tel que
f(xn + ρwn) < f(xn), ∀ρ ∈]0, ρ0]. (3.3.12)
De plus, comme wn 6= 0, |xn + ρwn| → +∞ quand ρ → +∞ et donc
f(xn + ρwn) −→ +∞ quand ρ → +∞. Il existe donc M > 0 tel que si
ρ > M alors f(xn + ρwn) ≥ f(xn). On a donc :
inf
ρ∈IR∗+
f(xn + ρwn) = inf
ρ∈[0,M ]
f(xn + ρwn).
Comme [0,M ] est compact, il existe ρn ∈ [0,M ] tel que f(xn + ρnwn) =
inf
ρ∈[0,M ]
f(xn + ρwn). De plus on a graˆce a` (3.3.12) que ρn > 0.
2. Le point 2. de´coule du fait que la suite (f(xn))n∈IN est de´croissante, donc
la suite (xn)n∈IN est borne´e (car f(x) → +∞ quand |x| → +∞). On
montre ensuite que si xnk → x lorsque k → +∞ alors ∇f(x¯) = 0 (ceci est
plus difficile, les e´tapes sont de´taille´es dans l’exercice 52).
Reste la question du calcul de ρn. Soit ϕ la fonction de IR+ dans IR de´finie
par : ϕ(ρ) = f(xn + ρwn). Comme ρn > 0 et ϕ(ρn) ≤ ϕ(ρ) pour tout ρ ∈ IR+,
on a ne´cessairement ϕ′(ρn) = ∇f(xn + ρnwn) · wn = 0. Conside´rons le cas
d’une fonctionnelle quadratique, i.e. f(x) = 12Ax ·x− b ·x, A e´tant une matrice
syme´trique de´finie positive. Alors ∇f(xn) = Axn − b, et donc ∇f(xn + ρnwn) ·
wn = (Axn+ρnAwn−b)·wn = 0. On a ainsi dans ce cas une expression explicite
de ρn :
ρn =
(b−Axn) · wn
Awn · wn ,
(en effet, Awn · wn 6= 0 car A est syme´trique de´finie positive).
Dans le cas d’une fonction f ge´ne´rale, on n’a pas en ge´ne´ral de formule
explicite pour ρn. On peut par exemple le calculer en cherchant le ze´ro de f
′
par la me´thode de la se´cante ou la me´thode de Newton. . .
L’algorithme du gradient a` pas optimal est donc une me´thode de minimisa-
tion dont on a prouve´ la convergence. Cependant, cette convergence est lente
(en ge´ne´ral line´aire), et de plus, l’algorithme ne´cessite le calcul du parame`tre
ρn optimal.
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Algorithme du gradient a` pas variable Dans ce nouvel algorithme, on ne
prend pas force´ment le parame`tre optimal pour ρ, mais on lui permet d’eˆtre
variable d’une ite´ration a` l’autre. L’algorithme s’e´crit :
Initialisation : x0 ∈ IRN .
Ite´ration : On suppose xn connu ; soit wn = −∇f(xn) ou` : wn 6= 0
(si wn = 0 l’algorithme s’arreˆte).
On prend ρn > 0 tel que f(xn + ρnwn) < f(xn).
On pose xn+1 = xn + ρnwn.
(3.3.13)
The´ore`me 3.18 (Convergence du gradient a` pas variable)
Soit f ∈ C1(IRN , IR) une fonction telle que f(x) → +∞ quand |x| → +∞,
alors :
1. On peut de´finir une suite (xn)n∈IN par (3.3.13).
2. La suite (xn)n∈IN est borne´e. Si xnk → x quand k+∞ et si ∇f(xnk ) → 0
quand n → +∞ alors ∇f(x) = 0. Si de plus f est convexe on a f(x) =
inf
IRN
f
3. Si ∇f(xn) → 0 quand n → +∞ et si f est strictement convexe alors
xn → x¯ et f(x¯) = inf
IRN
f .
De´monstration : Elle est facile a` partir de la de´monstration du the´ore`me
pre´ce´dent : reprendre en l’adaptant l’exercice 52.
3.3.2 Exercices
Exercice 51 (Convergence de l’algorithme du gradient a` pas fixe)
Suggestions en page 151, corrige´ de´taille´ en page 204
Soit f ∈ C1(IRN , IR) (N ≥ 1). On suppose que f ve´rifie :
∃α > 0 t.q. (∇f(x) −∇f(y)) · (x− y) ≥ α|x− y|2, ∀x, y ∈ IRN , (3.3.14)
∃M > 0 t.q. |∇f(x)−∇f(y)| ≤M |x− y|, ∀x, y ∈ IRN . (3.3.15)
1. Montrer que
f(y)− f(x) ≥ ∇f(x) · (y − x) + α
2
|y − x|2, ∀x, y ∈ IRN .
2. Montrer que f est strictement convexe et que f(x) →∞ quand |x| → ∞.
En de´duire qu’il existe un et un seul x ∈ IRN t.q. f(x) ≤ f(x) pour tout
x ∈ IRN .
3. Soient ρ ∈]0, (2α/M2)[ et x0 ∈ IRN . Montrer que la suite (xn)n∈IN de´finie
par xn+1 = xn − ρ∇f(xn) (pour n ∈ IN) converge vers x.
Exercice 52 (Convergence de l’algorithme du gradient a` pas optimal)
Suggestions en page 151, corrige´ de´taille´ en page 205
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Soit f ∈ C2(IRN , IR) t.q. f(x) → ∞ quand |x| → ∞. Soit x0 ∈ IRN . On va
de´montrer dans cet exercice la convergence de l’algorithme du gradient a` pas
optimal.
1. Montrer qu’il existe R > 0 t.q. f(x) > f(x0) pour tout x /∈ BR, avec
BR = {x ∈ IRN , |x| ≤ R}.
2. Montrer qu’il existe M > 0 t.q. |H(x)y · y| ≤ M |y|2 pour tout y ∈ IRN
et tout x ∈ BR+1 (H(x) est la matrice hessienne de f au point x, R est
donne´ a` la question 1).
3. (Construction de “la” suite (xn)n∈IN de l’algorithme du gradient a` pas
optimal.) On suppose xn connu (n ∈ N). On pose wn = −∇f(xn). Si
wn = 0, on pose xn+1 = xn. Si wn 6= 0, montrer qu’il existe ρ > 0 t.q.
f(xn+ρwn) ≤ f(xn+ρwn) pour tout ρ ≥ 0. On choisit alors un ρn > 0 t.q.
f(xn+ρnwn) ≤ f(xn+ρwn) pour tout ρ ≥ 0 et on pose xn+1 = xn+ρnwn.
On conside`re, dans les questions suivantes, la suite (xn)n∈IN ainsi construite.
4. Montrer que (avec R et M donne´s aux questions pre´ce´dentes)
(a) la suite (f(xn))n∈IN est une suite convergente,
(b) xn ∈ BR pour tout n ∈ IN,
(c) f(xn+ρwn) ≤ f(xn)−ρ|wn|2+(ρ2/2)M |wn|2 pour tout ρ ∈ [0, 1/|wn|].
(d) f(xn+1) ≤ f(xn)− |wn|2/(2M), si |wn| ≤M .
(e) −f(xn+1) + f(xn) ≥ |wn|2/(2M), avec M = sup(M, M˜),
M˜ = sup{|∇f(x)|, x ∈ BR}.
5. Montrer que ∇f(xn) → 0 (quand n → ∞) et qu’il existe une sous suite
(nk)k∈IN t.q. xnk → x quand k →∞ et ∇f(x) = 0.
6. On suppose qu’il existe un unique x ∈ IRN t.q. ∇f(x) = 0. Montrer que
f(x) ≤ f(x) pour tout x ∈ IRN et que xn → x quand n→∞.
Exercice 53 (Fonction non croissante a` l’infini)
Suggestions en page 151.
Soient N ≥ 1, f ∈ C2(IRN , IR) et a ∈ IR. On suppose que A = {x ∈
IRN ; f(x) ≤ f(a)} est un ensemble borne´ de IRN et qu’il existe M ∈ IR t.q.
|H(x)y ·y| ≤M |y|2 pour tout x, y ∈ IRN (ou` H(x) de´signe la matrice hessienne
de f au point x).
1. Montrer qu’il existe x ∈ A t.q. f(x) = min{f(x), x ∈ IRN} (noter qu’il
n’y a pas ne´cessairement unicite´ de x).
2. Soit x ∈ A t.q. ∇f(x) 6= 0. On pose T (x) = sup{ρ ≥ 0; [x, x− ρ∇f(x)] ⊂
A}. Montrer que 0 < T (x) < +∞ et que [x, x − T (x)∇f(x)] ⊂ A} (ou`
[x, x − T (x)∇f(x)] de´signe l’ensemble {tx + (1 − t)(x − T (x)∇f(x)), t ∈
[0, 1]}.
3. Pour calculer une valeur appoche´e de x (t.q. f(x) = min{f(x), x ∈ IRN}),
on propose l’algorithme suivant :
Initialisation : x0 ∈ A,
Ite´rations : Soit k ≥ 0. Si ∇f(xk) = 0, on pose xk+1 = xk. Si ∇f(xk) 6=
0, On choisit ρk ∈ [0, T (xk)] t.q. f(xk−ρk∇f(xk)) = min{f(xk−ρ∇f(xk)),
0 ≤ ρ ≤ T (xk)} (La fonction T est de´finie a` la question 2) et on pose
xk+1 = xk − ρk∇f(xk).
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(a) Montrer que, pour tout x0 ∈ A, l’algorithme pre´ce´dent de´finit une
suite (xk)k∈IN ⊂ A (c’est a` dire que, pour xk ∈ A, il existe bien
au moins un e´le´ment de [0, T (xk)], note´ ρk, t.q. f(xk − ρk∇f(xk) =
min{f(xk − ρ∇f(xk)), 0 ≤ ρ ≤ T (xk)}).
(b) Montrer que cet algorithme n’est pas ne´cessairement l’algorithme du
gradient a` pas optimal. [on pourra chercher un exemple avec N = 1.]
(c) Montrer que f(xk)− f(xk+1) ≥ |∇f(xk)|
2
2M , pour tout k ∈ IN.
4. On montre maintenant la convergence de la suite (xk)k∈IN construite a` la
question pre´ce´dente.
(a) Montrer qu’il existe une sous suite (xkn)n∈IN et x ∈ A t.q. xkn → x,
quand n→∞, et ∇f(x) = 0.
(b) On suppose, dans cette question, qu’il existe un et un seul e´le´ment
z ∈ A t.q. ∇f(z) = 0. Montrer que xk → z, quand k → ∞, et que
f(z) = min{f(x), x ∈ A}.
3.3.3 Algorithmes du gradient conjugue´
La me´thode du gradient conjugue´ a e´te´ de´couverte en 1952 par Hestenes
et Steifel pour la minimisation de fonctionnelles quadratiques, c’est-a` -dire de
fonctionnelles de la forme
f(x) =
1
2
Ax · x− b · x,
ou` A ∈ MN (IR) est une matrice syme´trique de´finie positive et b ∈ IRN . On
rappelle (voir section (3.2.2) et exercice (50)) que f(x¯) = inf
IRN
f ⇔ Ax¯ = b.
De´finition 3.19 (Vecteurs conjugue´s) Soit A ∈MN (IR) une matrice syme´-
trique de´finie positive,
1. Deux vecteurs v et w de IRN \ {0} sont dits A-conjugue´s si Av · w =
w ·Av = 0.
2. Une famille (w(1), . . . , w(p)) de IRN \ {0} est dite A-conjugue´e si w(i) ·
Aw(j) = 0 pour tout couple (i, j) ∈ {1, . . . , p}2 tel que i 6= j.
Proposition 3.20 Soit A ∈ MN(IR) une matrice syme´trique de´finie positive,
(w(1), . . . , w(p)) une famille de IRN , alors :
1. si la famille (w(1), . . . , w(p)) est A-conjugue´e alors elle est libre ;
2. dans le cas ou` p = N , si la famille (w(1), . . . , w(N)) est A-conjugue´e alors
c’est une base de IRN .
De´monstration : Le point 2. est imme´diat de`s qu’on a de´montre´ le point 1.
Supposons donc que (w(1), . . . , w(p)) est une famille A-conjugue´e, i.e. w(i) 6= 0,
∀i et w(i)·Aw(j) = 0 si i 6= j ; soit (αi)i=1,...,p ⊂ IR, supposons que
∑p
i=1 αiw
(i) =
0, on a donc
∑p
i=1 αiw
(i) ·Aw(j) = 0 et donc αjw(j) ·Aw(j) = 0. Or w(j) ·Aw(j) 6=
0 car w(j) 6= 0 et A est syme´trique de´finie positive. On en de´duit que αj = 0
pour j = 1, . . . , p. La famille (w(1), . . . , w(p)) est donc libre.
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Proposition 3.21 Soit A ∈ MN (IR) une matrice syme´trique de´finie positive,
b ∈ IRN et f une fonction de´finie de IRN dans IRN par f(x) = 1
2
Ax · x− b · x.
On suppose que la suite (x(n))n est de´finie par :
Initialisation x(0) ∈ IRN
Ite´ration n x(n+1) = x(n) + ρnw
(n) ou`
1) w(n) 6= 0 est une direction de descente stricte en x(n)
2) ρn est optimal dans la direction w
(n).
Si la famille (w(0), . . . , w(N−1)) est une famille A-conjugue´e alors x(N) = x¯
avec Ax¯ = b.
De´monstration Soit w(n) direction de descente stricte en x(n) et ρn optimal
dans la direction w(n) ; alors ρn > 0 et ∇f(x(n+1)) · w(n) = 0, c’est-a`-dire
(Ax(n+1) − b) · w(n) = 0 (3.3.16)
On va montrer que
(Ax(N) − b) · w(p) = 0, ∀p ∈ {0, . . . , N − 1}.
Comme (w(0), . . . , w(N−1)) est une base de IRN , on en de´duit alors que Ax(N) =
b, c’est-a`-dire x(N) = x¯. Remarquons d’abord graˆce a` (3.3.16) que (Ax(N) − b) ·
w(N−1) = 0. Soit maintenant p < N − 1. On a :
Ax(N) − b = A(x(N−1) + ρN−1w(N−1))− b = Ax(N−1) − b+ ρN−1Aw(N−1).
On a donc en ite´rant,
Ax(N) − b = Ax(p+1) − b+ ρN−1Aw(N−1) + . . .+ ρp+1Aw(p+1), ∀p ≥ 1
. On en de´duit que
(Ax(N) − b) · w(p) = (Ax(p+1) − b) · w(p) +
N−1∑
j=p+1
(ρiAwj · w(p)).
Comme les directions wi sont conjugue´es, on a donc (Ax
(N)− b) ·w(p) = 0 pour
tout p = 0 . . .N − 1 et donc Ax(N) = b.
Le re´sultat pre´ce´dent sugge`re de rechercher une me´thode de minimisation de
la fonction quadratique f selon le principe suivant : Pour x(0) . . . x(n) connus,
w(0), . . . , w(n−1) connus, on cherche w(n) tel que :
1. w(n) soit une direction de descente stricte en x(n),
2. w(n) soit A-conjugue´ avec w(p) pour tout p < n.
Si on arrive a` trouver w(n) on prend alors x(n+1) = x(n)+ρnw
(n) avec ρn optimal
dans la direction w(n). La proprie´te´ pre´ce´dente donne x(N) = x¯ avec Ax¯ = b.
De´finition 3.22 (Me´thode du gradient conjugue´) Soit A ∈ MN(IR) une
matrice syme´trique de´finie positive, b ∈ IRN et f(x) = 1
2
Ax · x− b · x.
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
Initialisation
Soit x(0) ∈ IRN , et soit r(0) = b−Ax(0) = −∇f(x(0)).
1) Si r(0) = 0, alors Ax(0) = b et donc x(0) = x¯,
auquel cas l’algorithme s’arreˆte.
2) Si r(0) 6= 0, alors on pose w(0) = r(0), et on choisit ρ0 optimal
dans la direction w(0).
On pose alors x(1) = x(0) + ρ0w
(0).
Ite´ration 1 ≤ n ≤ N − 1 :
On suppose x(0), . . . , x(n) et w(0), . . . , w(n−1) connus et on pose
r(n) = b−Ax(n).
1) Si r(n) = 0 on a Ax(n) = b donc x(n) = x¯
auquel cas l’algorithme s’arreˆte.
2) Si r(n) 6= 0, alors on pose w(n) = r(n) + λn−1w(n−1)
avec λn−1 tel que w(n) ·Aw(n−1) = 0,
et on choisit ρn optimal dans la direction w
(n) ;
On pose alors x(n+1) = x(n) + ρnw
(n).
(3.3.17)
The´ore`me 3.23 Soit A une syme´trique de´finie positive, A ∈MN (IR), b ∈ IRN
et f(x) =
1
2
Ax ·x−b ·x alors (3.3.17) de´finit une suite (x(n))n=0,...,p avec p ≤ N
telle que x(N) = x¯ avec Ax¯ = b.
De´monstration
Initialisation Si r(0) = 0, alors Ax(0) = b et donc x(0) = x¯ auquel cas p = 0.
Si r(0) 6= 0, comme w(0) = r(0) = b−Ax(0) = −∇f(x(0)), w(0) est une direction
de descente stricte ; il existe donc ρ0 qui minimise la fonction ϕ de´finie de IR
dans IR par ϕ(ρ) = f(x(0) + ρw(0)). La valeur de ρ0 est obtenue en demandant
que ϕ′(ρ) = 0, ce qui donne : ρ0 =
r(0) · w(0)
Aw(0) · w(0) . L’e´le´ment x
(1) = x(0) + ρ0w
(0)
est donc bien de´fini. Notons que r(1) = Ax(1) − b = r(0) − ρ0Aw(0), et donc
r(1) · w(0) = 0.
Ite´ration n
On suppose x(0), . . . , x(n) et w(0), . . . , w(n) connus, et on pose r(n) = b −
Ax(n).
Si r(n) = 0 alors Ax(n) = b et donc x(n) = x¯ auquel cas l’algorithme s’arreˆte
et p = n.
Si r(n) 6= 0, on pose w(n) = r(n) + λn−1w(n−1). Comme w(n−1) 6= 0, on peut
choisir λn−1 tel que w(n) ·Aw(n−1) = 0, c.a`.d. (r(n) +λn−1w(n−1)) ·Aw(n−1) = 0,
en prenant
λn−1 = − r
(n) · Aw(n−1)
w(n−1) ·Aw(n−1) .
Montrons maintenant que w(n) est une direction de descente stricte en x(n).
On a :
3.3. ALGORITHMES D’OPTIMISATION SANS CONTRAINTE 93
w(n) · (−∇f(x(n))) = (r(n) + λn−1w(n−1)) · (−∇f(x(n)))
= (−∇f(x(n)) + λn−1wn−1) · (−∇f(xn))
= |∇f(x(n))|2 − λn−1w(n−1) · ∇f(x(n)).
Or w(n−1) · ∇f(x(n)) = 0 car ρn−1 est le parame`tre de descente optimal en
x(n−1) dans la direction w(n−1), on a donc :
−w(n) · ∇f(x(n)) = |∇f(x(n))|2 = |r(n)|2 > 0
ceci donne que w(n) est une direction de descente stricte en x(n) On peut choisir
ρn > 0 optimal en x
(n) dans la direction w(n), et le calcul de ρn (similaire a`
celui de l’e´tape d’initialisation) donne
ρn =
r(n) · w(n)
Aw(n) · w(n) . (3.3.18)
On peut donc bien de´finir x(n+1) = x(n) + ρnw
(n). Remarquons que ce choix de
ρn entraˆıne que
r(n) · w(n−1) = 0. (3.3.19)
Pour pouvoir appliquer la proposition 3.21, il reste a` montrer que la famille
w(0), . . . , w(n) est A-conjugue´e. Ceci est l’objet de la proposition 3.24 qui suit.
Graˆce a` cette proposition, on obtient que si r(n) 6= 0, n = 0, . . . , N−1, la famille
(w(0), . . . , w(N−1)) est donc A-conjugue´e, et w(n) est une direction de descente
stricte en x(n) pour tout n ≤ N − 1. On en de´duit par la proposition 3.21 que
x(N) = x¯.
Proposition 3.24 Sous les hypothe`ses et notations de la de´finition 3.22, soit
n ∈ IN tel que 1 ≤ n ≤ N , si r(q) 6= 0 pour 0 ≤ q ≤ n, les proprie´te´s suivantes
sont ve´rifie´es :
1. r(n) · w(q) = 0, ∀q = 0, . . . , n− 1,
2. Vect(r(0), . . . , r(n)) = Vect(r(0), . . . , Anr(0)),
3. Vect(w(0), . . . , w(n)) = Vect(r(0), . . . , Anr(0)),
4. w(n) · Aw(q) = 0, ∀q = 0, . . . , n− 1,
5. r(n) · r(q) = 0, ∀q = 0, . . . , n− 1,
ou` V ect(w(0), . . . , w(n)) de´signe l’espace vectoriel engendre´ par les vecteurs w(0),
. . . , w(n). En particulier, la famille (w(0), . . . , w(N−1)) est A-conjugue´e.
L’espace Vect(r(0), . . . , Anr(0)) est appele´ espace de Krylov. La de´monstration
de cette proposition se fait par re´currence, et ne´cessite les petits re´sultats
pre´liminaires suivants :
Lemme 3.25 Sous les hypothe`ses et notations de la de´finition 3.22, on a :
ρn =
r(n) · r(n)
w(n) ·Aw(n) , (3.3.20)
r(n) = r(n−1) + ρn−1Aw(n−1),
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r(n) · r(n−1) = 0, (3.3.22)
λn−1 =
r(n) · r(n)
r(n−1) · r(n−1) , (3.3.23)
De´monstration :
1. Comme ρn est le parame`tre optimal dans la direction w
(n), on sait (voir
(3.3.18)) que
ρn =
r(n) · w(n)
Aw(n) · w(n) .
Or par de´finition, w(n) = r(n) + λn−1w(n−1), et donc w(n) · r(n) = r(n) · r(n) +
λn−1w(n−1) · r(n). Il ne reste plus a` remarquer que w(n−1) · r(n) = 0 en raison
de l’optimalite´ de ρn−1 (voir (3.3.19)). On en de´duit que
ρn =
r(n) · r(n)
w(n) · Aw(n) .
2. Par de´finition, x(n) = x(n−1) + ρn−1w(n−1), donc Ax(n) = Ax(n−1) +
ρn−1Aw(n−1), ce qui entraˆıne r(n) = r(n−1) + ρn−1Aw(n−1).
3. Par de´finition, et graˆce a` (3.3.21), on a :
r(n) · r(n−1) = r(n−1) · r(n−1) + ρn−1Aw(n−1) · r(n−1).
Or w(n−1) = r(n−1) + λn−1w(n−2), et donc r(n−1) = w(n−1) − λn−1w(n−2). On
en de´duit que
r(n) ·r(n−1) = r(n−1) ·r(n−1)−ρn−1Aw(n−1) ·w(n−1)−ρn−1λn−1Aw(n−1) ·w(n−2).
Or Aw(n−1) · w(n−2) = 0 et par (3.3.20), on a r(n−1) · r(n−1) − ρn−1Aw(n−1) ·
w(n−1) = 0.
4. Par de´finition,
λn−1 = − r
(n) · Aw(n−1)
w(n−1) ·Aw(n−1) .
Or par (3.3.21), on a :
Aw(n−1) =
1
ρn−1
(r(n−1) − r(n)).
On conclut graˆce a` (3.3.22) et (3.3.20).
De´monstration de la proposition (3.24)
On de´montre les proprie´te´s 1. a` 5 par re´currence.
Etudions tout d’abord le cas n = 1. Remarquons que r(1) ·w(0) = 0 en vertu
de (3.3.19) (on rappelle que cette proprie´te´ de´coule du choix optimal de ρ0).
On a graˆce a` (3.3.21) :
r(1) = r(0) − ρ0Aw(0) = r(0) − ρ0Ar(0),
car w(0) = r(0). On a donc V ect(r(0), r(1)) = V ect(r(0), Ar(0)).
De plus, comme w(0) = r(0), et w(1) = r(1) + λ1w
(0), on a
V ect(r(0), r(1)) = V ect(w(0), w(1)).
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On en de´duit que 2. et 3. sont vraies pour n = 1.
Enfin, on a bien w(1) · Aw(0) = 0 car w(0) et w(1) sont conjugue´es, et r(0) ·
r(1) = 0 en vertu de (3.3.22).
On a ainsi montre´ que les proprie´te´s 1. a` 5. sont ve´rifie´es au rang n = 1.
Supposons maintenant que ces proprie´te´s soient ve´rifie´es jusqu’au rang n, et
de´montrons qu’elles le sont encore au rang n+ 1.
1. En vertu de (3.3.21), et par les hypothe`ses de re´currence 1. et 4., on a :
r(n+1) · w(q) = r(n) · w(q) − ρnAw(n) · w(q) = 0, ∀q ≤ n− 1.
De plus, (3.3.22) entraˆıne r(n+1) · w(n) = 0
2. Montrons que V ect(r(0), r(1) . . . , r(n+1)) = V ect(r(0), Ar(0), . . . , A(n+1)r(0)).
Pour ce faire, commenc¸ons par remarquer que
r(n+1) ∈ V ect(r(0), Ar(0) . . . , A(n+1)r(0)).
En effet, en vertu de (3.3.21), on a : r(n+1) = r(n) − ρnAw(n), et par hypothe`se
de re´currence, on a
r(n) ∈ V ect(r(0), Ar(0) . . . , Anr(0)), et w(n) ∈ V ect(r(0), Ar(0) . . . , Anr(0)).
Montrons maintenant que An+1r(0) ∈ V ect(r(0), r(1) . . . , r(n+1)). Comme
r(n+1) ∈ V ect(r(0), Ar(0) . . . , A(n+1)r(0)), il existe une famille (αk)k=0,...,n+1
telle que
r(n+1) =
n+1∑
k=0
αkA
kr(0) =
n∑
k=0
αkA
kr(0) + αn+1A
n+1r(0).
Or graˆce a` la proprie´te´ 1. on sait que r(n+1) ·w(q) = 0, ∀q ≤ n, et donc r(n+1) 6∈
V ect(w(0), w(1) . . . , w(n)). On a donc αn+1 6= 0, et on peut donc e´crire
An+1r(0) =
1
αn+1
(r(n+1) −
n∑
k=0
αkA
kr(0)) ∈ V ect(r(0), r(1) . . . , r(n+1)),
par hypothe`se de re´currence.
3. Montrons maintenant que
V ect(w(0), w(1) . . . , w(n+1)) = V ect(r(0), Ar(0) . . . , An+1r(0)).
On a : w(n+1) = r(n+1) + λnw
(n). Or on vient de montrer que
r(n+1) ∈ V ect(r(0), Ar(0) . . . , An+1r(0)),
et par hypothe`se de re´currence, w(n) ∈ V ect(r(0), Ar(0) . . . , Anr(0)). On a donc
bien w(n+1) ∈ V ect(r(0), Ar(0) . . . , An+1r(0)).
Montrons que re´ciproquement, An+1r(0)) ∈ V ect(w(0), w(1) . . . , w(n+1)). On
a montre´ en 2. que
An+1r(0) =
1
αn+1
(r(n+1) −
n∑
k=0
αkA
kr(0)).
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Or r(n+1) = w(n+1) − λnw(n) ∈ V ect(w(0), w(1) . . . , w(n+1)), et
n∑
k=0
αkA
kr(0)) ∈ V ect(r(0), r(1) . . . , r(n)) = V ect(w(0), w(1) . . . , w(n)),
par hypothe`se de re´currence. On en de´duit que
An+1r(0) ∈ V ect(w(0), w(1) . . . , w(n)).
4. On veut maintenant montrer que w(n+1) ·Aw(q) = 0, ∀q ≤ n. Pour q = n,
cette proprie´te´ est ve´rifie´e en raison du choix de w(n+1) (conjugue´e avec w(n)).
Pour q < n, on calcule :
w(n+1) ·Aw(q) = r(n+1) ·Aw(q) + λnw(n) ·Aw(q). (3.3.24)
Or w(n) · Aw(q) = 0 pour tout q ≤ n − 1 par hypothe`se de re´currence. De
plus, toujours par hypothe`se de re´currence, w(q) ∈ V ect(r(0), Ar(0) . . . , Aqr(0)),
et donc
Aw(q) ∈ V ect(r(0), Ar(0) . . . , Aq+1r(0)) = V ect(w(0), w(1) . . . , w(q+1)).
On a montre´ en 1. que r(n+1) · w(k) = 0 pour tout k ≤ n, on a donc r(n+1) ·
Aw(q) = 0, et en reportant dans (3.3.24), on obtient donc que w(n+1) ·Aw(q) = 0
pour tout q ≤ n.
5. Il reste a` montrer que r(n+1) · r(q) = 0 pour tout q ≤ n. Pour q = n, on
l’a de´montre´ dans le lemme 3.25. Pour q ≤ n− 1, on a
r(n+1) · r(q) = (r(n) − λnAw(n)) · r(q) = r(n) · r(q) − λnAw(n) · r(q).
Or r(n) · r(q) = 0 par hypothe`se de re´currence, et Aw(n) · r(q) = w(n) ·Ar(q) ; or
Ar(q) ∈ V ect(r(0), . . . , r(q) et w(n) · r(k) = 0 pour tout k ≤ n− 1 par hypothe`se
de re´currence 1. On en de´duit que r(n+1) · r(q) = 0.
Ceci termine la de´monstration de la proposition (3.24).
Remarque 3.26 (Gradient conjugue´ pre´conditionne´)
1. On a vu que λn−1 =
r(n) · r(n)
r(n−1) · r(n−1) et que ρn =
r(n) · r(n)
w(n) ·Aw(n) .
On peut calculer le nombre d’ope´rations ne´cessaires pour calculer x¯ (c.a`.d.
pour calculer x(N), sauf dans le cas miraculeux ou` x(N) = x¯ pour n < N) et
montrer (exercice) que :
Ngc = 2N
3 +O(N2)
On rappelle que le nombre d’ope´rations pour Choleski est
N3
6
donc la me´thode
n’est pas inte´ressante comme me´thode directe car elle demande 12 fois plus
d’ope´rations que Choleski.
2. On peut alors se demander si la me´thode est inte´ressante comme me´thode
ite´rative, c.a`.d. si on peut espe´rer que x(n) soit “proche de x¯” pour “n  N”.
Malheureusement, si la dimension N du syste`me est grande, ceci n’est pas le
cas en raison de l’accumulation des erreurs d’arrondi. Il est meˆme possible de
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devoir effectuer plus de N ite´rations pour se rapprocher de x¯. Cependant, dans
les anne´es 80, des chercheurs se sont rendus compte que ce de´faut pouvait eˆtre
corrige´ a` condition d’utiliser un “pre´conditionnement”. Donnons par exemple
le principe du pre´conditionnement dit de “Choleski incomplet”.
On calcule une “approximation” de la matrice de Choleski de A c.a`.d. qu’on
cherche L triangulaire infe´rieure inversible telle que A soit “proche” de LLt, en
un sens a` de´finir. Si on pose y = Ltx, alors le syste`me Ax = b peut aussi s’e´crire
L−1A(Lt)−1y = L−1b, et le syste`me (Lt)−1y = x est facile a` re´soudre car Lt est
triangulaire supe´rieure. Soit B ∈MN (IR) de´finie par B = L−1A(Lt)−1. Alors
Bt = ((Lt)−1)tAt(L−1)t = L−1A(Lt)−1 = B
et donc B est syme´trique. De plus,
Bx · x = L−1A(Lt)−1x · x = A(Lt)−1x · (Lt)−1x,
et donc Bx · x > 0 si x 6= 0. La matrice B est donc syme´trique de´finie positive.
On peut donc appliquer l’algorithme du gradient conjugue´ a` la recherche du
minimum de la fonction f de´finie par
f(y) =
1
2
By · y − L−1b · y.
On en de´duit l’expression de la suite (y(n))n∈IN et donc (x(n))n∈IN.
On peut alors montrer que l’algorithme du gradient conjugue´ pre´conditionne´
ainsi obtenu peut s’e´crire directement pour la suite (x(n))n∈IN , de la manie`re
suivante :
Ite´ration n On pose r(n) = b−Ax(n),
on calcule s(n) solution de LLts(n) = r(n).
On pose alors λn−1 =
s(n) · r(n)
s(n−1) · r(n−1) et w
(n) = s(n) + λn−1w(n−1).
Le parame`tre optimal ρn a pour expression : ρn =
s(n) · r(n)
Aw(n) · w(n) , et on pose
alors x(n+1) = x(n) + ρnw
(n).
Le choix de la matrice L peut se faire par exemple dans le cas d’une matrice
creuse, en effectuant une factorisation “LLt” incomple`te, qui consiste a` ne rem-
plir que certaines diagonales de la matrice L pendant la factorisation, et laisser
les autres a` 0.
On peut ge´ne´raliser le principe de l’algorithme du gradient conjugue´ a` une
fonction f non quadratique. Pour cela, on reprend le meˆme algorithme que
(3.3.17), mais on adapte le calcul de λn−1 et ρn.
Ite´ration n :
A x(0), . . . , x(n) et w(0), . . . , w(n−1) connus, on calcule r(n) = −∇f(x(n)).
Si r(n) = 0 alors Ax(n) = b et donc x(n) = x¯ auquel cas l’algorithme s’arreˆte.
Si r(n) 6= 0, on pose w(n) = r(n) + λn−1w(n−1) ou` λn−1 peut eˆtre choisi de
diffe´rentes manie`res :
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1e`re me´thode (Fletcher–Reeves)
λn−1 =
r(n) · r(n)
r(n−1) · r(n−1) ,
2e`me me´thode (Polak–Ribie`re)
λn−1 =
(r(n) − r(n−1)) · r(n)
r(n−1) · r(n−1) .
On pose alors x(n+1) = x(n) + ρnw
(n), ou` ρn est choisi, si possible, optimal
dans la direction w(n).
La de´monstration de la convergence de l’algorithme de Polak–Ribie`re fait
l’objet de l’exercice 54 page 102.
En re´sume´, la me´thode du gradient conjugue´ est tre`s efficace dans le cas
d’une fonction quadratique a` condition de l’utiliser avec pre´conditionnement.
Dans le cas d’une fonction non quadratique, le pre´conditionnement n’existe pas
et il vaut donc mieux la re´server au cas “N petit”.
3.3.4 Me´thodes de Newton et Quasi–Newton
Soit f ∈ C2(IRN , IR) et g = ∇f ∈ C1(IRN , IRN ). On a dans ce cas :
f(x) = inf
IRN
f ⇒ g(x) = 0.
Si de plus f est convexe alors on a g(x) = 0 ⇒ f(x) = inf
IRN
f. Dans ce cas
d’e´quivalence, on peut employer la me´thode de Newton pour minimiser f en
appliquant l’algorithme de Newton pour chercher un ze´ro de g = ∇f . On a
D(∇f) = Hf ou` Hf (x) est la matrice hessienne de f en x. La me´thode de
Newton s’e´crit dans ce cas :
{
Initialisation x(0) ∈ IRN ,
Ite´ration n Hf (x
(n))(x(n−1) − x(n)) = −∇f(x(n)). (3.3.25)
Remarque 3.27 La me´thode de Newton pour minimiser une fonction f convexe
est une me´thode de descente. En effet, si Hf (xn) est inversible, on a x
(n+1) −
x(n) = [Hf (x
(n))]−1(−∇f(x(n))) soit encore x(n+1) = x(n) + ρnw(n) ou` ρn = 1
et w(n) = [Hf (x
(n))]−1(−∇f(x(n))). Si f est convexe, Hf est une matrice
syme´trique positive (de´ja` vu). Comme on suppose Hf (x
(n)) inversible par hy-
pothe`se, la matrice Hf (x
(n)) est donc syme´trique de´finie positive.
Donc w(n) est alors une direction de descente stricte si w(n) 6= 0 (donc
∇f(x(n)) 6= 0). On en de´duit que
−w(n) · ∇f(x(n)) = [Hf (x(n))]−1∇f(x(n)) · ∇f(x(n)) > 0
ce qui est une condition suffisante pour que w(n) soit une direction de descente
stricte.
La me´thode de Newton est donc une me´thode de descente avec w(n) =
−Hf (x(n))(∇f(x(n))) et ρn = 1.
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On peut aussi remarquer, en vertu du the´ore`me 2.16 page 64, que si f ∈
C3(IRN , IR), si x¯ est tel que ∇f(x¯) = 0 et si Hf (x¯) = D(∇f)(x¯) est inversible
alors il existe ε > 0 tel que si x0 ∈ B(x¯, ε), alors la suite (x(n))n est bien de´finie
par (3.3.25) et x(n) → x¯ lorsque n→ +∞. De plus, d’apre`s la proposition 2.14,
il existe β > 0 tel que |x(n+1) − x¯| ≤ β|x(n) − x¯|2 pour tout n ∈ IN.
Remarque 3.28 (Sur l’implantation nume´rique) La convergence de la me´thode
de Newton est tre`s rapide, mais ne´cessite en revanche le calcul de Hf (x), qui
peut s’ave´rer impossible ou trop couˆteux.
On va maintenant donner des variantes de la me´thode de Newton qui e´vitent le
calcul de la matrice hessienne.
Proposition 3.29 Soient f ∈ C1(IRN , IR), x ∈ IRN tel que ∇f(x) 6= 0, et soit
B ∈ MN (IR) une matrice syme´trique de´finie positive ; alors w = −B∇f(x) est
une direction de descente stricte en x.
De´montration On a : w · ∇f(x) = −B∇f(x) · ∇f(x) < 0 car B est
syme´trique de´finie positive et ∇f(x) 6= 0 donc w est une direction de des-
cente stricte en x. En effet, soit ϕ la fonction de IR dans IR de´finie par ϕ(ρ) =
f(x + ρw). Il est clair que ϕ ∈ C1(IR, IR), ϕ′(ρ) = ∇f(x + ρw) · w et ϕ′(0) =
∇f(x) · w < 0. Donc ∃ρ0 > 0 tel que ϕ′(ρ) < 0 si ρ ∈]0, ρ0[. Par le the´ore`me
des accroissements finis, ϕ(ρ) < ϕ(0) ∀ρ ∈]0, ρ0[ donc w est une direction de
descente stricte.
Me´thode de Broyden Une premie`re ide´e pour construire une me´thode de
type quasi Newton est de prendre comme direction de descente en x(n) le vec-
teur w(n) = −(B(n))−1(∇f(x(n))) ou` la matrice B(n) est cense´e approcher
Hf (x
(n)) (sans calculer la de´rive´e seconde de f). On suppose x(n), x(n−1) et
B(n−1) connus. Voyons comment on peut de´terminer B(n). On peut demander
par exemple que la condition suivante soit satisfaite :
∇f(x(n))−∇f(x(n−1)) = B(n)(x(n) − x(n−1)). (3.3.26)
Ceci estun syste`me a` N e´quations et N ×N inconnues, et ne permet donc pas
de´terminer entie`rement la matrice B(n) si N > 1. Voici un moyen possible pour
de´terminer entie`rement B(n), duˆ a` Broyden. On pose s(n) = x(n) − x(n−1), on
suppose que s(n) 6= 0, et on pose y(n) = ∇f(x(n))−∇f(xn−1). On choisit alors
B(n) telle que : {
B(n)s(n) = y(n)
B(n)s = B(n−1)s, ∀s ⊥ s(n) (3.3.27)
On a exactement le nombre de conditions qu’il faut avec (3.3.27) pour
de´terminer entie`rement B(n). Ceci sugge`re la me´thode suivante :
Initialisation Soient x(0) ∈ IRN et B(0) une matrice syme´trique de´finie po-
sitive. On pose w(0) = (B(0))−1(−∇f(x(0))) ; alors w(0) est une direction
de descente stricte sauf si ∇f(x(0)) = 0.
On pose alors x(1) = x(0) + ρ(0)w(0), ou` ρ(0) est optimal dans la direction
w(0).
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Ite´ration n On suppose x(n), x(n−1) et B(n−1) connus, (n ≥ 1), et on calcule
B(n−1) par (3.3.27). On pose w(n) = −(B(n))−1(∇f(x(n))). On choisit ρ(n)
optimal en x(n) dans la direction w(n), et on pose x(n+1) = x(n)+ρ(n)w(n).
Le proble`me avec cet algorithme est que si la matrice est B(n−1) syme´trique
de´finie positive, la matrice B(n) ne l’est pas force´ment, et donc w(n) n’est pas
force´ment une direction de descente stricte. On va donc modifier cet algorithme
dans ce qui suit.
Me´thode de BFGS (Broyden-Fletcher-Goldfarb-Shanno On cherche
B(n) proche de B(n−1), telle que B(n) ve´rifie (3.3.26) et telle que si B(n−1)
est syme´trique de´finie positive alors B(n) est syme´trique de´finie positive. On
munit MN(IR) d’une norme induite par un produit scalaire, par exemple si
A ∈ MN(IR) et A = (ai,j)i,j=1,...,N on prend ‖A‖ =
(∑N
i,j=1 a
2
i,j
)1/2
. MN (IR)
est alors un espace de Hilbert.
On suppose x(n), x(n−1), B(n−1) connus, et on de´finit
Cn = {B ∈MN (IR)|B syme´trique, ve´rifiant (3.3.26)},
qui est une partie de MN(IR) convexe ferme´e non vide. On choisit alors B(n) =
PCnB
(n−1) ou` P
Cn
de´signe la projection orthogonale sur Cn. La matrice B(n)
ainsi de´finie existe et est unique ; elle est syme´trique d’apre`s le choix de Cn. On
peut aussi montrer que si B(n−1) syme´trique de´finie positive alors B(n) l’est
aussi.
Avec un choix convenable de la norme sur MN(IR), on obtient le choix
suivant de B(n) si s(n) 6= 0 et ∇f(x(n)) 6= 0 (sinon l’algorithme s’arreˆte) :
B(n) = B(n−1) +
y(n)(y(n))t
(s(n))t · y(n) −
B(n−1)s(n)(s(n))tB(n−1)
(s(n))tB(n−1)s(n)
. (3.3.28)
L’algorithme obtenu est l’algorithme de BFGS (Broyden, Fletcher,...).
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Algorithme de BFGS
Initialisation On choisit x(0) ∈ IRN et
B(0) syme´trique de´finie positive
( par exemple B(0) = Id) et on pose
w(0) = −B(0)∇f(x(0))
si ∇f(x(0)) 6= 0, on choisit ρ(0) optimal
dans la direction w(0), et donc
w(0) est une direction de descente stricte.
On pose x(1) = x(0) + ρ(0)w(0).
Ite´ration n A x(n), x(n−1) et Bn−1 connus (n ≥ 1)
On suppose
s(n) = x(n) − x(n−1) y(n) = ∇f(x)−∇f(x(n−1)
si s(n) 6= 0 et ∇f(x(n)) 6= 0,
on choisit B(n) ve´rifiant (3.3.28)
On calcule w(n) = −(B(n))−1(∇f(x(n)))
(direction de descente stricte en x(n)).
On calcule ρ(n) optimal dans la direction w(n)
et on pose x(n+1) = x(n) + ρ(n)w(n).
(3.3.29)
On donne ici sans de´monstration le the´ore`me de convergence suivant :
The´ore`me 3.30 (Fletcher, 1976) Soit f ∈ C2(IRN , IR) telle que f(x) →
+∞ quand |x| → +∞. On suppose de plus que f est strictement convexe (donc
il existe un unique x¯ ∈ IRN tel que f(x¯) = inf IRN f) et on suppose que la matrice
hessienne Hf (x¯) est syme´trique de´finie positive.
Alors si x(0) ∈ IRN et si B(0) est syme´trique de´finie positive, l’algorithme
BFGS de´finit bien une suite x(n) et on a x(n) → x¯ quand n→ +∞
De plus, si x(n) 6= x¯ pour tout n, la convergence est super line´aire i.e.
|x
(n+1) − x¯
x(n) − x¯ | → 0 quand n→ +∞.
Pour e´viter la re´solution d’un syste`me line´aire dans BFGS, on peut choisir de
travailler sur (B(n))−1 au lieu de B(n).

Initialisation Soit x(0) ∈ IRN et K(0) syme´trique de´finie positive
telle que ρ0 soit optimal dans la direction −K(0)∇f(x(0)) = w(0)
x(1) = x(0) + ρ0w
(0)
Ite´ration n : A x(n), x(n−1),K(n−1) connus, n ≥ 1,
on pose s(n) = x(n) − x(n−1), y(n) = ∇f(x(n))−∇f(x(n−1)) et K(n) = PCnK(n−1)
On calcule w(n) = −K(n)∇f(x(n)) et on choisit ρn optimal dans la direction w(n).
On pose alors x(n+1) = x(n) + ρnw
(n).
(3.3.30)
Remarquons que le calcul de la projection de PCnK
(n−1) peut s’effectuer avec
la formule (3.3.28) ou` on a remplace´ B(n−1) par K(n−1). Malheureusement,
on obtient expe´rimentalement une convergence nettement moins bonne pour
l’algorithme de quasi-Newton modifie´ (3.3.30) que pour l’algorithme de BFGS
(3.3.28).
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3.3.5 Re´sume´ sur les me´thodes d’optimisation
Faisons le point sur les avantages et inconve´nients des me´thodes qu’on a vues
sur l’optimisation sans contrainte.
Me´thodes de gradient : Ces me´thodes ne´cessitent le calcul de ∇f(x(n)).
Leur convergence est line´aire (donc lente).
Me´thode de gradient conjugue´ : Si f est quadratique (c.a`.d. f(x) =
1
2
Ax ·
x − b · x avec A syme´trique de´finie positive), la me´thode est excellente si
elle est utilise´e avec un pre´conditionnement (pour N grand). Dans le cas
ge´ne´ral, elle n’est efficace que si N n’est pas trop grand.
Me´thode de Newton : La convergence de la me´thode de Newton est ex-
cellente (convergence localement quadratique) mais ne´cessite le calcul de
Hf (x
(n)) (et de ∇f((n))). Si on peut calculer Hf (x(n)), cette me´thode est
parfaite.
Me´thode de quasi Newton : L’avantage de la me´thode de quasi Newton
est qu’on ne calcule que ∇f(x(n)) et pas Hf (x(n))). La convergence est
super line´aire. Par rapport a` une me´thode de gradient ou` on calcule w(n) =
−∇f(x(n)), la me´thode BFGS ne´cessite une re´solution de syste`me line´aire :
w(n) = (B(n))−1(−∇f(x(n))).
Quasi–Newton modifie´ :
Pour e´viter la re´solution de syste`me line´aire dans BFGS, on peut choisir de
travailler sur (B(n))−1 au lieu de B(n), pour obtenir l’algorithme de quasi
Newton (3.3.30). Cependant, on perd alors en vitesse de convergence.
Comment faire si on ne veut (ou peut) pas calculer ∇f(x(n)) ?
On peut utiliser des “me´thodes sans gradient”, c.a`.d. qu’on choisit a priori
les directions w(n). Ceci peut se faire soit par un choix de´terministe, soit
par un choix stochastique.
Un choix de´terministe possible est de calculer x(n) en re´solvantN proble`mes
de minimisation en une dimension d’espace. Pour chaque direction i =
1, . . . , N , on prend w(n,i) = ei, ou` ei est le i-e`me vecteur de la base cano-
nique, et pour i = 1, . . . , N , on cherche θ ∈ IR tel que :
f(x
(n)
1 , x
(n)
2 , . . . , θ, . . . , x
(n)
N ) ≤ f(x(n)1 , x(n)2 , . . . , t, . . . , x(n)N ), ∀t ∈ IR.
Remarquons que si f est quadratique, on retrouve la me´thode de Gauss
Seidel.
3.4 Exercices
Exercice 54 (Me´thode de Polak-Ribie`re)
Suggestions en page 151, corrige´ de´taille´ en page 208
Dans cet exercice, on de´montre la convergence de la me´thode de Polak-Ribie`re
(me´thode de gradient conjugue´ pour une fonctionnelle non quadratique) sous
des hypothe`ses “simples” sur f .
Soit f ∈ C2(IRN , IR). On suppose qu’il existe α > 0, β ≥ α t.q. α|y|2 ≤
H(x)y · y ≤ β|y|2 pour tout x, y ∈ IRN . (H(x) est la matrice hessienne de f au
point x.)
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1. montrer que f est strictement convexe, que f(x) →∞ quand |x| → ∞ et
que le spectre VP(H(x)) de H(x) est inclus dans [α, β] pour tout x ∈ IRN .
On note x l’unique point de IRN t.q. f(x) ≤ f(x) pour tout x ∈ IRN
(l’existence et l’unicite´ de x est donne´ par la question pre´ce´dente). On
cherche une approximation de x en utilisant l’algorithme de Polak-Ribie`re :
initialisation. x(0) ∈ IRN . On pose g(0) = −∇f(x(0)). Si g(0) = 0, l’al-
gorithme s’arreˆte (on a x(0) = x). Si g(0) 6= 0, on pose w(0) = g(0) et
x(1) = x(0) + ρ0w
(0) avec ρ0 “optimal” dans la direction w
(0).
ite´ration. x(n), w(n−1) connus (n ≥ 1). On pose g(n) = −∇f(x(n)). Si
g(n) = 0, l’algorithme s’arreˆte (on a x(n) = x). Si g(n) 6= 0, on pose
λn−1 = [g(n) · (g(n) − g(n−1))]/[g(n−1) · g(n−1)], w(n) = g(n) + λn−1w(n−1)
et x(n+1) = x(n) + ρnw
(n) avec ρn “optimal” dans la direction wn. (Noter
que ρn existe bien.)
On suppose dans la suite que g(n) 6= 0 pour tout n ∈ IN.
2. Montrer (par re´currence sur n) que g(n+1) · w(n) = 0 et g(n) · g(n) =
g(n) · w(n), pour tout n ∈ IN.
3. On pose
J (n) =
∫ 1
0
H(x(n) + θρnw
(n))dθ.
Montrer que g(n+1) = g(n)+ρnJ
(n)w(n) et que ρn = (−g(n)·w(n))/(J (n)w(n)·
w(n)) (pour tout n ∈ IN).
4. Montrer que |w(n)| ≤ (1 + β/α)|g(n)| pour tout n ∈ IN. [Utiliser, pour
n ≥ 1, la question pre´ce´dente et la formule donnant λn−1.]
5. Montrer que x(n) → x quand n→∞.
Exercice 55 (Algorithme de quasi Newton)
Corrige´ de´taille´ en page 211
Soit A ∈ MN(IR) une matrice syme´trique de´finie positive et b ∈ IRN . On pose
f(x) = (1/2)Ax · x − b · x pour x ∈ IRN . On rappelle que ∇f(x) = Ax − b.
Pour calculer x ∈ IRN t.q. f(x) ≤ f(x) pour tout x ∈ IRN , on va utiliser un
algorithme de quasi Newton, c’est-a`-dire :
initialisation. x(0) ∈ IRN .
ite´ration. x(n) connu (n ≥ 0. On pose x(n+1) = x(n) − ρnK(n)g(n) avec
g(n) = ∇f(x(n)), K(n) une matrice syme´trique de´finie positive a` de´terminer et
ρn “optimal” dans la direction w
(n) = −K(n)g(n). (Noter que ρn existe bien.)
Partie 1. Calcul de ρn. On suppose que g
(n) 6= 0.
1. Montrer que w(n) est une direction de descente stricte en x(n) et calculer
la valeur de ρn (en fonction de K
(n) et g(n)).
2. On suppose que, pour un certain n ∈ IN, on a K(n) = (H(x(n)))−1 (ou`
H(x) est la matrice hessienne de f en x, on a donc ici H(x) = A pour
tout x ∈ IRN ). Montrer que ρn = 1.
3. Montrer que la me´thode de Newton pour calculer x converge en une
ite´ration (mais ne´cessite la re´solution du syste`me line´aire A(x(1)−x(0)) =
b−Ax(0). . . )
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Partie 2. Me´thode de Fletcher-Powell. On prend maintenant K (0) = Id et
K(n+1) = K(n) +
s(n)(s(n))t
s(n) · y(n) −
(K(n)y(n))(K(n)(y(n))t
K(n)y(n) · y(n) , n ≥ 0, (3.4.31)
avec s(n) = x(n+1) − x(n) et y(n) = g(n+1) − g(n) = As(n).
On va montrer que cet algorithme converge en au plus N ite´rations (c’est-
a`-dire qu’il existe n ≤ N + 1 t.q. xN+1 = x.)
1. Soit n ∈ IN. On suppose, dans cette question, que s(0), . . . , s(n−1) sont des
vecteurs A-conjugue´s et non-nuls et que K(0), . . . ,K(n) sont des matrices
syme´triques de´finies positives t.q. K(j)As(i) = s(i) si 0 ≤ i < j ≤ n (pour
n = 0 on demande seulement K(0) syme´trique de´finie positive).
(a) On suppose que g(n) 6= 0. Montrer que s(n) 6= 0 (cf. Partie I) et que,
pour i < n,
s(n) ·As(i) = 0 ⇔ g(n) · s(i) = 0.
Montrer que g(n) · s(i) = 0 pour i < n. [On pourra remarquer que
g(i+1) ·s(i) = g(i+1) ·w(i) = 0 et (g(n)−g(i+1))·s(i) = 0 par l’hypothe`se
de conjugaison de s(0), . . . , s(n−1).] En de´duire que s(0), . . . , s(n) sont
des vecteurs A-conjugue´s et non-nuls.
(b) Montrer que K(n+1) est syme´trique.
(c) Montrer que K(n+1)As(i) = s(i) si 0 ≤ i ≤ n.
(d) Montrer que, pour tout x ∈ IRN , on a
K(n+1)x·x = (K
(n)x · x)(K(n)y(n) · y(n))− (K(n)y(n) · x)2
K(n)y(n) · y(n) +
(s(n) · x)2
As(n) · s(n) .
En de´duire que K(n+1) est syme´trique de´finie positive. [On rappelle
(ine´galite´ de Cauchy-Schwarz) que, si K est syme´trique de´finie posi-
tive, on a (Kx ·y)2 ≤ (Kx ·x)(Ky ·y) et l’e´galite´ a lieu si et seulement
si x et y sont coline´aires.]
2. On suppose que g(n) 6= 0 si 0 ≤ n ≤ N − 1. Montrer (par re´currence
sur n, avec la question pre´ce´dente) que s(0), . . . , s(N−1) sont des vecteurs
A-conjugue´s et non-nuls et que K(N)As(i) = s(i) si i < N . En de´duire que
K(N) = A−1, ρN = 1 et x(N+1) = A−1b = x.
Exercice 56 (Me´thode de pe´nalisation)
Soit f une fonction continue et strictement convexe de IRN dans IR, satis-
faisant de plus :
lim
|x|→+∞
f(x) = +∞.
SoitK un sous ensemble non vide, convexe (c’est a` dire tel que ∀(x, y) ∈ K2, tx+
(1− t)y ∈ K, ∀t ∈]0, 1[), et ferme´ de IRN . Soit ψ une fonction continue de IRN
dans [0,+∞[ telle que ψ(x) = 0 si et seulement si x ∈ K. Pour n ∈ IN, on de´finit
la fonction fn par fn(x) = f(x) + nψ(x).
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1. Montrer qu’il existe au moins un e´le´ment x¯n ∈ IRN tel que fn(x¯n) =
infx∈IRN fn(x), et qu’il existe un unique e´le´ment x¯K ∈ K tel que f(x¯K) =
infx∈K f(x).
2. Montrer que pour tout n ∈ IN,
f(x¯n) ≤ fn(x¯n) ≤ f(x¯K).
3. En de´duire qu’il existe une sous-suite (x¯nk )k∈IN et y ∈ K tels que x¯nk → y
lorsque k → +∞.
4. Montrer que y = x¯K . En de´duire que toute la suite (x¯n)n∈IN converge vers
x¯K .
5. De´duire de ces questions un algorithme (dit “de pe´nalisation”) de re´solution
du proble`me de minimisation suivant :{
Trouver x¯K ∈ K;
f(x¯K) ≤ f(x), ∀x ∈ K,
en donnant un exemple de fonction ψ.
3.5 Optimisation sous contraintes
3.5.1 De´finitions
Soit E = IRN , soit f ∈ C(E, IR), et soit K un sous ensemble de E. On
s’inte´resse a` la recherche de u¯ ∈ K tel que :{
u¯ ∈ K
f(u¯) = inf
K
f (3.5.32)
Ce proble`me est un proble`me de minimisation avec contrainte (ou “sous
contrainte”) au sens ou` l’on cherche u qui minimise f en astreignant u a eˆtre dans
K. Voyons quelques exemples de ces contraintes (de´finies par l’ensemble K),
qu’on va expliciter a` l’aide des p fonctions continues, gi ∈ C(E, IR) i = 1 . . . p.
1. Contraintes e´galite´s. On pose K = {x ∈ E, gi(x) = 0 i = 1 . . . p}. On
verra plus loin que le proble`me de minimisation de f peut alors eˆtre re´solu
graˆce au the´ore`me des multiplicateurs de Lagrange (voir the´ore`me 3.37).
2. Contraintes ine´galite´s. On pose K = {x ∈ E, gi(x) ≤ 0 i = 1 . . . , p}.
On verra plus loin que le proble`me de minimisation de f peut alors eˆtre
re´solu graˆce au the´ore`me de Kuhn–Tucker (voir the´ore`me 3.41).
– Programmation line´aire. Avec un tel ensemble de contraintes K, si de
plus f est line´aire, c’est-a`-dire qu’il existe b ∈ IRN tel que f(x) =
b · x, et les fonctions gi sont affines, c’est-a`-dire qu’il existe bi ∈ IRN
et ci ∈ IR tels que gi(x) = bi · x + Ci, alors on dit qu’on a affaire
u`n proble`me de “programmation line´aire”. Ces proble`mes sont souvent
re´solus nume´riquement a` l’aide de l’algorithme de Dantzig, invente´ vers
1950.
– Programmation quadratique. Avec le meˆme ensemble de contraintes K,
si de plus f est quadratique, c’est-a`-dire si f est de la forme f(x) =
1
2
Ax ·x− b ·x, et les fonctions gi sont affines, alors on dit qu’on a affaire
u`n proble`me de “programmation quadratique”.
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3. Programmation convexe. Dans le cas ou` f est convexe etK est convexe,
on dit qu’on a affaire u`n proble`me de “programmation convexe”.
3.5.2 Existence – Unicite´ – Conditions d’optimalite´ simple
The´ore`me 3.31 (Existence) Soit E = IRN et f ∈ C(E, IR).
1. Si K est un sous-ensemble ferme´ borne´ de E, alors il existe x¯ ∈ K tel que
f(x¯) = inf
K
f .
2. Si K est un sous-ensemble ferme´ de E, et si f est croissante a` l’infini,
c’est–a`–dire que f(x) → +∞ quand |x| → +∞, alors ∃x¯ ∈ K tel que
f(x¯) = inf
K
f
De´monstration
1. Si K est un sous-ensemble ferme´ borne´ de E, comme f est continue, elle
atteint ses bornes sur K, d’ou` l’existence de x¯.
2. Si f est croissante a` l’infini, alors il existe R > 0 tel que si ‖x‖ > R
alors f(x) > f(0) ; donc inf
K
f = inf
K∩BR
f , ou` BR de´signe la boule de centre
0 et de rayon R. L’ensemble K ∩ BR est compact, car intersection d’un
ferme´ et d’un compact. Donc, par ce qui pre´ce`de, il existe x¯ ∈ K tel que
f(x¯) = inf
K∩BR
f = inf
BR
f .
The´ore`me 3.32 (Unicite´) Soit E = IRN et f ∈ C(E, IR). On suppose que f
est strictement convexe et que K est convexe. Alors il existe au plus un e´le´ment
x¯ de K tel que f(x¯) = inf
K
f .
De´monstration
Supposons que x¯ et
=
x soient deux solutions du proble`me (3.5.32), avec x¯ 6==x
Alors f( 12 x¯ +
1
2
=
x) <
1
2
f(x¯) +
1
2
f(
=
x) = inf
K
f . On aboutit donc a` une
contradiction.
Des the´ore`mes d’existence 3.31 et d’unicite´ 3.32 on de´duit imme´diatement
le the´ore`me d’existence et d’unicite´ suivant :
The´ore`me 3.33 (Existence et unicite´) Soient E = IRN , f ∈ C(E, IRN )
une fonction strictement convexe et K un sous ensemble convexe ferme´ de E.
Si K est borne´ ou si f est croissante a` l’infini, c’est–a`–dire si f(x) ⇒ +∞ quand
‖x‖ → +∞, alors il existe un unique e´le´ment x¯ de K solution du proble`me de
minimisation (3.5.32), i.e. tel que f(x¯) = inf
K
f
Remarque 3.34 On peut remplacer E = IRN par E espace de Hilbert de di-
mension infinie dans le dernier the´ore`me, mais on a besoin dans ce cas de
l’hypothe`se de convexite´ de f pour assurer l’existence de la solution (voir cours
de maˆıtrise).
Proposition 3.35 (Condition simple d’optimalite´) Soient E = IRN , f ∈
C(E, IR) et x¯ ∈ K tel que f(x¯) = inf
K
f . On suppose que f est diffe´rentiable en x¯
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1. Si x¯ ∈
◦
K alors ∇f(x¯) = 0.
2. Si K est convexe, alors ∇f(x¯) · (x− x¯) ≥ 0 pour tout x ∈ K.
De´monstration
1. Si x¯ ∈
◦
K, alors il existe ε > 0 tel que B(x¯, ε) ⊂ K et f(x¯) ≤ f(x)
∀x ∈ B(x¯, ε). Alors on a de´ja` vu (voir preuve de la Proposition 3.2 page
79) que ceci implique ∇f(x¯) = 0.
2. Soit x ∈ K. Comme x¯ re´alise le minimum de f sur K, on a : f(x¯+ t(x−
x¯)) = f(tx+ (1− t)x¯) ≥ f(x¯) pour tout t ∈]0, 1], par convexite´ de K. On
en de´duit que
f(x¯+ t(x− x¯))− f(x¯)
t
≥ 0 pour tout t ∈]0, 1].
En passant a` la limite lorsque t tend vers 0 dans cette dernie`re ine´galite´,
on obtient : ∇f(x¯) · (x − x¯) ≥ 0.
3.5.3 Conditions d’optimalite´ dans le cas de contraintes
e´galite´
Dans tout ce paragraphe, on conside`rera les hypothe`ses et notations sui-
vantes :
f ∈ C(IRN , IR), gi ∈ C1(IRN , IR), i = 1 . . . p ;
K = {u ∈ IRN , gi(u) = 0 ∀i = 1 . . . p} ;
g = (g1, . . . , gp)
t ∈ C1(IRN , IRp)
(3.5.33)
Remarque 3.36 (Quelques rappels de calcul diffe´rentiel)
Comme g ∈ C1(IRN , IRp), si u ∈ IRN , alors Dg(u) ∈ L(IRN , IRp), ce qui re-
vient a` dire, en confondant l’application line´aire Dg(u) avec sa matrice, que
Dg(u) ∈ Mp,N(IR). Par de´finition, Im(Dg(u)) = {Dg(u)z, z ∈ IRN} ⊂ IRp, et
rang(Dg(u)) = dim(Im(Dg(u))) ≤ p. On rappelle de plus que
Dg(u) =

∂g1
∂x1
, · · · , ∂g1
∂xN
· · · , . . . , · · ·
∂gp
∂x1
, · · · , ∂gp
∂xN
 ,
et que rang (Dg(u)) ≤ min(N, p). De plus, si rang (Dg(u)) = p, alors les vec-
teurs (Dgi(u))i=1...p sont line´airement inde´pendants dans IR
N .
The´ore`me 3.37 (Multiplicateurs de Lagrange) Soit u¯ ∈ K tel que f(u¯) =
inf
K
f . On suppose que f est diffe´rentiable en u¯ et dim(Im(Dg(u¯)) = p (ou rang
(Dg(u¯)) = p), alors :
il existe (λ1, . . . , λp)
t ∈ IRp telsque∇f(u¯) +
p∑
i=1
λi∇gi(u¯) = 0.
(Cette dernie`re e´galite´ a lieu dans IRN)
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De´monstration Pour plus de clarte´, donnons d’abord une ide´e “ge´ome´trique”
de la de´monstration dans le casN = 2 et p = 1. On a dans ce cas f ∈ C1(IR2, IR)
et K = {(x, y) ∈ IR2 g(x, y) = 0}, et on cherche u ∈ K tel que f(u) = inf
K
f.
Trac¸ons dans le repe`re (x, y) la courbe g(x, y) = 0, ainsi que les courbes de ni-
veau de f . Si on se “prome`ne” sur la courbe g(x, y) = 0, en partant du point P0
vers la droite (voir figure 3.1), on rencontre les courbes de niveau successives de
f et on se rend compte sur le dessin que la valeur minimale que prend f sur la
courbe g(x, y) = 0 est atteinte lorsque cette courbe est tangente a` la courbe de
niveau de f : sur le dessin, ceci correspond au point P1 ou` la courbe g(x, y) = 0
est tangente a` la courbe f(x, y) = 3. Une fois qu’on a passe´ ce point de tangence,
on peut remarquer que f augmente.
f(x) = 5
f(x) = 4f(x) = 3
f(x) = 2
f(x) = 1
g(x) = 0
x
y
Fig. 3.1 – Interpre´tation ge´ome´trique des multiplicateurs de Lagrange
On utilise alors le fait que si ϕ est une fonction continuˆment diffe´rentiable
de IR2 dans IR, le gradient de ϕ est orthogonal a` toute courbe de niveau de
ϕ, c’est-a`-dire toute courbe de la forme ϕ(x, y) = c, ou` c ∈ IR. (En effet, soit
(x(t), y(t)), t ∈ IR un parame´trage de la courbe g(x, y) = c, en de´rivant par
rapport a` t, on obtient : ∇g(x(t), y(t)) · (x′(t), y′(t))t = 0). En appliquant ceci
a` f et g, on en de´duit qu’au point de tangence entre une courbe de niveau de
f et la courbe g(x, y) = 0, les gradients de f et g sont coline´aires. Et donc si
∇g(u) 6= 0, il existe λ 6= 0 tel que ∇f(u) = λ∇g(u).
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Passons maintenant a` la de´monstration rigoureuse du the´ore`me dans laquelle
on utilise le the´ore`me des fonctions implicites 1.
Par hypothe`se, Dg(u¯) ∈ L(IRN , IRp) et Im(Dg(u¯)) = IRp. Donc il existe un
sous espace vectoriel F de IRN de dimension p, tel que Dg(u¯) soit bijective de
F dans IRp. En effet, soit (e1 . . . ep) la base canonique de IR
p, alors pour tout
i ∈ {1, . . . p}, il existe yi ∈ IRN tel que Dg(x¯)yi = ei. Soit F le sous espace
engendre´ par la famille {y1 . . . yp} ; on remarque que cette famille est libre, car
si
∑p
i=1 λiyi = 0, alors
∑p
i=1 λiei = 0, et donc λi = 0 pour tout i = 1, . . . p. On
a ainsi montre´ l’existence d’un sous espace F de dimension p telle que Dg(x¯)
soit bijective (car surjective) de F dans IRp.
Il existe un sous espace vectoriel G de IRN , tel que IRN = F
⊕
G. Pour
v ∈ F et w ∈ G, on pose g¯(w, v) = g(v + w) et f¯(w, v) = f(v + w). On a donc
f¯ ∈ C(G × F, IR) et g¯ ∈ C1(G × F, IR). De plus, D2g¯(v, u) ∈ L(F, IRp), et
pour tout z ∈ F , on a D2g¯(w, v)z = Dg(v + w)z.
Soit (v¯, w¯) ∈ F × G tel que u¯ = v¯ + w¯. Alors D2g¯(w¯, v¯)z = Dg(u¯)(z) pour
tout w ∈ F. L’application D2g¯(v¯, u¯ est une bijection de F sur IRp, car, par
de´finition de F , Dg(u¯) est bijective de F sur IRp).
On rappelle que K = {u ∈ IRN : g(u) = 0} et on de´finit K = {(w, v) ∈
G× F, g¯(w, v) = 0}. Par de´finition de f¯ et de g¯, on a{
v¯, u¯ ∈ K
f¯(u¯, v¯) ≤ f(u, v) ∀(v, u) ∈ K (3.5.34)
D’autre part, le the´ore`me des fonctions implicites (voir note de bas de page
109) entraˆıne l’existence de ε > 0 et ν > 0 tels que pour tout w ∈ BG(w¯, ε)
il existe un unique v ∈ BF (v¯, ν) tel que g¯(w, v) = 0. On note v = φ(w) et on
de´finit ainsi une application φ ∈ C1(BG(w¯, ε), BF (v¯, ν)).
On de´duit alors de (3.5.34) que :
f¯(w¯, φ(w¯)) ≤ f¯(w, φ(w)), ∀w ∈ BG(w¯, ε),
et donc
f(u¯) = f(w¯ + φ(w¯) ≤ f(w + φ(w))∀w ∈ BG(w¯, ε).
En posant ψ(w) = f¯(w, φ(w)), on peut donc e´crire
ψ(w¯) = f¯(w¯, φ(w¯)) ≤ ψ(w), ∀w ∈ BG(w¯, ε).
On a donc, graˆce a` la proposition 3.35,
Dψ(w¯) = 0. (3.5.35)
Par de´finition de ψ, de f¯ et de g¯ , on a :
Dψ(v¯) = D1f¯(v¯, φ((v¯)) +D2f¯(v¯, φ(v¯))Dφ(v¯).
D’apre`s le the´ore`me des fonctions implicites,
Dφ(v¯) = [D2g¯(v¯, φ((v¯))]
−1D1g¯(v¯, φ((v¯)).
1The´ore`me des fonctions implicites Soient p et q des entiers naturels, soit h ∈ C1(IRq×
IRp, IRp), et soient (x¯, y¯) ∈ IRq×IRp et c ∈ IRp tels que h(x¯, y¯) = c. On suppose que la matrice
de la diffe´rentielle D2h(x¯, y¯)(∈ Mp(IR)) est inversible. Alors il existe ε > 0 et ν > 0 tels que
pour tout x ∈ B(x¯, ε), il existe un unique y ∈ B(y¯, ν) tel que h(x, y) = c. on peut ainsi de´finir
une application φ de B(x¯, ε) dans B(y¯, ν) par φ(x) = y. On a φ(x¯) = y¯, φ ∈ C1(IRp, IRp) et
Dφ(x) = −[D2h(x, φ(x))]−1 ·D1h(x,φ(x)).
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On de´duit donc de (3.5.35) que
D1f¯(v¯, φ((v¯))w + [D2g¯(v¯, φ((v¯))]
−1D1g¯(v¯, φ((v¯))w = 0, pour tout w ∈ G.
(3.5.36)
De plus, comme D2g¯(v¯, φ((v¯))]
−1D2g¯(v¯, φ((v¯)) = Id, on a :
D2f¯(v¯, φ((v¯))z −D2f¯(v¯, φ((v¯))D2g¯(v¯, φ((v¯))]−1D2g¯(v¯, φ((v¯))z = 0, ∀z ∈ F.
(3.5.37)
Soit x ∈ IRN , et (z, w) ∈ F ×G tel que x = z + w. En additionant (3.5.36) et
(3.5.37), et en notant Λ = −D2f¯(v¯, φ((v¯))D2g¯(v¯, φ((v¯))]−1, on obtient :
Df(u¯)x+ ΛDg(u¯)x = 0,
ce qui donne, en transposant :Df(u¯)+
∑p
i=1 λi∇gi(u¯) = 0, avec Λ = (λ1, . . . , λN ).
Remarque 3.38 (Utilisation pratique du the´ore`me de Lagrange) Soit f ∈
C1(IRN , IR), g = (g1, . . . , gp)
t avec gi ∈ C(IRN , IR) pour i = 1, . . . , p., et soit
K = {u ∈ IRN , gi(u) = 0, i = 1, . . . , p}.
Le proble`me qu’on cherche a` re´soudre est le proble`me de minimisation (3.5.32)
qu’on rappelle ici : {
u¯ ∈ K
f(u¯) = inf
K
f
D’apre`s le the´ore`me des multiplicateurs de Lagrange, si u¯ est solution de
(3.5.32) et Im(Dg(u¯)) = IRp, alors il existe (λ1, . . . , λp) ∈ IRp tel que u¯ est
solution du proble`me
∂f
∂xj
(u¯) +
p∑
i=1
λi
∂gi
∂xj
= 0, j = 1, . . .N,
gi(u¯) = 0, i = 1, . . . , p.
(3.5.38)
Le syste`me (3.5.38) est un syste`me non line´aire de de (N + p) e´quations
et a` (N + p) inconnues (x¯, . . . , x¯N , λi . . . λp). Ce syste`me sera re´solu par une
me´thode de re´solution de syste`me non line´aire (Newton par exemple).
Remarque 3.39 On vient de montrer que si x¯ solution de (3.5.32) et Im(Dg(x¯)) =
IRp, alors x¯ solution de (3.5.38). Par contre, si x¯ est solution de (3.5.38), ceci
n’entraˆıne pas que x¯ est solution de (3.5.32).
Des exemples d’application du the´ore`me des multiplicateurs de Lagrange sont
donne´s dans les exercices 58 page 112 et 59 page 112.
3.5.4 Contraintes ine´galite´s
Soit f ∈ C(IRN , IR) et gi ∈ C1(IRN , IR)i = 1, . . . , p, on conside`re maintenant
un ensemble K de la forme : K = {x ∈ IRN , gi(x) ≤ 0 ∀i = 1 . . . p}, et on
cherche a` re´soudre le proble`me de minimisation (3.5.32) qui se´crit :{
x¯ ∈ K
f(x¯) ≤ f(x), ∀x ∈ K.
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Remarque 3.40 Soit x¯ une solution de (3.5.32) et supposons que gi(x¯) < 0,
pour tout i ∈ {1, . . . , p}. Il existe alors ε > 0 tel que si x ∈ B(x¯, ε) alors
gi(x) < 0 pour tout i = 1, . . . , p.
On a donc f(x¯) ≤ f(x) ∀x ∈ B(x¯, ε). On est alors ramene´ a` un proble`me
de minimisation sans contrainte, et si i f est diffe´rentiable en x¯, on a donc
∇f(x¯) = 0.
On donne maintenant sans de´monstration le the´ore`me de Kuhn-Tu¨cker qui
donne une caracte´risation de la solution du proble`me (3.5.32).
The´ore`me 3.41 (Kuhn–Tucker) Soit f ∈ C(IRN , IR), soit gi ∈ C1(IRN , IR),
pour i = 1, . . . , p, et soit K = {x ∈ IRN , gi(x) ≤ 0∀i = 1 . . . p}. On suppose qu’il
existe x¯ solution de (3.5.32), et on pose I(x¯) = {i ∈ {1, . . . , p}; |gi(x¯) = 0}. On
suppose que f est diffe´rentiable en x¯ et que la famille (de IRN) {∇gi(x¯), i ∈ I(x¯)}
est libre. . Alors il existe une famille (λi)i∈I(x¯) ⊂ IR+ telle que
∇f(x¯) +
∑
i∈I(x¯)
λi∇gi(x¯) = 0.
Remarque 3.42 1. Le the´ore`me de Kuhn-Tucker s’applique pour des en-
sembles de contrainte de type ine´galite´. Si on a une contraite de type
e´galite´, on peut e´videmment se ramener a` deux contraintes de type ine´galite´
en remarquant que {h(x) = 0} = {h(x) ≤)}∩ {−h(x) ≤ 0}. Cependant, si
on pose g1 = h et g2 = −h, on remarque que la famille {∇g1(x¯),∇g2(x¯)} =
{∇h(x¯),−∇h(x¯)} n’est pas libre. On ne peut donc pas appliquer le the´ore`me
de Kuhn-Tucker sous la forme donne´e pre´ce´demment dans ce cas (mais
on peut il existe des versions du the´ore`me de Kuhn-Tucker permettant de
traiter ce cas, voir Bonans-Saguez).
2. Dans la pratique, on a inte´reˆt a` e´crire la conclusion du the´ore`me de Kuhn-
Tucker (i.e. l’existence de la famille (λi)i∈I(x¯)) sous la forme du syste`me
de N + p e´quations et 2p ine´quations a` re´soudre suivant :
∇f(x¯) +
p∑
i=1
λi∇gi(x¯) = 0,
λigi(x¯) = 0, ∀i = 1, . . . , p,
gi(x¯) ≤ 0, ∀i = 1, . . . , p,
λi ≥ 0, ∀i = 1, . . . , p.
i = 1 . . . p
λi≥0
gi(x¯) ≤ 0 i = 1 . . . p
3.5.5 Exercices
Exercice 57 (Sur l’existence et l’unicite´) Corrige´ en page 214
Etudier l’existence et l’unicite´ des solutions du proble`me (3.5.32), avec les don-
ne´es suivantes : E = IR, f : IR → IR est de´finie par f(x) = x2, et pour les
quatre diffe´rents ensembles K suivants :
(i) K = {|x| ≤ 1} ; (ii) K = {|x| = 1}
(iii) K = {|x| ≥ 1} ; (iv) K = {|x| > 1}. (3.5.39)
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Exercice 58 (Aire maximale d’un rectangle a` pe´rime`tre donne´)
Corrige´ en page 215
1. On cherche a` maximiser l’aire d’un rectangle de pe´rime`tre donne´ e´gal a` 2.
Montrer que ce proble`me peut se formuler comme un proble`me de minimisation
de la forme (3.5.32), ou` K est de la forme K = {x ∈ IR2; g(x) = 0}. On donnera
f et g de manie`re explicite.
2. Montrer que le proble`me de minimisation ainsi obtenu est e´quivalent au
proble`me {
x¯ = (x¯1, x¯2)
t ∈ K˜
f(x¯1, x¯2) ≤ f(x1, x2), ∀ (x1, x2)t ∈ K˜, (3.5.40)
ou` K˜ = K ∩ [0, 1]2, K et f e´tant obtenus a` la question 1. En de´duire que le
proble`me de minimisation de l’aire admet au moins une solution.
3. Calculer Dg(x) pour x ∈ K et en de´duire que si x est solution de (3.5.40)
alors x = (1/2, 1/2). En de´duire que le proble`me (3.5.40) admet une unique
solution donne´e par x¯ = (1/2, 1/2).
Exercice 59 (Fonctionnelle quadratique) Suggestions en page 152, cor-
rige´ en page 215
Soit f une fonction quadratique, i.e. f(x) =
1
2
Ax ·x− b ·x, ou` A ∈MN (IR) est
une matrice syme´trique de´finie positive et b ∈ IRN . On suppose que la contrainte
g est une fonction line´aire de IRN dans IR, c’est-a`-dire g(x) = d ·x− c ou` c ∈ IR
et d ∈ IRN , et que d 6= 0. On pose K = {x ∈ IRN , g(x) = 0} et on cherche a`
re´soudre le proble`me de minimisation (3.5.32).
1. Montrer que l’ensemble K est non vide, ferme´ et convexe. En de´duire que
le proble`me (3.5.32) admet une unique solution.
2. Montrer que si x¯ est solution de (3.5.32), alors il existe λ ∈ IR tel que
y = (x¯, λ)t soit l’unique solution du syste`me : A d
dt 0
 x¯
λ
 =
 b
c
 (3.5.41)
Exercice 60 (Utilisation du the´ore`me de Lagrange)
1. Pour (x, y) ∈ IR2, on pose : f(x, y) = −y, g(x, y) = x2 + y2 − 1. Cher-
cher le(s) point(s) ou` f atteint son maximum ou son minimum sous la
contrainte g = 0.
2. Soit a = (a1, . . . , aN ) ∈ IRN , a 6= 0. Pour x = (x1, . . . , xN ) ∈ IRN , on
pose : f(x) =
∑N
i=1 |xi − ai|2, g(x) =
∑N
i=1 |xi|2. Chercher le(s) point(s)
ou` f atteint son maximum ou son minimum sous la contrainte g = 1.
3. Soient A ∈ MN (IR) syme´trique, B ∈ MN(IR) s.d.p. et b ∈ IRN . Pour
v ∈ IRN , on pose f(v) = (1/2)Av · v − b · v et g(v) = Bv · v. Peut-on
appliquer le the´ore`me de Lagrange et quelle condition donne-t-il sur u si
f(u) = min{f(v), v ∈ K} avec K = {v ∈ IRN ; g(v) = 1} ?
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Exercice 61 (Minimisation sans de´rivabilite´)
Soient A ∈ MN (IR) une matrice s.d.p., b ∈ IRN , j : IRN → IR une fonc-
tion continue, convexe, a` valeurs positives ou nulles (mais non ne´cessairement
de´rivable, par exemple j(v) =
∑N
j=1 αi|vi|, avec αi ≥ 0 pour tout i ∈ {1, . . . , N}).
Soit U une partie non vide, ferme´e convexe de IRN . Pour v ∈ IRN , on pose
J(v) = (1/2)Av · v − b · v + j(v).
1. Montrer qu’il existe un et un seul u tel que :
u ∈ U, J(u) ≤ J(v), ∀v ∈ U. (3.5.42)
2. Soit u ∈ U , montrer que u est solution de (3.5.42) si et seulement si
(Au− b) · (v − u) + j(v)− j(u) ≥ 0, pour tout v ∈ U .
Exercice 62
Soient f et g : IR2 → IR, de´finies par : f(x, y) = y, et g(x, y) = y3−x2. On pose
K = {(x, y) ∈ IR2; g(x, y) = 0}.
1. Calculer le minimum de f sur K et le point (x, y) ou` ce minimum est
atteint.
2. Existe-t-il λ tel que Df(x, y) = λDg(x, y) ?
3. Pourquoi ne peut-on pas appliquer le the´ore`me des multiplicateurs de
Lagrange?
4. Que trouve-t-on lorsqu’on applique la me´thode dite “de Lagrange” pour
trouver (x, y) ?
Exercice 63 (Application simple du the´ore`me de Kuhn-Tucker) Cor-
rige´ en page 216
Soit f la fonction de´finie de E = IR2 dans IR par f(x) = x2+y2 et K = {(x, y) ∈
IR2;x + y ≥ 1}. Justifier l’existence et l’unicite´ de la solution du proble`me
(3.5.32) et appliquer le the´ore`me de Kuhn-Tucker pour la de´termination de
cette solution.
3.6 Algorithmes d’optimisation sous contraintes
3.6.1 Me´thodes de gradient avec projection
On rappelle le re´sultat suivant de projection sur un convexe ferme´ :
Proposition 3.43 (Projection sur un convexe ferme´) Soit E un espace
de Hilbert, muni d’une norme ‖.‖E induite par un produit scalaire (., .), et soit
K un convexe ferme´ non vide de E. Alors, tout x ∈ E, il existe un unique
x0 ∈ K tel que ‖x − x0‖ ≤ ‖x − y‖ pour tout y ∈ K. On note x0 = pK(x) la
projection orthogonale de x sur K. On a e´galement :
x0 = pK(x) si et seulement si (x− x0, x0 − y) ≥ 0, ∀y ∈ K.
Dans le cadre des algorithmes de minimisation avec contraintes que nous allons
de´velopper maintenant, nous conside`rerons E = IRN , f ∈ C1(IRN , IR) une fonc-
tion convexe, et K ferme´ convexe non vide. On cherche a` calculer une solution
approche´e de x¯, solution du proble`me (3.5.32).
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Algorithme du gradient a` pas fixe avec projection sur K (GPFK)
Soit ρ > 0 donne´, on conside`re l’algorithme suivant :
Algorithme (GPFK)
Initialisation : x0 ∈ K
Ite´ration :
xn connu xn+1 = pK(xn − ρ∇f(xn))
ou` pK est la projection sur K de´finie par la proposition 3.43.
Lemme 3.44 Soit (xn)n construite par l’algorithme (GPFK). On suppose que
xn → x quand n+∞. Alors x est solution de (3.5.32).
De´monstration :
Soit pK : IR
N → K ⊂ IRN la projection sur K de´finie par la proposition
3.43. Alors pK est continue. Donc si
xn → x quand n→ +∞ alors x = pK(x− ρ∇f(x)) et x ∈ K (car xn ∈ K et
K est ferme´).
La caracte´risation de pK(x−ρ∇f(x)) donne´e dans la proposition 3.43 donne
alors :
(x− ρ∇f(x)−x/x− y) ≥ 0 pour tout y ∈ K, et comme ρ > 0, ceci entraˆıne
(∇f(x)/x−y) pour tout y ∈ K. Or f est convexe donc f(y) ≥ f(x)+∇f(x)(y−
x) pour tout y ∈ K, et donc f(y) ≥ f(x) pour tout y ∈ K, ce qui termine la
de´monstration.
The´ore`me 3.45 (Convergence de l’algorithme GPFK) Soit f ∈ C1(IRN , IR),
et K convexe ferme´ non vide. On suppose que :
1. il existe α > 0 tel que (∇f(x) − ∇f(y)|x − y) ≥ α|x − y|2, pour tout
(x, y) ∈ IRN × IRN ,
2. il existe M > 0 tel que |∇f(x) − ∇f(y)| ≤ M |x − y| pour tout (x, y) ∈
IRN × IRN ,
alors :
1. il existe un unique e´le´ment x¯ ∈ K solution de (3.5.32),
2. si 0 < ρ <
2α
M2
, la suite (xn) de´finie par l’algorithme (GPFK) converge
vers x¯ lorsque n→ +∞.
De´monstration :
1. La condition 1. donne que f est strictement convexe et que f(x) → +∞
quand |x| → +∞. Comme K est convexe ferme´ non vide, il existe donc
un unique x¯ solution de (3.5.32).
2. On pose, pour x ∈ IRN , h(x) = pK(x−ρ∇f(x)). On a donc xn+1 = h(xn).
Pour montrer que la suite (xn)n∈IN converge, il suffit donc de montrer que
h est strictement contractante de`s que
0 < ρ <
2α
M2
. (3.6.43)
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Graˆce au lemme 3.46 de´montre´ plus loin, on sait que pK est contractante. Or h
est de´finie par :
h(x) = pK(h¯(x)) ou` h¯(x) = x− ρ∇f(x).
On a de´ja` vu que h¯ est strictement contractante si la condition (3.6.43) est
ve´rifie´e (voir the´ore`me 3.16 page 86 et exercice 51 page 88), et plus pre´cise´ment :
|h¯(x)− h¯(y)| ≤ (1− 2αρ+M2ρ2)|x− y|2.
On en de´duit que :
|h(x)−h(y)|2 ≤ |pK(h¯(x))−pK(h¯(y))|2 ≤ |h¯(x)−h¯(y))|2 ≤ (1−2αρ+ρ2M2)|x−y|2.
L’application h est donc strictement contractante de`s que 0 < 2αM2 . La suite
(xn)n∈IN converge donc bien vers x = x¯
Lemme 3.46 (Proprie´te´ de contraction de la projection orthogonale)
Soit E un espace de Hilbert, K convexe ferme´ non vide de E et pK la projection
orthogonale sur K de´finie par la proposition 3.43, alors ‖pK(x) − pK(y)‖E ≤
‖x− y‖ pour tout (x, y) ∈ E2.
De´monstration Comme E est un espace de Hilbert,
‖pK(x)− pK(y)‖2E = (pK(x)− pK(y)|pK(x)− pK(y)).
On a donc
‖pK(x) −pK(y)‖2E
= (pK(x)− x+ x− y + y − pK(y)|pK(x)− pK(y))E
= (pK(x)− x|pK(x)− pK(y))E + (x− y|pK(x)− pK(y))E + (y − pK(y)|pK(x)− pK(y))E .
Or (pK(x) − x|pK(x) − pK(y))E ≥ 0 et (y − pK(y)|pK(x)− pK(y))E , d’ou` :
‖pK(x)− pK(y)‖E ≤ (x− y|pK(x)− pK(y)),
et donc, graˆce a` l’ine´galite´ de Cauchy-Schwarz,
‖pK(x) − pK(y)‖E≤‖x− y‖ ‖pK(x)− pK(y)‖ ≤ ‖x− y‖E.
Algorithme du gradient a` pas optimal avec projection sur K (GPOK)
L’algorithme du gradient a` pas optimal avec projection sur K s’e´crit :
Initialisation x0 ∈ K
Ite´ration xn connu
wn = −∇f(xn); calculer ρn optimal dans la direction wn
xn+1 = pK(xn + ρnwn)
La de´monstration de convergence de cet algorithme se de´duit de celle de
l’algorithme a` pas fixe.
Remarque 3.47 On pourrait aussi utiliser un algorithme de type Quasi–Newton
avec projection sur K.
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Les algorithmes de projection sont simples a` de´crire, mais ils soule`vent deux
questions :
1. Comment calcule-t-on pK ?
2. Que faire si K n’est pas convexe ?
On peut donner une re´ponse a` la premie`re question dans les cas simples :
1er cas On suppose ici que K = C+ = {x ∈ IRN , x = (x1, . . . , xn)t xi ≥
0 ∀i}.
Si y ∈ IRN y = (y+1 . . . yN )t, on peut montrer (exercice 3.6.3 page 119)
que
(pK(y))i = y
+
i = max(yi, 0), ∀i ∈ {1, . . . , N}
2e`me cas Soit (αi)i=1,...,N ⊂ IRN et (βi)i=1,...,N ⊂ IRN tels que αi ≤ βi
pour tout i = 1, . . . , N . Si
K =
∏
i=1,N
[αi, βi],
alors
(pK(y))i = max(αi,min(yi, βi)), ∀i = 1, . . . , N
Dans le cas d’un convexe K plus “complique´”, ou dans le cas ou` K n’est pas
convexe, on peut utiliser des me´thodes de dualite´ introduites dans le paragraphe
suivant.
3.6.2 Me´thodes de dualite´
Supposons que les hypothe`ses suivantes sont ve´rifie´es :

f ∈ C1(IRN , IR),
gi ∈ C1(IRN , IR),
K = {x ∈ IRN , gi(x) ≤ 0 i = 1, . . . , p}, et K est non vide.
(3.6.44)
On de´finit un proble`me “primal” comme e´tant le proble`me de minimisation
d’origine, c’est–a`–dire{
x¯ ∈ K,
f(x¯) ≤ f(x), pour tout x ∈ K, (3.6.45)
On de´finit le “lagrangien” comme e´tant la fonction L de´finie de IRN × IRp dans
IR par :
L(x, λ) = f(x) + λ · g(x) = f(x) +
p∑
i=1
λigi(x), (3.6.46)
avec g(x) = (g1(x), . . . , gp(x))
t et λ = (λ1(x), . . . , λp(x))
t.
On note C+ l’ensemble de´fini par
C+ = {λ ∈ IRp, λ = (λ1, . . . , λp)t, λi ≥ 0 pour tout i = 1, . . . , p}.
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Remarque 3.48 Le the´ore`me de Kuhn-Tucker entraˆıne que si x¯ est solution
du proble`me primal (3.6.45) alors il existe λ ∈ C+ tel que D1L(x¯, λ) = 0 (c’est–
a`–dire Df(x¯) + λ ·Dg(x¯) = 0) et λ · g(x¯) = 0.
On de´finit alors l’application M de IRp dans IR par :
M(λ) = inf
x∈IRN
L(x, λ), pour tout λ ∈ IRp. (3.6.47)
On peut donc remarquer que M(λ) re´alise le minimum (en x) du proble`me sans
contrainte, qui s’e´crit, pour λ ∈ IRp fixe´ :{
x ∈ IRN
L(x, λ) ≤ L(y, λ) pour tout x ∈ IRN , (3.6.48)
Lemme 3.49 L’application M de IRp dans IR de´finie par (3.6.47) est concave
(ou encore l’application -M est convexe), c’est–a`–dire que pour tous λ, µ ∈ IRp
et pour tout t ∈]0, 1[ on a M(tλ+ (1− t)µ) ≥ tM(λ) + (1− t)M(u)
De´monstration :
Soit λ, µ ∈ IRp et t ∈]0, 1[ ; on veut montrer que M(tλ+(1− t)µ) ≥ tM(λ)+
(1− t)M(µ).
Soit x ∈ IRN , alors :
L(x, tλ+ (1− t)µ) = f(x) + (tλ+ (1− t)µ)g(x)
= tf(x) + (1− t)f(x) + (tλ+ (1− t)µ)g(x).
On a donc L(x, tλ+ (1− t)µ) = tL(x, λ) + (1− t)L(x, µ). Par de´finition de M ,
on en de´duit que pour tout x ∈ IRN ,
L(x, tλ+ (1− t)µ) ≥ tM(λ) + (1− t)M(µ)
Or, toujours par de´finition de M ,
M(tλ+ (1− t)µ) = inf
x∈IRN
L(x, tλ+ (1− t)µ) ≥ tM(λ) + (1− t)M(µ).
On conside`re maintenant le proble`me d’optimisation dit “dual” suivant :{
µ ∈ C+,
M(µ) ≥M(λ) ∀λ ∈ C+. (3.6.49)
De´finition 3.50 Soit L : IRN × IRp → IR et (x, µ) ∈ IRN × C+. On dit que
(x, µ) est un point selle de L sur IRN × C+ si
L(x, λ) ≤ L(x, µ) ≤ L(y, µ) pour tout y ∈ IR et pour tout λ ∈ C+.
Proposition 3.51 Sous les hypothe`ses (3.6.44), soit L de´finie par L(x, λ) =
f(x) + λg(x) et (x, µ) ∈ IRN × C+ un point selle de L sur IRN × C+.
alors
1. x¯ est solution du proble`me (3.6.45),
2. µ est solution de (3.6.49),
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3. x¯ est solution du proble`me (3.6.48) avec λ = µ.
On admettra cette proposition.
Re´ciproquement, on peut montrer que (sous des hypothe`ses convenables sur
f et g), si µ est solution de (3.6.49), et si x¯ solution de (3.6.48) avec λ = µ,
alors (x¯, µ) est un point selle de L, et donc x¯ est solution de (3.6.45).
De ces re´sultats de´coule l’ide´e de base des me´thodes de dualite´ : on cherche
µ solution de (3.6.49). On obtient ensuite une solution x¯ du proble`me (3.6.45),
en cherchant x¯ comme solution du proble`me (3.6.48) avec λ = µ (qui est un
proble`me de minimisation sans contraintes). La recherche de la solution µ du
proble`me dual (3.6.49) peut se faire par exemple par l’algorithme tre`s classique
d’Uzawa, que nous de´crivons maintenant.
Algorithme d’Uzawa L’algorithme d’Uzawa consiste a` utiliser l’algorithme
du gradient a` pas fixe avec projection (qu’on a appele´ “GPFK”, voir page 114)
pour re´soudre de manie`re ite´rative le proble`me dual (3.6.49). On cherche donc
µ ∈ C+ tel que M(µ) ≥ M(λ) pour tout λ ∈ C+. On se donne ρ > 0, et
on note pC+ la projection sur le convexe C
+ (voir proposition 3.43 page 113).
L’algorithme (GPFK) pour la recherche de µ s’e´crit donc :
Initialisation : µ0 ∈ C+
Ite´ration : µn+1 = pC+(µn + ρ∇M(µn))
Pour de´finir comple`tement l’algorithme d’Uzawa, il reste a` pre´ciser les points
suivants :
1. Calcul de ∇M(µn),
2. calcul de pC+(λ) pour λ dans IR
N .
On peut e´galement s’inte´resser aux proprie´te´s de convergence de l’algo-
rithme.
La re´ponse au point 2 est simple (voir exercice 3.6.3 page 119) : pour λ ∈ IRN ,
on calcule pC+(λ) = γ avec γ = (γ1, . . . , γp)
t en posant γi = max(0, λi) pour
i = 1, . . . , p, ou` λ = (λ1, . . . , λp)
t.
La re´ponse au point 1. est une conse´quence de la proposition suivante (qu’on
admettra ici) :
Proposition 3.52 Sous les hypothe`ses (3.6.44), on suppose que pour tout λ ∈
IRN , le proble`me (3.6.48) admet une solution unique, note´e xλ et on suppose
que l’application de´finie de IRp dans IRN par λ 7→ xλ est diffe´rentiable. Alors
M(λ) = L(xλ, λ), M est diffe´rentiable en λ pour tout λ, et ∇M(λ) = g(xλ).
En conse´quence, pour calculer ∇M(λ), on est ramene´ a` chercher xλ solution
du proble`me de minimisation sans contrainte (3.6.48). On peut dont maintenant
donner le de´tail de l’ite´ration ge´ne´rale de l’algorithme d’Uzawa :
Ite´ration de l’algorithme d’Uzawa. Soit µn ∈ C+ connu ;
1. On cherche xn ∈ IRN solution de
{
xn ∈ IRN ,
L(xn, µn) ≤ L(x, µn), ∀x ∈ IRN
(On a donc xn = xµn)
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2. On calcule ∇M(µn) = g(xn)
3. µn+1 = µn + ρ∇M(µn) = µn + ρg(xn) = ((µn+1)1, . . . , (µn+1)p)t
4. µn+1 = pC+(µn+1), c’est–a`-dire µn+1 = ((µn+1)1, . . . , (µn+1)p)
t avec (µn+1)i =
max(0, (µn+1)i) pour tout i = 1, . . . , p.
On a alors le re´sultat suivant de convergence de l’algorithme :
Proposition 3.53 (Convergence de l’algorithme d’Uzawa) Sous les hy-
pothe`ses (3.6.44), on suppose de plus que :
1. il existe α > 0 tel que (∇f(x) − ∇f(y)) · (x − y) ≥ α|x − y|2 pour tout
(x, y) ∈ (IRN )2,
2. il existe Mf > 0 |∇f(x) −∇f(y)| ≤Mf |x− y| pour tout (x, y) ∈ (IRN )2,
3. pour tout λ ∈ C+, il existe un unique xλ ∈ IRN tel que L(xλ, λ) ≤ L(x, λ)
pour tout x ∈ IRN .
Alors si 0 < ρ <
2α
Mf
2 , la suite ((xn, µn))n ∈ IRN × C+ donne´e par l’algo-
rithme d’Uzawa ve´rifie :
1. xn → x¯ quand n→ +∞, ou` x¯ est la solution du proble`me (3.6.45),
2. (µn)n∈IN est borne´e.
Remarque 3.54 (Sur l’algorithme d’Uzawa)
1. L’algorithme est tre`s efficace si les contraintes sont affines : (i.e. si gi(x) =
αi · x+ βi pour tout i = 1, . . . , p, avec αi ∈ IRN et βi ∈ IR).
2. Pour avoir l’hypothe`se 3 du the´ore`me, il suffit que les fonctions gi soient
convexes. (On a dans ce cas existence et unicite´ de la solution xλ du
proble`me (3.6.48) et existence et unicite´ de la solution x¯ du proble`me
(3.6.45).)
3.6.3 Exercices
Exercice 64 (Exemple d’ope´rateur de projection)
Correction en page 216
1.Soit K = C+ = {x ∈ IRN , x = (x1, . . . , xn)t, xi ≥ 0, ∀i = 1, . . . , N}.
(a) Montrer que K est un convexe ferme´ non vide.
(b) Montrer que pour tout y ∈ IRN , on a : (pK(y))i = max(yi, 0).
2. Soit (αi)i=1,...,N ⊂ IRN et (βi)i=1,...,N ⊂ IRN tels que αi ≤ βi pour tout
i = 1, . . . , N . Soit K = {x = (x1, . . . , xN )t;αi ≤ βi, i = 1, . . . , N}.
1. Montrer que K est un convexe ferme´ non vide.
2. Soit pK l’ope´rateur de projection de´finie a` la proposition 3.43 page 113.
Montrer que pour tout y ∈ IRN , on a :
(pK(y))i = max(αi,min(yi, βi)), ∀i = 1, . . . , N
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Exercice 65 (Convergence de l’algorithme d’UZAWA)
Soient N, p ∈ IN?. Soit f ∈ C1(IRN , IR) (N ≥ 1) t.q.
∃α > 0, (∇f(x)−∇f(y)) · (x− y) ≥ α|x − y|2, ∀x, y ∈ IRN .
Soit C ∈Mp,N(IR) (C est donc une matrice, a` e´le´ments re´els, ayant p lignes
et N colonnes) et d ∈ IRp. On note D = {x ∈ IRN , Cx ≤ d} et C+ = {u ∈ IRp,
u ≥ 0}.
On suppose D 6= ∅ et on s’inte´resse au proble`me suivant :
x ∈ D, f(x) ≤ f(y), ∀y ∈ D. (3.6.50)
1. Montrer que f(y) ≥ f(x)+∇f(x) ·(y−x)+ α2 |x−y|2 pour tout x, y ∈ IRN .
2. Montrer que f est strictement convexe et que f(x) →∞ quand |x| → ∞.
En de´duire qu’il existe une et une seule solution au proble`me (3.6.50).
Dans la suite, on note x cette solution.
Pour u ∈ IRp et x ∈ IRN , on pose L(x, u) = f(x) + u · (Cx− d).
3. Soit u ∈ IRp (dans cette question, u est fixe´). Montrer que l’application
x→ L(x, u) est strictement convexe (de IRN dans IR) et que L(x, u) →∞
quand |x| → ∞ [Utiliser la question 1]. En de´duire qu’il existe une et une
seule solution au proble`me suivant :
x ∈ IRN , L(x, u) ≤ L(y, u), ∀y ∈ IRN . (3.6.51)
Dans la suite, on note xu cette solution. Montrer que xu est aussi l’unique
e´le´ment de IRN t.q. ∇f(xu) + Ctu = 0.
4. On admet que le the´ore`me de Kuhn-Tucker s’applique ici (cf. cours). Il
existe donc u ∈ C+ t.q. ∇f(x) +Ctu = 0 et u · (Cx− d) = 0. Montrer que
(x, u) est un point selle de L sur IRN × C+, c’est-a`-dire :
L(x, v) ≤ L(x, u) ≤ L(y, u), ∀(y, v) ∈ IRN × C+. (3.6.52)
Pour u ∈ IRp, on pose M(u) = L(xu, u) (de sorte que M(u) = inf{L(x, u),
x ∈ IRN}). On conside`re alors le proble`me suivant :
u ∈ C+, M(u) ≥M(v), ∀v ∈ C+. (3.6.53)
5. Soit (x, u) ∈ IRN×C+ un point selle de L sur IRN×C+ (c’est-a`-direL(x, v) ≤
L(x, u) ≤ L(y, u), pour tout (y, v) ∈ IRN × C+). Montrer que x = x = xu
(on rappelle que x est l’unique solution de (3.6.50) et xu est l’unique
solution de (3.6.51)) et que u est solution de (3.6.53). [On pourra com-
mencer par montrer, en utilisant la premie`re ine´galite´, que x ∈ D et
u · (Cx− d) = 0.]
Montrer que ∇f(x) + Ctu = 0 et que u = PC+(u+ ρ(Cx− d)), pour tout
ρ > 0, ou` PC+ de´signe l’ope´rateur de projection orthogonale sur C+. [on
rappelle que si v ∈ IRp et w ∈ C+, on a w = PC+v ⇐⇒ ((v−w)·(w−z) ≥ 0,
∀z ∈ C+).]
6. De´duire des questions 2, 4 et 5 que le proble`me (3.6.53) admet au moins
une solution.
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7. Montrer que l’algorithme du gradient a` pas fixe avec projection pour trou-
ver la solution de (3.6.53) s’e´crit (on de´signe par ρ > 0 le pas de l’algo-
rithme) :
Initialisation. u0 ∈ C+.
Ite´rations. Pour uk ∈ C+ connu (k ≥ 0). On calcule xk ∈ IRN t.q.
∇f(xk) +Ctuk = 0 (montrer qu’un tel xk existe et est unique) et on pose
uk+1 = PC+(uk + ρ(Cxk − d)).
Dans la suite, on s’inte´resse a` la convergence de la suite (xk , uk)k∈IN donne´e
par cet algorithme.
8. Soit ρ t.q. 0 < ρ < 2α/‖C‖2 avec ‖C‖ = sup{|Cx|, x ∈ IRN t.q. |x| =
1}. Soit (x, u) ∈ IRN × C+ un point selle de L sur IRN × C+ (c’est-a`-
dire ve´rifiant (3.6.52)) et (xk, uk)k∈IN la suite donne´e par l’algorithme de
la question pre´ce´dente. Montrer que
|uk+1 − u|2 ≤ |uk − u|2 − ρ(2α− ρ‖C‖2)|xk − x|2, ∀k ∈ IRN .
En de´duire que xk → x quand k →∞.
Montrer que la suite (uk)k∈IN est borne´e et que, si u˜ est une valeur
d’adhe´rence de la suite (uk)k∈IN , on a ∇f(x) + Ctu˜ = 0. En de´duire que,
si rang(C)=p, on a uk → u quand k → ∞ et que u est l’unique e´le´ment
de C+ t.q. ∇f(x) + Ctu = 0.
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Chapitre 4
Equations diffe´rentielles
4.1 Introduction
On s’inte´resse ici a` la re´solution nume´rique d’e´quations diffe´rentielles avec
conditions initiales (ou proble`me de Cauchy) :{
x′(t) = f(x(t), t) t > 0,
x(0) = x¯0.
(4.1.1)
ou` f est une fonction de IRN×IR a` valeurs dans IRN , avecN ≥ 1. L’inconnue est
la fonction x de IR dans IRN . Souvent, t repre´sente le temps, et on cherche donc
x fonction de IR+ a` valeurs dans IR
N . On a donc affaire a` un syste`me diffe´rentiel
d’ordre 1. De nombreux exemples de proble`mes s’e´crivent sous cette forme. Ci-
tons entre autres les lois qui re´gissent la cine´tique d’un ensemble de re´actions chi-
miques, ou encore les e´quations re´gissant la dynamique des populations. Notons
qu’un syste`me diffe´rentiel faisant intervenir des diffe´rentielles d’ordre supe´rieur
peut toujours s’e´crire sous la forme (4.1.1). Prenons par exemple l’e´quation du
second ordre de´crivant le comportement de l’amortisseur d’une voiture :
my′′ + cy′ + ky = 0,
y(0) = x¯0,
y′(0) = 0.
(4.1.2)
ou` m est la masse de la voiture, c le coefficient d’amortissement et k la force
de rappel. L’inconnue y est le de´placement de l’amortisseur par rapport a` sa
position d’e´quilibre. Pour se ramener a` un syste`me d’ordre 1, on pose x1 = y,
x2 = y
′, et le syste`me amortisseur s’e´crit alors, avec comme inconnue x =
(x1, x2)
t :{
x′(t) = f(x(t), t),
x(0) = (x¯0, 0)
t,
avec f(x, t) =
(
x2,
− 1
m
(cx2 + kx1)
)
. (4.1.3)
On rappelle que par le the´ore`me de Cauchy-Lipschitz, si f ∈ C1(IRN ×
IR, IRN ) alors il existe TM > 0 et x ∈ C2([0, TM [, IRN ) solution maximale de
(4.1.1), c’est a` dire que x est solution de (4.1.1) sur [0, TM [, et que s’il existe
α > 0 et y ∈ C2([0, α[, IRN ) solution de (4.1.1) sur [0, α[ alors α ≤ TM et y = x
sur [0, α[. De plus, par le the´ore`me d’explosion en temps fini, si TM < +∞ alors
|x(t)| → +∞ quand t→ TM .
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Remarque 4.1 (Hypothe`se sur f) En fait, pour avoir existence et unicite´
d’une solution maximale de (4.1.1), on peut affaiblir l’hypothe`se f ∈ C1(IRN×
IR, IRN ) en f ∈ C(IRN × IR, IRN ) qui soit “lipschitzienne sur les borne´s”, c’est
a` dire qui ve´rifie :
∀A > 0, ∃MA ∈ IR+ tel que ∀t ∈ [0, T [, ∀(x, y) ∈ BA ×BA,
|f(x, t)− f(y, t)| ≤MA|x− y|. (4.1.4)
ou` |.| de´signe une norme sur IRN et BA la boule de centre 0 et de rayon A. Il
est clair que si f ∈ C1(IRN× IR, IRN ) alors f ve´rifie (4.1.4), alors qu’elle n’est
e´videmment pas force´ment globalement lipschitzienne (prendre f(x) = x2 pour
s’en convaincre).
Exemples
1. On supposeN = 1 ; soit la fonction f de´finie par f(z, t) = z2. On conside`re
le proble`me de Cauchy :
{
dx
dt
(t) = x2(t)
x(0) = 1
La fonction f est de classe C1, donc lipschitzienne sur les borne´s (mais
pas globalement lipschitzienne). On peut donc appliquer le the´ore`me de
Cauchy-Lipschitz qui nous donne existence et unicite´ d’une solution maxi-
male. On cherche alors a` calculer une solution locale. Un calcul simple
donne x(t) = 11−t , et cette fonction tend vers +∞ lorsque t tend vers 1−.
On en de´duit que le temps maximal de la solution est TM = 1, et on a
donc comme solution maximale x(t) = 11−t t ∈ [0, 1[.
2. Supposons que f ∈ C1(IRN × IR, IRN ), et soit x la solution maximale
de (4.1.1) sur [0, TM [. On suppose que pour tout 0 < T < +∞, il existe
aT > 0 et bT > 0 tels que
|f(z, t)| ≤ aT |z|+ bT ∀z ∈ IRN , ∀t ∈ [0, T ]
alors on peut facilement montrer graˆce au lemme de Gronwall1 que TM =
+∞, car x(t) ≤ bTTeaT t et donc x reste borne´e sur tout intervalle [0, T ],
T ∈ IR.
Dans de nombreux cas, il n’est pas possible d’obtenir une expression analytique
de la solution de (4.1.1). L’objet de ce chapitre est de pre´senter des me´thodes
pour obtenir des solutions (nume´riques) approche´es de la solution de (4.1.1).
Plus pre´cise´ment, on adopte les notations et hypothe`ses suivantes :
1On rappelle que le lemme de Gronwall permet de dire que si ϕ ∈ C([0, T ], IR+) est telle
que ϕ(t) ≤ α
∫ t
0
ϕ(s)ds + β, avec α ≥ 0, β > 0 alors ϕ(t) ≤ βeαt pour t ∈ [0, T ].
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Notations et hypothe`ses :
Soit f ve´rifiant l’hypothe`se (4.1.4))
et soit x solution maximale de (4.1.1) (de´finie sur [0, TM [),
on se donne T ∈]0, TM [, on cherche a` calculer x sur [0, T ],
ou` x ∈ C1([0, T ], IRN ) est solution de (4.1.1).
On se donne une discre´tisation de [0, T ], i.e. n ∈ IN et
(t0, t1, . . . , tn) ∈ IRn+1 tels que 0 < t0 < t1 < . . . < tn = T.
On pose hk = tk+1 − tk, ∀k = 0, . . . , n− 1,
et h = max{h0, . . . , hn−1}. Pour k = 1, . . . n, on cherche xk
valeur approche´e de x(tk) = x¯k,
et on appelle ek = x¯k − xk l’erreur de discre´tisation.
(4.1.5)
On cherche alors une me´thode qui permette le calcul de xk, pour k = 1, . . . , n,
et telle que la solution approche´e ainsi calcule´e converge, en un sens a` de´finir,
vers la solution exacte. On cherchera de plus a` e´valuer l’erreur de discre´tisation
ek, et plus pre´cise´ment, a` obtenir des estimations d’erreur de la forme |ek| ≤
Chα, ou` C ne de´pend que de la solution exacte (et pas de h) ; α donne alors
l’ordre de la convergence.
On e´tudiera ici les me´thodes de discre´tisation des e´quations diffe´rentielles
dits “sche´ma a` un pas” qui s’e´crivent sous la forme suivante :
De´finition 4.2 (Sche´ma a` un pas) Avec les hypothe`ses et notations (4.1.5),
on appelle sche´ma a` un pas pour la re´solution nume´rique de (4.1.1), un algo-
rithme de construction des valeurs (xk)k=1,n qui s’e´crit sous la forme suivante :
x0 donne´ (approximation de x¯0)
xk+1 − xk
hk
= φ(xk , tk, hk), k = 0, . . . n− 1,
(4.1.6)
ou` φ est une fonction de IRN × IR+ × IR+ a` valeurs dans IR.
Dans la de´finition du sche´ma (4.1.6), il est clair que le terme xk+1−xkhk est obtenu
en cherchant une approximation de x′(tk) et que φ(xk , tk, hk) est obtenu en
cherchant une approximation de f(xk , tk). Le sche´ma nume´rique est de´fini par
cette fonction φ.
Exemples :
1. Sche´ma d’Euler explicite Le sche´ma d’Euler explicite est de´fini par (4.1.6)
avec la fonction φ tre`s simple suivante :
φ(xk , tk, hk) = f(xk, tk). (4.1.7)
2. Sche´ma Euler implicite
x0 donne´
xk+1 − xk
hk
= f(xk+1, tk+1). k = 0, . . . n− 1,
(4.1.8)
On remarque que dans le sche´ma d’Euler implicite, le calcul de xk+1 n’est
pas explicite, il est donne´ de manie`re implicite par (4.1.6) (d’ou` le nom
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du sche´ma). La premie`re question a` se poser pour ce type de sche´ma est
l’existence de xk+1. On montrera au the´ore`me 4.13 que si l’hypothe`se
suivante est ve´rifie´e :
D1f(y, t)z · z ≤ 0 ∀y ∈ IRN , ∀z ∈ IRN , ∀t ≥ 0, (4.1.9)
alors xk+1 calcule´ par (4.7.30) est bien de´fini en fonction de xk, tk, et hk.
On peut donc bien e´crire le sche´ma (4.7.30) sous la forme (4.1.6) avec
xk+1 − xk
hk
= φ(xk , tk, hk),
bien que la fonction φ ne soit de´finie ici qu’implicitement et non explicite-
ment. Sous l’hypothe`se (4.1.9), ce sche´ma entre donc bien dans le cadre des
sche´mas (4.1.6) e´tudie´s ici ; ne´anmoins, une proprie´te´ supple´mentaire dite
de “stabilite´ inconditionnelle”, est ve´rifie´e par ce sche´ma. Cette proprie´te´
peut s’ave´rer tre`s importante en pratique et justifie une e´tude se´pare´e
(voir section 4.6).
4.2 Consistance, stabilite´ et convergence
De´finition 4.3 (Consistance) On se place sous les hypothe`ses et notations
(4.1.5) et on e´tudie le sche´ma (4.1.6).
1. Pour k = 0, . . . , n, on de´finit l’erreur de consistance du sche´ma (4.1.6) en
tk par :
Rk =
xk+1 − xk
hk
− φ(xk, tk, hk). (4.2.10)
2. Le sche´ma est consistant si
max{|Rk|, k = 0 . . . n− 1} → 0 lorsque h→ 0. (4.2.11)
3. Soit p ∈ IN∗, le sche´ma est consistant d’ordre p s’il existe C ∈ IR+ ne
de´pendant que de f ,T , x¯0 (et pas de h) tel que |Rk| ≤ Chp, ∀k = 1, . . . , n−
1.
Donnons maintenant une condition ne´cessaire sur φ pour que le sche´ma (4.1.6)
soit consistant.
Proposition 4.4 (Caracte´risation de la consistance) Sous les hypothe`ses
et notations (4.1.5), si φ ∈ C(IRN × IR+ × IR+, IRN ) et si φ(z, t, 0) = f(z, t)
pour tout z ∈ IRN et pour tout t ∈ [0, T ], alors le sche´ma (4.1.6) est consistant.
De´monstration Comme x ∈ C1([0, T ], IRN ) est la solution exacte de (4.1.1),
on peut e´crire que
x(tk+1)− x(tk) =
∫ tk+1
tk
x′(s)ds =
∫ tk+1
tk
f(x(s), s)ds.
On en de´duit que
Rk =
x(tk+1)− x(tk)
hk
− φ(xk, tk, hk) = 1
hk
∫ tk+1
tk
(f(x(s), s)− φ(xk, tk, hk))ds.
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Soit ε > 0, comme f est continue et φ(xk, tk, 0) = f(xk, tk), il existe η1 tel
que si hk ≤ η1 alors : |φ(xk, tk, hk) − f(xk, tk)| ≤ ε. On a donc par ine´galite´
triangulaire,
|Rk| ≤ ε+ 1
hk
∫ tk+1
tk
|f(x(s), s)− f(xk, tk)|ds.
La fonction s 7→ f(x(s), s) est continue et donc uniforme´ment continue sur
[tk, tk+1]. Il existe donc η2 tel que si h ≤ η2, alors
1
hk
∫ tk+1
tk
|f(x(s), s)− f(xk, tk)|ds ≤ ε.
On a ainsi montre´ que si h ≤ min(η1, η2), alors |Rk| ≤ 2ε, ce qui termine la
preuve de la proposition.
Notons que pour obtenir une consistance d’ordre p > 1, il est ne´cessaire de
supposer que la solution x de (4.1.1) est dans Cp(IR+, IR
N ).
De´finition 4.5 (Stabilite´) Sous les hypothe`ses (4.1.5), on dit que le sche´ma
(4.1.6) est stable s’il existe h∗ > 0 et R ∈ IR+ tels que xk ∈ BR pour tout
k = 0, . . . , N et pour tout h ∈ [0, h∗[, ou` BR de´signe la boule de centre 0 et
de rayon R. On dit que le sche´ma est inconditionnellement stable si de plus,
h∗ = +∞.
De´finition 4.6 (Convergence) On se place sous les hypothe`ses et notations
(4.1.5).
1. Le sche´ma (4.1.6) est convergent si, lorsqu’on suppose |e0| = 0, on a
max
k=0,...,n
|ek| → 0 lorsque h→ 0.
2. Soit p ∈ IN∗, le sche´ma est convergent d’ordre p s’il existe C ∈ IR+ ne
de´pendant que de f ,T , x¯0 (et pas de h) tel que si on suppose |e0| = 0,
alors
max
k=0,...,n
|ek| ≤ Chp.
Nous donnons a` pre´sent une notion de stabiite´ souvent utilise´e dans les ou-
vrages classiques, mais qui ne semble pas eˆtre la plus efficace en termes d’analyse
d’erreur (voir remarque 4.12.
De´finition 4.7 (Stabilite´ par rapport aux erreurs) Sous les hypothe`ses et
notations (4.1.5), on dit que le sche´ma (4.1.6) est stable par rapport aux erreurs
s’il existe h∗ ∈ IR∗+ et K ∈ IR+ de´pendant de x¯0, f et φ (mais pas de h) tels que
si h ≤ h∗ et si
xk+1 = xk + hkφ(tk , xk, hk),
yk+1 = yk + hkφ(tk, yk, hk) + εk,
pour k = 0, . . . , n− 1, (4.2.12)
ou` (εk)k∈IN ⊂ IR+ est donne´e, alors
|xk − yk| ≤ K(|x0 − y0|+
k−1∑
i=0
|εi|), pour tout k = 0, . . . , n− 1.
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On peut alors e´noncer le the´ore`me de convergence suivant, dont la de´mons-
tration, tre`s simple, fait partie de l’exercice 71 page 137.
The´ore`me 4.8 (Convergence) Sous les hypothe`ses et notations (4.1.5), on
suppose que le sche´ma (4.1.6) est stable par rapport aux erreurs au sens de la
de´finition 4.7 et qu’il est consistant d’ordre p au sens de la de´finition 4.2.10.
Alors il existe K ∈ IR+ ne de´pendant que de x¯0, f et φ (mais pas de h) tel que
|ek| ≤ Khp + |e0|, pour tout k = 0, . . . , n.
Comme on l’a dit dans la remarque 4.12, ce the´ore`me est d’une porte´e moins
ge´ne´rale que le the´ore`me 4.10 car il n’est pas toujours facile de montrer la
stabilite´ par rapport aux erreurs, en dehors de la condition suffisante donne´e
dans la proposition qui suit, et qui est rarement ve´rifie´e en pratique.
Proposition 4.9 (Condition suffisante de stabilite´) Sous les hypothe`ses et
notations (4.1.5), une condition suffisante pour que le sche´ma (4.1.6) soit stable
par rapport aux erreurs est que
∃h∗ > 0, ∃M > 0; ∀(x, y) ∈ IRN × IRN , ∀h < h∗, ∀t ∈ [0, T ],
|φ(x, t, h)− φ(y, t, h)| ≤M |x− y|. (4.2.13)
La de´monstration de cette proposition est laisse´e en exercice (exercice 71
page 137).
4.3 The´ore`me ge´ne´ral de convergence
The´ore`me 4.10 On se place sous les hypothe`ses et notations (4.1.5).
1. On suppose que le sche´ma (4.1.6) est consistant d’ordre p (i.e. il existe
p ∈ IN∗ et C ∈ IR+ ne de´pendant que de T , f , x¯0 tel que |Rk| ≤ Chp.)
2. On suppose qu’il existe h∗ > 0 tel que pour tout A ∈ IR∗+, il existe MA > 0
tel que
∀(y, z) ∈ BA ×BA, ∀t ∈ [0, T ], ∀h ∈ [0, h∗],
|φ(y, t, h)− φ(z, t, h)| ≤MA|y − z|, (4.3.14)
ou` BA de´signe la boule de rayon A. (Noter que cette hypothe`se sur φ est
semblable a` l’hypothe`se (4.1.4) “Lipschitz sur les borne´s” faite sur f dans
la remarque 4.1 page 124).
Alors il existe h∗∗ > 0 (h∗∗ ≤ h∗), ε > 0, et K > 0 (ne de´pendant que de
f ,x¯0,T ,h
∗,MA) tels que si
0 < h ≤ h∗∗ et |e0| ≤ ε,
alors
1. le sche´ma est “stable”, au sens ou` xk ∈ B2A pour tout k = 0, . . . n, avec
A = max{|x(t)|, t ∈ [0, T ]} < +∞.
2. le sche´ma converge, et plus pre´cise´ment, on a l’estimation d’erreur sui-
vante : |ek| ≤ K(hp + |e0|), pour tout k = 0, . . . , n. (En particulier si
e0 = 0 on a |ek| ≤ Khp donc ektend vers 0 au moins comme hp.)
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De´monstration : Soit x ∈ C2([0, T ], IRN ) solution de (4.1.1), et soit A =
max{|x(t)|, t ∈ [0, T ]} < +∞ (car x est continue et [0, T ] est compact). On a
donc x¯k ∈ BA = {y ∈ IRN , |y| ≤ A}.
On va “parachuter” ici un choix de ε et h∗∗ qui permettront de montrer le
the´ore`me par re´currence sur k, on montrera dans la suite de la de´monstration
pourquoi ce choix convient.
On choisit :
1. h∗∗ > 0 tel que CeT (M2A+1)(h∗∗)p ≤ A
2
, ou` M2A est la constante de
Lipschitz de φ sur B2A dans l’hypothe`se (4.3.14),
2. ε > 0 tel que eTM2Aε ≤ A
2
.
On va maintenant montrer par re´currence sur k que si h ≤ h∗∗ et |e0| ≤ ε,
alors : { |ek| ≤ αkhp + βk|e0|,
xk ∈ B2A, , (4.3.15)
avec αk = Ce
tkM2A (1 + h0) . . . (1 + hk−1) et βk = etkM2A . (4.3.16)
Si on suppose (4.3.15) vraie, on peut terminer la de´monstration du the´ore`me :
en effet pour x ≥ 0, on a 1 + x ≤ ex, et donc : (1 + h0)(1 + h1) . . . (1 + hk−1) ≤
eh0+h1+···hk−1 = etk ≤ eT . On en de´duit que αk ≤ CeTM2AeT = CeT (M2A+1), et
que βk ≤ eTM2A .
On de´duit alors de (4.3.15) et (4.3.16) que
|ek| ≤ CeT (M2A+1)hp + eTM2A |e0|
≤ K(hp + |e0|) avec K = max(CeT (M2A+1), eT (M2A),
et que xk ∈ B2A.
Il ne reste donc plus qu’a` de´montrer (4.3.15) par re´currence sur k.
– Pour k = 0, les formules (4.3.16) donnent α0 = C et β0 = 1. Or on a
bien |e0| ≤ α0hp + |e0| car C ≥ 0. De plus, par de´finition de e0, on a
x0 = x¯0 − e0, et donc : |x0| ≤ |x¯0|+ |e0| ≤ A+ ε ≤ A+ A2 ≤ 2A car, par
hypothe`se εeTM2A ≤ A2 et donc ε ≤ A2 . On en de´duit que x0 ∈ B2A.
– Supposons maintenant que les relations (4.3.15) et (4.3.16) sont vraies
jusqu’au rang k et de´montrons qu’elles le sont encore au rang k + 1.
Par de´finition du sche´ma (4.1.6) et de l’erreur de consistance (4.2.10), on
a :
xk+1 = xk + hkφ(xk , tk, hk)
x¯k+1 = x¯k + hkφ(x¯k , tk, hk) + hkRk.
On a donc ek+1 = ek + hk(φ(x¯k , tk, hk) − φ(xk , tk, hk)) + hkRk, ce qui
entraˆıne que
|ek+1| ≤ |ek|+ hk|φ(x¯k , tk, hk)− φ(xk , tk, hk)|+ hk|Rk|. (4.3.17)
Comme xk ∈ B2A et x¯k ∈ BA, en utilisant la proprie´te´ (4.3.14) de φ, on a
|φ(x¯k , tk, hk)− φ(xk , tk, hk)| ≤M2A|x¯k − xk |.
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De plus, comme le sche´ma (4.1.6) est suppose´ consistant d’ordre p, on a
|Rk| ≤ Chp. On peut donc de´duire de (4.3.17) que
|ek+1| ≤ |ek|(1 +M2Ahk) + hkChp,
et, en utilisant l’hypothe`se de re´currence (4.3.15) :
|ek+1| ≤ (1 + hkM2A)(αkhp + βk|e0|) + hkChp.
Comme 1 + u ≤ eu pour tout u ≥ 0, ceci entraˆıne
|ek+1| ≤ α¯k+1hp + βk+1|e0|,
ou` α¯k+1 = αke
hkM2A + Chk et βk+1 = βke
hkM2A = etk+1M2A . Or
αk = Ce
tkM2A(1 + h0) + · · · (1 + hk−1) ≥ C,
et donc
α¯k+1 ≤ αk(ehkM2A + hk) ≤ αkehkM2A(1 + hk),
ce qui entraˆıne
CetkM2AehkM2A(1 + h0) · · · (1 + hk−1)(1 + hk) = αk+1 car tk + hk = tk+1.
Donc
|ek+1| ≤ αk+1hp + βk|e0|.
Il reste a` montrer que xk+1 ∈ B2A. On a
|xk+1| ≤ |x¯k+1|+ |ek+1| ≤ A+ |ek+1| car x¯k ∈ BA.
Or on vient de montrer que |ek+1| ≤ αk+1hp + βk+1|e0|, et
αk+1 ≤ CeT (M2A+1) et βk+1 ≤ eTM2A .
Donc
|ek+1| ≤ CeT (M2A+1)h∗∗p + eTM2Aε ≤ A
2
+
A
2
car on a choisi h∗∗ et ε pour !. . . On a donc finalement |xk+1| ≤ A + A,
c’est a` dire xk+1 ∈ B2A.
On a donc bien montre´ (4.3.15) pour tout k = 0, . . . n. Ce qui donne la
conclusion du the´ore`me.
Remarque 4.11 Dans le the´ore`me pre´ce´dent, on a montre´ que xk ∈ B2A pour
tout k = 1, . . . n. Ceci est un re´sultat de stabilite´ (c’est a` dire une estimation
sur la solution approche´e ne de´pendant que des donne´es T , x¯0, f et φ (ne de´pend
pas du maillage h)) conditionnelle, car on a suppose´ pour le de´montrer que
h ≤ h∗∗, ou` h∗∗ ne de´pend que de T , x¯0, f et φ.
Remarque 4.12 (Sur la de´monstration du the´ore`me de convergence)
Dans la plupart des ouvrages d’analyse nume´rique, la convergence des sche´-
mas de discre´tisation des e´quations diffe´rentielles est obtenue a` partir de la no-
tion de consistance et de la notion de stabilite´ par rapport aux erreurs (vue au pa-
ragraphe pre´ce´dent, voir de´finition 4.7, et souvent appele´e stabilite´ tout court). Il
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est en effet assez facile de voir (cf exercice 71 page 137) que si le sche´ma (4.1.6)
est consistant d’ordre p et stable par rapport aux erreurs comme de´fini dans la
de´finition 4.7, alors il est convergent, et plus pre´cise´ment, |ek| ≤ K(hp + |e0|),
pour tout k = 0, . . . , n.
Il y a deux avantages a` utiliser plutoˆt le the´ore`me pre´ce´dent. D’une part, ce
the´ore`me est d’une porte´e tre`s ge´ne´rale et s’applique facilement a` de nombreux
sche´mas, comme on le verra sur des exemples (voir section 4.4).
D’autre part la preuve de convergence par la notion de stabilite´ par rap-
port aux erreurs pre´sente un de´faut majeur : la seule condition suffisante qu’on
connaisse en ge´ne´ral pour montrer qu’un sche´ma est stable par rapport aux
erreurs est que la fonction φ(., t, h) soit globalement lipschitzienne pour tout
t ∈ [0, T ] et pour tout h ∈ [0, h∗] (voir proposition 4.9). Ceci revient a` dire, dans
le cas du sche´ma d’Euler explicite par exemple, que f est globalement lipschiti-
zienne. Cette hypothe`se est tre`s forte et rarement ve´rifie´e en pratique. Bien suˆr,
comme la solution x de (4.1.1) est borne´e sur [0, T ], x vit dans un compact et
on peut toujours modifier f sur le comple´mentaire de ce compact pour la rendre
globalement lipschitzienne. Cependant, cette manipulation ne´cessite la connais-
sance des bornes de la solution exacte, ce qui est souvent loin d’eˆtre facile a`
obtenir dans les applications pratiques.
4.4 Exemples
On se place sous les hypothe`ses (4.1.5) et on e´tudie le sche´ma (4.1.6). On
donne quatre exemples de sche´mas de la forme (4.1.6) :
Exemple 1 Euler explicite On rappelle que le sche´ma s’e´crit (voir (4.1.7)) :
xk+1 − xk
hk
= f(xk, tk),
On a donc φ(xk , tk, hk) = f(xk, tk).
On peut montrer (voir exercice 70 page 137) que :
– si x ∈ C1(IR+, IRN ), le sche´ma est consistant d’ordre 1,
– le the´ore`me 4.10 s’applique |ek| ≤ K(h+ |e0|) pour h < h∗∗. (La conver-
gence est assez lente, et le sche´ma n’est stable que conditionnellement.)
Exemple 2 Euler ame´liore´ Le sche´ma s’e´crit :
xk+1 − xk
hk
= f
(
xk +
hk
2
f(xk, tk), tk +
hk
2
)
= φ(xk , tk, hk) (4.4.18)
– si x ∈ C2(IR+, IRN ),le sche´ma est consistant d’ordre 2,
– le the´ore`me 4.10 s’applique et |ek| ≤ K(h2 + |e0|) pour h ≤ h∗∗.
La convergence est plus rapide.
Exemple 3 Heun
xk+1 − xk
hk
=
1
2
f(xk, tk) +
1
2
[f(xk + hkf(xk, tk), tk+1)]. (4.4.19)
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– si x ∈ C2(IR+, IRN ), le sche´ma est consistant d’ordre 2,
– Le the´ore`me 4.10 s’applique et |ek| ≤ K(h2 + |e0|), pour h ≤ h∗∗.
Exemple 4 RK4 (Runge et Kutta, 1902) Les sche´mas de type Runge Kutta
peuvent eˆtre obtenus en e´crivant l’e´quation diffe´rentielle sous la forme
x¯k+1 − x¯k =
∫ tk+1
tk
f(x(t), t)dt, et en construisant un sche´ma nume´rique
a` partir des formules d’inte´gration nume´rique pour le calcul approche´ des
inte´grales. Le sche´ma RK4 s’obtient a` partir de la formule d’inte´gration
nume´rique de Simpson :
A xk connu,
xk,0 = xk
xk,1 = xk +
hk
2
f(xk,0, tk)
xk,2 = xk +
hk
2
f(xk,1, tk +
hk
2
)
xk,3 = xk + hkf(xk,2, tk +
hk
2
)
xk+1 − xk
hk
=
1
6
f(xk,0, tk) +
1
3
f(xk,1, tk +
hk
2
)
+
1
3
f(xk,2, tk +
hk
2
) +
1
6
f(xk,3, tk+1)
= φ(xk , tk, hk)
On peut montrer (avec pas mal de calculs. . . ) que si x ∈ C4([0, T ]) alors
le sche´ma est consistant d’ordre 4. Le the´ore`me 4.10 s’applique et |ek| ≤
K(h4 + |e0|), pour h ≤ h∗∗.
4.5 Explicite ou implicite ?
On lit souvent que “les sche´mas implicites sont plus stables”. Il est vrai
que lorsque la condition (4.1.9) donne´e plus haut est ve´rifie´e, le sche´ma d’Euler
implicite (4.7.30) est inconditionnellement stable, comme nous le verrons dans
la section suivante. Il est donc naturel de le pre´fe´rer au sche´ma explicite pour
lequel on n’a qu’un re´sultat de stabilite´ conditionnelle. Cependant, dans le cas
ge´ne´ral, le choix n’est pas si e´vident, comme nous allons le voir sur des exemples,
en e´tudiant le comportement respectif des sche´mas d’Euler explicite et implicite.
4.5.1 L’implicite gagne...
Prenons d’abord f(x, t) = −x, N = 1 et x0 = 1. L’e´quation diffe´rentielle est
donc : {
dx
dt
= −x(t),
x(0) = 1,
dont la solution est clairement donne´e par x(t) = e−t. On suppose que le pas
est constant, c’est a` dire hk = h ∀k. Le sche´ma d’Euler explicite s’e´crit dans ce
cas :
xk+1 = xk − hxk = (1− h)xk et donc
xk = (1− h)k, ∀k = 0, . . . , n, avec nh = T. (4.5.20)
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(On a donc n points de discre´tisation.) La valeur xk est cense´e eˆtre une approxi-
mation de x(tk) = e
−tk , et de fait, on remarque que pour n = Th , on a
xn = (1− h)T/h → e−T quand h→ 0.
Lorsqu’on cherche par exemple a` obtenir le comportement de la solution
d’une e´quation diffe´rentielle “dans les grands temps”, on peut eˆtre amene´ a` uti-
liser des pas de discre´tisation relativement grands. Ceci peut eˆtre aussi le cas
dans des proble`mes de couplage avec d’autres e´quations, les “e´chelles de temps”
des e´quations pouvant eˆtre tre`s diffe´rentes pour les diffe´rentes e´quations. Que
se passe-t-il dans ce cas ? Dans le cas de notre exemple, si on prend h = 2, on
obtient alors xk = (−1)k, ce qui n’est clairement pas une bonne approxima-
tion de la solution. Un des proble`mes majeurs est la perte de la positivite´ de
la solution. Dans un proble`me d’origine physique ou` x serait une concentration
ou une densite´, il est indispensable que le sche´ma respecte cette positivite´. On
peut noter que ceci n’est pas en contradiction avec le the´ore`me 4.10 qui donne
un re´sultat de convergence (i.e. de comportement lorsque h tend vers 0). Dans
l’exemple pre´sent, le sche´ma d’Euler explicite (4.5.20) ne donne pas une solution
approche´e raisonnable pour h grand.
Si on essaye maintenant de calculer une solution approche´e a` l’aide du sche´ma
d’Euler implicite (4.7.30), on obtient
xk+1 = xk − hxk+1, c.a`.d. xk+1 = 1
1 + h
xk et donc
xk =
1
(1 + h)k
, ∀k = 0, . . . n, avec nh = T.
Dans ce cas, la solution approche´e reste “proche” de la solution exacte, et po-
sitive, meˆme pour des pas de discre´tisation grands. On pourrait en conclure un
peu haˆtivement que le sche´ma implicite est “meilleur” que le sche´ma explicite.
On va voir dans l’exemple qui suit qu’une telle conclusion est peu rapide.
4.5.2 L’implicite perd...
On conside`re maintenant le proble`me de Cauchy (4.1.1) avec f(y, t) = +y,
x¯0 = 1. La solution est maintenant x(t) = e
t. Si on prend un pas de discre´tisation
constant e´gal a` h, le sche´ma d’Euler explicite s’e´crit :
xk+1 = xk + hxk = (1 + h)xk, c.a`.d. xk = (1 + h)
k.
On a donc
xn = (1 + h)
n → eT c.a`.d. lorsque n→ +∞.
Contrairement a` l’exemple pre´ce´dent, la solution approche´e donne´e par le sche´ma
d’Euler explicite reste “raisonnable” meˆme pour les grands pas de temps.
Si on essaye maintenant de calculer une solution approche´e a` l’aide du sche´ma
d’Euler implicite (4.7.30), on obtient
xk+1 = xk + hxk+1, c.a`.d. xk+1 =
1
1− hxk .
On remarque d’une part que le sche´ma implicite n’est pas de´fini pour h = 1, et
que d’autre part si h est proche de 1 (par valeurs supe´rieures ou infe´rieures), la
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solution approche´e “explose”. De plus pour les valeurs de h supe´rieures a` 1, on
perd la positivite´ de la solution (pour h = 2 par exemple la solution approche´e
oscille entre les valeurs +1 et -1).
Dans le cadre de cet exemple, le choix explicite semble donc plus approprie´.
4.5.3 Match nul
En conclusion de ces deux exemples, il semble que le “meilleur” sche´ma
n’existe pas dans l’absolu. Le sche´ma de discre´tisation doit eˆtre choisi en fonction
du proble`me ; ceci ne´cessite une bonne compre´hension du comportement des
sche´mas en fonction des proble`mes donne´s, donc une certaine expe´rience. . .
4.6 Etude du sche´ma d’Euler implicite
On peut e´crire le sche´ma d’Euler implicite sous la forme d’un sche´ma (4.1.6),
si pour tout k = 0 . . . n− 1, xk e´tant donne´, il existe xk+1 qui satisfait :
xk+1 − xk
hk
= f(xk+1, tk+1), k = 0, . . . , n− 1.
On va montrer dans le the´ore`me suivant que ceci est le cas si la condition
(4.1.9) qu’on rappelle ici est ve´rifie´e :
D1f(y, t)z · z ≤ 0, ∀y, z ∈ IRN , ∀t ∈ [0, T ].
On montrera aussi que sous cette hypothe`se, on obtient un re´sultat de sta-
bilite´ inconditionnelle pour le sche´ma d’Euler implicite.
The´ore`me 4.13 On se place sous les hypothe`ses (4.1.5) et (4.1.9). Alors
1. (xk)k=0...n est bien de´finie par (4.7.30),
2. |ek| ≤ |e0|+ h
∫ tk
0
|x′′(s)|ds, ∀k = 0, . . . , n.
De´monstration :
1. Soit ϕ la fonction de´finie de [0, 1] a` valeurs dans IRN par ϕ(t) = f((1−t)y+
tz) ; en e´crivant que ϕ(1)− ϕ(0) = ∫ 1
0
ϕ′(s)ds, et en utilisant l’hypothe`se
(4.1.9), on de´duit que :
(f(y, t)− f(z, t), (y − z)) ≤ 0, ∀y, z ∈ IRN , ∀t ∈ [0, T ]. (4.6.21)
On veut alors montrer que si xk, hk, tk sont donne´s, il existe un et un seul
y tel que
y − xk
hk
= f(y, tk + hk). A xk et tk fixe´s, soit F la fonction de
IR+× IRN a` valeurs dans IRN de´finie par F (h, y) = y−xk−hf(y, tk +h).
On conside`re alors l’e´quation
F (h, y) = 0. (4.6.22)
Pour h = 0, cette e´quation admet e´videmment une unique solution y = xk.
Soit I = {h¯ ∈ IR∗+ t.q. (4.6.22) admette une solution pour tout h < h¯}.
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On va montrer par l’absurde que sup I = +∞, ce qui de´montre l’existence
et l’unicite´ de y solution de (4.6.22).
Supposons que sup I = H < +∞. Montrons d’abord que H est atteint.
Soit (hn)n∈IN ⊂ I telle que hn → H lorsque n → +∞, alors la suite
(yn)n∈IN de´finie par yn = xk + hnf(yn, tk + hn) est borne´e : en effet,
yn = xk + hn(f(yn, tk + hn)− f(0, tk + h)) + hnf(0, tk + h),
en prenant le produit scalaire des deux membres de cette e´galite´ avec yn
et en utilisant (4.6.21) et l’ine´galite´ de Cauchy-Schwarz, on obtient que :
|yn| ≤ |xk|+H |f(0, tk + h)|.
Il existe donc une sous-suite (ynk)k∈IN qui converge vers un certain Y
lorsque n → +∞. Par continuite´ de f , on a Y = xk +Hf(Y, tk +H), et
donc H = max I.
Montrons maintenant que H ne peut pas eˆtre e´gal a` sup I . On applique
pour cela le the´ore`me des fonctions implicites a` F de´finie en (4.6.22). On
a bien F (H,Y ) = 0, et D2F (H,Y ) = Id−HD1f(Y, tk +H) est inversible
graˆce a` l’hypothe`se (4.1.9). Donc il existe un voisinage de (H,Y ) sur lequel
(4.6.22) admet une solution, ce qui contredit le fait que H = sup I.
2. La de´monstration de 2 se fait alors par re´currence sur k. Pour k = 0 la
relation est imme´diate. L’hypothe`se de re´currence s’e´crit
|ek| ≤ |e0|+ h
∫ tk
0
|x′′(s)|ds.
Par de´finition du sche´ma (4.7.30) et de l’erreur de consistance, on a :
xk+1 = xk + hkf(xk+1, tk+1),
x¯k+1 = x¯k + hkf(x¯k+1, tk+1) + hkRk.
avec (par inte´gration par parties)
|Rk| ≤
∫ tk+1
tk
|x′′(s)|ds.
On a donc :
ek+1 = x¯k+1−xk+1 = x¯k−xk +hk(f(x¯k+1, tk+1)−f(xk+1, tk+1))+hkRk,
et donc
ek+1 ·ek+1 = ek ·ek+1+hkRk ·ek+1+hk(f(x¯k+1, tk+1)−f(xk+1, tk+1))·ek+1.
Graˆce a` l’hypothe`se (4.1.9) ceci entraˆıne (par (4.6.21)) que
|ek+1| ≤ |ek|+ h|Rk|,
et donc
|ek+1| ≤ |e0|+h
∫ tk
0
|x′′(s)|ds+
∫ tk+1
tk
|x′′(s)|ds = |e0|+h
∫ tk+1
0
|x′′(s)|ds.
Ce qui de´montre le point 2.
136 CHAPITRE 4. EQUATIONS DIFFE´RENTIELLES
Remarque 4.14 (Stabilite´ inconditionnelle du sche´ma Euler implicite)
Le sche´ma d’Euler implicite (4.7.30) est inconditionnellement stable, au sens ou`
la suite (xk)k=0,...,n est majore´e inde´pendamment de h. En effet :
|ek| ≤ |e0|+ T
∫ T
0
|x′′(s)|ds = β,
|xk| ≤ |x¯k|+ β ≤ max{|x(s)|, s ∈ [0, T ]}+ β = γ.
4.7 Exercices
Exercice 66 (Condition de Lipschitz et unicite´) Corrige´ en page 6.4 page
218
Pour a ≥ 0, on de´finit la fonction ϕa : IR+ → IR+ par : ϕa(x) = xa. Pour quelles
valeurs de a la fonction ϕa est-elle lipschitzienne sur les borne´s ?
On conside`re le proble`me de Cauchy suivant :
y′(t) = ϕa(y(t)), t ∈ [0,+∞[
y(0) = 0.
(4.7.23)
Montrer que si ϕa est lipschitzienne sur les borne´s alors le proble`me de Cauchy
(4.7.23) admet une solution unique, et que si ϕa n’est pas lipschitzienne sur les
borne´s alors le proble`me de Cauchy (4.7.23) admet au moins deux solutions.
Exercice 67 (Fonctions lipschitziennes sur les borne´s)
Les fonctions suivantes sont elles lipschitziennes sur les borne´s ?
1.
ϕ1 : IR → IR
x 7→ min(x2,√(x2 + 1)
2.
ϕ2 : IR
2 → IR2
(x, y) 7→ (x2 − xy, |y + 2xy|)
3.
ϕ3 : IR
2
+ → IR2+
(x, y) 7→ (√x+ y, x2 + y2)
Exercice 68 (Loi de Malthus)
On conside`re une espe`ce dont la population (i.e. le nombre d’individus) a double´
en 100 ans et triple´ en 200 ans. Montrer que cette population ne peut pas
satisfaire la loi de Malthus (on rappelle que la loi de Malthus s’e´crit p′(t) = ap(t)
avec a > 0 inde´pendant de t).
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Exercice 69 (Histoire de sardines)
Une famille de sardines tranquillement installe´es dans les eaux du Frioul a une
population qui croˆıt selon la loi de Malthus p′(t) = 4p(t) ou` t est exprime´
en jours. A l’instant t = 0, un groupe de bonites voraces vient s’y installer
e´galement, et se met a` attaquer les pauvres sardines. Le taux de perte chez ces
dernie`res s’ele`ve a 10−4p2(t) par jour, ou` p(t) est la population des sardines
au temps t. De plus, au bout d’un mois de ce traitement, suite au de´gazement
intempestif d’un super tanker au large du Planier, les sardines de´cident d’e´migrer
vers des eaux plus claires au rythme de 10 pour cent de la population par jour
(on supposera que par miracle, le nombre de bonites reste constant...).
1. Modifier la loi de Malthus pour prendre en compte les deux phe´nome`nes.
2. En supposant qu’a` t = 0 le nombre de sardines est de 1 million, calculer
le nombre de sardines pour t > 0. Quel est le comportement de p(t) a` l’infini ?
Exercice 70 (Consistance et ordre des sche´mas)
On reprend les hypothe`ses et notations (4.1.5).
1. On rappelle que le sche´ma d’Euler explicite s’e´crit (voir (4.1.7)) :
xk+1 − xk
hk
= f(xk, tk),
Montrer que le sche´ma est consistant et convergent d’ordre 1.
2. Montrer que les sche´mas d’Euler ame´liore´ (4.4), et d’Heun sont consistants
et convergents d’ordre 2.
3. Montrer que le sche´ma RK4 est consistant et convergent d’ordre 4 (pour
les braves. . . )
4. Montrer que le sche´ma d’Euler implicite est consistant d’ordre 1.
Exercice 71 (Stabilite´ par rapport aux erreurs et convergence) Cor-
rige´ donne´ en page 218
On se place sous les hypothe`ses et notations (4.1.5) page 125, et on conside`re le
sche´ma (4.1.6) page 125 pour la re´solution nume´rique de l’e´quation diffe´rentielle
(4.1.1) page 123.
1. Montrer que si le sche´ma (4.1.6) est stable par rapport aux erreurs au sens
de la de´finition 4.7 page 127, et qu’il est consistant d’ordre p au sens de la
de´finition 4.3 page 126, alors il existe K ∈ IR+ ne de´pendant que de x¯0, f
et φ (mais pas de h) tel que |ek| ≤ Khp + |e0|, pour tout k = 0 . . . n. En
de´duire que si e0 = 0 le sche´ma converge.
2. Montrer que si φ est globalement lipschitzienne, c.a`.d. si
∃h∗ > 0, ∃M > 0; ∀(x, y) ∈ IRN × IRN , ∀h < h∗, ∀t ∈ [0, T ],
|φ(x, t, h) − φ(y, t, h)| ≤M |x− y|,
alors le sche´ma est stable par rapport aux erreurs.
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Exercice 72 (Sche´ma d’ordre 2)
Soit f ∈ C2(IRN × IR, IRN ), N ≥ 1, x¯0 ∈ IRN , et soit x solution maximale de
(E) (de´finie sur [0, TM [) :{
dx
dt
(t) = f(x(t), t), t > 0,
x(0) = x¯0.
(E)
On se donne T ∈]0, TM [, et une discre´tisation de [0, T ], de´finie par n ∈ IN
et (t0, t1, . . . , tn) ∈ IRn+1 tels que 0 = t0 < t1 < . . . < tn = T. On pose
hk = tk+1 − tk, ∀k = 0, . . . , n− 1.
On conside`re le sche´ma de discre´tisation{
x0 donne´ (approximation de x¯0),
xk+1−xk
hk
= 12 [f(xk, tk) + f(xk + hkf(xk, tk), tk+1)], k = 0, . . . n− 1,
pour la re´solution nume´rique de l’e´quation diffe´rentielle (E). Montrer que ce
sche´ma est convergent d’ordre 2.
Exercice 73 (Algorithme du gradient a` pas fixe et sche´ma d’Euler)
Soit f ∈ C2(IRN , IR) strictement convexe et t.q. f(x) →∞ quand |x| → ∞.
Soit x0 ∈ IRN . On conside`re les 2 proble`mes :
x ∈ IRN ,
f(x) ≤ f(x), ∀x ∈ IRN , (4.7.24)
dx
dt
(t) = −∇f(x(t)), t ∈ IR+,
x(0) = x0.
(4.7.25)
1. Montrer que l’algorithme du gradient a` pas fixe (de pas note´ ρ) pour
trouver la solution de (4.7.24) (avec point de de´part x0) est le sche´ma
d’Euler explicite pour la re´solution approche´e de (4.7.25) (avec pas de
temps ρ).
2. Montrer qu’il existe un unique x solution de (4.7.24).
3. Montrer que (4.7.25) admet une et une seule solution sur IR+ et que cette
solution converge vers x (solution de (4.7.24)) quand t→∞.
4. Expliciter le cas f(x) = (1/2)Ax·x−b·x avec A syme´trique de´finie positive
et b ∈ IRN .
Exercice 74 (Me´thode de Taylor)
Corrige´ en page 6.4 page 219
Soit f ∈ C∞(IR × IR, IR), et x¯0 ∈ IR, on conside`re le proble`me de Cauchy
(4.1.1), dont on cherche a` calculer la solution sur [0, T ], ou` T > 0 est donne´. On
se donne un pas de discre´tisation h = Tn , avec n ≥ 1.
Dans toute la suite, on note x(k) la de´rive´e d’ordre k de x, ∂ki f la de´rive´e
partielle d’ordre k de f par rapport a` la i-e`me variable, ∂ki ∂
`
jf la de´rive´e partielle
de f d’ordre k par rapport a` la i-e`me variable et d’ordre ` par rapport a` la j-e`me
variable (on omettra les symboles k et ` lorsque k = 1 ou ` = 1).
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On de´finit f (m) ∈ C∞(IR × IR, IR) par
f (0) = f,
f (m+1) =
(
∂1f
(m)
)
f + ∂2f
(m), pour m ≥ 0. (4.7.26)
1. Montrer que pour tout m ∈ IN, la solution x du proble`me de Cauchy
(4.1.1) satisfait :
x(m+1)(t) = f (m)(x(t), t).
2. Calculer f (1) et f (2) en fonction des de´rive´es partielles ∂1f , ∂2f ,∂1∂2f ,
∂21f , ∂
2
2f , et de f .
On de´finit pour p ≥ 1 la fonction ψp de IR × IR a` valeurs dans IR par
ψp(y, t, h) =
p−1∑
j=0
hj
(j + 1)!
f (j)(y, t).
Pour k = 1, . . . , n, on note tk = kh. On de´finit alors la suite (xk)k=0,n+1 ⊂ IR
par {
x0 = x¯0,
xk+1 = xk + hψp(xk , tk, h), pour k = 1, . . . , n.
(4.7.27)
3. Montrer que dans le cas p = 1, le syste`me (4.7.27) de´finit un sche´ma de
discre´tisation vu en cours, dont on pre´cisera le nom exact.
4. On suppose, dans cette question uniquement, que f(y, t) = y pour tout
(y, t) ∈ IR × IR, et que x¯0 = 1.
4.a/ Calculer ψp(y, t, h) en fonction de y et h.
4.b/ Montrer que xk =
 p∑
j=0
hj
j!
k, pour k = 1, . . . , n.
4.c/ Montrer que |xk − x(tk)| ≤ h
p
(p+ 1)!
tke
tk .
5. On revient au cas ge´ne´ral f ∈ C∞(IR × IR, IR). Montrer que le sche´ma
(4.7.27) est consistant d’ordre p. Montrer qu’il existe h¯ > 0, et C > 0 ne
de´pendant que de x¯0, T et f , tels que si 0 < h < h¯, alors |xk − x(tk)| ≤ Chp,
pour tout k = 0, . . . , n+ 1.
Exercice 75 (Sche´ma d’Euler implicite)
Soit f ∈ C1(IR, IR) telle que f(y) < 0 pour tout y ∈]0, 1[ et f(0) = f(1) = 0.
Soit y0 ∈]0, 1[. On conside`re le proble`me suivant :
y′(t) = f(y(t)), t ∈ IR+, (4.7.28)
y(0) = y0. (4.7.29)
Question 1.
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1.1 Soit T ∈ IR+ ; on suppose que y ∈ C1([0, T [, IR) est solution de (4.7.28)-
(4.7.29). Montrer que 0 < y(t) < 1 pour tout t ∈ [0, T [ (On pourra raisonner
par l’absurde et utiliser le the´ore`me d’unicite´).
1.2 Montrer qu’il existe une unique fonction y ∈ C1([0,+∞[, IR) solution
de (4.7.28)-(4.7.29) et que y est une fonction strictement positive et strictement
de´croissante.
Dans les questions suivantes on de´signe par y cette unique solution de´finie
sur [0,+∞[.
Question 2.
2.1 Montrer que y admet une limite ` ∈ IR lorsque t→ +∞.
2.2 Montrer que ` = 0 . (On pourra remarquer que, pour tout t ≥ 0, on a
y(t+ 1) = y(t) +
∫ t+1
t
f(y(s))ds).
Question 3. Soit y0 ∈]0, 1[, on cherche a` approcher la solution exacte de
(4.7.28)-(4.7.29) par le sche´ma d’Euler implicite de pas h ∈ IR∗+, qui s’e´crit :
yn+1 = yn + hf(yn+1), n ∈ IN. (4.7.30)
3.1 Soit a ∈]0, 1[. Montrer qu’il existe b ∈]0, 1[ t.q.
b− a
h
= f(b).
En de´duire que pour y0 ∈]0, 1[ fixe´, il existe (yn)n∈IN solution du sche´ma d’Euler
implicite (4.7.30) telle que yn ∈]0, 1[ pour tout n ∈ IN.
3.2 Soit (yn)n∈IN une suite construite a` la question 3.1. Montrer que cette
suite est de´croissante et qu’elle tend vers 0 lorsque n tend vers l’infini.
Question 4. On suppose dans cette question que
f ′(0) = −α < 0
Soit β ∈]0, α[.
4.1 Montrer que pour t suffisamment grand,
f(y(t))
y(t)
< −β.
4.2 En de´duire qu’il existe C ∈ IR+ t.q.
y(t) ≤ Ce−βt, ∀t ≥ 0.
4.3 Montrer qu’il existe C ∈ IR∗+ t.q. la solution du sche´ma d’Euler implicite
construite a` la question 3 ve´rifie :
yn ≤ C
( 1
1 + hβ
)n
, ∀n ∈ IN.
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Exercice 76 (Me´thodes semi-implicite et explicite) Correction en page
6.4 page 221
On s’inte´resse dans cet exercice au syste`me diffe´rentiel :
x′1(t) = −x1(t)− x1(t)x2(t),
x′2(t) = −
x2(t)
x1(t)
,
t > 0, (4.7.31)
avec les conditions initiales
x1(0) = a, x2(0) = b, (4.7.32)
ou` a et b appartiennent a` l’intervalle ]0, 1[.
1. On pose x = (x1, x2)
t. Montrer que le syste`me (4.7.31)-(4.7.32) s’e´crit{
x′(t) = f(x(t)), t > 0,
x(0) = (a, b)t,
(4.7.33)
avec f ∈ C1((IR∗+)2, IR2).
2. Les questions suivantes sont facultatives : elles permettent de montrer que
le syste`me (4.7.33) admet une solution maximale x ∈ C1([0,+∞[, (IR∗+)2).
Le lecteur presse´ par le temps pourra admettre ce re´sultat et passer a` la
question 3.
(a) Montrer qu’il existe α > 0 et x ∈ C1([0, α[, (IR∗+)2) solution de
(4.7.33) (on pourra utiliser, ainsi que dans la question suivante, le fait
que f est lipschitzienne sur tout pave´ [ε, A]2 avec 0 < ε ≤ A < +∞).
(b) Soit β > 0, montrer qu’il existe au plus une solution de (4.7.33)
appartenant a` C1([0, β[, (IR∗+)
2).
(c) Montrer que le syste`me (4.7.33) admet une solution maximale x ∈
C1([0,+∞[, (IR∗+)2). (Cette question est difficile : il faut raisonner
par l’absurde, supposer que T < +∞, montrer que dans ce cas x
n’est pas solution maximale. . . )
(d) Montrer que la solution maximale x ve´rifie x ∈ C∞([0,+∞[, (IR∗+)2).
3. On conside`re le sche´ma suivant de discre´tisation du syste`me (4.7.31)-
(4.7.32) : soit k le pas de discre´tisation, choisi tel que 0 < k < 12 .
x
(n+1)
1 − x(n)1
k
= −x(n)1 − x(n)1 x(n+1)2 ,
x
(n+1)
2 − x(n)2
k
= −x
(n+1)
2
x
(n)
1
,
x
(0)
1 = a, x
(0)
2 = b.
(4.7.34)
(a) Montrer par re´currence sur n que les suites (x
(n)
1 )n∈IN et (x
(n)
2 )n∈IN
donne´es par (6.4.58) sont bien de´finies, de´croissantes et strictement
positives.
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(b) Montrer que le sche´ma nume´rique (6.4.58) s’e´crit sous la forme
x(n+1) − x(n)
k
= φ(x(n), k), (4.7.35)
avec x(n) = (x
(n)
1 , x
(n)
2 )
t, φ ∈ C∞((IR∗+)2 × IR+, IR2) et φ(x, 0) =
f(x).
(c) (Consistance)
Soit T > 0. Pour n ∈ IN, on note tn = nk. Montrer qu’il existe
C(T ) ∈ IR+ tel que
x(tn+1)− x(tn)
k
= φ(x(tn), k) +R
(n)
k , pour tout n tel que nk ≤ T,
(4.7.36)
avec |R(n)k | ≤ C(T )k.
(d) (Stabilite´)
Soit T > 0.
(i) Montrer que x
(n)
1 ≥ (1 − k − kb)
T
k pour tout entier n tel que
nk ≤ T .
(ii) Montrer que
(1− k − kb) Tk → e−(1+b)T lorsque k → 0,
et en de´duire que inf0<k< 12 (1− k − kb)
T
k > 0.
(iii) En de´duire qu’il existe a(T ) > 0 et b(T ) > 0 tels que{
a(T ) ≤ x(n)1 ≤ a,
b(T ) ≤ x(n)2 ≤ b,
pour tout n tel que nk ≤ T. (4.7.37)
(e) (Convergence)
Soit T > 0. Montrer qu’il existe D(T ) ∈ IR+ tel que
|x(n) − x(tn)| ≤ D(T )k, pour tout n tel que nk ≤ T. (4.7.38)
En de´duire la convergence du sche´ma (6.4.58).
(f) On remplace maintenant le sche´ma (6.4.58) par le sche´ma d’Euler
explicite pour le syste`me (4.7.33). Ecrire ce sche´ma. Montrer que
pour tout pas de discre´tisation k > 0, il existe des valeurs de n telles
que x
(n)
1 ≤ 0 ou x(n)2 ≤ 0. (On pourra montrer que si x(n)1 > 0 et
x
(n)
2 > 0 pour tout n ∈ IN, alors x(n)1 tend vers 0 lorsque n tend
vers +∞, et donc qu’il existe n tel que x(n)2 ≤ 0, ce qui contredit
l’hypothe`se). Commenter.
Exercice 77
Soit f ∈ C2(IRn×IR+, IRn), T > 0, et y(0) ∈ IRn. On de´signe par (., .) le produit
scalaire euclidien sur IRn et ‖.‖ la norme associe´e. On suppose que :
∀(y, z) ∈ (IRn)2, (f(y, t)− f(z, t), y − z) ≤ 0. (4.7.39)
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On conside`re le syste`me diffe´rentiel :
y′(t) = f(y(t), t) ∀t ∈ [0, T [, (4.7.40)
y(0) = y(0). (4.7.41)
1. Montrer que pour tout y ∈ IRn et t ∈ [0, T [, on a :
(f(y, t), y) ≤ 1
2
(‖f(0, t)‖2 + ‖y‖2). (4.7.42)
En de´duire qu’il existe une unique solution y ∈ C1([0, T [, IRn) ve´rifiant (4.7.40)-
(4.7.41).
On se propose de calculer une solution approche´e de y sur [0, T ]. Pour cela,
on conside`re une discre´tisation de l’intervalle [0, T ] de pas constant, note´ h,
avec h = TN , ou` N ∈ IN∗. Pour k = 0, . . . , N , on note tk = kh, et on se propose
d’e´tudier l’algorithme suivant, ou` 0 ≤ θ ≤ 1.
y0 ∈ IRn est donne´ (4.7.43)
yk,1 = yk + θhf(yk,1, tk + θh), pour k = 0, . . . , N − 1, (4.7.44)
yk+1 = yk + hf(yk,1, tk + θh) pour k = 0, . . . , N − 1, (4.7.45)
2. Montrer qu’il existe une unique solution (yk)k=0,...,N ⊂ IRn de (4.7.43)-
(4.7.44)-(4.7.45).
Pour k = 0, . . . , N − 1, on pose y(tk) = yk, ou` y est la solution exacte de
(4.7.40)-(4.7.41), tk,1 = tk + θh, on de´finit y˜k,1 par :
y˜k,1 = yk + θhf(y˜k,1, tk,1), (4.7.46)
et on de´finit l’erreur de consistance Rk du sche´ma (4.7.43)-(4.7.44)-(4.7.45)
au point tk par :
Rk =
yk+1 − yk
h
− f(y˜k,1, tk,1) (4.7.47)
3. Pour k = 0, . . . , N , on pose yk,1 = y(tk,1), et, pour k = 0, . . . , N − 1 on
pose :
R˜k =
1
h
(yk,1 − yk)− θf(yk,1, tk,1). (4.7.48)
Montrer que pour tout k = 0, . . . , N − 1 :
y˜k,1 − yk,1 = θh
(
f(y˜k,1, tk,1)− f(yk,1, tk,1
)
+ hR˜k, (4.7.49)
En de´duire qu’il existe C1 ne de´pendant que de y et de T t.q. : ‖y˜k,1 − yk,1‖ ≤
C1h
2.
4. Montrer qu’il existe C2 ne de´pendant que de f, y et T t.q.
‖yk+1 − yk − hf(yk, tk,1)− hRk‖ ≤ C2h3, ∀k = 0, . . . , N − 1. (4.7.50)
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5. De´duire des questions pre´ce´dentes qu’il existe C3 ne de´pendant que de
y, f et T t.q. :
‖Rk‖ ≤ C3((θ − 1
2
)h+ h2) (4.7.51)
et en de´duire l’ordre du sche´ma (4.7.43)-(4.7.44)-(4.7.45).
6. Montrer que pour tout k = 1, . . . , N , on a :(
yk − yk, f(yk,1, tk,1)− f(y˜k,1, tk,1)
) ≤ −θh‖f(yk,1, tk,1)− f(y˜k,1, tk,1)‖2.
(4.7.52)
7. Montrer que pour tout k = 0, . . . , N , on a :
‖ek+1−hRk‖2 = ‖ek‖2+2h(f(yk,1, tk,1)−f(y˜k,1, tk,1), ek)+h2‖f(yk,1, tk,1)−f(y˜k,1, tk,1)‖2.
(4.7.53)
8. Montrer que si θ ≥ 12 , on a :
‖ek‖ ≤ ‖e0‖+ C3(h2 + (θ − 1
2
)h), ∀k = 1, . . . , N. (4.7.54)
9. Soient (εk)k∈IN ⊂ IRn donne´e et (zk)k∈IN ⊂ IRn de´finie par :
z0 ∈ IRn donne´ (4.7.55)
zk,1 = zk + θhf(zk,1, tk,1), pour k = 0, . . . , N − 1, (4.7.56)
zk+1 = zk + +εk + hf(zk,1, tk,1) pour k = 0, . . . , N − 1, (4.7.57)
En s’inspirant des questions 6 et 7, montrer que si θ ≥ 12 , on a :
‖yk+1 − zk+1 + εk‖2 ≤ ‖yk − zk‖2, (4.7.58)
et en de´duire que
‖yk − zk‖ ≤ ‖y0 − z0‖+
k−1∑
i=0
‖εi‖. (4.7.59)
Chapitre 5
Suggestions pour les
exercices
On donne dans ce chapitre des suggestions pour effectuer les exercices donne´s
en fin des chapitres. Il est fortement conseille´ d’essayer de faire les exercices
d’abord sans ces indications, et de ne regarder les corrige´s de´taille´s qu’une fois
l’exercice acheve´ (meˆme si certaines questions n’ont pas pu eˆtre effectue´es), ceci
pour se pre´parer aux conditions d’examen. On ne donne pas de suggestion pour
les questions “faciles”, mais la correction de´taille´e est donne´e au chapitre 6.
5.1 Exercices du chapitre 1
Suggestions pour l’exercice 1 page 27 (Matrices syme´triques
de´finies positives)
3. Utiliser la diagonalisation sur les ope´rateurs line´aires associe´s.
Suggestions pour l’exercice 4 page 28 (Normes induites par-
ticulie`res)
1. Pour montrer l’e´galite´, prendre x tel que xj = sign(ai0,j) ou` i0 est tel que∑
j=1,...,N |ai0,j | ≥
∑
j=1,...,N |ai,j |, ∀i = 1, . . . , N , et sign(s) de´signe le signe de
s.
2. Pour montrer l’e´galite´, prendre x tel que xj0 = 1 et xj = 0 si j 6= j0, ou`
j0 est tel que
∑
i=1,...,N |ai,j0 | = maxj==1,...,N
∑
i=1,...,N |ai,j |.
3. Utiliser le fait que AtA est une matrice syme´trique positive pour montrer
l’ine´galite´, et pour l’e´galite´, prendre pour x le vecteur propre associe´ a` la plus
grande valeur propre de A.
Suggestions pour l’exercice 8 page 29 (Rayon spectral)
1. Pour le sens direct, utiliser la proposition 1.9 page 20 du cours.
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2. On rappelle que lim supk→+∞ uk = limk→+∞ supn≥k un, et lim infk→+∞ uk =
limk→+∞ infn≥k un. Utiliser la question 1.
3. Utiliser le fait que lim infk→+∞ uk est une valeur d’adhe´rence de la suite
(uk)k∈IN (donc qu’il existe une suite extraite (ukn)n∈IN telle que uukn → lim infk→+∞ uk
lorsque k → +∞.
4. Raisonner avec 1αA ou` α ∈ IR+ est tel que ρ(A) < α et utiliser la question
2 pour de´duire que
lim sup
k→+∞
‖Ak‖ 1k ≤ ρ(A).
Raisonner ensuite avec 1βA ou` β ∈ IR+ est tel que lim infk→+∞ ‖Ak‖
1
k < β et
utiliser la question 3.
Suggestions pour l’exercice 9 page 29 (Se´rie de Neumann)
1. Montrer que si ρ(A) < 1, alors 0 n’est pas valeur propre de Id + A et
Id−A.
2. Utiliser le re´sultat de la question 1 de l’exercice 8.
Suggestions pour l’exercice 19 page 33 (Proprie´te´s ge´ne´rales
du conditionnement)
3. On rappelle que si A a comme valeurs propres λ1, . . . , λN , alors A
−1 a
comme valeurs propres λ−11 , . . . , λ
−1
N et A
t a comme valeurs propres λ1, . . . , λN .
4. Utiliser le fait que AAt est diagonalisable.
6. Soient 0 < λ1 ≤ λ2 . . . ≤ λN et 0 < µ1 ≤ µ2 . . . ≤ µN les valeurs propres
de A et B (qui sont s.d.p.). Montrer d’abord que :
cond2(A+B) ≤ λN + µN
λ1 + µ1
.
Montrer ensuite que
a+ b
c+ d
≤ max(a
c
,
b
d
), ∀(a, b, c, d) ∈ (IR∗+)4.
et conclure
Suggestions pour l’exercice 13 page 30
2. Soit q le nombre de sur- ou sous-diagonales (p = 2q + 1). Compter le
nombre cq d’ope´rations ne´cessaires pour le calcul des colonnes 1 a` q et N −q+1
a` N , puis le nombre dn d’ope´rations ne´cessaires pour le calcul des colonnes
n = q+ 1 N − q. En de´duire l’estimation sur le nombre d’ope´rations ne´cessaires
pour le calcul de toutes les colonnes, Zp(N), par :
2cq ≤ Zp(N)2cq +
N−q∑
n=q+1
cn.
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Suggestions pour l’exercice 21 page 34 (Valeurs propres et
vecteurs propres de A.)
Chercher les vecteurs propres Φ ∈ IRN de A sous la forme Φj = ϕ(xj),
j = 1, . . . , N ou` ϕ est introduite dans les indications de l’e´nonce´. Montrer que
les valeurs propres associe´es a` ces vecteurs propres sont de la forme : λk =
2
h2
(1− cos kpih) = 2
h2
(1− cos kpi
N + 1
).
Suggestions pour l’exercice 22 page 34 (Conditionnement
efficace)
Partie 1
1. Pour montrer que A est inversible, utiliser le the´ore`me du rang.
2. Utiliser le fait que Φ est un polynoˆme de degre´ 2.
3. Pour montrer que ‖A−1‖ = 1
8
, remarquer que le maximum de Φ est atteint
en x = .5, qui correspond a` un point de discre´tisation car N est impair.
Partie 2 Conditionnement efficace
1. Utiliser la convergence uniforme. 2. Utiliser le fait que Aϕ = (1 . . . 1)t.
Suggestions pour l’exercice 24 page 47 (Me´thode ite´rative
du “gradient a` pas fixe”.)
1. Calculer le rayon spectral ρ(B) de la matrice d’ite´ration B = Id − αA.
Calculer les valeurs de α pour lesquelles ρ(B) < 1 et en de´duire que la me´thode
ite´rative du gradient a` pas fixe converge si 0 < α < 2ρ(A) .
2. Remarquer que ρ(Id−αA) = max(|1−αλ1|, |1−αλN − 1|, ou` λ1, . . . , λN
sont les valeurs propres de A ordonne´es dans le sens croissant. En trac¸ant les
graphes des valeurs prises par |1 − αλ1| et |1 − αλN − 1|en fonction de α, en
de´duire que le min est atteint pour α = 2λ1+λN .
Suggestions pour l’exercice 25 page 48 (Me´thode de la puis-
sance pour calculer le rayon spectral de A.)
1. De´composer x0 sur une base de vecteurs propres orthonorme´e de A, et
utiliser le fait que −λN n’est pas valeur propre.
2. a/ Raisonner avec y(n) = x(n) − x ou` x est la solution de Ax = b et
appliquer la question 1.
b/ Raisonner avec y(n) = x(n+1) − x(n).
Suggestions pour l’exercice 26 page 48 (Me´thode de la puis-
sance inverse)
Appliquer l’exercice pre´ce´dent a` la matrice B = (A− µId)−1.
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Suggestions pour l’exercice 27 page 48 (Non convergence
de la me´thode de Jacobi].)
Conside´rer d’abord le cas a = 0.
Si a 6= 0, pour chercher les valeurs de a pour lesquelles A est syme´trique
de´finie positive, calculer les valeurs propres de A en cherchant les racines du
polynoˆme caracte´ristique. Introduire la variable µ telle que aµ = 1− λ.
Pour chercher les valeurs de a pour lesquelles la me´thode de Jacobi converge,
calculer les valeurs propres de la matrice d’ite´ration J de´finie en cours.
Suggestions pour l’exercice 28 page 49 (Jacobi pour les ma-
trices a` diagonale dominante.)
Pour montrer que A est inversible, montrer que Ax = 0 si et seulement si
x = 0. Pour montrer que la me´thode de Jacobi converge, montrer que toutes
les valeurs propres de la matrice A sont strictement infe´rieures a` 1 en valeur
absolue.
Suggestions pour l’exercice 31 page 50 (Me´thode de Jacobi
et relaxation.)
1. Prendre pour A une matrice (2,2) syme´trique dont les e´le´ments diagonaux
sont diffe´rents l’un de l’autre.
2. Appliquer l’exercice 30 page 49 en prenant pour T l’application line´aire
dont la matrice est D et pour S l’application line´aire dont la matrice est E+F .
4. Remarquer que ρ(J) = max(−µ1, µN ), et montrer que :
si µ1 ≤ −1, alors 2D −A n’est pas de´finie positive,
si µN ≥ 1, alors A n’est pas de´finie positive.
6. Reprendre le meˆme raisonnement qu’a` la question 2 a` 4 avec les matrices
Mω et Nω au lieu de D et E + F .
7. Chercher une condition qui donne que toutes les valeurs propres sont
strictement positives en utilisant la base de vecteurs propres ad hoc. (Utiliser la
base de IRN , note´e {f1, . . . , fN}, trouve´e a` la question 2.)
8. Remarquer que les fi de la question 2 sont aussi vecteurs propres de
Jω et en de´duire que les valeurs propres µ
(ω)
i de Jω sont de la forme µ
(ω)
i =
ω(µi − 1 − 1/ω). Pour trouver le parame`tre optimal ω0, tracer les graphes des
fonctions de IR+ dans IR de´finies par ω 7→ |µ(ω)1 | et ω 7→ |µ(ω)N |, et en conclure
que le minimum de max(|µ(ω)1 |, |µ(ω)N |) est atteint pour ω = 22−µ1−µN .
Suggestions pour l’exercice 33 page 51 (Convergence de
SOR.)
1. Calculer le de´terminant de A.
2. Calculer le de´terminant de Idω −E.
3. Remarquer que les valeurs propres de Lω annulent det( 1−ωω Id + F −
λ( Idω−E)). Apre`s calcul de ce de´terminant, on trouve λ1 = 1−ω, λ2 = 1−ω1+√2ω ,
λ3 =
1−ω
1−√2ω .
Montrer que si ω <
√
2, ρ(Lω) = |λ3| et que ρ(Lω) = |λ1| si ω ≥
√
2.
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4. Utiliser l’expression des valeurs propres pour montrer que la me´thode
converge si ω > 2
1+
√
2
et que le parame`tre de relaxation optimal est ω0 = 1.
5.2 Exercices du chapitre 2
Suggestions pour l’exercice 36 page 71 (Me´thode de mono-
tonie)
Pour montrer que la suite (v(n))n∈IN est bien de´finie, remarquer que la ma-
trice A est inversible. Pour montrer qu’elle est convergente, montrer que les
hypothe`ses du the´ore`me du point fixe de monotonie vu en cours sont ve´rifie´es.
Suggestions pour l’exercice 41 page 73 (Valeurs propres et
me´thode de Newton)
Ecrire le syste`me sous la forme F (x, λ) = 0 ou` F est une fonction de IRN+1
dans IRN+1 et montrer que DF (λ, x) est inversible.
Suggestions pour l’exercice 42 page 73 (Modification de la
me´thode de Newton)
1. Remarquer que si A ∈MN (IR) et λ > 0, alors AtA+ λId est syme´trique
de´finie positive.
2. En introduisant la fonction ϕ de´finie par ϕ(t) = f(txn+(1−t)x), montrer
que f(xn) = (xn − x)g(xn), ou` g(x) =
∫ 1
0
f ′(tx+ (1− t)x)dt. Montrer que g est
continue.
Montrer que la suite (xn)n∈IN ve´rifie xn+1 − x = an(xn − x), ou`
an = 1− f
′(xn)g(xn)
f ′(xn)2 + λ
,
et qu’il existe α tel que si xn ∈ B(x, α), alors an ∈]0, 1[. Conclure.
3. Reprendre la meˆme me´thode que dans le cas N = 1 pour montrer que
la suite (xn)n∈IN ve´rifie xn+1 − x = D(xn)(xn − x), ou` D ∈ C(IRN ,MN(IR)).
Montrer que D(x) est syme´trique et montrer alors que ‖D(x)‖2 < 1 en calculant
son rayon spectral. Conclure par continuite´ comme dans le cas pre´ce´dent.
Suggestions pour l’exercice 43 page 73 (Convergence de la
me´thode de Newton si f ′(x) = 0)
Supposer par exemple que f ′′(x) > 0 et montrer que si x0 est “assez proche”
de x la suite (xn)n∈IN est croissante majore´e ou de´croissante minore´e et donc
convergente. Pour montrer que l’ordre de la me´thode est 1, montrer que
‖xn+1 − x‖
‖xn − x‖ →
1
2
lorsque n→ +∞.
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Suggestions pour l’exercice 46 page 75 (Me´thode de New-
ton)
1. Pour montrer l’unicite´, utiliser la croissance de f et le caracte`re s.d.p. de
A.
2. Utiliser le the´ore`me de convergence du cours.
Suggestions pour l’exercice 47 page 76 (Me´thode de Stef-
fensen))
1. Utiliser la monotonie de f dans un voisinage de x.
2. De´velopper le de´nominateur dans l’expression de la suite en utilisant le
fait que f(xn + f(xn))− f(xn) =
∫ 1
0 ψ
′(t)dt ou` ψ(t) = f(xn + tf(xn)), puis que
f ′(xn + tf(xn)) =
∫ t
0 ξ
′(s)ds ou` ξ(t) = f ′(xn + tf(xn)). De´velopper ensuite le
nume´rateur en utilisant le fait que −f(xn) =
∫ 1
0
ϕ′(t)dt ou` ϕ(t) = f(tx + (1 −
t)xn), et que f
′(tx+ (1− t)xn) =
∫ 1
0
χ(s)ds+ χ(0), ou` χ(t) = f(x+ (1− t)n).
3. La convergence locale et l’ordre 2 se de´duisent des re´sultats de la question
2.
5.3 Exercices du chapitre 3
Suggestions pour l’exercice 50 page 84 (Minimisation d’une
fonctionnelle quadratique)
1. Calculer la diffe´rentielle de f en formant la diffe´rence f(x+ h)− f(x) et
en utilisant la de´finition. Calculer la hessienne en formant la diffe´rence ∇f(x+
h)−∇f(x).
2. Utiliser le cours. . .
Suggestions pour l’exercice 49 page 84 (Convexite´ et conti-
nuite´)
1. (a) Pour montrer la continuite´ en 0, soit x 6= 0, |x| < 1. On pose a =
sgn(x) (= x|x|). Ecrire x comme une combinaison convexe de 0 et a
et e´crire 0 comme une combinaison convexe de x et −a. En de´duire
une majoration de |f(x) − f(0)|.
(b) utiliser la continuite´ de f et la majoration pre´ce´dente.
2. (a) Faire une re´currence sur N et pour x = (x1, y)
t avec −R < x1 < R et
y ∈ IRN−1 (N > 1), majorer f(x) en utilisant f(+R, y) et f(−R, y).
(b) Reprendre le raisonnement fait pour N = 1.
(c) Se ramener a` E = IRN .
3. (a) reprendre le raisonnement fait pour E = IR.
(b) On pourra, par exemple choisir E = C([0, 1], IR). . .
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Suggestions pour l’exercice 51 page 88 (Algorithme du gra-
dient a` pas fixe)
1. Introduire la fonction ϕ de´finie (comme d’habitude...) par ϕ(t) = f(tx+
(1− t)y), inte´grer entre 0 et 1 et utiliser l’hypothe`se (3.3.15) sur ∇f(x+ t(y −
x)) −∇f(x).
2. Utiliser le cours pour la stricte convexite´ et l’existence et l’unicite´ de x¯,
et la question 1 pour montrer que f(x) → +∞ lorsque |x| → +∞.
3. Montrer graˆce aux hypothe`ses (3.3.15) et (3.3.16) que |xn+1− x¯|2 < |xn−
x¯|2(1− 2αρ+M2ρ2).
Suggestions pour l’exercice 52 page 88 (Algorithme du gra-
dient a` pas optimal)
2. Utiliser le fait que H est continue.
3. Etudier la fonction ϕ : IR+ dans |R de´finie par ϕ(ρ) = f(xn + ρwn).
4. a. Montrer que f est minore´e et remarquer que la suite (f(xn))n∈IN est
de´croissante.
4.b se de´duit du 4.a
4.c. Utiliser la fonction ϕ de´finie plus haut, la question 4.b. et la question 2.
4.d. Utiliser le fait que le choix de ρn est optimal et le re´sultat de 4.c.
4.e. Etudier le polynoˆme du 2nd degre´ en ρ de´fini par : Pn(ρ) = f(xn) −
ρ|wn|2 + 12M |wn|2ρ2 dans les cas ou` |wn| ≤ M (fait l`a quesiton 4.c) puis dans
le cas |wn| ≥M .
5. utiliser l’ine´galite´ prouve´e en 4.e. pour montrer que |wn| → 0 lorsque
n→ +∞.
6. Pour montrer que toute la suite converge, utiliser l’argument d’unicite´ de
la limite, en raisonnant par l’absurde (supposer que la suite ne converge pas et
aboutir a` une contradiction).
Suggestions pour l’exercice 53 page 89 (Cas ou` f n’est pas
croissante a` l’infini)
S’inspirer des techniques utilise´es aux exercices 26 et 27 (il faut impe´rativement
les avoir fait avant...) .
Suggestions pour l’exercice 54 page 102 (Me´thode de Polak-
Ribie`re)
1. Utiliser la deuxie`me caracte´risation de la convexite´. Pour montrer le com-
portement a` l’infini, introduire la fonction ϕ habituelle. . . (ϕ(t) = f(x +
ty)).
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2. Pour montrer la concurrence, utiliser le fait que si wn · ∇f(xn) < 0 alors
wn est une direction de descente stricte de f en xn, et que si ρn est optimal
alors ∇f(xn + ρnwn) = 0.
3. Utiliser la fonction ϕ de´finie par ϕ(θ) = ∇f(xn + θρnwn).
4. C’est du calcul...
5. Montrer d’abord que −gnwn ≤ −γ|wn||gn|. Montrer ensuite (en utilisant
la bonne vieille fonction ϕ de´finie par ϕ(t) = f(xn + tρn), que gn → 0
lorsque n→ +∞.
Exercice 59 page 112 (Fonctionnelle quadratique)
1. Pour montrer que K est non vide, remarquer que comme d 6= 0, il existe
x˜ ∈ IRN tel que d · x˜ = α 6= 0. En de´duire l’existence de x ∈ IRN tel que
d · x = c.
2. Montrer par le the´or‘eme de Lagrange que si x¯ est solution de (3.5.32),
alors y = (x¯, λ)t est solution du syste`me (3.5.41), et montrer ensuite que
le syste`me (3.5.41) admet une unique solution.
Chapitre 6
Corrige´s de´taille´s des
exercices
6.1 Exercices du chapitre 1
Exercice 1 page 27 (Matrices syme´triques de´finies positives)
1. Supposons qu’il existe un e´le´ment diagonal ai,i ne´gatif. Alors Aei · ei ≤ 0
ce qui contredit le fait que A est de´finie positive.
2. Soit x ∈ IRN , de´composons x sur la base orthonorme´e (fi)i=1,N : x =∑N
i=1 xifi. On a donc :
Ax · x =
N∑
i=1
λix
2
i . (6.1.1)
Montrons d’abord que si les valeurs propres sont strictement positives alors
A est de´finie positive :
Supposons que λi ≥ 0, ∀i = 1, . . . , N . Alors pour ∀x ∈ IRN , d’apre`s (6.1.1),
Ax · x ≥ 0 et la matrice A est positive.
Supposons maintenant que λi ≥ 0, ∀i = 1, . . . , N . Alors pour ∀x ∈ IRN ,
toujours d’apre`s (6.1.1), (Ax · x = 0) ⇒ (x = 0), et et la matrice A est donc
bien de´finie.
Montrons maintenant la re´ciproque :
Si A est positive, alors Afi · fi ≥ 0, ∀i = 1, . . . , N et donc λi ≥ 0, ∀i =
1, . . . , N .
Si A est de´finie, alors (Aαfi · αfi = 0) ⇒ (α = 0), ∀i = 1, . . . , N et donc
λi > 0, ∀i = 1, . . . , N .
3. Comme A est s.d.p., toutes ses valeurs propres sont strictement posi-
tives, et on peut donc de´finir l’application line´aire S dans la base orthonorme´e
(fi)i=1,N par : S(fi) =
√
λifi, ∀i = 1, . . . , N . On a e´videmment S ◦ S = T , et
donc si on de´signe par B la matrice repre´sentative de l’application S dans la
base canonique, on a bien B2 = A.
153
154 CHAPITRE 6. CORRIGE´S DE´TAILLE´S DES EXERCICES
Corrige´ de l’exercice 2 page 27 (Normes de l’identite´)
Si ‖.‖ est une norme induite, alors par de´finition, ‖Id‖ = supx∈IRN ,‖x‖ ‖Idx‖ =
1.
Si maintenant ‖.‖ n’est qu’une norme matricielle, comme ‖Id‖ = ‖IdId‖ ≤
‖Id‖‖Id‖, et que ‖Id‖ 6= 0, on a bien le re´sultat demande´.
Corrige´ de l’exercice 4 page 28 (Normes induites parti-
culie`res)
1. Par de´finition, ‖A‖∞ = supx∈IRN ,‖x‖∞=1 ‖Ax‖∞, et
‖Ax‖∞ = max
i=1,...,N
|
∑
j=1,...,N
ai,jxj | ≤ max
i=1,...,N
|
∑
j=1,...,N
|ai,j ||xj |.
Or ‖x‖∞ = 1 donc |xj | ≤ 1 et
‖Ax‖∞ ≤ max
i=1,...,N
|
∑
j=1,...,N
|ai,j |.
Posons maintenant α = maxi=1,...,N |
∑
j=1,...,N |ai,j | et montrons qu’il existe
x ∈ IRN , ‖x‖∞ = 1, tel que ‖Ax‖∞ = α. Pour s ∈ IR, on note sign(s) le signe
de s, c’est a` dire sign(s) = s/|s| si s 6= 0 et sign(0) = 0. Choisissons x ∈ IRN
de´fini par xj = sign(ai0,j) ou` i0 est tel que
∑
j=1,...,N |ai0,j | ≥
∑
j=1,...,N |ai,j |,
∀i = 1, . . . , N . On a bien ‖x‖∞ = 1, et
‖Ax‖∞ = max
i=1,...,N
|
N∑
j=1
ai,jsgn(ai0,j)|.
Or, par choix de x, on a
∑
j=1,...,N |ai0,j | = maxi=1,...,N
∑
j=1,...,N |ai,j |. On en
de´duit que pour ce choix de x, on a bien ‖Ax‖ = maxi=1,...,N |
∑
j=1,...,N |ai,j |.
2. Par de´finition, ‖A‖1 = supx∈IRN ,‖x‖1=1 ‖Ax‖1, et
‖Ax‖1 =
∑
i=1,...,N
|
∑
j=1,...,N
ai,jxj | ≤
∑
j=1,...,N
|xj
| ∑
i=1,...,N
|ai,j |

≤ max
j=1,...,N
|
∑
i=1,...,N
|ai,j |
∑
j=1,...,N
|xj |.
Et comme
∑
j=1,...,N |xj | = 1, on a bien que ‖A‖1 ≤ maxj=1,...,N
∑
i=1,...,N |ai,j |.
Montrons maintenant qu’il existe x ∈ IRN , ‖x‖1 = 1, tel que ‖Ax‖1 =∑
i=1,...,N |ai,j |. Il suffit de conside´rer pour cela le vecteur x ∈ IRN de´fini par
xj0 = 1 et xj = 0 si j 6= j0, ou` j0 est tel que
∑
i=1,...,N |ai,j0 | = maxj=1,...,N
∑
i=1,...,N |ai,j |.
On ve´rifie alors facilement qu’on a bien ‖Ax‖1 = maxj=1,...,N
∑
i=1,...,N |ai,j |.
3. Par de´finition de la norme 2, on a :
‖A‖22 = sup
x∈IRN ,‖x‖2=1
Ax ·Ax = sup
x∈IRN ,‖x‖2=1
AtAx · x.
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Comme AtA est une matrice syme´trique positive (car AtAx · x = Ax ·Ax ≥ 0),
il existe une base orthonorme´e (fi)i=1,...,N et des valeurs propres (µi)i=1,...,N ,
avec 0 ≤ µ1 ≤ µ2 ≤ . . . ≤ µN tels que Afi = µifi pour tout i ∈ {1, . . . , N}. Soit
x =
∑
i=1,...,N αifi ∈ IRN . On a donc :
AtAx · x = ( ∑
i=1,...,N
µiαifi
) · ( ∑
i=1,...,N
αifi
)
=
∑
i=1,...,N
α2i µi ≤ µN‖x‖22.
On en de´duit que ‖A‖22 ≤ ρ(AtA).
Pour montrer qu’on a e´galite´, il suffit de conside´rer le vecteur x = fN ; on a
en effet ‖fN‖2 = 1, et ‖AfN‖22 = AtAfN · fN = µN = ρ(AtA).
Corrige´ de l’exercice 5 page 28 (Norme non induite)
1. On a ‖Id‖s =
√
N et donc par l’exercice 2 page 27, la norme ‖.‖s ne
peut pas eˆtre une norme induite si N > 1. Montrons que la norme ‖.‖s est
matricielle. Soient A = (ai,j)i=1,N,j=1,N et B = (bi,j)i=1,N,j=1,N , et C = AB.
Alors ‖C‖2s =
∑N
i=1
∑N
j=1
(∑N
k=1 ai,kbk,j
)2
.
Or si (uk)k=1,N et si (vk)k=1,N ∈ IRN , alors (ine´galite´ de Cauchy-Schwarz) :
( N∑
k=1
ukvk
)2 ≤ N∑
k=1
u2k
N∑
k=1
v2k.
On a donc ‖C‖2s ≤
∑N
i=1
∑N
k=1 a
2
i,k
∑N
j=1
∑N
k=1 b
2
k,j , et donc ‖C‖2s ≤ ‖A‖2s‖B‖2s.
2. On obtient facilement que : Tr(AtA) =
∑N
i=1
∑N
k=1 a
2
k,i = ‖A‖2s.
On a vu a` l’exercice 4 page 28 que ‖A‖22 = ρ(AtA) = µN ou` µN est la plus
grande valeur propre de AtA. Or la trace d’une matrice diagonalisable est aussi
la somme de ses valeurs propres. On a donc ‖A‖22 ≤
∑N
i=1 µi = Tr(A
tA). On en
conclut que
‖A‖2 ≤ ‖A‖s. (6.1.2)
De plus, ‖A‖2s = Tr(AtA) ≤ Nρ(AtA). Donc ‖A‖s ≤
√
N‖A‖2.
Enfin, comme ‖Ax‖2 ≤ ‖A‖2‖x‖2, on de´duit de (6.1.2) que ‖Ax‖2 ≤ ‖A‖s‖x‖2.
3. Soit ‖.‖ une norme induite, on a donc ‖Id‖ = 1 par le re´sultat de l’exercice
2 page 27 ; alors pour N > 1, la norme N definie par N (A) = 1N ‖A‖ ve´rifieN (Id) = 1N < 1, ce qui prouve, toujours par l’exercice 2 page 27, qu’elle n’est
pas une norme matricielle.
Corrige´ de l’exercice 6 page 28 (valeurs propres nulles d’un
produit de matrices)
1. Soit λ 6= 0 valeur propre de AB, alors il existe v ∈ IRn, v 6= 0, ABv =
λv. En multipliant a` gauche par B (ce qu’on peut faire car ABv ∈ IRn,
v ∈ IRn) on obtient que BABv = λBv, et on a donc BAw = λw avec
w = Bv ; de plus, w 6= 0 car si w = Bv = 0 alors λ = 0 ce qui contredit
l’hypothe`se.
Le raisonnement est identique pour BA.
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2. Supposons que λ = 0 est valeur propre de AB. Alors il existe x ∈ IRn ;
x 6= 0, ABx = 0. Si Bx 6= 0, alors BA(Bx) = 0 avec Bx 6= 0 donc Bx est
vecteur propre de BA pour la valeur propre λ = 0.
Si Bx = 0, on distingue 2 cas :
→ Si ImA = IRn, l’application line´aire associe´e a` A est donc surjective,
donc ∃y ∈ IRp, y 6= 0, Ay = x. On a donc BAy = Bx = 0, et λ = 0
est donc valeur propre de BA.
→ Si ImA 6= IRn, alors l’application line´aire associe´e a` A est non surjec-
tive, donc, par le “ miracle” de la dimension finie, (et car n ≤ p), non
injective. Il existe donc y ∈ IRn, y 6= 0 ; Ay = 0, et donc BAx = 0,
ce qui entraˆıne que λ est valeur propre nulle de BA.
Corrige´ de l’exercice 7 page 29 (Rayon spectral)
Il suffit de prendre comme norme la norme de´finie par : ‖x‖ = ∑Ni=1 α2i ou` les
(αi)i=1,N sont les composantes de x dans la base des vecteurs propres associe´s
a` A.
Pour montrer que ceci est faux dans le cas ou` A n’est pas diagonalisable,
il suffit de prendre A =
(
0 1
0 0
)
, on a alors ρ(A) = 0, et comme A est non
nulle, ‖A‖ 6= 0.
Corrige´ de l’exercice 8 page 29 (Rayon spectral)
1. Si ρ(A) < 1, graˆce au re´sultat d’approximation du rayon spectral de la
proposition 1.9 page 20, il existe ε > 0 tel que ρ(A) < 1 − 2ε et une norme
induite ‖.‖A,ε tels que ‖A‖A,ε = µ ≤ ρ(A) + ε = 1 − ε < 1. Comme ‖.‖A,ε est
une norme matricielle, on a ‖Ak‖A,ε ≤ µk → 0 lorsque k →∞. Comme l’espace
MN (IR) est de dimension finie, toutes les normes sont e´quivalentes, et on a donc
‖Ak‖ → 0 lorsque k →∞.
Montrons maintenant la re´ciproque : supposons que Ak → 0 lorsque k →∞,
et montrons que ρ(A) < 1. Soient λ une valeur propre de A et x un vecteur
propre associe´. Alors Akx = λkx, et si Ak → 0, alors Akx→ 0, et donc λkx→ 0,
ce qui n’est possible que si |λ| < 1.
2. Si ρ(A) < 1, d’apre`s la question pre´ce´dente on a : ‖Ak‖ → 0 donc il
existe K ∈ IN tel que pour k ≥ K, ‖Ak‖ < 1. On en de´duit que pour k ≥ K,
‖Ak‖1/k < 1, et donc en passant a` la limite sup sur k, lim supk→+∞ ‖Ak‖
1
k ≤ 1.
3. Comme lim infk→+∞ ‖Ak‖1/k < 1, il existe une sous-suite (kn)nnn ⊂ IN
telle que Akn‖1/kntends` < 1 lorsque n→ +∞, et donc il existe N tel que pour
n ≥ N , Akn‖1/kn ≤ η, avec η ∈]0, 1[. On en de´duit que pour n ≥ N , Akn‖ ≤ ηkn ,
et donc que Akn → 0 lorsque n→ +∞. Soient λ une valeur propre de A et x un
vecteur propre associe´, on a : Aknx = λknx ; on en de´duit que |λ| < 1, et donc
que ρ(A) < 1.
4. Soit α ∈ IR+ tel que ρ(A) < α. Alors ρ( 1αA) < 1, et donc par la question
2,
lim sup
k→+∞
‖Ak‖ 1k < α, ∀α > ρ(A).
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En faisant tendre α vers ρ(A), on obtient donc :
lim sup
k→+∞
‖Ak‖ 1k ≤ ρ(A). (6.1.3)
Soit maintenant β ∈ IR+ tel que lim infk→+∞ ‖Ak‖ 1k < β. On a alors
lim infk→+∞ ‖( 1βA)k‖
1
k < 1 et donc par la question 3, ρ( 1βA) < 1, donc ρ(A) < β
pour tout β ∈ IR+ tel que lim infk→+∞ ‖Ak‖ 1k < β. En faisant tendre β vers
lim infk→+∞ ‖Ak‖ 1k , on obtient donc
ρ(A) ≤ lim inf
k→+∞
‖Ak‖ 1k . (6.1.4)
De (6.1.3) et (6.1.4), on de´duit que
lim sup
k→+∞
‖Ak‖ 1k = lim inf
k→+∞
‖Ak‖ 1k = lim
k→+∞
‖Ak‖ 1k = ρ(A). (6.1.5)
5. Si ‖.‖ est une norme matricielle, alors ‖Ak‖ ≤ ‖A‖k et donc d’apre`s la
question pre´ce´dente, ρ(A) ≤ ‖A‖.
Corrige´ de l’exercice 9 page 29 (Se´rie de Neumann)
1. Si ρ(A) < 1, les valeurs propres de A sont toutes diffe´rentes de 1 et −1.
Donc 0 n’est pas valeur propre des matrices Id − A et Id + A, qui sont donc
inversibles.
2. Suppposons que ρ(A) < 1. Il est facile de remarquer que
(
N∑
k=0
Ak)(Id−A) = Id−AN+1. (6.1.6)
Si ρ(A) < 1, d’apre`s la question 1. de l’exercice 8 page 29, on a Ak → 0 lorsque
k → 0. De plus, Id − A est inversible. On peut donc passer a` la limite dans
(6.1.6) et on a donc (Id−A)−1 =∑+∞k=0 Ak.
Remarquons de plus que la se´rie de terme ge´ne´ral Ak est absolument conver-
gente pour une norme ‖·‖A, donne´e par la proposition 1.9 page 20, avec ε choisi
tel que ρ(A)+ ε < 1. Par contre, la se´rie n’est pas absolument convergente pour
n’importe quelle norme. On pourra s’en convaincre facilement graˆce au contre–
exemple (en dimension 1) suivant : la se´rie sk = 1 +x+ · · ·+xk est absolument
convergente pour la norme | · | sur IR pour |x| < 1, ce qui n’est e´videmment plus
le cas si l’on remplace la norme par la norme (pourtant e´quivalente) ‖·‖ = 10| · |.
Re´ciproquement, si ρ(A) ≥ 1, la se´rie ne peut pas converger en raison du
re´sultat de la question 1 de l’exercice 8 page 29.
Corrige´ de l’exercice 10 page 29 (Normes matricielles)
1. Comme ρ(A) < 1, la se´rie de terme ge´ne´ral Aj converge (voir exercice
9) et donc on a
∑∞
j=1 ‖Ajx‖ < +∞. D’autre part, il est imme´diat que
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‖x‖∗ ≥ 0, et si ‖x‖∗ = 0 alors ‖Ajx‖∗ = 0. De plus si x et y sont des
vecteurs de IRN , alors
‖x+ y‖∗ =
∞∑
j=0
‖Aj(x+ y)‖ ≤
∞∑
j=0
‖Ajx‖+ ‖Ajy‖ = ‖x‖∗ + ‖y‖∗.
Enfin, si α ∈ IR, il est facile de ve´rifier que ‖αx‖∗ = |α|‖x‖∗.
2. Par de´finition, ‖Ax‖∗ =
∑∞
j=0 ‖Aj+1x‖ =
∑∞
j=1 ‖Ajx‖ = ‖x‖∗ − ‖x‖.
Donc si ‖x‖∗ = 1, on a ‖Ax‖∗ = 1− ‖x‖.
La fonction x 7→ ‖x‖ atteint son minimum sur l’ensemble {x ∈ IRN ; ‖x‖∗ =
1}, et celui-ci est diffe´rent de 0 car ‖.‖ est une norme.
On de´duit de ceci que
‖A‖∗ = max‖x‖∗=1 ‖Ax‖∗ < 1,
3. On ne suppose plus que ρ(A) < 1. Soit C > ρ(A) donne´, et soit B la
matrice de´finie par B = 1CA. On a donc ρ(B) < 1. On peut donc appliquer
a` B la question pre´cd´ente. Il existe donc une norme induite ‖·‖∗∗ telle que
‖B‖∗∗ < 1. On en de´duit que 1C ‖A‖∗∗ < 1, soit ‖A‖∗∗ < C. En choisissant
C ≤ ρ(A) + ε, on a le re´sultat souhaite´.
Remarquons que cette construction de norme a ne´cessite´ la de´monstration de
convergence de la se´rie, qui elle meˆme ne´cessite la proposition 1.9 page 20 (voir
exercice 9. Cette construction ne peut donc eˆtre employe´e comme de´monstration
directe de la proposition 1.9 page 20.
Exercice 11 page 30 (De´compositions LLt et LDLt )
1. On pose L =
( 1 0
γ 1
)
et D =
( α 0
0 β
)
.
Par identification, on obtient α = 2, β = − 12 et γ = 12 .
Si maintenant on essaye d’e´crire A = LLt avec L =
( a 0
b c
)
, on obtient
c2 = − 12 ce qui est impossible dans IR.
En fait, on peut remarquer qu’il est normal que A n’admette pas de de´com-
position LLt, car elle n’est pas de´finie positive. En effet, soit x = (x1, x2)
t ∈ IR2,,
alors Ax · x = 2x1(x1 + x2), et en prenant x = (1,−2)t, on a Ax · x < 0.
2. 2. Reprenons en l’adaptant la de´monstration du the´ore`me 1.3. On raisonne
donc par re´currence sur la dimension.
1. Dans le cas N = 1, on a A = (a1,1). On peut donc de´finir L = (`1,1) ou`
`1,1 = 1, D = (a1,1), d1,1 6= 0, et on a bien A = LDLt.
2. On suppose que, pour 1 ≤ p ≤ N , la de´composition A = LDLt s’obtient
pour A ∈ Mp(IR) syme´trique de´finie positive ou ne´gative, avec di,i 6= 0
pour 1 ≤ i ≤ N et on va de´montrer que la proprie´te´ est encore vraie
pour A ∈ MN+1(IR) syme´trique de´finie positive ou ne´gative. Soit donc
A ∈ MN+1(IR) syme´trique de´finie positive ou ne´gative ; on peut e´crire A
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sous la forme :
A =

B a
at α
 (6.1.7)
ou` B ∈MN (IR) est syme´trique de´finie positive ou ne´gative (calculer Ax·x
avec x = (y, 0)t, avec y ∈ IRN pour le ve´rifier), a ∈ IRN et α ∈ IR.
Par hypothe`se de re´currence, il existe une matrice M ∈ MN (IR) M =
(mi,j)
N
i,j=1 et une matrice diagonale D˜ = diag(d1,1, d2,2, . . . , dN,N) dont
les coefficients sont tous non nuls, telles que :
(a) mi,j = 0 si j > i
(b) mi,i = 1
(c) B = MD˜M t.
On va chercher L et D sous la forme :
L =

M 0
bt 1
 , D =

D˜ 0
0 λ
 , (6.1.8)
avec b ∈ IRN , λ ∈ IR tels que LDLt = A. Pour de´terminer b et λ, calculons
LDLt avec L et D de la forme (6.1.8) et identifions avec A :
LDLt =

M 0
bt 1


D˜ 0
0 λ


M t b
0 1
 =

MD˜M t MD˜b
btD˜M t btD˜b+ λ

On cherche b ∈ IRN et λ ∈ IR tels que LDLt = A, et on veut donc que les
e´galite´s suivantes soient ve´rifie´es :
MD˜b = a et btD˜b+ λ = α.
La matriceM est inversible (en effet, le de´terminant deM s’e´crit det(M) =∏N
i=1 1 = 1). Par hypothe`se de re´currence, la matrice D˜ est aussi inver-
sible. La premie`re e´galite´ ci-dessus donne : b = D˜−1M−1a. On calcule
alors λ = α− btM−1a. Remarquons qu’on a force´ment λ 6= 0, car si λ = 0,
A = LDLt =

MD˜M t MD˜b
btD˜M t btD˜b

qui n’est pas inversible. En effet, si on cherche (x, y) ∈ IRN × IR solution
de 
MD˜M t MD˜b
btD˜M t btD˜b


x
y
 =

0
0
 ,
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on se rend compte facilement que tous les couples de la forme (−M−tby, y)t,
y ∈ IR, sont solutions. Le noyau de la matrice n’est donc pas re´duit a` {0} et
la matrice n’est donc pas inversible. On a ainsi montre´ que dN+1,N+1 6= 0
ce qui termine la re´currence.
3. On reprend l’algorithme de de´composition LLt :
Soit A ∈MN (IR) syme´trique de´finie positive ou ne´gative ; on vient de mon-
trer qu’il existe une matrice L ∈MN (IR) triangulaire infe´rieure telle que `i,j = 0
si j > i, `i,i = 1, et une matrice D ∈ MN(IR) diagonale inversible, telles que et
A = LDLt. On a donc :
ai,j =
N∑
k=1
`i,kdk,k`j,k, ∀ (i, j) ∈ {1 . . .N}2. (6.1.9)
1. Calculons la 1e`re colonne de L ; pour j = 1, on a :
a1,1 = d1,1 donc d1,1 = a1,1,
a2,1 = `2,1d1,1 donc `2,1 =
a2,1
d1,1
,
ai,1 = `i,1`1,1 donc `i,1 =
ai,1
`1,1
∀i ∈ {2 . . .N}.
2. On suppose avoir calcule´ les n premie`res colonnes de L. On calcule la
colonne (n+ 1) en prenant j = n+ 1 dans (1.2.8)
Pour i = n+ 1, an+1,n+1 =
n∑
k=1
`2n+1,kdk,k + dn+1,n+1 donc
dn+1,n+1 = an+1,n+1 −
n∑
k=1
`2n+1,kdk,k . (6.1.10)
On proce`de de la meˆme manie`re pour i = n+ 2 . . .N ; on a :
ai,n+1 =
n+1∑
k=1
`i,kdk,k`n+1,k =
n∑
k=1
`i,kdk,k`n+1,k + `i,n+1dn+1,n+1`n+1,n+1
et donc, comme on a montre´ dans la question 2 que les coefficients dk,k
sont tous non nuls, on peut e´crire :
`i,n+1 =
(
ai,n+1 −
n∑
k=1
`i,kdk,k`n+1,k
)
1
dn+1,n+1
. (6.1.11)
Exercice 12 page 30 (Sur la me´thode LLt)
Calculons le nombre d’ope´rations e´le´mentaires ne´cessaires pour chacune des
me´thodes :
1. Le calcul de chaque coefficient ne´cessite N multiplications et N − 1 ad-
ditions, et la matrice comporte N 2 coefficients. Comme la matrice est
syme´trique, seuls N(N + 1)/2 coefficients doivent eˆtre calcule´s. Le calcul
de A2 ne´cessite ne´cessite donc e (2N−1)N(N+1)2 ope´rations e´le´mentaires.
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Le nombre d’ope´rations e´le´mentaires pour effectuer la de´composition LLt
de A2 ne´cessite N
3
3 +
N2
2 +
N
6 (cours).
La re´solution du syste`me A2x = b ne´cessite 2N2 ope´rations (N2 pour la
descente, N2 pour la remonte´e, voir cours).
Le nombre total d’ope´rations pour le calcul de la solution du syste`me
A2x = b par la premie`re me´thode est donc (2N−1)N(N+1)2 +
N3
3 +
3N2
2 +
N
6 =
4N3
3 +O(N
2) ope´rations.
2. La de´composition LLt de A ne´cessite N
3
3 +
N2
2 +
N
6 , et la re´solution des
syste`mes LLty = b et LLtx = y ne´cessite 4N2 ope´rations. Le nombre
total d’ope´rations pour le calcul de la solution du syste`me A2x = b par la
deuxie`me me´thode est donc N
3
3 +
9N2
2 +
N
6 =
N3
3 +O(N
2) ope´rations.
Pour les valeurs deN assez grandes, il est donc avantageux de choisir la deuxie`me
me´thode.
Exercice 13 page 30 (De´composition LLt d’une matrice bande)
On utilise le re´sultat de conservation du profil de la matrice e´nonce´ dans le
cours. Comme A est syme´trique, le nombre p de diagonales de la matrice A est
force´ment impair si A ; notons q = p−12 le nombre de sous- et sur-diagonales non
nulles de la matrice A, alors la matrice L aura e´galement q sous-diagonales non
nulles.
1. Cas d’une matrice tridiagonale. Si on reprend l’algorithme de construc-
tion de la matrice L vu en cours, on remarque que pour le calcul de la colonne
n+ 1, avec 1 ≤ n < N − 1, on a le nombre d’ope´rations suivant :
– Calcul de `n+1,n+1 = (an+1,n+1 −
n∑
k=1
`n+1,k`n+1,k)
1/2 > 0 :
une multiplication, une soustraction, une extraction de racine, soit 3 ope´-
rations e´le´mentaires.
– Calcul de `n+2,n+1 =
(
an+2,n+1 −
n∑
k=1
`n+2,k`n+1,k
)
1
`n+1,n+1
:
une division seulement car `n+2,k = 0.
On en de´duit que le nombre d’ope´rations e´le´mentaires pour le calcul de la co-
lonne n+ 1, avec 1 ≤ n < N − 1, est de 4.
Or le nombre d’ope´rations pour la premie`re et dernie`re colonnes est infe´rieur
a` 4 (2 ope´rations pour la premie`re colonne, une seule pour la dernie`re). Le
nombre Z1(N) d’ope´rations e´le´mentaires pour la de´composition LL
t de A peut
donc eˆtre estime´ par : 4(N − 2) ≤ Z1(N) ≤ 4N, ce qui donne que Z1(N) est de
l’ordre de 4N (le calcul exact du nombre d’ope´rations, inutile ici car on demande
une estimation, est 4N − 3.)
2. Cas d’une matrice a` p diagonales.
On cherche une estimation du nombre d’ope´rations Zp(N) pour une matrice
a` p diagonales non nulles (ou q sous-diagonales non nulles) en fonction de N .
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On remarque que le nombre d’ope´rations ne´cessaires au calcul de
`n+1,n+1 = (an+1,n+1 −
n∑
k=1
`n+1,k`n+1,k)
1/2 > 0, (6.1.12)
et `i,n+1 =
(
ai,n+1 −
n∑
k=1
`i,k`n+1,k
)
1
`n+1,n+1
, (6.1.13)
est toujours infe´rieur a` 2q + 1, car la somme
∑n
k=1 fait intervenir au plus q
termes non nuls.
De plus, pour chaque colonne n + 1, il y a au plus q + 1 coefficients `i,n+1
non nuls, donc au plus q+1 coefficients a` calculer. Donc le nombre d’ope´rations
pour chaque colonne peut eˆtre majore´ par (2q + 1)(q + 1).
On peut donc majorer le nombre d’ope´rations zq pour les q premie`res co-
lonnes et les q dernie`res par 2q(2q + 1)(q + 1), qui est inde´pendant de N (on
rappelle qu’on cherche une estimation en fonction de N , et donc le nombre zq
est O(1) par rapport a` N .)
Calculons maintenant le nombre d’ope´rations xn ne´cessaires une colonne
n = q + 1 a` N − q − 1. Dans (6.1.12) et (6.1.13), les termes non nuls de la
somme sont pour k = i− q, . . . , n, et donc on a (n − i+ q + 1) multiplications
et additions, une division ou extraction de racine. On a donc
xn =
n+q+1∑
i=n+1
(
2(n− i+ q + 1) + 1)
=
q+1∑
j=1
(
2(−j + q + 1) + 1)
= (q + 1)(2q + 3)− 2
q+1∑
j=1
j
= (q + 1)2.
Le nombre zi d’ope´rations ne´cessaires pour les colonnes n = q + 1 a` N − q − 1
est donc
zi = (q + 1)
2(N − 2q).
Un encadrement du nombre d’ope´rations ne´cessaires pour la de´composition
LLt d’une matrice a` p diagonales est donc donne´e par :
(q + 1)2(N − 2q) ≤ Zp(N) ≤ (q + 1)2(N − 2q) + 2q(2q + 1)(q + 1), (6.1.14)
et que, a` q constant, Zp(N) = O((q + 1)
2N)). Remarquons qu’on retrouve bien
l’estimation obtenue pour q = 1.
3. Dans le cas de la discre´tisation de l’e´quation −u′′ = f traite´e dans le
cours page 18, on a q = 1 et la me´thode de Choleski ne´cessite de l’ordre de 4N
ope´rations e´le´mentaires, alors que dans le cas de la discre´tisation de l’e´quation
−∆u = f traite´e dans le cours page 25-26, on a q = √N et la me´thode de
Choleski ne´cessite de l’ordre de N 2 ope´rations e´le´mentaires (dans les deux cas
N est le nombre d’inconnues).
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On peut noter que l’encadrement (6.1.14) est inte´ressant de`s que q est d’ordre
infe´rieur a` Nα, α < 1.
Exercice 14 page 30 (De´composition LLt d’une matrice tri-
diagonale syme´trique)
1. Comme A est une matrice syme´trique de´finie positive, le the´ore`me de
de´composition de Choleski vu en cours s’applique, et il existe donc une
unique matrice L ∈ MN (IR), L = (`i,j)Ni,j=1, telle que :
(a) L est triangulaire infe´rieure (c’est a` dire `i,j = 0 si j > i),
(b) `i,i > 0, pour tout i ∈ {1, . . . , N},
(c) A = LLt.
Il nous reste a` montrer que `i,j = 0 si j < i − 1. Reprenons pour cela le
calcul des coefficients `i,j vu en cours. On a :
`1,1 =
√
a1,1 (a1,1 > 0 car `1,1 existe ),
a2,1 = `2,1`1,1 donc `2,1 =
a2,1
`1,1
= β2,
ai,1 = `i,1`1,1 donc `i,1 =
ai,1
`1,1
= 0 ∀i ∈ {3, . . . , N}.
Supposons que les colonnes p = 1 a` n soient telles que `i,p = 0 si i > p+1,
et montrons que c’est encore vrai pour la colonne n+ 1. On a
`i,n+1 =
(
ai,n+1 −
n∑
k=1
`i,k`n+1,k
)
1
`n+1,n+1
, pour i = n+ 2, . . . , N.
(6.1.15)
Or, pour i > n+ 1, on a ai,n+1 = 0 par hypothe`se sur A, et `i,k = 0 pour
k = 1, . . . , n par hypothe`se de re´currence. On en de´duit que `i,n+1 = 0
pour i > n+ 1. La matrice L est donc bien de la forme
L =

α1 0 . . . 0
β2 α2 0 . . . 0
0
. . .
. . . . . . 0
...
. . .
. . . . . .
...
0 · · · 0 βN αN
 .
2. L’algorithme de calcul des coefficients `i,j a e´te´ vu en cours, il suffit de
l’adapter ici au cas tridiagonal. On obtient :
Premie`re colonne
α1 =
√
a1,1,
β2 =
a2,1
α1
.
Nombre d’ope´rations : 1 racine carre´e, 1 division.
Colonnes 2 a` N − 1
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Pour i = 1, . . . , N − 2,
αn+1 =
(
an+1,n+1 − β2n+1
)1/2
,
Nombre d’ope´rations : 1 multiplication, 1 soustraction, 1 racine carre´e.
βn+2 =
an+2,n+1
αn+1
.
Nombre d’ope´rations : 1 division.
Colonne N
αN =
(
aN,N − β2N
)1/2
,
Nombre d’ope´rations : 3 (1 multiplication, 1 soustraction, 1 division).
Le nombre d’ope´rations e´le´mentaires est donc de 2+4(N−2)+3 = 4N−3.
3. Un calcul facile donne :
L =

1 0 0 0 0
−1 1 0 0 0
0 −1 1 0 0
0 0 −1 1 0
0 0 0 −1 1
 .
4. Non, par exemple l’inverse de la matrice
A =
 1 −1 0−1 2 −1
0 −1 2
 est A−1 =
 3 2 12 2 1
1 1 1

Exercice 15 page 31 (Minoration du conditionnement)
1) On peut e´crire B = B + A − A = A(Id + A−1(B − A)). Et comme
‖A − B‖ < 1‖A−1‖ , on a ‖A−1(B − A)‖ ≤ ‖A − 1‖‖B − A‖ < 1. La matrice
Id + A−1(B − A)) est donc inversible (voir the´ore`me 1.11 page 21, et donc B
l’est aussi.
2) En prenant la contrapose´e de ce qui pre´ce`de, on obtient que si det(B) = 0,
alors
‖A−B‖ ≥ 1
A−1
, et donc ‖A‖‖A−1‖ ≥ ‖A‖‖A−B‖.
On en de´duit le re´sultat en passant au sup sur les matrices B de de´terminant
nul.
Exercice 16 page 31 (Minoration du conditionnement)
1. Comme A est inversible, A+ δA = A(Id+A−1δA), et donc si A+ δA est
singulie`re, alors Id+A−1δA est singulie`re. Or on a vu en cours que toute
matrice de la forme Id+B est inversible si et seulement si ρ(B) < 1. On
en de´duit que ρ(A−1δA) ≥ 1, et comme
ρ(A−1δA) ≤ ‖A−1δA‖ ≤ ‖A−1‖‖δA‖,
on obtient
‖A−1‖‖δA‖ ≥ 1, soit encore cond(A) ≥ ‖A‖‖δA‖ .
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2. Soit y ∈ IRN tel que ‖y‖ = 1 et ‖A−1y‖ = ‖A−1‖. Soit x = A−1y, et
δA = −y x
t
xt x ,on a donc
(A+ δA)x = Ax− −y x
t
xt x
x = y − −y x
tx
xt x
= 0.
La matrice A+ δA est donc singulie`re. De plus,
‖δA‖ = 1‖x‖2 ‖y y
t A−t‖.
Or par de´finition de x et y, on a ‖x‖2 = ‖A−1‖2. D’autre part, comme il
s’agit ici de la norme L2, on a ‖A−t‖ = ‖A−1‖. On en de´duit que
‖δA‖ = 1‖A−1‖2 ‖y‖
2‖A−1‖ = 1‖A−1‖ .
On a donc dans ce cas e´galite´ dans (1.2.21).
3. Remarquons tout d’abord que la matrice A est inversible. En effet, detA =
2α2 > 0. Soit δA =
 0 0 00 −α α
0 −α −α
 . Comme det(A + δA) = 0, la
matrice A+ δA est singulie`re, et donc
cond(A) ≥ ‖A‖‖δA‖ . (6.1.16)
Or ‖δA‖ = 2α et ‖A‖ = max(3, 1+2α) = 3, car α ∈]0, 1[. Donc cond(A) ≥
3
2α .
Exercice 17 page 32 (Minoration du conditionnement)
1. Par dfinition, cond(A2) = ‖A2‖‖(A−1)2‖ ≤ ‖A−1‖‖A−1‖ = (condA)2.
2. Si A est syme´trique, on a : cond2(A
2) = ρ(A2) = (cond2A)
2. e
3. Non. Il suffit de prendre
A =
(
0 1
0 0
)
qui n’est pas une matrice syme´trique, mais qui est telle que ρ(A) = 0, et
A2 = 0.
Exercice 18 page 32 (Calcul de l’inverse d’une matrice et
conditionnement)
1. (a) L’inverse de la matrice A ve´rifie les quatre e´quations suivantes :
X − A−1 = 0, X−1 −A = 0,
AX − Id = 0, XA− Id = 0.
Les quantite´s e1, e2, e3 et e4 sont les erreurs relatives commises sur
ces quatre e´quations lorsqu’on remplace X par B ; en ce sens, elles
mesurent la qualite´ de l’approximation de A−1.
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(b) On remarque d’abord que comme la norme est matricielle, on a
‖MP‖ ≤ ‖M‖‖P‖ pour toutes matrices M et P de MN(IR). On
va se servir de cette proprie´te´ plusieurs fois par la suite.
(α) Comme B = A−1 +E, on a
e1 =
‖E‖
‖A−1‖ ≤ ε
‖A−1‖
‖A−1‖ = ε.
(β) Par de´finition,
e2 =
‖B−1 −A‖
‖A‖ =
‖(A−1 +E)−1 −A‖
‖A‖ .
Or
(A−1 +E)−1 −A = (A−1(Id+AE))−1 −A
= (Id+AE)−1A−A
= (Id+AE)−1(Id− (Id+AE))A
= −(Id+AE)−1AEA.
On a donc
e2 ≤ ‖(Id+AE)−1‖‖A‖‖E‖.
Or par hypothe`se, ‖AE‖ ≤ ‖A‖‖E‖ ≤ cond(A)ε < 1 ; on en
de´duit, en utilisant le the´ore`me 1.11, que :
‖(Id+AE))−1‖ ≤ 1
1− ‖AE‖ , et donc e2 ≤
εcond(A)
1− εcond(A) .
(γ) Par de´finition, e3 = ‖AB− Id‖ = ‖A(A−1 +E)− Id‖ = ‖AE‖ ≤
‖A‖‖E‖ ≤ ‖A‖ε‖A−1‖ = εcond(A).
(δ) Enfin, e4 = ‖BA − Id‖ = ‖(A−1 + E)A − Id‖ ≤ ‖EA‖ ≤
‖E‖‖A‖ ≤ εcond(A).
(c) (α) Comme B = A−1(Id+E′), on a
e1 =
‖A−1(Id+E′)−A−1‖
‖A−1‖ ≤ ‖Id+E
′ − Id‖ ≤ ε.
(β) Par de´finition,
e2 =
‖(Id+E′)−1A−A‖
‖A‖
= ‖(Id+E
′)−1(A−(Id+E′)A)‖
‖A‖
≤ ‖(Id+E′)−1‖‖Id− (Id+E′)‖ ≤ ε1−ε
car ε < 1 (the´ore`me 1.1).
(γ) Par de´finition, e3 = ‖AB − Id‖ = ‖AA−1(Id + E′) − Id‖ =
‖E′‖ ≤ ε.
(δ) Enfin, e4 = ‖BA − Id‖ = ‖A−1(Id + E′)A − Id‖ = ‖A−1(A +
E′A−A)‖ ≤ ‖A−1‖‖AE′‖ ≤ εcond(A).
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2. (a) On peut e´crire A+δA = A(Id+A
−1δA). On a vu en cours (the´ore`me
1.11) que si ‖A−1δA‖ < 1, alors la matrice Id+A−1δA est inversible.
Or ‖A−1δA‖ ≤ ‖A−1‖‖δA‖, et donc la matrice A + δA est inversible
si ‖δA‖ < 1‖A−1‖ .
(b) On peut e´crire ‖(A+ δA)−1 −A−1‖ = ‖(A+δA)−1(Id−(A+δA)A−1‖ ≤
‖(A + δA)−1‖‖Id − Id − δAA−1‖ ≤ ‖(A + δA)−1‖δA‖‖A−1‖. On en
de´duit le re´sultat.
Corrige´ de l’exercice 19 page 33 (proprie´te´s ge´ne´rales du
conditionnement)
1. Comme ‖ · ‖ est une norme induite, c’est donc une norme matricielle. On
a donc pour toute matrice A ∈MN(IR),
‖Id‖ ≤ ‖A‖ ‖A−1‖
ce qui prouve que cond(A) ≥ 1.
Par de´finition,
cond(αA) = ‖αA‖ ‖(αA)−1‖
= |α| ‖A‖ 1|α|‖A
−1‖ = cond(A)
2. Soient A et B des matrices inversibles, alorsAB est une matrice inversible
et
cond(AB) = ‖AB‖ ‖(AB)−1‖ = ‖AB‖ B−1A−1‖
≤ ‖A‖ ‖B‖ ‖B−1‖ ‖A−1‖,
car ‖ · ‖ est une norme matricielle. Donc cond(AB) ≤ cond(A)cond(B).
3. Par de´finition, on a cond2(A) = ‖A‖2‖A−1‖2. Or on a vu a` l’exercice
3 que ‖A‖2 = (ρ(AtA))1/2 = √σN . On a donc ‖A−1‖2 = (ρ((A−1)tA−1))1/2 =(
ρ(AAt)−1)
)1/2
. Et ρ((AAt)−1) =
1
σ1
ou` σ1 est la plus petite valeur propre de
la matrice AAt. Or les valeurs propres de AAt sont les valeurs propres de AtA
(si λ est valeur propre de AAt associe´e au vecteur propre x alors λ est valeur
propre de AAt associe´e au vecteur propre Atx).
On a donc cond2(A) =
√
σN
σ1
.
Si A est s.d.p., alors AtA = A2 et σi = λ
2
i ou` λi est valeur propre de la
matrice A. On a dans ce cas cond2(A) =
λN
λ1
.
4. Si cond2(A) = 1, alors
√
σN
σ1
= 1 et donc toutes les valeurs propres de AtA
sont e´gales. Comme AtA est syme´trique de´finie positive (car A est inversible), il
existe une base orthonorme´e (f1 . . . fN) telle que A
tAfi = σfi, ∀i et σ > 0 (car
AtA est s.d.p.). On a donc AtA = σId At = α2A−1 avec α =
√
σ. En posant
Q =
1
α
A, on a donc Qt =
1
α
At = αA−1 = Q−1.
Re´ciproquement, si A = αQ, alors AtA = α2Id, σNσ1 = 1, et donc cond2(A) =
1.
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5. A ∈ MN (IR) est une matrice inversible. On suppose que A = QR ou` Q
est une matrice orthogonale. On a donc :
cond2(A) = ‖A‖2 ‖A−1‖2 = ‖QR‖2 ‖R−1Qt‖2.
On a aussi cond2(A) =
√
σN
σ1
ou` σ1 ≤ . . . ≤ σN sont les valeurs propres de AtA.
Or AtA = (QR)t(QR) = RtQ−1QR = RtR. Donc cond2(A) = cond2(R).
6. Soient 0 < λ1 ≤ λ2 . . . ≤ λN et 0 < µ1 ≤ µ2 . . . ≤ µN les valeurs propres
de A et B (qui sont s.d.p.). Alors cond2(A + B) =
νN
ν1
, ou` 0 < ν1 ≤ . . . ≤ νN
sont les valeurs propres de A+B.
a) On va d’abord montrer que
cond2(A+B) ≤ λN + µN
λ1 + µ1
.
Remarquons en premier lieu que si A est s.d.p., alors
cond2(A) =
sup‖x‖=1Ax · x
inf‖x‖2=1Ax · x
En effet, si A est s.d.p., alors sup
‖x‖2=1
Ax ·x = λN ; il suffit pour s’en rendre
compte de de´composer x sur la base (fi)i=1...N . Soit x =
N∑
i=1
αifi. Alors :
Ax · x =
N∑
i=1
α2i λi ≤ λNΣα2i = λN . Et AfN · fN = λN .
De meˆme, Ax·x ≥ λ1Σα2i = λ1 et Ax·x = λ1 si x = f1. Donc inf‖x‖=1Ax·x =
λ1.
On en de´duit que si A est s.d.p., cond2(A) =
sup‖x‖=1Ax · x
inf‖x‖=1Ax · x
Donc cond2(A+B) =
sup‖x‖=1(A+B)x · x
inf‖x‖=1(A+B)x · x
Or sup
‖x‖=1
(Ax · x+Bx · x) ≤ sup
‖x‖=1
Ax · x+ sup
‖x‖=1
Bx · x = λN + µN
et inf
‖x‖=1
(Ax · x+Bx · x) ≥ inf
‖x‖=1
Ax · x+ inf
‖x‖=1
Bx · x = λ1 + µ1
donc
cond2(A+B) ≤ λN + µN
λ1 + µ1
.
b) On va montrer que
a+ b
c+ d
≤ max(a
c
,
b
d
), ∀(a, b, c, d) ∈ (IR∗+)4.
Supposons que
a+ b
c+ d
≥ a
c
alors (a+b)c ≥ (c+d)a c’est a` dire bc ≥ da donc
bc + bd ≥ da + db soit b(c + d) ≥ d(a + b) ; donc a+bc+d ≤ bd . On en de´duit
que cond2(A+B) ≤ max(cond2(A), cond2(B)).
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Corrige´ de l’exercice 20 page 33 (Discre´tisation)
1. Si f est constante, alors −u′′ est constante, et donc les de´rive´es d’ordre
supe´rieur sont nulles. Donc, par l’estimation (1.2.17) page 24 sur l’erreur
de consistance, on a Ri = 0 pour tout i = 1, . . . , N .
Si on appelle U le vecteur de composantes ui et U¯ le vecteur de compo-
santes u(xi), on peut remarquer facilement que U − U¯ = A−1R, ou` R est
le vecteur de composantes Ri. On a donc U − U¯ = 0, c.q.f.d..
2. Il est facile de voir que f n’est pas force´ment constante, en prenant f(x) =
sin 2pix, et h = 1/2. On n’a alors qu’une seule inconnue, qui ve´rifie u1 = 0,
et on a e´galement u(1/2) = sinpi = 0.
Corrige´ de l’exercice 21 page 34 (Valeurs propres et vec-
teurs propres de A.)
1. Pour montrer queA est de´finie positive (carA est e´videmment syme´trique),
on va montrer que Ax · x > 0 si x 6= 0.
On a
Ax · x = 1
h2
[
x1(2x1 − x2) +
N−1∑
i=2
xi(−xi−1 + 2xi − xi+1) + 2x2N − xN−1xN
]
On a donc
h2Ax · x = 2x21 − x1x2 −
N−1∑
i=2
(
xixi−1 + 2x2i
)− N∑
i=3
xixi−1 + 2x2N − xN−1xN
=
N∑
i=1
x2i +
N∑
i=2
x21−i + x
2
N − 2
N∑
i=1
xixi−1
=
N∑
i=2
(xi − xi−1)2 + x21 + x2N ≥ 0.
De plus, Ax · x = 0 ⇒ x21 = xN = 0 et xi = xi−1 pour i = 2 a` N , donc x = 0.
Pour chercher les valeurs propres et vecteurs propres de A, on s’inspire des
valeurs propres et vecteurs propres du proble`me continu, c’est–a`–dire des valeurs
λ et fonctions ϕ telles que{ −ϕ′′(x) = λϕ(x) x ∈]0, 1[
ϕ(0) = ϕ(1) = 0
(6.1.17)
(Notons que ce “truc” ne marche pas dans n’importe quel cas.)
L’ensemble des solutions de l’e´quation diffe´rentielle −ϕ′′ = λϕ est un espace
vectoriel d’ordre 2, donc ϕ est de la forme ϕ(x) = α cos
√
λx+β sin
√
λx (λ ≥ 0)
et α et β dont de´termine´s par les conditions aux limites ϕ(0) = α = 0 et
ϕ(1) = α cos
√
λ + β sin
√
λ = 0 ; on veut β 6= 0 car on cherche ϕ 6= 0 et donc
on obtient λ = k2pi2. Les couples (λ, ϕ) ve´rifiant (6.1.17) sont donc de la forme
(k2pi2, sin kpix).
2. Pour k = 1 a` N , posons Φ
(k)
i = sin kpixi, ou` xi = ih, pour i = 1 a` N , et
calculons AΦ(k) :
(AΦ(k))i = −sinkpi(i− 1)h+ 2 sin kpi(ih)− sin kpi(i+ 1)h.
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En utilisant le fait que sin(a + b) = sin a cos b + cosa sin b pour de´velopper
sin kpi(1− i)h et sin kpi(i+ 1)h, on obtient (apre`s calculs) :
(AΦ(k))i = λkΦ
(k)
i , i = 1, . . . , N,
ou` λk =
2
h2
(1− cos kpih) = 2
h2
(1− cos kpi
N + 1
)
On a donc trouve´ N valeurs propres λ1 . . . λN associe´es aux vecteurs propres
Φ(1) . . .Φ(N) de IRN tels que Φ
(k)
i = sin
kpii
N + 1
, i = 1 . . .N .
Remarque : Lorsque N → +∞ (ou h→ 0), on a
λ
(h)
k =
2
h2
(
1− 1 + k
2pi2h2
2
+O(h4)
)
= k2φ2 +O(h2)
Donc
λ
(h)
k → k2pi2 = λk
h→ 0.
Calculons cond2(A). CommeA est s.d.p., on a cond2(A) =
λN
λ1
=
1− cos NpiN+1
1− cos piN+1
.
On a : h2λN = 2(1 − cos NpiN+1 ) → 4 et λ1 → pi2 lorsque h → 0. Donc
h2cond2(A) → 4pi2 lorsque h→ 0.
Corrige´ de l’exercice 22 page 34 (Conditionnement efficace)
Partie 1
1. Soit u = (u1 . . . uN )
t. On a
Au = b⇔
{ 1
h2
(ui − ui−1) + 1
h2
(ui − ui+1) = bi, ∀i = 1, . . .N,
u0 = uN+1 = 0.
Supposons bi ≥ 0, ∀i = 1, . . . , N , et soit j ∈ {0, . . . , N + 1} tel que uj =
min(ui, i = 0, . . . , N + 1).
Si j = 0 ou N + 1, alors ui ≥ 0 ∀i = 0, N + 1 et donc u ≥ 0.
Si j ∈ {1, . . . , N}, alors
1
h2
(uj − uj−1) + 1
h2
(uj − uj+1) ≥ 0
et comme uj − uj−1 ≤ 0 et uj − uj+1 ≤ 0, ceci entraˆıne que uj = uj−1 et
uj = uj+1, ce qui n’est possible que si ui = u0 = 0, ∀i = 1, N , auquel cas u = 0.
Montrons maintenant que A est inversible. On vient de montrer que siAu ≥ 0
alors u ≥ 0. On en de´duit par line´arit que si Au ≤ 0 alors u ≤ 0, et donc que
si Au = 0 alors u = 0. Ceci dmontre que l’application linaire reprsente par la
matrice A est injective donc bijective (car on est en dimension finie).
2. Soit Φ ∈ C([0, 1], IR) tel que Φ(x) = 1
2
x(1 − x) et Φi = Φ(xi), i = 1, N ,
ou` xi = ih.
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(Aϕ)i est le de´veloppement de Taylor a` l’ordre 2 de Φ
′′(xi), et comme Φ est
un polynoˆme de degre´ 2, ce de´veloppement est exact. Donc (Aϕ)i = Φ
′′(xi) = 1.
3. Soient b ∈ IRN et u ∈ IRN tels que Au = b. On a :
(A(u± ‖b‖ϕ))i = (Au)i ± ‖b‖(Aϕ)i = bi ± ‖b‖.
Prenons d’abord b˜i = bi + ‖b‖ ≥ 0, alors par la question (1),
ui + ‖b‖ϕi ≥ 0 ∀i = 1 . . .N.
Si maintenant on prend b¯i = bi − ‖b‖ ≤ 0, alors
ui − ‖b‖ϕi ≤ 0 ∀i = 1 . . .N.
On a donc −‖b‖ϕi ≤ ‖b‖ϕi.
On en de´duit que ‖u‖∞ ≤ ‖b‖ ‖ϕ‖∞ ; or ‖ϕ‖∞ = 1
8
. D’ou` ‖u‖∞ ≤ 1
8
‖b‖.
On peut alors e´crire que pour tout b ∈ IRN ,
‖A−1b‖∞ ≤ 1
8
‖b‖, donc ‖A
−1b‖∞
‖b‖∞ ≤
1
8
, d’ou` ‖A−1‖ ≤ 1
8
.
On montre que ‖A−1‖ = 1
8
en prenant le vecteur b de´fini par b(xi) = 1,
∀i = 1, . . . , N . On a en effet A−1b = ϕ, et comme N est impair, ∃i ∈ {1, . . . , N}
tel que xi =
1
2 ;or ‖ϕ‖∞ = ϕ( 12 ) = 18 .
4. Par de´finition, on a ‖A‖ = sup‖x‖∞=1 ‖Ax‖, et par la question 1 de l’exer-
cice 4 page 28, on sait que ‖A‖ = maxi=1,N
∑
j=1,N |ai,j |, ce qui de´montre le
re´sultat.
5. Graˆce aux questions 3 et 4, on a, par de´finition du conditionnement pour
la norme ‖ · ‖, cond(A) = ‖A‖‖A−1‖ = 12h2 .
On a vu en cours que
‖δu‖
‖u‖ ≤ cond(A)
‖δb‖
‖b‖ ou` cond(A) = ‖A‖ ‖A
−1‖
Partie 2 Conditionnement efficace
1. Soient ϕ(h) et f (h) les fonctions constantes par morceaux de´finies par
ϕh(x) =
{
ϕ(ih) = ϕi si x ∈]xi − h2 , xi + h2 [, i = 1, . . . , N,
0 si x ∈ [0, h2 ] ou x ∈]1− h2 , 1].
et
f (h)(x) =
{
f(ih) = bi si x ∈]xi − h2 , xi + h2 [,
f(ih) = 0 si x ∈ [0, h2 ] ou x ∈]1− h2 , 1].
Comme f ∈ C([0, 1], IR) et ϕ ∈ C2([0, 1], IR), la fonction fh (resp. ϕh) converge
uniforme´ment vers f (resp. ϕ) lorsque h→ 0. On a donc
h
N∑
i=1
biϕi =
∫ 1
0
f (h)(x)ϕ(h)(x)dx →h→0
∫ 1
0
f(x)ϕ(x)dx.
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Comme bi > 0 et fi > 0 ∀i = 1, . . . , N , on a e´videmment SN =
N∑
i=1
biϕi > 0 et
SN →
∫ 1
0
f(x)ϕ(x)dx = β > 0.
Donc il existe N0 ∈ IN tel que si N ≥ N0, SN ≥ β
2
, et donc SN ≥ α =
min(S0, S1 . . . SN0 ,
β
2
) > 0.
2. On a N‖u‖ = N supi=1,N |ui| ≥
∑N
i=1 ui. D’autre part, Aϕ = (1 . . . 1)
t
donc u · Aϕ =
N∑
i=1
ui ; or u · Aϕ = Atu · ϕ = Au · ϕ car A est syme´trique.
Donc u · Aϕ =
N∑
i=1
biϕi ≥ α
h
d’apre`s la question 1.
Comme δu = A
−1δb, on a donc
‖δu‖ ≤ ‖A−1‖ ‖δb‖,
soit
‖δu‖
‖u‖ ≤
1
8
1
α
hN‖δb‖‖f‖∞‖b‖ .
Ceci entraˆıne
‖δu‖
‖u‖ ≤
‖f‖∞
8α
‖δb‖
‖b‖ .
3. Le conditionnement cond(A) calcule´ dans la partie 1 (question 5) est
d’ordre 1/h2, et donc tend vers l’infini lorsque le pas du maillage tend vers 0,
alors qu’on vient de montrer dans la partie 2 que la variation relative ‖δu‖‖u‖ est
infe´rieure a` une constante multiplie´e par la variation relative de ‖δb‖‖b‖ . Cette
dernie`re information est nettement plus utile et re´jouissante pour la re´solution
effective du syste`me line´aire.
Corrige´ de l’exercice 23 page 35 (Conditionnement, re´action
diffusion 1d)
1. Pour k = 1 a` N , calculons BUk :
(BUk)j = −sinkpi(j − 1)h+ 2 sin kpi(jh)− sin kpi(j + 1)h, ou` h = 1
N + 1
.
En utilisant le fait que sin(a+ b) = sin a cos b+ cosa sin b pour de´velopper
sin kpi(1− j)h et sin kpi(j + 1)h, on obtient (apre`s calculs) :
(BUk)j = λk(Uk)j , j = 1, . . . , N,
ou` λk = 2(1− cos kpih) = 2(1− cos kpi
N + 1
). On peut remarquer que pour
k = 1, . . . , N,, les valeurs λk sont distinctes.
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On a donc trouve´ les N valeurs propres λ1 . . . λN de B associe´es aux vec-
teurs propres U1, . . . , UN de IR
N tels que (Uk)j = sin
kpij
N + 1
, j = 1, . . . , N .
2. Comme A = Id+ 1h2B, les valeurs propres de la matrice A sont les valeurs
µi = 1 +
1
h2 λi.
3. Comme A est syme´trique, le conditionnement de A est donne´ par
cond2(A) =
µN
µ1
=
1 + 2h2 (1− cos
Npi
N + 1
)
1 + 2h2 (1− cos
pi
N + 1
)
.
Corrige´ de l’exercice 24 page 47 (Me´thode ite´rative du
“gradient a` pas fixe”)
1. On peut re´e´crire l’ite´ration sous la forme : xn+1 = (Id − αA)xn + αb.
La matrice d’ite´ration est donc B = Id− αA. La me´thode converge si et
seulement si ρ(B) < 1 ; or les valeurs propres de B sont de la forme 1−αλi
ou` λi est v.p. de A. On veut donc :
−1 < 1− αλi < 1, ∀i = 1, . . . , N.
c’est–a`–dire −2 < −αλi et −αλi < 0, ∀i = 1, . . . , N.
Comme A est syme´trique de´finie positive, λi > 0, ∀i = 1, . . . , N , donc il
faut α > 0.
De plus, on a :
(−2 < −αλi ∀i = 1, . . . , N) ⇐⇒ (α < 2
λi
∀i, 1, . . . , N) ⇐⇒ (α < 2
λN
).
La me´thode converge donc si et seulement si 0 < α <
2
ρ(A)
.
2. On a : ρ(Id−αA) = sup
i
|1−αλi| = max(|1−αλ1|, |1−αλN |). Le minimum
de ρ(Id − αA) est donc obtenu pour α0 tel que 1 − α0λ1 = α0λN − 1,
c’est–a`–dire (voir Figure (6.1) α0 =
2
λ1 + λN
.
Corrige´ de l’exercice 25 page 48 (Me´thode de la puissance
pour calculer le rayon spectral de A)
1. Comme A est une matrice syme´trique, A est diagonalisable dans IR. Soit
(f1, . . . , fN) ∈ (IRN )N une base orthonorme´e de vecteurs propres de A
associe´e aux valeurs propres (λ1, . . . , λN ) ∈ IRN . On de´compose x(0) sur
(fi)i=1...N : x
(0) =
∑N
i=1 αifi. On a donc Ax
(0) =
∑N
i=1 λiαifi et A
nx(0) =∑N
i=1 λ
n
i αifi.
On en de´duit :
x(n)
λnN
=
N∑
i=1
(
λi
λN
)n
αifi.
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1
|1− α(1− λ1)|
|1− α(1− λN )|
max(|1− α(1− λ1), |1− ω(1− λN )|)
α0
1
λ 1
1
λ N
α
Fig. 6.1 – Graphes de |1− αλ1| et |1− αλN | en fonction de α.
Comme −λN n’est pas valeur propre,
lim
n→+∞(
λi
λN
)n = 0 si λi 6= λN . (6.1.18)
Soient λ1, . . . , λp les valeurs propres diffe´rentes de λN , et λp+1, . . . , λN =
λN . On a donc
limn→+∞ x
(n)
λn
N
=
∑N
i=p+1 αifi = x, avec Ax = λNx.
De plus, x 6= 0 : en effet, x(0) /∈ (Ker(A − λN Id))⊥ = V ect{f1, . . . , fp},
et donc il existe i ∈ {p+ 1, . . . , N} tel que αi 6= 0.
Pour montrer (b), remarquons que :
‖x(n+1)‖ =
N∑
i=1
λn+1i αi et ‖x(n)‖ =
N∑
i=1
λni αi
car (f1, . . . , fN) est une base orthonorme´e. On a donc
‖x(n+1)‖
‖x(n)‖ = λ
n
N
‖x
(n+1)
λn+1N
‖
‖x
(n)
λN
‖
→ λN ‖x‖‖x‖ = λN lorsque n→ +∞.
2. a) La me´thode I s’e´crit a` partir de x(0) connu : x(n+1) = Bx(n) + c pour
n ≥ 1, avec c = (I −B)A−1b. On a donc
x(n+1) − x = Bx(n) + (Id−B)x − x
= B(x(n) − x). (6.1.19)
Si y(n) = x(n) − x, on a donc y(n+1) = By(n), et d’apre`s la question
1a) si y(0) 6⊥ Ker(B − µNId) ou` µN est la plus grande valeur propre
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de B, (avec |µN | = ρ(B)et− µN non valeur propre), alors
‖y(n+1)‖
‖y(n)‖ −→ ρ(B) lorsque n→ +∞,
c’est–a`–dire
‖x(n+1) − x‖
‖x(n) − x‖ −→ ρ(B) lorsque n→ +∞.
b) On applique maintenant 1a) a` y(n) = x(n+1) − x(n) avec
y(0) = x(1) − x(0) ou` x(1) = Ax(0).
On demande que x(1) − x(0) /∈ Ker(B − µNId)⊥ comme en a), et on
a bien y(n+1) = By(n), donc
‖y(n+1)‖
‖y(n)‖ −→ ρ(B) lorsque n→ +∞.
Corrige´ de l’exercice 26 page 48 (Me´thode de la puissance
inverse)
Comme 0 < |µ − λi| < |µ − λj | pour tout j 6= i, la matrice A − µId est
inversible. On peut donc appliquer l’exercice 14 a` la matrice B = (A− µId)−1.
Les valeurs propres de B sont les valeurs de
1
λj − µ , j = 1, . . . , N , ou` les λj sont
les valeurs propres de A.
Comme |µ− λi| < |µ− λj |, ∀j 6= i, on a ρ(B) = 1|λi − µ| .
Or,
1
λi − µ est valeur propre de B et
1
µ− λi ne l’est pas. En effet, si
1
µ− λi
e´tait valeur propre, il existerait j tel que
1
µ− λi =
1
λj − µ, ce qui est impossible
car |µ− λi| < |µ− λj | pour j 6= i. Donc ρ(B) = 1
λi − µ.
On a e´galement Ker(B − 1
λi − µId) = Ker(A− λiId), donc
x(0) /∈ (Ker(B − 1
λi − µId))
⊥ = (Ker(A− λiId)⊥.
On peut donc appliquer l’exercice 25 page 48 qui donne 1 et 2.
Corrige´ de l’exercice 27 page 48 ([Non convergence de la
me´thode de Jacobi])
– Si a = 0, alors A = Id, donc A est s.d.p. et la me´thode de Jacobi converge.
– Si a 6= 0, posons aµ = (1−λ), et calculons le polynoˆme caracte´ristique de
la matrice A en fonction de la variable µ.
P (µ) = det
∣∣∣∣∣∣
aµ a a
a aµ a
a a aµ
∣∣∣∣∣∣ = a3det
∣∣∣∣∣∣
µ 1 1
1 µ 1
1 1 µ
∣∣∣∣∣∣ = a3(µ3 − 3µ+ 2).
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On a donc P (µ) = a3(µ− 1)2(µ+ 2). Les valeurs propres de la matrice A sont
donc obtenues pour µ = 1 et µ = 2, c’est–a`–dire : λ1 = 1− a et λ2 = 1 + 2a.
La matrice A est de´finie positive si λ1 > 0 et λ2 > 0, c’est–a`–dire si − 12 <
a < 1.
La me´thode de Jacobi s’e´crit :
X(n+1) = D−1(D −A)X(n),
avec D = Id dans le cas pre´sent ; donc la me´thode converge si et seulement si
ρ(D −A) < 1.
Les valeurs propres de D − A sont de la forme ν = 1 − λ ou` λ est valeur
propre de A. Les valeurs propres de D −A sont donc ν1 == −a (valeur propre
double) et ν2 = 2a.. On en conclut que la me´thode de Jacobi converge si et
seulement si −1 < −a < 1 et −1 < 2a < 1, i.e. 12 < a < 12 .
La me´thode de Jacobi ne converge donc que sur l’intervalle ]− 12 , 12 [ qui est
strictement inclus dans l’intervalle ] − 12 , 1[ des valeurs de a pour lesquelles la
matrice A est s.d.p..
Corrige´ de l’exercice 28 page 49 (Jacobi pour les matrices
a` diagonale dominante stricte)
Pour montrer que A est inversible, supposons qu’il existe x ∈ IRN tel que
Ax = 0 ; on a donc
N∑
j=1
aijxj = 0.
Pour i ∈ {1, . . . , , N}, on a donc
|ai,i||xi| = |ai,ixi| = |
∑
j;i6=j
ai,jxj | ≤
∑
j;i6=j
|ai,j |‖x‖∞, ∀i = 1, . . . , N.
Si x 6= 0, on a donc
|xi| ≤
∑
j;i6=j ai,jxj |
|ai,i| ‖x‖∞ < ‖x‖∞, ∀i = 1, . . . , N
, ce qui est impossible pour i tel que
|xi| = ‖x‖∞.
Montrons maintenant que la me´thode de Jacobi converge : Avec le forma-
lisme de la me´thode II du cours, on a
M = D =
 a11 0. . .
0 aNN
 , et N = M −A.
La matrice d’ite´ration est
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J = M−1N = D−1N =
 a
−1
1,1 0
. . .
0 a−1N,N

 0 −ai,j. . .
−ai,j 0

=
 0 −
a1,2
a1,1
. . .
. . .
− a1,1aN,N . . . 0
 .
Cherchons le rayon spectral de J : soient x ∈ IRN et λ ∈ IR tels que Jx = λx,
alors ∑
j;i6=j
−ai,j
ai,i
xj = λxi, et donc |λ||xi| ≤
∑
j;i6=j
|ai,j | ‖x‖∞|ai,i| .
Soit i tel que |xi| = ‖x‖∞ et x 6= 0, on de´duit de l’ine´galite´ pre´ce´dente que
|λ| ≤
∑
j;i6=j |ai,j |
|aii| < 1 pour toute valeur propre λ. On a donc ρ(J) < 1. Donc la
me´thode de Jacobi converge.
Corrige´ de l’exercice 28 page 49 (Jacobi pour les matrices
a` diagonale dominante forte)
1. (a) Le raisonnement de discre´tisation fait en cours ame`ne au syste`me
suivant :{
−ui+1 + ui−1 − 2ui
h2
+ αui = f(xi), ∀i ∈ {1 ≤ N},
u0 = 0, uN+1 = 1.
Ce syste`me peut se mettre, apre`s e´limination de u0 et uN+1 sous la
forme Ax = b avec A = (ai,j)i,j=1,N ou` :
ai,i =
2
h2
+ α, ∀ i = 1, . . . , N,
ai,j = − 1
h2
, ∀ i = 1, . . . , N, j = i± 1,
ai,j = 0, ∀ i = 1, . . . , N, |i− j| > 1.
et b = (f(x1), f(x2), . . . , f(xN−1), f(xN )) + 1h2 .
(b) Dans le cas ou` α > 0, il est facile de voir que A est une matrice a`
diagonale dominante stricte, et on a vu en exercice (Exercice 19) que
dans ce cas la me´thode de Jacobi converge.
(c) Dans le cas ou` α = 0, calculons ρ(J). Soit λ une valeur propre de
J associe´e au vecteur propre x. On a donc Jx = λx, c’est-a`-dire
D−1(E + F )x = λx, soit encore (E + F )x = λDx, ce qui donne
(D − (E + F ))x = Ax = D(Id− J)x = 2
h2
(1− λ)x.
On en de´duit que λ est valeur propre de J associe´e a` x si et seulement
si λ = 1 − 12h2µ ou` µ est valeur propre de A ; Or on a vu (exercice
15) que les valeurs propres de A sont de la forme 2h2 (1 − coskpih),
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k = 1, N −1, ou` N = 1h est le nombre de points de discre´tisation. On
en de´duit que les valeurs propres de J sont de la forme λk = coskpih,
k = 1, N − 1. En conse´quence, ρ(J) < 1.
2. (a) Si A est syme´trique de´finie positive alors Aei · ei > 0 pour tout
vecteur ei de la base canonique. Tous les coefficients diagonaux sont
donc strictement positifs, et donc aussi inversibles. On en de´duit que
la matrice D est inversible et que la me´thode de Jacobi est bien
de´finie.
(b) i. Soit λ une valeur propre de J associe´e au vecteur propre x. On
a donc Jx = λx, c’est-a`-dire D−1(E + F )x = λx, soit encore
(E + F )x = λDx. On a donc
|
∑
j 6=i
ai,jxj | = |λ||ai,i||xi|.
Soit i tel que |xi| = maxj=1,N |xj |. Notons que |xi| 6= 0 car x est
vecteur propre, donc non nul. En divisant l’e´galite´ pre´ce´dente
par |xi|, on obtient :
|λ| ≤
∑
j 6=i
|ai,j |
|ai,i| ≤ 1,
par hypothe`se. On en de´duit que ρ(J) ≤ 1.
ii. Soit x ∈ IRN tel que Jx = λx avec |λ| = 1. Alors
|
∑
j 6=i
ai,jxj | = |ai,i||xi|, pour tout i = 1, . . .N. (6.1.20)
On a donc∑
j 6=i
|ai,j ||xi| ≤ |ai,i||xi| = |
∑
j 6=i
ai,jxj |
≤
∑
j 6=i
|ai,j ||xj | pour tout i = 1, . . .N.
(6.1.21)
Si A est diagonale, alors en vertu de (6.1.20), xi = 0 pour tout
i = 1, . . . , N . Supposons maintenant A non diagonale. On de´duit
alors de (6.1.21) que
|xi|
|xj | ≤ 1 pour tout i 6= j.
Donc |xi| = |xj | pour tout i, j.
Comme de plus, par hypothe`se,
|ai0,i0 | >
∑
j 6=i0
|ai0,j |,
on a donc, si |xi0 | 6= 0,∑
j 6=i0
|ai0,j ||xi0 | < |ai0,i0xi0 | ≤
∑
j 6=i0
|ai0,jxi0 |,
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ce qui est impossible. On en de´duit que x = 0.
On a ainsi prouve´ que J n’admet pas de valeur propre de module
e´gal a` 1, et donc par la question pre´ce´dente, ρ(J) < 1, ce qui
prouve que la me´thode converge.
iii. La matrice A de la question 1 est a` diagonale fortement domi-
nante. Donc la me´thode de Jacobi converge.
Corrige´ de l’exercice 30 page 49 (Diagonalisation dans IR )
1. Montrons que T est inversible. Soit x tel que Tx = 0, alors (Tx, x) = 0 et
donc x = 0 car T est de´finie positive. L’application T est donc injective,
et comme on est en dimension finie, T est bijective donc inversible.
L’application de´finie de E2 dans IR par :
(x, y) → (x, y)T = (Tx, y)
est une application biline´aire car T est line´aire, syme´trique car T est
syme´trique, de´finie positive car T est de´finie positive donc c’est un produit
scalaire.
2. Montrons que T−1S est syme´trique pour le produit scalaire (·, ·)T . Soient
x, y ∈ E,
(T−1Sx, y)T = (TT−1Sx, y) = (Sx, y)
= (x, Sy) car S est syme´trique
= (x, TT−1Sy)
et comme T est syme´trique,
(T−1Sx, y)T = (Tx, T−1Sy)
= (x, T−1Sy)T
donc T−1S est syme´trique pour le produit scalaire (·, ·)T .
Montrons maintenant qu’il existe (f1, . . . , fN ) ∈ (IRN )N et (λ1, . . . , λN ) ∈
IRN tel que T−1Sfi = λifi ∀i ∈ {1, N} avec (Tfi, fj) = δij . D’apre`s le
lemme 1.15 page 26, comme T−1S est syme´trique pour le produit scalaire
(·, ·)T , il existe {fi, . . . , fN} ∈ (IRN )N et (λ1 . . . λN ) ∈ IRN tels que Tfi =
λifi pour tout i = 1, . . . , N, et (fifj)T = (Tfifj) = δi,j . D’ou` le re´sultat.
Corrige´ de l’exercice 31 page 50 (Me´thode de Jacobi et
relaxation)
1. J = D−1(E+F ) peut ne pas eˆtre syme´trique, meˆme si A est syme´trique :
En effet, prenons A =
(
2 1
1 1
)
.
Alors
J = D−1(E + F ) =
(
1
2 0
0 1
)(
0 1
1 0
)
=
(
0 12
1 0
)
6=
(
0 1
1
2 0
)
.
donc J n’est pas syme´trique.
180 CHAPITRE 6. CORRIGE´S DE´TAILLE´S DES EXERCICES
2. On applique l’exercice pre´ce´dent pour l’application line´aire T de matrice
D, qui est, par hypothe`se, de´finie positive (et e´videmment syme´trique
puisque diagonale) et S = E + F , syme´trique car A est syme´trique.
Il existe donc (f1 . . . fN) base de E et (µ1 . . . µN ) ∈ IRN tels que
Jfi = D
−1(E + F )fi = µifi, ∀i = 1, . . . , N, et (Dfi, fj) = δij .
3. Par de´finition de J , tous les e´le´ments diagonaux de J sont nuls et donc sa
trace e´galement. Or TrJ =
N∑
i=1
µi. Si µi > 0 ∀i = 1, . . . , N , alors TrJ > 0,
donc ∃i0; µi ≤ 0 et comme µ1 ≤ µi0 , on a µ1 ≤ 0. Un raisonnement
similaire montre que µN ≥ 0.
4. La me´thode de Jacobi converge si et seulement si ρ(J) < 1 (the´ore`me
1.22 page 39). Or, par la question pre´ce´dente, ρ(A) = max(−µ1, µN ).
Supposons que µ1 ≤ −1, alors µ1 = −α, avec α ≥ 1. On a alors D−1(E +
F )f1 = −αf1 ou encore (E+F )f1 = −αDf1, ce qui s’e´crit aussi (D+E+
F )f1 = D(1 − α)f1 c’est–a`–dire (2D − A)f1 = βDf1 avec β ≤ 0. On en
de´duit que ((2D − A)f1, f1) = β ≤ 0, ce qui contredit le fait que 2D − A
est de´finie positive. En conse´quence, on a bien µ1 ≥ −1.
Supposons maintenant que µN = α ≥ 1. On a alors D−1(E + F )f1 =
−αfN , soit encore (E + F )fN = −αDfN . On en de´duit que AfN = (D −
E − F )fN = D(1− α)fN = DβfN avec β ≤ 0. On a alors(AfN , fN) ≤ 0,
ce qui contredit le fait que A est de´finie positive.
5. Par de´finition, on a :Dx˜(n+1)s = (E + F )x(n) + b et x(n+1) = ωx˜(n+1) +
(1−ω)x(n). On a donc x(n+1) = ω[D−1(E+F )x(n) +D−1b] + (1−ω)x(n)
c’est–a`–dire x(n+1) = [Id−ω(Id−D−1(E+F ))]x(n) +ωD−1b,, soit encore
1
ωDx
(n+1) = [ 1ωD− (D− (E+F ))]x(n) + b. On en de´duit que Mωx(n+1) =
Nωx
(n) + b avec Mω =
1
ωD et Nω =
1
ωD −A.
6. La matrice d’ite´ration est donc maintenant Jω = M
−1
ω Nω qui est syme´trique
pour le produit scalaire (·, ·)Mω donc en reprenant le raisonnement de la
question 2, il existe une base (f˜1, . . . , f˜N) ∈ (IRN )N et (µ˜1, . . . µ˜N ) ⊂ IRN
tels que
Jω f˜i = Mω
−1Nωf˜i = ωD−1
(
1
ω
D −A
)
f˜i = µ˜if˜i, ∀i = 1, . . .N,
et
1
ω
Df˜i · f˜j = δij , ∀i,= 1, . . .N, ∀j,= 1, . . .N.
Supposons µ˜1 ≤ −1, alors µ˜1 = −α, avec α ≥ 1 et ωD−1( 1ωD − A)f˜1 =
−αf˜1, ou encore 1ωD − Af˜1 = −α
1
ω
Df˜1. On a donc
2
ωD − Af˜1 = (1 −
α)
1
ω
Df˜1, ce qui entraˆıne (
2
ω
D −A)f˜1 · f˜1 ≤ 0. Ceci contredit l’hypothe`se
2
ω
D −A de´finie positive.
De meˆme, si µ˜N ≥ 1, alors µ˜N = α avec α ≥ 1. On a alors
(
1
ω
D −A)f˜N = α 1
ω
Df˜N ,
6.1. EXERCICES DU CHAPITRE 1 181
et donc Af˜N = (1−α) 1ωDf˜N ce qui entraˆıne en particulier que Af˜N · f˜N ≤
0 ; or ceci contredit l’hypothe`se A de´finie positive.
7. On cherche une condition ne´cessaire et suffisante pour que(
2
ω
D −A
)
x · x > 0, ∀x 6= 0, (6.1.22)
ce qui est e´quivalent a`(
2
ω
D −A
)
fi · fi > 0, ∀i = 1, . . . , N, (6.1.23)
ou` les (fi)i=1,N sont les vecteurs propres de D
−1(E + F ). En effet, la
famille (fi)i=1,...,N est une base de IR
N , et(
2
ω
D −A
)
fi =
(
2
ω
D −D + (E + F )
)
fi
=
(
2
ω
− 1
)
Dfi + µiDfi
=
(
2
ω
− 1 + µi
)
Dfi.
(6.1.24)
On a donc en particulier
(
2
ωD −A
)
fi · fj = 0 is i 6= j, ce qui prouve que
(6.1.22) est e´quivalent a` (6.1.23).
De (6.1.23), on de´duit, graˆce au fait que (Dfi, fi) = 1,((
2
ω
D −A
)
fi, fi
)
=
(
2
ω
− 1 + µi
)
.
On veut donc que 2ω−1+µ1 > 0 car µ1 = inf µi, c’est–a`–dire :− 2ω < µ1−1,
ce qui est e´quivalent a` : ω <
2
1− µ1 .
8. La matrice d’ite´ration Jω s’e´crit :
Jω =
(
1
ω
D
)−1(
1
ω
D −A
)
= ωIω, avec Iω = D
−1(
1
ω
D −A).
Soit λ une valeur propre de Iω associe´e a` un vecteur propre u ; alors :
D−1
(
1
ω
D −A
)
u = λu, i.e.
(
1
ω
D −A
)
u = λDu.
On en de´duit que
(D −A)u+
(
1
ω
− 1
)
Du = λDu, soit encore
D−1(E + F )u =
(
1− 1
ω
+ λ
)
u.
Or fi est vecteur prore de D
−1(E + F ) associe´e a` la valeur propre µi
(question 2). On a donc :
D−1(E + F )fi = µifi =
(
1− 1
ω
+ λ
)
fi,
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ce qui est vrai si µi = 1 − 1ω + λ, c’est–a`–dire λ = µi − 1 − 1ω . Donc
µ
(ω)
i = ω
(
µi − 1− 1
ω
)
est valeur propre de Jω associe´e au vecteur propre
fi.
On cherche maintenant a` minimiser le rayon spectral
ρ(Jω) = sup
i
|ω(µi − 1− 1
ω
)|
On a
ω(µ1 − 1− 1
ω
) ≤ ω(µi − 1− 1
ω
) ≤ ω(µN − 1− 1
ω
),
et
−ω(µN − 1− 1
ω
) ≤ −ω(µ1 − 1− 1
ω
) ≤ −ω(µi − 1− 1
ω
),
donc
ρ(Jω) = max
(
|ω(µN − 1− 1
ω
)|, | − ω(µ1 − 1− 1
ω
|)
)
dont le minimum est atteint (voir Figure 6.1) pour
ω(1− µ1)− 1 = 1− ω(1− µN ) c’est–a`–dire ω = 2
2− µ1 − µN .
1
1
1−µN
1
1−µ1
|ω(1− µ1) + 1|
|ω(1− µN ) + 1|
max(|ω(1− µN ) + 1|, |ω(1− µ1) + 1|)
2
2−µ1−µN ω
Fig. 6.2 – De´termination de la valeur de ω re´alisant le minimum du rayon
spectral.
Corrige´ de l’exercice 32 page 51 (Jacobi et Gauss-Seidel)
1.a. Soit µ ∈ C, λ 6= 0 et x ∈ CN , soit xµ = (x1, µx2, . . . , µk−1xk, µN−1xN )t,
et soit λ est valeur propre de J associe´e au vecteur propre x. Calculons (µE +
1
µF )xµ :
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((µE + 1µF )xµ)i = µai,i−1µ
i−2xi−1 + 1µai,i+1µ
ixi+1 = µ
i−1(ai,i−1xi−1 +
ai,i+1xi+1 = µ
i−1((E + F )x)i = λ(Dxµ)i.
On a donc (µE+ 1µF )xµ = λDxµ. En prenant µ = λ dans le´galite´ pre´ce´dente,
on obtient : 1λFxλ = λ(D −E)xλ, et donc (D −E)−1Fxλ = λ2xλ. de´duire que
si λ 6= 0 est valeur propre de J alors λ2 est valeur propre de G (associe´e au
vecteur propre xλ).
1.b. Re´ciproquement, supposons maintenant que λ2 est valeur propre non
nulle de G, alors il existe y ∈ IRN , y 6= 0 tel que (D − E)−1Fy = λ2y. Soit
x ∈ IRN tel que y = xλ, c’est-a`-dire xi = λ1−iyi, pour i = 1, . . . , N. On en
de´duit que 1λFxλ = λ
2(D −E)xλ, et donc (λE + 1λF )xλ = λDxλ.
Il est alors facile de ve´rifier (calculs similaires a` ceux de la question 1.a) que
(E + F )x = λDx, d’ou` on de´duit que λ est valeur propre de J .
2. De par la question 1, on a finalement que λ ∈ C, λ 6= 0 est valeur propre
de J si et seulement si λ2 ∈ C, λ 6= 0 est valeur propre de G.
On en de´duit que ρ(G) = ρ(J)2.
On a donc en particuler que ρ(G) < 1 si et seulement si ρ(G) < 1, ce qui
prouve que les me´thodes de Jacobi et Gauss-Seidel convergent ou divergent
simultane´ment.
De plus, on a vu a` l’exercice 25 page 48 que si B de´signe la matrice d’ite´ration
d’une me´thode ie´rative x(n+1) = Bx(n) + c pour la re´solution de Ax = b, alors
‖x(n+1) − x‖
‖x(n) − x‖ → ρ(B) lorsque n→ +∞.
On en de´duit que lorsqu’elle converge, la me´thode de Gauss-Seidel converge plus
rapidement que la me´thode de Jacobi.
3.1 Soit Lω la matrice d’ite´ration de la me´thode SOR associe´e a` A, et soit νω
une valeur propre de Lω = ( 1ωD−E)−1( 1−ωω D+F ). Il existe donc y ∈ Cl N , y 6= 0,
tel que
(1− ωD + ωF )y = νω(D − ωE)y.
Ceci s’e´crit encore : (ωF + νωωE)y = (νω − 11 + ω)Dy, et aussi, en notant λ
une valeur propre non nulle de J ,
(
λω
νω − 1 + ωF +
λνωω
νω − 1 + ωE)y = λDy,
soit encore
(µE +
1
µ
F )y = λDy, (6.1.25)
avec
µ =
λνωω
νω − 1 + ω et
1
µ
=
λω
νω − 1 + ω .
Ceci est possible si νω − 1 + ω 6= 0, λω 6= 0, et
νω − 1 + ω
λνωω
=
λω
νω − 1 + ω . (6.1.26)
Remarquons tout d’abord qu’on a force´ment νω 6= 1− ω. En effet, sinon, le
vecteur propre y associe´ a` νω ve´rifie ωFy = −ωEy, ce qui est impossible pour
ω ∈]0, 2[ et y 6= 0.
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On a e´galement λω 6= 0 car λ 6= 0 et ω 6= 0.
Voyons maintenant pour quelles valeurs de νω la relation (6.1.26) est ve´rifie´e.
La relation (6.1.26) est e´quivalente a` (νω − 1 +ω)2 = (λνωω)(λω) ce qui revient
a` dire que νω = µ
2
ω, ou` µω est solution de l’e´quation
µ2ω − ωλµω + ω − 1 = 0. (6.1.27)
La relation (6.1.26) est donc ve´rifie´e pour νω = µ
2
ω, ou` µω est racine de
l’e´quation µ2ω−ωλµω+ω−1 = 0. Soit donc µ+ω et µ−ω les racines (ou e´ventuellement
la racine double) de cette e´quation (qui en admet toujours car on la re´soud dans
C).
Donc si λ 6= 0 est valeur propre de J associe´e au vecteur propre x, en vertu
de (6.1.25) et de la question 1.a, les valeurs νω telles que νω = (µω)
2 ou` µω est
solution de (6.1.27) sont valeurs propres de la matrice Lω associe´s au vecteurs
propres x(µω).
Re´ciproquement, si νω = µ
2
ω, ou` µω est solution de l’e´quation (6.1.27), est
valeur propre de Lω, alors il existe un vecteur y 6= 0 tel que Lωy = νωy. Soit
x ∈ IRN tel que xµω = y (i.e. xi = µ1−iω yi pour i = 1, . . . , N). On a alors :
((1− ω)D + ωF )xµω = µ2ω(D − ωE)xµω , soit encore ω(E + F )xµω = (µ2ω −
(1−ω))Dxµω . Or µ2ω − (1−ω) = ωλµω graˆce a (6.1.27), et donc (E +F )xµω =
λµωDxµω . On ve´rifie facilement que ceci entraˆıne (E + F )x = λDx. on a ainsi
montre´ que λ est valeur propre de J .
On a montre´ que λ 6= 0 est valeur propre de J si et seulement si νω = µ2ω,
ou` µω est solution de l’e´quation (6.1.27). On en de´duit que
ρ(Lω) = max
λ valeur propre de J
{|µω|;µ2ω − λωµω + ω − 1 = 0}.
est valeur propre de Lω νω telles que = (µ+ω )2 et ν−ω = (µ−ω )2 sont valeurs propres
de la matrice Lω associe´s au vecteurs propres x(µ+ω ) et xµ−ω . En de´duire que
ρ(Lω) = max
λ valeur propre de J
{|µω|;µ2ω − λωµω + ω − 1 = 0}.
Corrige´ de l’exercice 33 page 51 (Une me´thode ite´rative
particulie`re)
1. Det (A) = −1 et donc A est inversible.
2. Det (
1
ω
Id−E) = 1
ω
(
1
ω2
− 2
)
. Or ω ∈]0, 2[.
Donc la matrice
1
ω
Id−E est inversible si ω 6=
√
2
2
.
3. Les valeurs propres de Lω sont les complexes λ tels qu’il existe x ∈ C3, x 6=
0, t.q : Lωx = λx, c’est a` dire :(
F +
1− ω
ω
Id
)
x = λ
(
1
ω
Id−E
)
x,
soit encore Mλ,ωx = 0, avec Mλ,ω = ωF + λωE + (1− ω − λ)Id.
6.1. EXERCICES DU CHAPITRE 1 185
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−3
−2
−1
0
1
2
3
Fig. 6.3 – Graphe des valeurs propres λ1 et λ3
Or
Det (Mλ,ω) = (1− ω − λ)((1− ω − λ)2 − 2λ2ω2)
= (1− ω − λ)(1− ω − (1 +√2ω)λ)(1− ω − (1−√2ω)λ)
Les valeurs propres de Lω sont donc re´elles, et e´gales a`
λ1 = 1− ω, λ2 = 1− ω
1 +
√
2ω
et λ3 =
1− ω
1−√2ω .
Par de´finition, le rayon spectral ρ(Lω) de la matrice Lω est e´gal a` max(|λ1|, |λ2|, |λ3|).
Remarquons tout d’abord que |1+√2ω| > 1, ∀ω ∈]0, 2[, et donc |λ1| > |λ2|, ∀ω ∈
]0, 2[. Il ne reste donc plus qu’a` comparer |λ1| et |λ3|. Une rapide e´tude des fonc-
tions |λ1| et |λ3| permet d’e´tablir le graphe repre´sentatif ci-contre.
On a donc :
ρ(Lω) = |λ3(ω)| =
∣∣∣∣ 1− ω1−√2ω
∣∣∣∣ si ω ∈]0,√2]
ρ(Lω) = λ1(ω) = |1− ω| si ω ∈ [
√
2, 2[.
4. La me´thode est convergente si ρ(Lω) < 1 ; Si ω ∈ [
√
2, 2[, ρ(Lω) = ω−1 <
1 ; si ω ∈]0,√2[,
ρ(Lω) =
∣∣∣∣ 1− ω1−√2ω
∣∣∣∣ < 1
de`s que
1− ω√
2ω − 1 < 1, c’est a` dire ω >
2
1 +
√
2
.
Le minimum de ρ(Lω) est atteint pour ω0 = 1, on a alors ρ(Lω) = 0.
Corrige´ de l’exercice 34 page 52 (Me´thode des directions
alterne´es)
1. On a vu en cours qu’une me´thode ite´rative de´finie par{
u(0) ∈ IRn,
u(k+1) = Bu(k) + c
converge si et seulement si ρ(B) < 1.
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Mettons donc l’algorithme (1.3.41) sous la forme (6.1.28). On a :
(Y + αId)u(k+1) = −X [(X + αId)−1(−Y u(k) + b)]
+b soit encore
u(k+1) = (Y + αId)−1X(X + αId)−1Y u(k)
− (Y + αId)−1X(X + αId)−1b+ (Y + αId)−1b.
On peut donc bien e´crire la me´thode (1.3.41) sous la forme 6.1.28 avec
B = (Y + αId)−1X(X + αId)−1Y.
Donc la me´thode converge si et seulement si ρ(B) < 1.
Il reste a` montrer qu’elle converge vers u solution de Au = b. Soit u =
lim
u→+∞
u(k). On veut montrer que Au = b.
Comme u(k) converge et que u(k+1/2) est de´fini par (1.3.41), on a aussi
que u(k+1/2) converge.
Soit v = lim
h→+∞
u(k+1/2). On a donc, en passant a` la limite dans (1.3.41) :
(X + αId)v = −Y u+ b (6.1.28)
(Y + αId)u = −Xv + b (6.1.29)
En additionnant et retranchant ces deux e´quations, on obtient :
(Xv + Y u+ αId(u+ v) = −Y u−Xv + 2b) (6.1.30)
(Xv − Y u+ αId(v − u) = −Y u+Xv (6.1.31)
L’e´quation (6.1.31) entraˆıne αId(v − u) = 0, c’est–a` dire v = u car α 6= 0,
et en reportant dans (6.1.30), on obtient :
(X + Y )u+ 2αu = −(X + Y )u+ b
soit encore
(X + Y + αId)u = b, c’est–a`–dire Au = b.
2. On veut montrer que si X +
α
2
Id et Y +
α
2
Id sont de´finies positives, alors
ρ((X + αId)−1Y (Y + αId)−1X) < 1.
a) Graˆce a` l’exercice 1, on sait que les valeurs propres de (Y+αId)−1X(X+
αId)−1Y sont e´gales aux valeurs propres de Y (Y + αId)−1X(X +
αId)−1.
On a donc ρ((Y +αId)−1X(X+αId)−1Y ) = ρ(X(X+αId)−1Y (Y +
αId)−1).
b) Comme les matricesX(X+αId)−1 et Y (Y +αId)−1 sont syme´triques,
en posant
Z = Y (Y + αId)−1X(X + αId)−1,
on a :
ρ(Z) = ‖Y (Y + αId)−1X(X + αId)−1‖2
≤ ‖Y (Y + αId)−1‖2‖X(X + αId)−1‖2
et donc
ρ(Z) ≤ ρ(X(X + αId)−1)ρ(Y (Y + αId)−1)
6.2. CORRIGE´ DES EXERCICES DU CHAPITRE 2 187
c) Soit µ valeur propre de X(X + αId)−1.
Soit λ valeur propre de X , associe´e au vecteur propre w. On a Xw =
λw et (X + αId)w = (λ+ α)w. Donc
Xw =
λ
λ+ α
(X + αId)w.
On en de´duit que µ =
λ
λ+ α
est valeur propre de X(X + αId)−1
associe´ au vecteur propre w.
Pour que ρ(X(X+αId)−1) < 1, il faut et il suffit donc que | λ
λ+ α
| <
1 pour toute valeur propre de λ.
Or comme α > 0, si λ ≥ 0, | λ
λ+ α
| = λ
λ+ α
< 1. Si λ < 0, il faut
distinguer le cas λ ≤ −α, auquel cas | λ
λ+ α
| = λ
λ+ α
< 1 du cas
λ ∈]− α, 0[.
Remarquons qu’on ne peut pas avoir λ = −α car la matrice X+αId
est suppose´e de´finie positive. Donc on a dans ce dernier cas :
| λ
λ+ α
| = −λ
λ+ α
et la condition ρ(X(X + αId)−1) entraˆıne
−λ < λ+ α
c’est–a`–dire
λ > −α
2
ce qui est e´quivalent a` dire que la matriceX+
α
2
Id est de´finie positive.
d) On peut donc conclure que si les matrices (X +
α
2
Id) et (Y +
α
2
Id)
sont de´finies positives, alors ρ(β) < 1 (graˆce a` b) et c)) et donc la
me´thode (1.3.41) converge.
6.2 Corrige´ des exercices du chapitre 2
Exercice 35 page 71
1/ Par de´finition, T = Df(x) est une application line´aire de IRN dans IRN ,
qui s’e´crit donc sous la forme : T (h) =
∑N
i=1 aihi = a · h. Or l’application T
de´pend de x, donc le vecteur a aussi.
Montrons maintenant que (a(x))i = ∂if(x), pour 1 ≤ i ≤ N Soit h(i) ∈ IRN
de´fini par h
(i)
j = hδi,j , ou` h > 0 et δi,j de´signe le symbole de Kronecker, i.e.
δi,j = 1 si i = j et δi,j = 0 sinon. En appliquant la de´finition de la diffe´rentielle
avec h(i), on obtient :
f(x+ h(i))− f(x) = Df(x)(h(i)) + ‖h(i)‖ε(h(i)),
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c’est–a`–dire :
f(x1, . . . , xi−1, xi + h, xi−1, . . . , xN )− f(x1, . . . , xN ) = (a(x))ih+ hε(h(i)).
En divisant par h et en faisant tendre h vers 0, on obtient alors que (a(x))i =
∂if(x).
2/ Comme f ∈ C2(IRN , IR), on a (∂if(x) ∈ C1(IRN , IR), et donc ϕ ∈
C1(IRN , IRN ). Comme Dϕ(x) est une application line´aire de IRN dans IRN ,
il existe une matrice A(x) carre´e d’ordre N telle que Dϕ(x)(y) = A(x)y pour
tout y ∈ IRN . Il reste a` montrer que (A(x))i,j = ∂2i,jf(x). Soit h(i) ∈ IRN de´fini
a` la question pre´cee´dente, pour i, j = 1, . . . , N, on a
(Dϕ(x)(h(j)))i = (A(x)h
(j))i =
N∑
k=1
ai,k(x)h
(j))k = hai,j(x).
Or par de´finition de la diffe´rentielle,
ϕi(x + h
(j))− ϕi(x) = (Dϕ(x)(h(j)))i + ‖h(j)‖εi(h(j)),
ce qui entraˆıne, en divisant par h et en faisant tendre h vers 0 : ∂jϕi(x) = ai,j(x).
Or ϕi(x) = ∂if(x), et donc (A(x))i,j = ai,j(x) = ∂
2
i,jf(x).
3/ Soit f ∈ C2(IR3, IR) la fonction de´finie par f(x1, x2, x3) = x21 + x21x2 +
x2 cos(x3). Donner la de´finition et l’expression de ∇f(x), Df(x), Df , D2f(x),
Hf (x), D
2f . Calculons les de´rive´es partielles de f.
∂1f(x1, x2, x3) = 2x1(1 + x2),
∂2f(x1, x2, x3) = x
2
1 + cos(x3),
∂3f(x1, x2, x3) = −x2 sin(x3).
On a donc ∇f(x) = (2x1(1+x2), x2(x21+cos(x3)),−−x2 sin(x3))t. L’application
Df(x) est une application line´aire de IR3 dans IR, de´finie par
Df(x)(y) = (2x1(1 + x2))y1 + x2(x
2
1 + cos(x3))y2 − x2 sin(x3)y3. (6.2.32)
L’application Df appartient a` C1(IR3,L(IR3, IR), et elle est de´finie par (6.2.32).
Calculons maintenant les de´rive´es partielles secondes :
∂21,1f(x) = 2(1 + x2), ∂
2
1,2f(x) = 2x1, ∂
2
1,3f(x) = 0,
∂22,1f(x) = 2x1, ∂
2
2,2f(x) = 0, ∂
2
2,3f(x) = − sin(x3)),
∂23,1f(x) = 0, ∂
2
3,2f(x) = − sin(x3), ∂23,3f(x) = −x2 cos(x3).
La matrice Hf (x) est de´finie par Hf (x)i,j = ∂
2
i,jf(x), pour i, j = 1, . . . , 3. L’ap-
plication D2f(x) est une application line´aire de IR3 dans L(IR3, IR), de´finie par
D2f(x)(y) = ψx,y et (D
2f(x)(y))(z) = ψx,y(z) = Hf (x)y · z. Enfin, l’applica-
tion D2 est une fonction continue de IR3 dans L(IR3,L(IR3, IR)), de´finie par
D2f(x)(y) = ψx,y pour tout x, y ∈ IR3.
Corrige´ de l’exercice 36 page 71 (Me´thode de monotonie)
Montrons que la suite v(n) est bien de´finie. Supposons v(n) connu ; alors
v(n+1) est bien de´fini si le syste`me
Av(n+1) = d(n),
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ou` d(x) est de´fini par : d
(n)
i = αif(v
(n)
i ) + λbi pour i = 1, . . . , N, admet une
solution. Or, graˆce au fait que Av ≥ 0 ⇒ v ≥ 0, la matrice A est inversible, ce
qui prouve l’existence et l’unicite´ de v(n+1).
Montrons maintenant que les hypothe`ses du the´ore`me de convergence du
point fixe de monotonie sont bien satisfaites.
On pose R
(λ)
i (u) = αif(ui) + λbi. Le syste`me a` re´soudre s’e´crit donc :
Au = R(λ)(u)
Or 0 est sous–solution car 0 ≤ αif(0) + λbi (graˆce au fait que f(0) = 0, λ > 0
et bi ≥ 0).
Cherchons maintenant une sur–solution, c’est–a`–dire u˜ ∈ IRN tel que
u˜ ≥ R(λ)(u˜).
Par hypothe`se, il existe µ > 0 et u(µ) ≥ 0 tel que
(Au(µ))i = αf(u
(µ)
i ) + µbi.
Comme λ < µ et bi ≥ 0, on a
(Au(µ))i ≥ αif(u(µ)i ) + λbi = R(λ)i (u(µ)).
Donc u(µ) est sur–solution. Les hypothe`ses du the´ore`me dont bien ve´rifie´es, et
donc v(n) → u¯ lorsque n→ +∞, ou` u¯ est tel que Au¯ = R(u¯).
Corrige´ de l’exercice 39 page 72 (Newton et logarithme)
La me´thode de Newton pour re´soudre ln(x) = 0 s’e´crit :
xk+1 − xk = −xkln(xk).
Pour que la suite (xk)k∈IN soit bien de´finie, il faut que x(0) > 0. Montrons
maintenant que :
1. si x(0) > e, alors x1 < 0,
2. si x(0) ∈]1, e[, alors x(1) ∈]0, 1[,
3. si x(0) = 1, alors xk = 1 pour tout k,
4. si x0 ∈]0, 1[ alors la suite (x(k))k∈IN est strictement croissante et majore´e
par 1.
Le plus simple pour montrer ces proprie´te´s est d’e´tudier la fonction ϕ de´finie
par : ϕ(x) = x − x ln x, dont la de´rive´e est : ϕ′(x) = − lnx. Le tableau de
variation de ϕ est donc :
|0 1 e +∞|
| | | |
ϕ′(x) | + 0 − e − |
| | | |
| 1 | |
ϕ(x) | ↗ | ↘ | ↘ |
|0 + | + 0 − |
Graˆce a` ce tableau de variation, on a imme´diatement les proprie´te´s 1. a` 4.
La convergence vers 1 est une conse´quence imme´diate du the´ore`me du cours (on
peut aussi l’obtenir en passant a` la limite dans le sche´ma).
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Corrige´ de l’exercice 40 page 72 (Me´thode de Newton pour
le calcul de l’inverse)
1. (a) Soit g la fonction de´finie de IR∗ dans IR par g(x) = 1x − a. Cette
fonction est continue et de´rivable pour tout x 6= 0, et on a : g′(x) =
− 1x2 . L’algorithme de Newton pour la recherche d’un ze´ro de cette
fonction s’e´crit donc bien :{
x(0) donne´,
x(n+1) = x(n)(2− ax(n)). (6.2.33)
(b) Soit (x(n))n∈IN de´finie par (6.2.33). D’apre`s le the´ore`me du cours, on
sait que la suite (x(n))n∈IN converge de localement (de manie`re qua-
dratique) dans un voisinage de 1a . On veut de´terminer ici l’intervalle
de convergence pre´cise´ment. On a x(n+1) = ϕ(x(n)) ou` ϕ est la fonc-
tion de´finie par de IR dans IR par ϕ(x) = x(2 − ax). Le tableau de
variation de la fonction ϕ est le suivant :
x | 0 1a 2a
ϕ′(x) | + 0 −
ϕ(x) | −∞ ↗ 1a ↘ −∞
(6.2.34)
Il est facile de remarquer que l’intervalle ]0, 1a [ est stable par ϕ et
que ϕ(] 1a ,
2
a [) =]0,
1
a [ Donc si x
(0) ∈] 1a , 2a [ alors x(1) ∈]0, 1a [, et on se
rame`ne au cas x(0) ∈]0, 1a [.
On montre alors facilement que si x(0) ∈]0, 1a [, alors x(n+1) ≥ x(n)
pour tout n, et donc la suite (x(n))n∈IN est croissante. Comme elle
est majore´e (par 1a ), elle est donc convergente. Soit ` sa limite, on a
` = `(2− a`), et comme ` ≥ x(0) > 0, on a ` = 1a .
Il reste maintenant a` montrer que si x(0) ∈] − ∞, 0[∪] 2a ,+∞[ alors
limn→+∞ x(n) = −∞. On montre d’abord facilement que si x(0) ∈
] − ∞, 0[, la suite (xn)n∈IN est de´croissante. Elle admet donc une
limite finie ou infinie. Appelons ` cette limite. Celle-ci ve´rifie : ` =
`(2− a`). Si ` est finie, alors ` = 0 ou ` = 1a ce qui est impossible car
` ≤ x(0) < 0. On en de´duit que ` = −∞.
Enfin, l’e´tude des variations de la fonction ϕ montre que si x(0) ∈
] 2a ,+∞[, alors x(1)]−∞, 0[, et on est donc ramene´ au cas pe´ce´dent.
2. (a) L’ensemble GLN (IR) est ouvert car image re´ciproque de l’ouvert IR
∗
par l’application continue qui a une matrice associe son de´terminant.
(b) L’application T est clairement de´finie de GLN (IR) dans GLN (IR).
Montrons qu’elle est de´rivable. Soit H ∈ GLN (IR) telle que B +H
soit inversible. Ceci est vrai si ‖H‖‖B−1‖ < 1, et on a alors, d’apre`s
le cours :
(B +H)−1 =
(
B(Id+B−1H)
)−1
=
+∞∑
k=0
(−B−1H)kB−1.
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On a donc :
T (B +H)− T (B) =
+∞∑
k=0
(B−1H)kB−1 −B−1
= (Id+
+∞∑
k=1
(−B−1H)k − Id)B−1
=
+∞∑
k=1
(−B−1H)kB−1.
On en de´duit que
T (B +H)− T (B) +B−1HB−1 =
+∞∑
k=2
(−B−1H)kB−1.
L’application qui a` H associe −B−1HB−1 est clairement line´aire, et
de plus,
‖T (B +H)− T (B) +B−1HB−1‖ ≤ ‖B−1‖
+∞∑
k=2
(‖B−1‖‖H‖)k.
Or ‖B−1‖‖H‖ < 1 par hypothe`se. On a donc
‖T (B +H)− T (B)−B−1HB−1
‖H‖ ‖ ≤ ‖B
−1‖3‖H‖
+∞∑
k=0
(‖B−1‖‖H‖)k
→ 0 lorsque ‖H‖ → 0.
On en de´duit que l’application T est diffe´rentiable et queDT (B)(H) =
−B−1HB−1.
(c) La me´thode de Newton pour la recherche d’un ze´ro de la fonction g
se´crit : {
B0 ∈ GLN (IR),
Dg(Bn)(Bn+1 −Bn) = −g(Bn).
Or, d’apres la question pre´ce´dente,Dg(Bn)(H) = −(Bn)−1H(Bn)−1.
On a donc
Dg(Bn)(Bn+1 −Bn) = −(Bn)−1(Bn+1 −Bn)(Bn)−1.
La me´thode de Newton se´crit donc :{
B0 ∈ GLN (IR),
−(Bn+1 −Bn) = (Id−BnA)Bn. (6.2.35)
soit encore {
B0 ∈ GLN(IR),
Bn+1 = 2Bn −BnABn. (6.2.36)
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(d) Par de´finition, on a :
Id−ABn+1 = Id−A(2Bn −BnABn) = Id− 2ABn +ABnABn.
Comme les matrices Id et ABn commutent, on a donc :
Id−ABn+1 = (Id−ABn)2.
Une re´currence imme´diate montre alors que Id − ABn = (Id −
AB0)2
n
. On en de´duit que la suite Id−ABn converge (vers la matrice
nulle) lorsque n→ +∞ ssi ρ(Id−AB0) < 1, et ainsi que la suite Bn
converge vers A−1 si et seulement si ρ(Id−AB0) < 1.
Corrige´ de l’exercice 41 page 73 (Valeurs propres et me´thode
de Newton)
On e´crit le syste`me sous la forme F (x, λ) = 0 ou` F est une fonction de IRN+1
dans IRN+1 de´finie par
F (y) = F (x, λ) =
(
Ax − λx
x · x− 1
)
,
et on a donc
DF (λ, x)(z, ν) =
(
Az − λ¯z − νx¯
2x¯ · z
)
,
Supposons que DF (x, λ)(z, ν) = 0, on a alors Az− λ¯z−νx¯ = 0 et 2x¯ · z = 0.
En multipliant la premie`re e´quation par x¯ et en utilisant le fait que A est
syme´trique, on obtient :
z · Ax¯− λ¯z · x¯− νx¯ · x¯ = 0, (6.2.37)
et comme Ax¯ = λ¯x¯ et x¯ · x¯ = 1, ceci entraˆıne que ν = 0. En revenant a` (6.2.37)
on obtient alors que Ax− λ¯x = 0, c.a`.d. que x ∈ Ker(A− λ¯Id) = IRx¯ car λ¯ est
valeur propre simple. Or on a aussi x¯ · z = 0, donc z ⊥ x¯ ce qui n’est possible
que si z = 0. On a ainsi montre´ que Df(x¯, λ¯) est injective, et comme on est
en dimension finie, Df(x¯, λ¯) est bijective. Dnc, d’apre`s le the´ore`me du cours, la
me´thode de Newton est localement convergente.
Corrige´ de l’exercice 42 page 73 (Modification de la me´thode
de Newton)
1. Si A ∈MN (IR) et λ > 0, alors AtA+λId est syme´trique de´finie positive.
En prenant A = Df(xn), on obtient que la matrice Df(xn)
tDf(xn) + λId est
syme´trique de´finie positive donc inversible, ce qui montre que la suite (xn)n∈IN
est bien de´finie.
2. Soit ϕ la fonction ϕ de´finie par ϕ(t) = f(txn + (1 − t)x), alors ϕ(0) =
f(x) = 0 et ϕ(1) = f(xn). Donc
f(xn) = ϕ(1)− ϕ(0) =
∫ 1
0
ϕ′(t)dt = (xn − x)
∫ 1
0
f ′(txn + (1− t)x)dt.
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On a donc
f(xn) = (xn − x)g(xn), (6.2.38)
ou` g(x) =
∫ 1
0 f
′(tx+(1−t)x)dt. La fonction g est continue car f ∈ C1(IRN , IRN ),
et g(x) → f ′(x¯) lorsque x→ x¯.
La suite (xn)n∈IN est de´finie par
xn+1 = xn − f
′(xn)
f ′(xn)2 + λ
f(xn).
En utilisant (6.2.38), on a donc :
xn+1 − x = an(xn − x), ou` an = 1− f
′(xn)g(xn)
f ′(xn)2 + λ
.
Soit a la fonction de´finie par :
a(x) = 1− f
′(x)g(x)
f ′(x)2 + λ
; on a a(x¯) = 1− f
′(x¯)2
f ′(x)2 + λ
∈]2η, 1− 2η[, ou` η > 0,
et comme g est continue, il existe α ∈ IR∗+ t.q. si x ∈]x − α, x + α[, alors
a(x) ∈]η, 1−η[. Donc si x0 ∈]x−α, x+α[, on a a0 ∈]η, 1−η[ et x1−x = a0(x0−x),
et par re´currence sur n, an ∈]η, 1− η[ et xn − x =
∏n−1
i=0 ai(x0 − x) → 0 lorsque
n→ +∞, ce qui prouve la convergence locale de la me´thode.
3. Par de´finition de la me´thode, on a :
xn+1 − x = xn − x− (Df(xn)tDf(xn) + λId)−1Df(xn)tf(xn)
En posant, pour t ∈ IR, ϕ(t) = f(txn + (1− t)x), on a :
f(xn)− f(x) =
∫ 1
0
ϕ′(t)dt
= G(xn)(xn − x),
ou` G ∈ C(IRN ,MN (IR)) est de´finie par
G(x) =
∫ 1
0
Df(tx+ (1− t)x)dt.
On a donc :
xn+1 − x = H(xn)(xn − x), (6.2.39)
ou` H ∈ C(IRN ,MN(IR)) est de´finie par :
H(x) = Id− (Df(x)tDf(x) + λId)−1Df(x)tG(x).
On veut montrer que ‖H(xn)‖ < 1 si xn est suffisamment proche de x. On va
pour cela utiliser la continuite´ de H autour de x. On a :
H(x) = Id− (Df(x)tDf(x) + λId)−1Df(x)tDf(x).
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La matrice B = Df(x)tDf(x) est e´videmment syme´trique. On a donc :
H(x)t = (Id− (B + λId)−1B)t
= Id−B(B + λId)−1
Pour montrer que H(x) est syme´trique, il reste a` montrer que B et (B+λId)−1
commutent.
Or (B + λId)(B + λId)−1 = Id.
Donc B(B + λId)−1 = Id− λ(B + λId)−1
= (B + λId)−1(B + λId) − λ(B + λId)−1
= (B + λId)−1B.
On en de´duit que H(x) est syme´trique. On a donc ‖H(x)‖2 = ρ(Hx)). Calculons
le rayon spectral de H(x). Comme Df(x)tDf(x) est diagonalisable dans IR, il
existe (λ1, . . . , λN ) ⊂ IRN et (f1, . . . , fN) base orthonorme´e telle que :
Df(x)tDf(x) fi = λifi, i = 1, . . . , N.
De plus λi > 0, i = 1, . . . , N . On a :
H(x)fi = fi − (Df(x)tDf(x) + λId)−1λifi
Or (Df(x)tDf(x) + λId)fi = (λi + λ)fi, donc
Df(x)tDf(x) + λId)−1fi =
1
λi + λ
fi. On en de´duit que
H(x)fi = µifi, i = 1, . . . , N, ou` µi = 1− λi
λi + λ
.
On a donc 0 < µi < 1 et donc ρ(H(x¯)) < 1. On en de´duit que ‖H(x)‖2 < 1, et
par continuite´ il existe α > 0 tel que si x ∈ B(x, α) alors ‖H(x)‖2 < 1.
On de´duit alors de (6.2.39) que la me´thode est localement convergente.
Corrige´ de l’exercice 43 page 73 (Convergence de la me´thode
de Newton si f ′(x) = 0)
Comme f ′′(x) 6= 0, on peut supposer par exemple f ′′(x) > 0 ; par continuite´
de f ′′, il existe donc η > 0 tel que f ′(x) < 0 si x ∈]x − η, x[ et f ′(x) > 0 si
x ∈]x, x+η[, et donc f est de´croissante sur ]x−η, x[ (et croissante sur ]x, x+η[).
Supposons x0 ∈]x, x+ η[, alors f ′(x0) > 0 et f ′′(x0) > 0.
On a par de´finition de la suite (xn)n∈IN ,
f ′(x0)(x1 − x0) = −f(x0)
= f(x)− f(x0)
= f ′(ξ0)(x− x0), ou` ξ0 ∈]x, x0[
Comme f ′ est strictement croissante sur ]x, x+ η[, on a f ′(ξ0) < f ′(x0) et donc
x1 ∈]x, x0[.
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On montre ainsi par re´currence que la suite (xn)n∈IN ve´rifie
x0 > x1 > x2 . . . > xn > xn+1 > . . . > x.
La suite (xn)n∈IN est donc de´croissante et minore´e, donc elle converge. Soit x
sa limite ; comme
f ′(xn)(xn+1 − xn) = −f(xn) pour tout n ∈ IN,
on a en passant a` la limite : f(x) = 0, donc x = x.
Le cas f ′′(x) < 0 se traite de la meˆme manie`re.
Montrons maintenant que la me´thode est d’ordre 1. Par de´finition, la me´thode
est d’ordre 1 si ‖xn+1 − x‖
‖xn − x‖ → β ∈ IR
∗
+.
Par de´finition de la suite (xn)n∈IN, on a :
f ′(xn)(xn+1 − xn) = −f(xn) (6.2.40)
Comme f ∈ C2(IR) et f ′(x) = 0, il existe ξn ∈]x, xn[ et ηn ∈]x, xn[ tels que
f ′(xn) = f ′′(ξn)(xn − x) et −f(xn) = −1
2
f ′′(ηn)(x − xn)2. On de´duit donc de
(6.2.40) que
f ′′(ξn)(xn+1 − xn) = −1
2
f ′′(ηn)(xn − x),
soit f ′′(ξn)(xn+1 − x) = (−1
2
f ′′(ηn) + f ′′(ξn))(xn − x)
Donc
‖xn+1 − x‖
‖xn − x‖ = |1−
1
2
f ′′(ηn)
f ′′(ξn)
| → 1
2
lorsque n→ +∞.
La me´thode est donc d’ordre 1.
On peut obtenir une me´thode d’ordre 2 en appliquant la me´thode de Newton
a` f ′.
Corrige´ de l’exercice 44 page 74 (Modification de la me´thode
de Newton)
1. On a e´videmment x(0) = x0 ∈ I . Supposons que x(n) ∈ I et montrons
que x(n+1) ∈ I . Par de´finition, on peut e´crire :
x(n+1) = x(n) − f(x
(n))− f(x0)
f ′(y)
− f(x0)
f ′(y)
.
Donc
x(n+1) − x0 = x(n) − x0 − f
′(ξn)(x
(n)
n − x0)− f(x0)
f ′(y)
, ou` ξn ∈ [x0, x(n)].
On en de´duit que
x(n+1) − x0 = (1− f
′(ξn)
f ′(y)
)(x(n)n − x0)−
f(x0)
f ′(y)
.
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Ceci entraˆıne :
|x(n+1) − x0| = 1|f ′(y)| |f
′(ξn)− f ′(y)||x(n) − x0|+ |f(x0)|
f ′(y)
≤ λ 1
2λ
c+
c
2λ
λ = c.
Donc x(n+1) ∈ I .
2. On a :
x(n+1) − x¯ = x(n) − x¯− f(x
(n))− f(x¯)
f ′(y)
− f(x¯)
f ′(y)
.
Donc|x(n+1) − x¯| ≤ |x(n) − x¯||f ′(y)− f ′(ηn)| 1|f ′(y)| ou` ηn ∈ [x¯, x
(n)];
Par hypothe`se, on a donc
|x(n+1) − x¯| ≤ |x(n) − x¯| 1
2λ
λ
≤ c
2
|x(n) − x¯|.
On en de´duit par re´currence que
|x(n) − x¯| ≤ c
2n
|x(0) − x¯|.
Ceci entraˆıne en particulier que
x(n) → x¯
n → +∞.
Il reste a` montrer que la convergence est au moins line´aire. On a :
|x(n+1) − x¯|
|x(n) − x¯| = |f
′(y)− f ′(x(n))| 1|f ′(y)|
Donc
|x(n+1) − x¯|
|x(n) − x¯| → |1−
f ′(x¯)
f ′(y)
| = β ≥ 0
n→ +∞
La convergence est donc au moins line´aire, elle est line´aire si f ′(x¯) 6= f ′(y)
et super–line´aire si f ′(x¯) = f ′(y).
3. Le fait de remplacer y par y(n) ne change absolument rien a` la preuve de
la convergence de x(n) vers x¯. Par contre, on a maintenant :
|x(n+1) − x¯|
|x(n) − x¯| = |f
′(yn)− f ′(ηn)| 1|f ′(yn)|
= |1− f
′(ηn)
f ′(yn)
|
Or f ′(ηn) →
n→+∞
f ′(x¯) et donc si f ′(yn) →
n→+∞
f ′(x¯) la convergence devient
superline´aire.
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4. L’algorithme pour N ≥ 1 se ge´ne´ralise en :{
x(0) = x0
x(n+1) = x(n) − (DF (y))−1f(x(n)).
On a donc
x(n+1)−x0 = x(n)−x0− (DF (y))−1(f(x(n))− f(x0)) + (DF (y))−1f(x0).
Or f(x(n))− f(x(0)) = ϕ(1)− ϕ(0) =
∫ 1
0
ϕ′(t)dt, ou`
ϕ(t) = f(tx(n) + (1− t)x(0))
et donc
ϕ′(t) = Df(tx(n) + (1− t)x(0))(x(n) − x(0)).
Donc
x(n+1) − x(0) =
(x(n) − x(0))
(
1− (Df(y))−1
∫ 1
0
Df(txn) + (1− t)x(0))dt
)
+(Df(y))−1f(x0) =
(x(n) − x(0))(Df(y))−1
(∫ 1
0
(
Df(y)−Df(tx(n) + (1− t)x(0)
)
dt
)
+(Df(y))−1f(x0).
On en de´duit que :
‖x(n+1) − x(0)‖ ≤
‖x(n) − x(0)‖‖(Df(y))−1‖
∫ 1
0
‖Df(y)−Df(tx(n) + (1− t)x(0))‖dt
+‖(Df(y))−1‖‖f(x0)‖.
Si on suppose que x(n) ∈ I , alors tx(n) + (1− t)x(0) ∈ I. L’hypothe`se (iii)
ge´ne´ralise´e a` la dimension N s’e´crit :
‖Df(x)−Df(y)‖ ≤ 1
2λ
∀(x, y) ∈ I2,
si on suppose de plus que
(ii) ‖f(x0)‖ ≤ c
2λ
et
(iv) ‖(Df(x))−1‖ ≤ λ ∀x ∈ I , alors 6.2.41 donne que
‖x(n+1) − x(0)‖ ≤ ‖x(n) − x(0)‖λ 1
2λ
+ λ
c
2λ
≤ c.
ce qui prouve que x(n+1) ∈ I .
On montre alors de la meˆme manie`re que x
(n)
n→∞ → x¯, (car ‖x(n+1)− x¯‖ ≤
1
2
‖x(n) − x¯‖).
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Corrige´ de l’exercice 45 page 74 (Me´thode de Newton)
1) Pour que la suite (xn)n∈IN soit bien de´finie, il faut que g′ ◦ f(xn) 6=
0, ∀n ∈ IN. On remarque tout d’abord que g′(f(x¯)) = g′(x¯) 6= 0, par hypothe`se.
Or g ∈ C3(IR, IR) et f ∈ C1(IR, IR), donc g′ ◦ f est continue ; on en de´duit qu’il
existe η > 0 tel que |g′ ◦ f(x)| > |g
′(x¯)|
2
> 0, ∀x ∈]x¯− η, x¯+ η[.
Pour montrer que la suite est bien de´finie, il reste a` montrer que la suite
(xn)n∈IN est incluse dans cet intervalle. Pour ce faire, on va montrer que h est
contractante sur un intervalle ]x¯− α, x¯+ α[. En effet, on a
h′(x) = 1− 1
(g′ ◦ f(x))2 (g
′(x)− g′ ◦ f(x)− f ′(x)g”(f(x))g(x))
Donc
h′(x¯) = 1− 1
(g′(x¯))2
((g′(x¯))2 = 0.
Comme g ∈ C3(IR, IR) et f ∈ C1(IR, IR), on a h ∈ C1(IR, IR) et donc h′ est
continue. On en de´duit qu’il existe β > 0 t.q. h′(x) < 1, ∀x ∈]x¯− β, x¯+β[. Soit
α = min(η, β). Sur Iα =]x¯− α, x¯+ α[, on a donc g′ ◦ f(x) 6= 0 et h′(x) < 1. En
particulier, h′ est donc contractante sur Iα. Donc si x0 ∈ Iα, on a
|x1 − x¯| = |h(x0)− h(x¯)| < |x0 − x¯|
et donc x1 ∈ Iα. On en de´duit par re´currence que (xn)n∈IN ⊂ Iα, et donc que
la suite est bien de´finie.
Par le the´ore`me du point fixe, on en de´duit e´galement que (xn)n∈IN converge
vers l’unique point fixe de h sur Iα, c’est a` dire x¯, lorsque n→ +∞.
2) Montrons que
|xn+1 − x¯|
|xn − x¯|2 est borne´ inde´pendamment de n. En effet, on
a :
xn+1 − x¯ = h(xn)− x¯
= xn − x¯− g(xn)
g′ ◦ f(xn) .
Comme g(x¯) = 0, on a donc :
xn+1 − x¯ = xn − x¯− g(xn)− g(x¯)
xn − x¯
xn − x¯
g′ ◦ f(xn) .
Par le the´ore`me des accroissements finis, il existe ξn ∈ Iα tel que
g(xn)− g(x¯)
xn − x¯ = g
′(ξn).
On a donc
xn+1 − x¯ = xn − x¯
g′ ◦ f(xn) [g
′(f(xn))− g′(ξn)]
Comme g ∈ C3, on peut appliquer a` nouveau le the´ore`me des accroissements
finis sur g′ : il existe ζn ∈ Iα tel que
g′(f(xn))− g′(ξn) = g′′(ζn)(f(xn)− ξn).
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On a donc :
|xn+1 − x¯| = |xn − x¯||g′ ◦ f(xn)| |g
′′(ζn)||f(xn)− x¯+ x¯− ξn|
≤ 2 |xn − x¯||g′(x¯)| |g
′′(ζn)|2|xn − x¯|
On a donc finalement
|xn+1 − x¯| ≤ 4|g′(x¯)| supIα
|g′′||xn − x¯|2
Ce qui montre que la convergence est d’ordre 2.
3)Allons-y pour les de´veloppements limite´s, dans la joie et l’alle´gresse. . . On
pose α = g′(x¯) , β = g′′(x¯), et γ = f ′(x¯). on notera dans la suite a, b, et c des
fonctions borne´es de IR dans IR, telles que :
g(x) = (x− x¯)α+ (x− x¯)2β + (x− x¯)3a(x)
g′(x) = α+ 2β(x − x¯) + (x− x¯)2b(x)
f(x) = x¯+ γ(x− x¯) + (x− x¯)2c(x).
On a donc :
g′(f(x)) = α+ 2β(f(x)− x¯) + (f(x)− x¯)2b(x)
= α+ 2βγ(x− x¯) + (x− x¯)2d(x),
ou` d est aussi une fonction borne´e de IR dans IR. On en de´duit que
h(x) = x− (x − x¯)α+ (xx¯)
2β + (x− x¯)3a(x)
α+ 2βγ(x− x¯) + (x− x¯)2d(x)
= x−
[
(x− x¯) + (x− x¯)β
α
+ (x − x¯)3a˜(x)
] [
1− 2βγ
α
(x− x¯) + (x− x¯)2d(x).
]
On en de´duit que h(x) = x¯+
β
α
(2γ − 1)(x− x¯)2 + (x − x¯)3d˜(x),
ou` d˜ est encore une fonction borne´e.
Cette formule donne :
xn+1 − x¯ = β
α
(2γ − 1)(xn − x¯)2 + (xn − x¯)3d˜(xn),
ce qui redonne l’ordre 2 trouve´ a` la question 2 ; dans le cas ou` γ =
1
2
, i.e.
f ′(x¯) =
1
2
, on obtient bien une convergence cubique.
4) Comme g′ ne s’annule pas sur Iβ , la fonction f est de classe C2 sur Iβ ,
et f ′(x¯) =
1
2
.
Soit γ = min(α, β), ou` α est de´fini a` la question 1.
Les hypothe`ses des questions 1 et 3 sont alors bien ve´rifie´es, et l’algorithme
converge de manie`re au moins cubique.
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Corrige´ de l’exercice 46 page 75 (Me´thode de Newton)
1. Soient u et v solutions du syste`me non line´aire conside´re´. On a alors :
(A(u− v))i + αi(f(ui)− f(vi)) = 0 pour tout i = 1, . . . , N.
Donc
N∑
i=1
(A(u− v))i(u− v)i +
N∑
i=1
αi(f(ui)− f(vi))(ui − vi) = 0.
Comme f est croissante, on a f(ui)− f(vi)(ui − vi) ≥ 0 ∀i = 1, . . . , N .
On en de´duit que A(u− v) · (u− v) = 0. Comme A est syme´trique de´finie
positive, ceci entraˆıne u = v.
2. Soit F la fonction de IRN dans IRN de´finie par :
(F (u))i = (Au)i + αif(ui), i = 1, . . . , N.
Comme f ∈ C2(IR, IR), on a F ∈ C2(IRN , IRN ). La me´thode de Newton
de recherche d’un ze´ro de F s’e´crit
u(n+1) = u(n) + (DF (u(n)))−1F (u(n)).
D’apre`s un the´ore`me du cours, la me´thode de Newton converge localement
(avec convergence d’ordre 2) si la matrice jacobienne DF (u¯) est inversible,
ou` u¯ est l’unique solution de F (u¯) = 0.
Calculons DF (u¯) :
on a
(F (u))i = (Au)i + αif(ui), pour i = 1, . . . , N, et donc
(DF (u) · v)i = (Av)i + αif ′(ui)vi
= ((A+D)v)i.
ou` D = diag(α1f
′(u1), . . . , αNf ′(uN)). Comme αi > 0 et f ′(ui) ≥ 0 pour
tout i = 1, N , la matrice A+D est syme´trique de´finie positive donc DF (u¯)
est inversible.
On en de´duit que la me´thode de Newton converge localement.
Corrige´ de l’exercice 47 page 76 (Me´thode de Steffensen)
1. Comme f ′(x) 6= 0, il existe α¯ > 0 tel que f soit strictement monotone
sur B(x, α¯) ; donc si f(x) = 0 et x ∈ B(x, α¯) alors x = x. De plus, comme
x + f(x) → x lorsque x → x, il existe α tel que si x ∈ B(x, α), alors
f(x + f(x) ∈ B(x, α¯). Or si x ∈ B(x, α), on a :f(x) 6= 0 si x 6= x, donc
x+f(x) 6= x et comme x+f(x) ∈ B(x, α¯) ou` f est strictement monotone,
on a f(x) 6= f(x+ f(x)) si x 6= x. On en de´duit que si xn ∈ B(x, α), alors
f(xn + f(xn)) 6= f(xn) (si xn 6= x) et donc xn+1 est de´fini par xn+1 =
(f(xn))
2
f(xn + f(xn))− f(xn) . Ceci est une forme de stabilite´ du sche´ma).
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2. Montrons maintenant que la suite (xn)n∈IN ve´rifie :
xn+1 − x = a(xn)(xn − x)2 si xn 6= x et x0 ∈ B(x, α),
ou` a est une fonction continue. Par de´finition de la suite (xn)n∈IN, on a :
xn+1 − x = xn − x− (f(xn))
2
f(xn + f(xr))− f(xn) . (6.2.41)
Soit ψn : [0, 1] → IR la fonction de´finie par :
ψn(t) = f(xn + tf(xn))
On a ψn ∈ C2(]0, 1[, IR), ψn(0) = f(xn) et ψn(1) = f(xn + f(xn)).
On peut donc e´crire :
f(xn + f(xn))− f(xn) = ψn(1)− ψn(0) =
∫ 1
0
ψ′n(t)dt
Ceci donne :
f(xn + f(xn))− f(xn) =
∫ 1
0
f ′(xn + tf(xn))f(xn)dt
On pose maintenant ξn(t) = f
′(xn + tf(xn)), et on e´crit que ξn(t) =∫ t
0
ξ′n(s)ds+ ξn(0).
On obtient alors :
f(xn+f(xn))−f(xn) = f(xn)
[
f(xn)
∫ 1
0
∫ t
0
f ′′(xn + sf(xn))ds + f ′(xn)
]
.
(6.2.42)
Soit b ∈ C(IR, IR) la fonction de´finie par :
b(x) =
∫ 1
0
(∫ t
0
f ′′(x+ sf(x))ds
)
dt.
Comme f ∈ C(IR, IR), on a b(x) → 1
2
f ′′(x) lorsque x→ x
L’e´galite´ (6.2.42) s’e´crit alors :
f(xn + f(xn))− f(xn) = (f(xn))2b(xn) + f(xn)f ′(xn). (6.2.43)
Comme x0 ∈ B(x, α), on a xn ∈ B(x, α) et donc f(xn) 6= 0 si xn 6= x.
Donc pour xn 6= x, on a graˆce a` (6.2.41) et (6.2.43) :
xn+1 − x = xn − x− f(xn)
f(xn)b(xn) + f ′(xn))
(6.2.44)
On a maintenant −f(xn) = f(x)− f(xn) =
∫ 1
0
ϕ′(t)dt ou` ϕ ∈ C2(IR, IR)
est de´finie par ϕ(t) = f(tx+ (1− t)xn).
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Donc
−f(xn) =
∫ 1
0
f ′(tx+ (1− t)xn)(x− xn)dt.
Soit χ ∈ C1(IR, IR) la fonction de´finie par χ(t) = f ′(tx+ (1− t)xn),
on a χ(0) = f ′(xn) et donc :
−f(xn) =
∫ 1
0
[∫ t
0
(f ′′(sx+ (1− s)xn)(x− xn) + f ′(xn)) ds(x− xn)
]
dt
Soit c ∈ C(IR, IR) la fonction de´finie par
c(x) =
∫ 1
0
(∫ t
0
f ′′(sx+ (1− s)x)ds
)
dt,
on a c(x) → 1
2
f ′′(x) lorsque x→ x et :
−f(xn) = c(x)(x − xn)2 + f ′(xn)(x− xn) (6.2.45)
De (6.2.45) et(1.3.41), on obtient :
xn+1 − x = (xn − x)
[
1 +
c(xn)(xn − x)− f ′(xn)
f(xn)b(xn) + f ′(xn)
]
=
(xn − x)
f(xn)b(xn) + f ′(xn)
(−c(xn)(x− xn)2b(xn)
−f ′(xn)(x− xn)b(xn) + f ′(xn) + c(xn)(xn − x)− f ′(xn))
On en de´duit :
(xn+1 − x) = (xn − x)2a(xn) (6.2.46)
ou`
a(x) =
c(x)b(x)(x − x) + f ′(x)b(x)b + c(x)
f(x) + f ′(x)
La fonction a est continue en tout point x tel que
D(x) = f(x)b(x) + f ′(x) 6= 0.
Elle est donc continue en x puisque D(x) = f(x)b(x) + f ′(x) = f ′(x) 6= 0.
De plus, comme f , f ′ et b sont continues, il existe un voisinage de x sur
lequel D est non nulle et donc a continue.
3. Par continuite´ de a, pour tout ε > 0, il existe ηε > 0 tel que si x ∈
B(x, ηε) alors
(7) |a(x) − a(x)| ≤ ε.
Calculons
a(x) =
f ′(x)b(x) + c(x)
f ′(x)
=
1
2
f ′′(x)
1 + f ′(x)
f ′(x)
= β.
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Soit γ = min(η1,
1
2(β + 1)
) ; si x ∈ B(x, γ), alors |a(x)| ≤ β + 1 graˆce a`
(7), et |x− x| ≤ 1
2(β + 1)
.
On de´duit alors de (6) que si xn ∈ B(x, γ), alors
|xn+1 − x| ≤ 1
2
|xn − x|.
Ceci entraˆıne d’une part que xn+1 ∈ B(x, γ) et d’autre part, par re´currence,
la convergence de la suite (xn)n∈IN vers x.
Il reste a` montrer que la convergence est d’ordre 2.
Graˆce a` (6), on a :
|xn+1 − x|
|xn − x|2 = |a(xn)|.
Or on a montre´ a` l’e´tape 3 que a est continue et que a(x) → β ∈ IR. On
a donc une convergence d’ordre au moins 2.
6.3 Corrige´ des exercices du chapitre 3
Corrige´ de l’exercice 50 page 84 (Minimisation d’une fonc-
tionnelle quadratique)
1. Puisque f(x) = 12Ax ·x− b ·x, f ∈ C∞(IRN , IR). Calculons le gradient de
f :
f(x+ h) =
1
2
A(x+ h) · (x+ h)− b · (x+ h)
=
1
2
Ax · x+ 1
2
Ax · h+ 1
2
Ah · x+ 1
2
Ah · h− b · x− b · h
= f(x) +
1
2
(Ax · h+Ah · x) − b · h+ 1
2
Ah · h
= f(x) +
1
2
(Ax +Atx) · h− b · h+ 1
2
Ah · h.
Et comme ‖Ah · h‖ ≤ ‖A‖2 ‖h‖2, on a :
∇f(x) = 1
2
(Ax+Atx)− b. (6.3.47)
Si A est syme´trique ∇f(x) = Ax − b. Calculons maintenant la hessienne de f.
D’apre`s (6.3.47), on a :
∇f(x+ h) = 1
2
(A(x + h) +At(x+ h))− b = ∇f(x) + 1
2
(Ah+Ath)
et donc Hf (x) = D(∇f(x)) = 12 (A+At). On en de´duit que si A est syme´trique,
Hf (x) = A.
2. Si A est syme´trique de´finie positive, alors f est strictement convexe. De
plus, si A est syme´trique de´finie positive, alors f(x) → +∞ quand |x| → +∞.
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En effet,
Ah · h ≥ α|h|2 ou` α est la plus petite valeur propre de A, et α > 0
f(h) ≥ α
2
‖h‖2 − ‖b‖‖h‖; or ‖bh‖ ≤ ‖b‖ ‖h‖
f(h) ≥ ‖h‖
(
α‖h‖
2 − b
)
−→∞ quand h→ +∞
On en de´duit l’existence et l’unicite´ de x¯ qui minimise f . On a aussi :
∇f(x¯) = 0 ⇔ f(x¯) = inf
IRN
f
Par la question 1. x¯ est donc l’unique solution du syste`me Ax¯ = b.
Corrige´ de l’exercice 51 page 88 (Convergence de l’algo-
rithme du gradient a` pas fixe)
1. Soit ϕ la fonction de´finie de IR dans IRN par : ϕ(t) = f(x + t(y − x)).
Alors ϕ(1)− ϕ(0) = ∫ 1
0
∇f(x+ t(y − x)) · (y − x)dt, et donc :
f(y)− f(x) =
∫ 1
0
∇f(x+ t(y − x)) · (y − x)dt.
On a donc :
f(y)−f(x)−∇f(x)·(y−x) =
∫ 1
0
(∇f(x+t(y−x))·(y−x)−∇f(x)·(y−x))dt,
c’est a` dire :
f(y)−f(x)−∇f(x) · (y−x) =
∫ 1
0
(∇f(x+ t(y − x)) −∇f(x))︸ ︷︷ ︸
≥αt(y−x)2
·(y−x)dt.
Graˆce a` la premie`re hypothe`se sur f , ceci entraˆıne :
f(y)− f(x)−∇f(x) · (y−x) ≥ α
∫ 1
0
t|y−x|2dt = α
2
|y−x|2 > 0 si y 6= x.
(6.3.48)
2. On de´duit de la question 1 que f est strictement convexe. En effet, graˆce
a` la question 1, pour tout (x, y) ∈ E2, f(y) > f(x) +∇f(x) · (y − x) ; et
d’apre`s la premie`re caracte´risation de la convexite´, voir proposition 3.11
p.47, on en de´duit que f est strictement convexe.
Montrons maintenant que f(y) → +∞ quand |y| → +∞.
On e´crit (6.3.48) pour x = 0 : f(y) ≥ f(0) +∇f(0) · y + α
2
|y|2.
Comme ∇f(0) · y ≥ −|∇f(0)|(y), on a donc
f(y) ≥ f(0)− |∇f(0)| |y|+ α
2
|y|2, et donc :
f(y) ≥ f(0) + |y|
(α
2
|y| − |∇f(0)|
)
→ +∞ quand |y|+∞.
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3. On pose h(x) = x − ρ∇f(x). L’algorithme du gradient a` pas fixe est un
algorithme de point fixe pour h.
xn+1 = xn − ρ∇f(xn) = h(xn).
Graˆce au the´ore`me 2.3 page 57, on sait que h est strictement contractante si
0 < ρ <
2α
M2
.
Donc xn → x¯ unique point fixe de h, c’est–a`–dire x¯ = h(x¯) = x¯ − ρ∇f(x¯).
Ceci entraˆıne
∇f(x¯) = 0 donc f(x¯) = inf
E
f car f est convexe .
Corrige´ de l’exercice 52 page 88 (Convergence de l’algo-
rithme du gradient a` pas optimal)
1. On sait que f(x) → +∞ lorsque |x| → +∞. Donc ∀A > 0, ∃R ∈ IR+ ;
|x| > R⇒ f(x) > A. En particulier pour A = f(x0) ceci entraˆıne :
∃R ∈ IR+; x ∈ BR ⇒ f(x) > f(x0).
2. Comme f ∈ C2(IRN , IR), sa hessienne H est continue, donc ‖H‖ atteint
son max surBR+1 qui est un ferme´ borne´ de IR
N . SoitM = maxx∈BR+1 ‖H(x)‖,
on a H(x)y · y ≤My · y ≤M |y|2.
3. Soit wn = −∇f(xn).
Si wn = 0, on pose xn+1 = xn.
Si wn 6= 0, montrons qu’il existe ρ¯ > 0 tel que
f(xn + ρ¯wn) ≤ f(xn + ρwn) ∀ρ > 0.
On sait que f(x) → +∞ lorsque |x| → +∞.
Soit ϕ : IR+ → IR de´finie par ϕ(ρ) = f(xn + ρwn). On a ϕ(0) = f(xn) et
ϕ(ρ) = f(xn + ρwn) → +∞ lorsque ρ→ +∞.
En effet si ρ → +∞, on a |xn + ρwn| → +∞. Donc ϕ e´tant continue,
ϕ admet un minimum, atteint en ρ¯, et donc ∃ρ¯ ∈ IR+ ; f(xn + ρ¯w) ≤
f(xn + ρwn) ∀ρ > 0.
4. a) Montrons que la suite (f(xn))n∈IN est convergente. La suite (f(xn))n∈IN
ve´rifie
f(xn+1) ≤ f(xn).
De plus f(x) → +∞ lorsque |x| → +∞ donc f est borne´e infe´rieurement.
On en conclut que la suite (f(xn))n∈IN est convergente.
b) Montrons que xn ∈ BR ∀n ∈ IN. On sait que si x /∈ BR alors f(x) >
f(x0). Or la suite (f(xn))n∈IR est de´croissante donc f(xn) ≤ f(x0)∀n,
donc xn ∈ BR, ∀n ∈ IN.
c) Montrons que f(xn + ρwn) ≤ f(xn) − ρ|wn|2 + ρ
2
2
M |wn|2, ∀ρ ∈
[0,
1
|wn| ]. Soit ϕ de´finie de IR+ dans IR par ϕ(ρ) = f(xn + ρwn). On
a
ϕ(ρ) = ϕ(0) + ρϕ′(0) +
ρ2
2
ϕ′′(ρ˜), ou` ρ˜ ∈]0, ρ[.
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Or ϕ′(ρ) = ∇f(xn +ρwn) ·wn et ϕ′′(ρ) = H(xn +ρwn)wn ·wn. Donc
ϕ(ρ) = ϕ(0)︸︷︷︸
0
+ρ∇f(xn)︸ ︷︷ ︸
−wn
·wn + ρ
2
2
H(xn + ρ˜wn)wn · wn.
Si ρ ∈ [0, 1|wn| ] on a
|xn + ρ˜wn| ≤ |xn|+ 1|wn| |wn|
≤ R + 1,
donc xn + ρ˜wn ∈ BR+1 et par la question 2,
H(xn + ρ˜wn)wn · wn ≤M |wn|2.
On a donc bien
ϕ(ρ) = f(xn + ρwn) ≤ f(xn)− ρ|wn|2 + ρ
2
2
M |wn|2.
d) Montrons que f(xn+1) ≤ f(xn)− |wn|
2
2M
si |wn| ≤M .
Comme le choix de ρn est optimal, on a
f(xn+1) = f(xn + ρnwn) ≤ f(xn + ρwn), ∀ρ ∈ IR+.
donc en particulier
f(xn+1) ≤ f(xn + ρwn), ∀ρ ∈ [0, 1|wn| ].
En utilisant la question pre´ce´dente, on obtient
f(xn+1) ≤ f(xn)− ρ|wn|2 + ρ
2
2
M |wn|2 = ϕ(ρ), ∀ρ ∈ [0, 1|wn| ].
(6.3.49)
Or la fonction ϕ atteint son minimum pour
−|wn|2 + ρM |wn|2 = 0
c’est–a`–dire ρM = 1 ou encore ρ = 1M ce qui est possible si
1
|wn| ≥
1
M
(puisque 6.3.49 est vraie si ρ ≤ 1|wn| ).
Comme on a suppose´ |wn| ≤M , on a donc
f(xn+1) ≤ f(xn)− |wn|
2
M
+
|wn|2
2M
= f(xn)− |wn|
2
2M
.
e) Montrons que −f(xn+1) + f(xn) ≥ |wn|
2
2M¯
ou` M¯ = sup(M, M˜) avec
M˜ = sup{|∇f(x)|, x ∈ CR}.
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On sait par la question pre´ce´dente que si
|wn| ≤M, on a − f(xn+1)− f(xn) ≥ |wn|
2
2M
.
Montrons que si |wn| ≥ M , alors −f(xn+1) + f(xn) ≥ |wn|
2
2M˜
. On
aura alors le re´sultat souhaite´.
On a
f(xn+1) ≤ f(xn)− ρ|wn|2 + ρ
2
2
M |wn|2, ∀ρ ∈ [0, 1|wn| ].
Donc
f(xn+1) ≤ min
[0, 1
|wn|
]
[f(xn)− ρ|wn|2 + ρ
2
2
M |wn|2]︸ ︷︷ ︸
Pn(ρ)
– 1er cas si |wn| ≤M , on a calcule´ ce min a` la question c).
– si |wn| ≥M , la fonction Pn(ρ) est de´croissante sur [0, 1|wn| ] et le mini-
mum est donc atteint pour ρ =
1
|wn| .
Or Pn
(
1
|wn|
)
= f(xn)− |wn|+ M
2
≤ f(xn)− |wn|
2
≤ f(xn)− |wn|
2
2M˜
.
5. Montrons que ∇f(xn) → 0 lorsque n → +∞. On a montre´ que ∀n,
|wn|2 ≤ 2M¯(f(xn) − f(xn+1)). Or la suite (f(xn))n∈IN est convergente.
Donc |wn| → 0 lorsque n→ +∞ et wn = ∇f(xn) ce qui prouve le re´sultat.
La suite (xn)n∈IN est borne´e donc ∃(nk)k∈IN et x˜ ∈ IRN ; xnk → x lorsque
k → +∞ et comme ∇f(xnk ) → 0, on a, par continuite´, ∇f(x˜) = 0.
6. On suppose ∃ ! x¯ ∈ IRN tel que ∇f(x¯) = 0. Montrons que f(x¯) ≤ f(x)
∀x ∈ IRN et que xn → x¯ quand n → +∞. Comme f est croissante a`
l’infini, il existe un point qui re´alise un minimum de f , et on sait qu’en ce
point le gradient s’annule ; en utilisant l’hypothe`se d’unicite´, on en de´duit
que ce point est force´ment x¯, et donc f(x¯) ≤ f(x) pour tout x ∈ IRN .
Montrons maintenant que la suite (xn)n∈IN converge vers x¯. En raison de
l’hypote`se d’unicite´, on a force´ment x˜ = x¯, et on sait qu’on a convergence
d’une sous-suite de (xn)n∈IN vers x¯ par la question 5. Il reste donc a` mon-
trer que c’est toute la suite qui converge. Supposons qu’elle ne converge
pas ; alors
∃ε > 0; ∀k ∈ IN, ∃nk ≥ k et |xnk − x¯| > ε (6.3.50)
Mais d’apre`s la question 5), on peut extraire de la suite (xnk )k∈IN une
sous–suite qui converge, ce qui contredit (6.3.50). Donc la suite (xn)n∈IN
converge.
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Corrige´ de l’exercice 54 page 102 (Me´thode de Polak-Ribie`re)
1. Montrons que f est strictement convexe et croissante a` l’infini. Soit ϕ la
fonction de IR dans IR de´finie par
ϕ(t) = f(x+ t(y − x)).
On a ϕ ∈ C2(IR, IR), ϕ(0) = f(x) et ϕ(1) = f(y), et donc :
f(y)− f(x) = ϕ(1)− ϕ(0) =
∫ 1
0
ϕ′(t)dt.
En inte´grant par parties, ceci entraˆıne :
f(y)− f(x) = ϕ′(0) +
∫ 1
0
(1− t)ϕ′′(t)dt. (6.3.51)
Or ϕ′(t) = ∇(x + t(y − x)) · (y − x) et donc ϕ′′(t) = H(x+ t(y − x))(y −
x) · (y − x). On a donc par hypothe`se ϕ′′(t) ≥ α|y − x|2.
On de´duit alors de 6.3.51 que
f(y) ≥ f(x) +∇f(x) · (y − x) + α
2
|y − x|2. (6.3.52)
L’ine´galite´ 6.3.52 entraˆıne la stricte convexite´ de f et sa croissance a` l’infini
(voir de´monstration de la convergence du gradient a` pas fixe, exercice 27).
Il reste a` montrer que l’ensemble VP(H(x)) des valeurs propres de H(x)
est inclus dans [α, β]. Comme f ∈ C2(IR, IR), H(x) est syme´trique pour
tout x ∈ IR, et donc diagonalisable dans IR. Soit λ ∈ VP(H(x)) ; il existe
donc y ∈ IRN , y 6= 0 tel que H(x)y = λy, et donc αy · y ≤ λy · y ≤ βy · y,
∀λ ∈ VP(H)(x)). On en de´duit que VP(H(x)) ⊂ [α, β].
2. Montrons par re´currence sur n que g(n+1)·w(n) = 0 et g(n)·g(n) = g(n)·w(n)
pout tout n ∈ IN.
Pour n = 0, on a w(0) = g(0) = −∇f(x(0)).
Si ∇f(x(0)) = 0 l’algorithme s’arreˆte. Supposons donc que ∇f(x(0)) 6= 0.
Alors w(0) = −∇f(x(0)) est une direction de descente stricte. Comme
x(1) = x(0) + ρ0w
(0) ou` ρ0 est optimal dans la direction w
(0), on a g(1) ·
w(0) = −∇f(x(1)) · w(0) = 0. De plus, on a e´videmment g(0) · w(0) =
g(0) · g(0).
Supposons maintenant que g(n) · w(n−1) = 0 et g(n−1) · g(n−1) = g(n−1) ·
w(n−1), et montrons que g(n+1) · w(n) = 0 et g(n) · g(n) = 0.
Par de´finition, on a :
w(n) = g(n) + λn−1w(n−1), donc
w(n) · g(n) = g(n) · g(n) + λn−1w(n−1) · g(n) = g(n) · g(n)
par hypothe`se de re´currence. On de´duit de cette e´galite´ que w(n) ·g(n) > 0
(car g(n) 6= 0) et donc w(n) est une direction de descente stricte en x(n).
On a donc ∇f(x(n+1)) · w(n) = 0, et finalement g(n+1) · w(n) = 0.
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3. Par de´finition, g(n) = −∇f(x(n)) ; or on veut calculer g(n+1) − g(n) =
−∇f(x(n+1)) +∇f(x(n)). Soit ϕ la fonction de IR dans IR de´finie par :
ϕ(t) = −∇f(x(n) + t(x(n+1) − x(n))).
On a donc :
ϕ(1)− ϕ(0) = g(n+1) − g(n)
=
∫ 1
0
ϕ′(t)dt.
Calculons ϕ′ : ϕ′(t) = H(x(n) + t(x(n+1)−x(n)))(x(n+1)−x(n)). Et comme
x(n+1) = x(n) + ρnw
(n), on a donc :
g(n+1) − g(n) = ρnJnw(n). (6.3.53)
De plus, comme g(n+1) ·w(n) = 0 (question 1), on obtient par (6.3.53) que
ρn =
g(n) · w(n)
Jnw(n) · w(n)
(car Jnw
(n) · w(n) 6= 0, puisque Jn est syme´trique de´finie positive).
4. Par de´finition, on a w(n) = g(n) + λn−1w(n−1), et donc
|w(n)| ≤ |g(n)|+ |λn−1||w(n−1)|. (6.3.54)
Toujours par de´finition, on a :
λn−1 =
g(n) · (g(n) − g(n−1))
g(n−1) · g(n−1) .
Donc, par la question 3, on a :
λn−1 =
ρng
(n) · J (n−1)w(n−1)
g(n−1) · g(n−1) .
En utilisant la question 2 et a` nouveau la question 3, on a donc :
λn−1 = − J
(n−1)w(n−1) · g(n)
J (n−1)w(n−1) · w(n−1) ,
et donc
λn−1 =
|J (n−1)w(n−1) · g(n)|
J (n−1)w(n−1) · w(n−1) ,
car J (n−1) est syme´trique de´finie positive.
De plus, en utilisant les hypothe`ses sur H , on ve´rifie facilement que
α|x|2 ≤ J (n)x · x ≤ β|x|2 ∀x ∈ IRN .
On en de´duit que
λn−1 ≤ |J
(n−1)w(n−1) · g(n)|
α|w(n−1)|2 .
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On utilise alors l’ine´galite´ de Cauchy–Schwarz :
|J (n−1)w(n−1) · g(n)| ≤ ‖J (n−1)‖2 |w(n−1)| |g(n−1)|
≤ β|w(n−1)| |g(n−1)|.
On obtient donc que
λn−1 ≤ β
α
|g(n−1)|
|w(n−1)| ,
ce qui donne bien graˆce a` (6.3.54) :
|w(n)| ≤ |g(n)|(1 + β
α
).
5. •Montrons d’abord que la suite (f(x(n)))n∈IN converge. Comme f(x(n+1)) =
f(x(n) + ρnw
(n)) ≤ f(x(n) + ρw(n)) ∀ρ ≥ 0, on a donc en particulier
f(x(n+1)) ≤ f(x(n)). La suite (f(x(n)))n∈IN est donc de´croissante. De
plus, elle est minore´e par f(x¯). Donc elle converge, vers une certaine
limite ` ∈ IR, lorsque n tend vers +∞.
• La suite (x(n))n∈IN est borne´e : en effet, comme f est croissante a`
l’infini, il existe R > 0 tel que si |x| > R alors f(x) ≥ f(x(0)). Or
f(x(n)) ≥ f(x(0)) pout tout n ∈ IN, et donc la suite (x(n))n∈IN est
incluse dans la boule de rayon R.
• Montrons que ∇f(x(n)) → 0 lorsque n→ +∞.
On a, par de´finition de x(n+1),
f(x(n+1)) ≤ f(x(n) + ρw(n)), ∀ρ ≥ 0.
En introduisant la fonction ϕ de´finie de IR dans IR par ϕ(t) =
f(x(n) + tρw(n)), on montre facilement (les calculs sont les meˆmes
que ceux de la question 1) que
f(x(n)+ρw(n)) = f(x(n))+ρ∇f(x(n))·w(n)+ρ2
∫ 1
0
H(x(n)+tρw(n))w(n)·w(n)(1−t)dt,
pour tout ρ ≥ 0. Graˆce a` l’hypothe`se sur H , on en de´duit que
f(x(n+1)) ≤ f(x(n)) + ρ∇f(x(n)) · w(n) + β
2
ρ2|w(n)|2, ∀ρ ≥ 0.
Comme ∇f(x(n)) · w(n) = −g(n) · w(n) = −|g(n)|2 (question 2) et
comme |w(n)| ≤ |g(n)|(1 + βα ) (question 4), on en de´duit que :
f(x(n+1)) ≤ f(x(n))− ρ|g(n)|2 + ρ2γ|g(n)|2 = ψn(ρ), ∀ρ ≥ 0,
ou` γ = β
2
2 + (1 +
β
α )
2. La fonction ψn est un polynoˆme de degre´ 2 en
ρ, qui atteint son minimum lorsque ψ′n(ρ) = 0, i.e. pour ρ =
1
2γ
. On
a donc, pour ρ =
1
2γ
,
f(x(n+1)) ≤ f(x(n))− 1
4γ
|g(n)|2,
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d’ou` on de´duit que
|g(n)|2 ≤ 4γ(f(x(n))− f(x(n+1)) → 0
n→+∞
On a donc ∇f(x(n)) → 0 lorsque n→ +∞.
• La suite (x(n))n∈IN e´tant borne´e, il existe une sous–suite qui converge
vers x ∈ IRN , comme ∇f(x(n)) → 0 et comme
nablaf est continue, on a ∇f(x) = 0. Par unicite´ du minimum (f est
croissante a` l’infini et strictement convexe) on a donc x = x¯.
Enfin on conclut a` la convergence de toute la suite par un argument
classique (voir question 6 de l’exercice 52 page 88).
Corrige´ de l’exercice 55 page 103 (Algorithme de quasi
Newton)
Partie 1
1. Par de´finition de w(n), on a :
w(n) · ∇f(x(n)) = −K(n)∇f(x(n)) · ∇f(x(n)) < 0
car K est syme´trique de´finie positive.
Comme ρn est le parame`tre optimal dans la direction w
(n), on a
∇f(x(n) + ρnw(n)) ·w(n) = 0, et donc Ax(n) ·w(n) + ρnAw(n) ·w(n) =
b · w(n) ; on en de´duit que
ρn = − g
(n) · w(n)
Aw(n) · w(n) .
Comme w(n) = −K(n)g(n), ceci s’e´crit encore :
ρn =
g(n) ·K(n)g(n)
AK(n)g(n) ·K(n)g(n) .
2. Si K(n) = A−1, la formule pre´ce´dente donne imme´diatement ρn = 1.
3. La me´thode de Newton consiste a` chercher le ze´ro de ∇f par l’algo-
rithme suivant (a` l’ite´ration 1) :
Hf (x
(0))(x(1) − x(0)) = −∇f(x(0)),
(ou` Hf (x) de´signe la hessienne de f au point x) c’est–a`–dire
A(x(1) − x(0)) = −Ax(0) + b.
On a donc Ax(n) = b, et comme la fonction f admet un unique
minimum qui ve´rifie Ax = b, on a donc x(1) = x, et la me´thode
converge en une ite´ration.
Partie 2 Me´thode de Fletcher–Powell.
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1. Soit n ∈ IN, on suppose que g(n) 6= 0. Par de´finition, on a s(n) =
x(n+1)−x(n) = −ρnK(n)g(n), avec ρn > 0. CommeK(n) est syme´trique
de´finie positive elle est donc inversible ; donc comme g(n) 6= 0, on a
K(n)g(n) 6= 0 et donc s(n) 6= 0.
Soit i < n, par de´finition de s(n), on a :
s(n) · As(i) = −ρnK(n)g(n) · As(i).
Comme K(n) est syme´trique,
s(n) · As(i) = −ρng(n) ·K(n)As(i).
Par hypothe`se, on a K(n)As(i) = s(i) pour i < n, donc on a bien que
si i < n
s(n) ·As(i) = 0 ⇔ g(n) · s(i) = 0.
Montrons maintenant que g(n) · s(i) = 0 pour i < n.
• On a
g(i+1) · s(i) = −ρig(i+1) ·K(i)g(i)
= −ρig(i+1) · w(i).
Or g(i+1) = ∇f(x(i+1)) et ρi est optimal dans la direction w(i).
Donc
g(i+1) · s(i) = 0.
• On a
(g(n) − g(i+1)) · s(i) = (Ax(n) −Ax(i+1)) · s(i)
=
n−1∑
k=i+1
(Ax(k+1) −Ax(k)) · s(i)
=
n−1∑
k=i+1
As(k) · s(i),
= 0
Par hypothe`se de A–conjugaison de la famille (s(i))i=1,k−1 on
de´duit alors facilement des deux e´galite´s pre´ce´dentes que g(n) ·
s(i) = 0. Comme on a montre´ que g(n) · s(i) = 0 si et seulement
si s(n) · As(i) = 0, on en conclut que la famille (s(i))i=1,...,n est
A−conjugue´e, et que les vecteurs s(i) sont non nuls.
2. Montrons que K(n+1) est syme´trique. On a :
(K(n+1))t = (K(n))t+
(s(n)(s(n))t)t
s(n) · y(n) −
[(K(n)y(n))(K(n)y(n))t]t
K(n)y(n) · y(n) = K
(n+1),
car K(n) est syme´trique.
3. Montrons que K(n+1)As(i) = s(i) si 0 ≤ i ≤ n. On a :
K(n+1)As(i) = K(n)As(i)+
s(n)(s(n))t
s(n) · y(n) As
(i)− (K
(n)y(n))(K(n)(y(n))t
K(n)y(n) · y(n) As
(i).
(6.3.55)
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– Conside´rons d’abord le cas i < n. On a
s(n)(s(n))tAs(i) = s(n)[(s(n))tAs(i)] = s(n)[s(n) · As(i)] = 0
car s(n) · As(i) = 0 si i < n. De plus, comme K(n) est syme´trique,
on a :
(K(n)y(n))(K(n)y(n))tAs(i) = K(n)y(n)(y(n))tK(n)As(i).
Or par la question (c), on a K(n)As(i) = s(i) si 0 ≤ i ≤ n. De plus,
par de´finition, y(n) = As(n). On en de´duit que
(K(n)y(n))(K(n)y(n))tAs(i) = K(n)y(n)(As(n))ts(i) = K(n)y(n)(s(n))tAs(i) = 0
puisque on a montre´ en (a) que les vecteurs s(0), . . . , s(n) sont A-
conjugue´s. On de´duit alors de (6.3.55) que
K(n+1)As(i) = K(n)As(i) = s(i).
– Conside´rons maintenant le cas i = n. On a
K(n+1)As(n) = K(n)As(n)+
s(n)(s(n))t
s(n) · y(n) As
(n)− (K
(n)y(n))(K(n)(y(n))t
K(n)y(n) · y(n) As
(n),
et comme y(n) = As(n),, ceci entraˆıne que
K(n+1)As(n) = K(n)As(n) + s(n) −K(n)y(n) = s(n).
4. Pour x ∈ IRN , calculons K(n+1)x · x :
K(n+1)x ·x = K(n)x ·x+ s
(n)(s(n))t
s(n) · y(n) x ·x−
(K(n)y(n))(K(n)y(n))t
K(n)y(n) · y(n) x ·x.
Or s(n)(s(n))tx · x = s(n)(s(n) · x) · x = (s(n) · x)2, et de meˆme,
(K(n)y(n))(K(n)y(n))tx · x = (K(n)y(n) · x)2. On en de´duit que
K(n+1)x · x = K(n)x · x+ (s
(n) · x)2
s(n) · y(n) −
(K(n)y(n) · x)2
K(n)y(n) · y(n) .
En remarquant que y(n) = As(n), et en re´duisant au meˆme de´nominateur,
on obtient alors que
K(n+1)x·x = (K
(n)x · x)(K(n)y(n) · y(n))− (K(n)y(n) · x)2
(K(n)y(n) · y(n)) +
(s(n) · x)2
As(n) · s(n) .
Montrons maintenant que K(n+1) est syme´trique de´finie positive.
Comme K(n) est syme´trique de´finie positive, on a graˆce a` l’ine´galite´
de Cauchy-Schwarz que (K(n)y(n) · x)2 ≤ (K(n)x · x)(K(n)y(n)) avec
e´galite´ si et seulement si x et y(n) sont coline´aires. Si x n’est pas
coline´aire a` y(n), on a donc donc clairement
K(n+1)x · x > 0.
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Si maintenant x est coline´aire a` y(n), i.e. x = αy(n) avec α ∈ IR∗+, on
a, graˆce au fait que y(n) = As(n),
(s(n) · x)2
As(n) · s(n) = α
2 (s
(n) ·As(n))2
As(n) · s(n) > 0, et donc K
(n+1)x · x > 0.
On en de´duit que K(n+1) est syme´trique de´finie positive.
5. On suppose que g(n) 6= 0 si 0 ≤ n ≤ N − 1. On prend comme hy-
pothe`se de re´currence que les vecteurs s(0), . . . , s(n−1) sont A-conjugue´s
et non-nuls, que K(j)As(i) = s(i) si 0 ≤ i < j ≤ n et que les matrices
K(j) sont syme´triques de´finies positives pour j = 0, . . . , n.
Cette hypothe`se est ve´rifie´e au rang n = 1 graˆce a` la question 1 en
prenant n = 0 et K(0)syme´trique de´finie positive.
On suppose qu’elle est vraie au rang n. La question 1 prouve qu’elle
est vraie au rang n+ 1.
Il reste maintenant a` montrer que x(N+1) = A−1b = x. On a en effet
K(N)As(i) = s(i) pour i = 0 a` N − 1. Or les vecteurs s(0), . . . , s(n−1)
sont A-conjugue´s et non-nuls : ils forment donc une base. On en
de´duit que K(N)A = Id, ce qui prouve que K(N) = A−1, et donc,
par de´finition de x(N+1), que x(N+1) = A−1b = x.
Exercice 57 page 111 (Sur l’existence et l’unicite´)
La fonction f : IR → IR de´finie par f(x) = x2 est continue, strictement
convexe, et croissante a` l’infini. Etudions maintenant les proprie´te´s de K dans
les quatre cas propose´s :
(i) L’ensemble K = {|x| ≤ 1} est ferme´ borne´ et convexe. On peut donc
appliquer le the´ore`me d’existence et d’unicite´ 3.33 page 106. En remarquant
que f(x) ≥ 0 pour tout x ∈ IR et que f(0) = 0, on en de´duit que l’unique
solution du proble`me (3.5.32) est donc x¯ = 0.
(ii) L’ensemble K = {|x| = 1} est ferme´ borne´ mais non convexe. Le
the´ore`me d’existence 3.31 page 106 s’applique donc, mais pas le the´ore`me d’uni-
cite´ 3.32 page 106. De fait, on peut remarquer que K = {−1, 1}, et donc
{f(x), x ∈ K} = {1}. Il existe donc deux solutions du proble`me (3.5.32) :
x¯1 = 1 et x¯1 = −1.
(iii) L’ensemble K = {|x| ≥ 1} est ferme´, non borne´ et non convexe. Ce-
pendant, on peut e´crire K = K1 ∪ K2 ou` K1 = [1,+∞[ et K2 =] − ∞,−1]
sont des ensembles convexes ferme´s. On peut donc appliquer le the´ore`me 3.33
page 106 : il existe un unique x¯1 ∈ IR et un unique x¯2 ∈ IR solution de (3.5.32)
pour K = K1 et K = K2 respectivement. Il suffit ensuite de comparer x¯1 et x¯2.
Comme x¯1 = −1 et x¯2 = 1, on a existence mais pas unicite´.
(iv) L’ensemble K = {|x| > 1} n’est pas ferme´, donc le the´ore`me 3.31 page
106 ne s’applique pas. De fait, il n’existe pas de solution dans ce cas, car on a
limx→1+f(x) = 1, et donc infK f = 1, mais cet infimum n’est pas atteint.
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Exercice 58 page 112 (Maximisation de l’aire d’un rectangle
a` pe´rime`tre donne´)
1. On peut se ramener sans perte de ge´ne´ralite´ au cas du rectangle [0, x1]×
[0, x2], dont l’aire est e´gale a` x1x2 et de pe´rime`tre 2(x1 + x2). On veut donc
maximiser x1x2, ou encore minimiser −x1x2. Pourx = (x1, x2)t ∈ IR2, posons
f(x1, x2) = −x1x2 et g(x1, x2) = x1 + x2. De´finissons
K =
{
x = (x1, x2)
t ∈ (IR+)2 tel que x1 + x2 = 1
}
.
Le proble`me de minimisation de l’aire du rectangle de pe´rime`tre donne´ et e´gal
a` 2 s’e´crit alors : 
(
x1
x2
)
∈ K
f(x¯1, x¯2) ≤ f(x1, x2) ∀(x1, x2) ∈ K
(6.3.56)
2. Comme x1 et x2 sont tous deux positifs, puisque leur somme doit eˆtre
e´gale a` 1, ils sont force´ment tous deux infe´rieurs a` 1. Il est donc e´quivalent
de re´soudre (6.3.56) ou (3.5.40). L’ensemble K˜ est un convexe ferme borne´, la
fonction f est continue, et donc par le the´ore`me 3.31 page 106, il existe au moins
une solution du proble`me (3.5.40) (ou (6.3.56)).
3. Calculons ∇g : ∇g(x) = (1, 1)t, donc rang Dg(x, y) = 1. Par le the´ore`me
de Lagrange, si x = (x1, x2)
t est solution de (6.3.56), il existe λ ∈ IR tel que{ ∇f(x¯, y¯) + λ∇g(x¯, y¯) = 0,
x¯+ y¯ = 1.
Or ∇f(x¯, y¯) = (−x¯,−y¯)t, et ∇g(x¯, y¯) = (1, 1)t. Le syste`me pre´ce´dent s’e´crit
donc :
−y¯ + λ = 0− x¯+ λ = 0 x¯+ y¯ = 1.
On a donc
x¯ = y¯ =
1
2
.
Exercice 59 page 112 (Fonctionnelle quadratique)
1. Comme d 6= 0, il existe x˜ ∈ IRN tel que d · x˜ = α 6= 0. Soit x = cα x˜ alors
d · x = c. Donc l’ensemble K est non vide. L’ensemble K est ferme´ car noyau
d’une forme line´aire continue de IRN dans IR, et K est e´videmment convexe.
La fonction f est strictement convexe et f(x) → +∞ quand |x| → +∞, et donc
par les the´ore`mes 3.31 et 3.32 il existe un unique x¯ solution de (3.5.32).
2. On veut calculer x¯. On a : Dg(x)z = d · z, et donc Dg(x) = dt. Comme
d 6= 0 on a rang(Dg(x)) = 1, ou encore Im(Dg(x)) = IR pour tout x. Donc le
the´ore`me de Lagrange s’applique. Il existe donc λ ∈ IR tel que∇f(x¯)+λ∇g(x¯) =
0, c’est-a`-dire Ax¯ − b+ λd = 0. Le couple (x¯, λ) est donc solution du proble`me
suivant‘ : {
Ax¯− b+ λd = 0,
d · x¯ = c , (6.3.57)
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qui s’e´crit sous forme matricielle : By = e, avecB =
 A d
dt 0
 ∈MN+1(IR),
y =
[
x¯
λ
]
∈ IRN+1 et e =

b
c
 ∈ IRN+1. Montrons maintenant que B est
inversible. En effet, soit z
[
x
µ
]
∈ IRN+1, avec x ∈ IRN et µ ∈ IR tel que
Bz = 0. Alors  A d
dt 0
 [ x
µ
]
= 0.
Ceci entraˆıne Ax−dµ = 0 et dtx = d ·x = 0. On a donc Ax ·x− (d ·x)µ = 0. On
en de´duit que x = 0, et comme d 6= 0, que µ = 0. On a donc finalement z = 0.
On en conclut que B est inversible, et qu’il existe un unique (x, λ)t ∈ IRN+1
solution de (6.3.57) et et x¯ est solution de (3.5.32).
Exercice 63 page 113 (Application simple du the´ore`me de
Kuhn-Tucker
La fonction f de´finie de E = IR2 dans IR par f(x) = x2 + y2 est continue,
strictement convexe et croissante a` l’infini. L’ensemble K qui peut aussi eˆtre
de´fini par : K = {(x, y) ∈ IR2; g(x, y) ≤ 0}, avec g(x, y) = 1− x− y est convexe
et ferme´. Par le the´ore`me 3.33 page 106, il y a donc existence et unicite´ de la
solution du proble`me (3.5.32). Appliquons le the´ore`me de Kuhn-Tucker pour la
de´termination de cette solution. On a :
∇g(x, y) =
( −1
−1
)
et ∇f(x, y) =
(
2x
2y
)
.
Il existe donc λ ∈ IR+ tel que :
2x− λ = 0,
2y − λ = 0,
λ(1− x− y) = 0,
1− x− y ≤ 0,
λ ≥ 0.
Par la troisie`me e´quation de ce syste`me, on de´duit que λ = 0 ou 1− x− y = 0.
Or si λ = 0, on a x = y = 0 par les premie`re et deuxie`me e´quations, ce qui est
impossible en raison de la quatrie`me. On en de´duit que 1− x− y = 0, et donc,
par les premie`re et deuxie`me e´quations, x = y = 12 .
Exercice 3.6.3 page 119 (Exemple d’ope´rateur de projec-
tion)
2. Soit pK l’ope´rateur de projection de´finie a` la proposition 3.43 page 113,
il est facile de montrer que, pour tout i = 1, . . . , N, :
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(pK(y))i = yi si yi ∈ [αi, βi],
(pK(y))i = αi si yi < αi,
(pK(y))i = βi si yi > βi,
ce qui entraˆıne
(pK(y))i = max(αi,min(yi, βi)) pour tout i = 1, . . . , N.
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6.4 Corrige´ des exercices du chapitre 4
Corrige´ de l’exercice 66 page 136 (Condition de Lipschitz
et unicite´)
Pour a ≥ 1, la fonction ϕa : IR+ → IR+ de´finie par : ϕa(x) = xa est
continuˆment diffe´rentiable, et sa de´rive´e est ϕ′a(x) = ax
a−1. Elle est donc lip-
schitzienne sur les borne´s. Si a = 0, la fonction ϕa est constante et e´gale a` 1, et
donc encore lipschitzienne sur les borne´s.
Soit maintenant a ∈]0, 1[, supposons que soit lipschitzienne sur les borne´s.
Alors, pour tout A > 0, il existe MA > 0 tel que |ϕa(x)| ≤ MA|x|. Ceci entraˆıne
que la fonction x 7→ |ϕa(x)x | est borne´e sur B(0, A). Mais |ϕa(x)x | = |xa−1| → +∞
lorsque x → 0. Ceci montre que la fonction ϕa n’est pas lipachitzienne sur les
borne´s si a ∈]0, 1[.
Par le the´ore`me de Cauchy-Lipschitz, si ϕa est lipschitzienne sur les borne´s,
alors le proble`me (4.7.23) admet une unique solution qui est la solution constante
et e´gale a` ze´ro.
Si ϕa est lipschitzienne sur les borne´s, i.e. si a ∈]0, 1[, la fonction nulle est
encore solution du proble`me (4.7.23), mais on peut obtenir une autre solution
de´finie par (calcul e´le´mentaire de se´paration de variable) :
ya(t) = [(1− a)t]
1
1−a .
(Notons que cette fonction n’est de´finie que pour a ∈]0, 1[.)
Corrige´ de l’exercice 71 page 137 (Stabilite´ par rapport aux
erreurs et convergence)
1. Par de´finition du sche´ma (4.1.6) et de l’erreur de consistance (4.2.10), on
a :
xk+1 = xk + hkφ(xk , tk, hk)
x¯k+1 = x¯k + hkφ(x¯k , tk, hk) + hkRk.
Comme le sche´ma (4.1.6) est suppose´ stable par rapport aux donne´es, on a en
prenant yk = x¯k et εk = hkRk dans (4.2.12) page 127 :
ek+1 ≤ K(|x0 − x¯0|+
k−1∑
i=0
|hiRi|) pour tout k = 0, . . . , n− 1.
Comme le sche´ma est consistant d’ordre p, on a Ri ≤ Chp et donc par l’ine´galite´
pre´ce´dente : ek+1 ≤ K|e0|+ C˜hp) ou` C˜ ∈ R+ ne de´pend que de f ,T , x¯0 (et pas
de h). On en de´duit que le sche´ma est convergent d’ordre p.
2. Soient (xk)k=0,...,n−1 et (yk)k=0,...,n−1 ve´rifiant (4.2.12), c’est a` dire :
xk+1 = xk + hkφ(xk , tk, hk),
yk+1 = yk + hkφ(yk , tk, hk) + εk,
pour k = 0, . . . , n− 1,
alors graˆce a` l’hypothe`se sur le caracte`re lipschitzien de φ, on a :
|xk+1 − yk+1| ≤ (1 + hkM)|xk − yk|+ |εk| ≤ ehkM |xk − yk|+ |εk|.
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On en de´duit par re´currence sur k que
|xk − yk| ≤ etkM |e0|+
k−1∑
i=0
e(tk−ti+1)M |εi| ≤ K(|e0|+
k∑
i=0
|εi|),
avec K = eTM . On a donc ainsi montre´ que le sche´ma (4.1.6) est stable par
rapport aux erreurs.
Corrige´ de l’exercice 74 page 138 (Me´thode de Taylor)
1. Soit x solution du proble`me de Cauchy (4.1.1). Montrons par re´currence
que
x(m+1)(t) = f (m)(x(t), t).
Pour m = 0, on a x(1)(t) = f(x(t), t) = f (0)(x(t), t). Supposons que
x(p+1)(t) = f (p)(x(t), t) pour p = 0, . . . ,m,
et calculons x(m+2)(t). On a
x(m+2)(t) = ∂1f
(m)(x(t), t)x′(t) + ∂2f (m)(x(t), t)
= ∂1f
(m)(x(t), t)f(x(t), t) + ∂2f
(m)(x(t), t)
= f (m+1)(x(t), t).
2. On a f (1) = ∂2f + (∂1f)f, et f
(2) = (∂1f
(1))f + (∂2f
(1)), soit encore
f (2) =
(
∂1∂2f + (∂
2
1)f + (∂1f)
2
)
+ ∂22 + (∂1∂2f)f + (∂1f)(∂2f).
3.Dans le cas p = 1, on a ψp(y, t, h) = f(y, t) et donc le sche´ma (4.7.27)
s’e´crit : {
x0 = x¯0,
xk+1 = xk + hf(xk, tk), pour k = 1, . . . , n.
On reconnaˆıt le sche´ma d’Euler explicite.
4.a/ Puisque f(y, t) = y , on a f (k) = f pour tout k, et donc
ψp(y, t, h) =
p−1∑
j=0
hj
(j + 1)!
f(y, t).
4.b/ Par de´finition,
x1 = x¯0 + hf(x¯0, 0) = x¯0 + h
p−1∑
j=0
hj
(j + 1)!
x¯0 = 1 + h
p−1∑
j=0
hj
(j + 1)!
=
p∑
j=0
hj
(j + 1)!
.
Supposons que
xk =
 p∑
j=0
hj
j!
k pour k = 1, . . . , `,
220 CHAPITRE 6. CORRIGE´S DE´TAILLE´S DES EXERCICES
et montrons que cette relation est encore ve´rifie´e au rang `+ 1. On a bien :
x`+1 = x` + h
p−1∑
j=0
hj
j!
x` =
p∑
j=0
hj
j!
x`,
ce qui termine la re´currence.
4.c/ Comme x est la solution de (4.1.1) pour f(y, t) = y et x¯0 = 1, on a
e´videmment x(t) = et, et donc x(tk) = e
hk.
Le re´sultat de la question 4.b/ permet de de´duire que
xk =
(∑p
j=0
hj
j!
)k
=
(
eh −R(h))k ,
avec 0 < R(h) < eh h
p+1
(p+1)! . On a donc
xk = e
kh
(
1− R(h)eh
)k
= ekh(1− a)k ,
avec a = R(h)eh ∈]0, 1[. On en de´duit que
0 ≤ x¯k − xk ≤ ekh
(
1− (1− a)k) .
Comme k ≥ 1 et a ∈]0, 1[, on en de´duit (par re´currence sur k) que (1−a)k ≥
1− ka. On a donc
0 ≤ x¯k − xk ≤ kaekh ≤ ketk h
p+1
(p+ 1)!
≤ tketk h
p
(p+ 1)!
.
5. Un de´veloppement de Taylor montre que
x¯k+1 =
p∑
j=0
hj
j!
x(j)(tk) + Ck,hh
p+1
= x¯k +
p∑
j=1
hj−1
j!
f (j−1)(x¯k, tk) + Ck,hhp+1,
avec Ck,h ≤ C ∈ IR+. On a donc
x¯k+1 − x¯k
h
=
p∑
j=1
hj−1
j!
f (j−1)(x¯k, tk) + Ck,hhp
=
p−1∑
j=0
hj
(j + 1)!
f (j)(x¯k, tk) + Ck,hh
p
= ψp(x¯k , tk, h) + Ck,hh
p.
Le sche´ma est donc consistant d’ordre p. Il suffit alors d’appliquer le the´ore`me
4.10 page 128 (car ψp est de classe C
∞ donc lipschitzienne sur les borne´s) pour
obtenir l’existence de h¯ > 0 et C > 0 ne de´pendant que de x¯0, T et f , tels que
si 0 < h < h¯, alors |xk − x(tk)| ≤ Chp, pour tout k = 0, . . . , n+ 1.
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Corrige´ de l’exercice 4.7 page 141 (Me´thodes semi-implicite
et explicite)
1. 
x
(n+1)
1 − x(n)1
k
= −x(n)1 − x(n)1 x(n+1)2 ,
x
(n+1)
2 − x(n)2
k
= −x
(n+1)
2
x
(n)
1
,
x
(0)
1 = a, x
(0)
2 = b.
(6.4.58)
On a x
(0)
1 = a > 0 et x
(0)
2 = b > 0. De plus, on a
x
(1)
2 =
1
1 + ka
b,
donc x
(1)
2 est bien de´fini, et 0 < x
(1)
2 < x
(0)
2 = b. Or x
(1)
1 = a − k(a+ ab)
et comme a et b appartiennent a` ]0, 1[, on a a + ab ∈]0, 2[, et comme
0 < k < 1/2, on en de´duit que 0 < x
(1)
1 < x
(0)
1 = a.
Supposons que les suites soient bien de´finies, de´croissantes et strictement
positives jusqu’au rang n, et ve´rifions-le au rang n+ 1. On a
x
(n+1)
2 =
1
1 + k
x
(n)
1
x
(n)
2 , (6.4.59)
et donc en utilisant l’hypothe`se de re´currence, on obtient que x
(n+1)
2 < x
(n)
2
et 0 < x
(n+1)
2 < b.
De plus
x
(n+1)
1 = x
(n)
1 − kx(n)1 − kx(n)1 x(n+1)2 = x(n)1 (1− k − kx(n+1)2 ), (6.4.60)
et donc graˆce au fait que 0 < x
(n+1)
2 < b (et donc 1 − k − kx(n+1)2 >
1− k − kb, et a` l’hypothe`se de re´currence, on de´duit que x(n+1)1 < x(n)1 et
0 < x
(n+1)
1 < a.
2. Apre`s calcul, on obtient que le sche´ma nume´rique (6.4.58) s’e´crit sous la
forme
x(n+1) − x(n)
k
= φ(x(n), k), (6.4.61)
avec x(n) = (x
(n)
1 , x
(n)
2 )
t, et ou` φ ∈ C∞((IR∗+)2 × IR,+IR2) est de´finie par
φ(x, k) =
 −x1(1 + x1x2x1 + k )
− x2
x1 + k
 , (6.4.62)
et on ve´rifie bien que φ ∈ C∞((IR∗+)2 × IR+, IR2) (en fait φ est de classe
C∞ sur IR2+ × IR+ \ {0}× IR+ ×{0}.) et que φ(x, 0) = f(x). Ceci montre
que pour (x
(n)
1 , x
(n)
2 ) ∈ (IR∗+)2 et k > 0, le couple (x(n+1)1 , x(n+1)2 ) est bien
de´fini par (6.4.58) de manie`re unique.
222 CHAPITRE 6. CORRIGE´S DE´TAILLE´S DES EXERCICES
3. Comme x ∈ C∞([0,+∞[, (IR∗+)2), on a
|x(tn+1)− x(tn)
k
− x′(tn)| ≤ kmax
[0,T ]
|x′′|,
et
|φ(x(tn), k)− φ(x(tn), 0)| ≤ kmax
[0,T ]
|D2φ(x(t), t)|.
Or la solution exacte x sur [0, T ] vit dans un borne´ [α, β]2 de R∗+, et
ses de´rive´es atteignent ses bornes sur le compact [0, T ], donc il existe
C(T ) ∈ IR+ tel que max[0,T ] |x′′| ≤ C(T ) et max[0,T ] |D2φ(x(t), t)| ≤
C(T ). Comme de plus φ(x(tn), 0) = f(x(tn), on en de´duit par ine´galite´
triangulaire que |R(n)k | ≤ C(T )k.
4. (Stabilite´)
(i) Soit T > 0. De (6.4.60) et du fait que 0 < x
(n)
2 < b on de´duit que
x
(n+1)
1 ≥ x(n)1 (1− k − kb),
et donc par re´currence sur n que
x
(n)
1 ≥ x(0)1 (1− k − kb)n,
Donc pour tout entier n tel que nk ≤ T , on a n ≤ Tk , et comme
1− k − kb > 0 (car k < 1/2), on a x(n)1 ≥ (1− k − kb)
T
k .
(ii) On a (1 − k − kb) Tk = exp(Tk ln(1 − k − kb)), et ln(1 − k − kb) est
e´quivalent a` k − kb dans un voisinage de k = 0. On en de´duit que
(1− k − kb) Tk → e−(1+b)T lorsque k → 0.
La fonction ϕ de´finie par ϕ(k) = (1 − k − kb) Tk est continue, stric-
tement positive sur [0, 1/2], et sa limite lorsque k tend vers 0 est
minore´e par un nombre strictement positif. Donc la fonction est elle-
meˆme minore´e par un nombre strictement positif. On en de´duit que
inf0<k< 12 (1− k − kb)
T
k > 0.
(iii) D’apre`s les re´sultats des questions 3 (a) et 3 (d) (ii), on a a(T ) ≤
x
(n)
1 ≤ a, pour tout n tel que nk ≤ T , avec a(T ) = inf0<k< 12 (1− k −
kb)
T
k .
En utilisant ce re´sultat (et la question 3 (a)), on de´duit alors de
(6.4.59) que
x
(n+1)
2 ≥
1
1 + ka(T )
x
(n)
2 ,
et donc que
x
(n)
2 ≥
( 1
1 + ka(T )
)T
k
x
(0)
2 ,
Une e´tude similaire a` celle de la question pre´ce´dente montre que la
fonction
k 7→
( 1
1 + ka(T )
)T
k
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est continue et strictement positive sur [0, 1/2] et sa limite lorsque k
tend vers 0 est strictement positive. On en de´duit que b(T ) ≤ x(n)2 ≤
b, pour tout n tel que nk ≤ T , avec
b(T ) = b inf
k∈[0,1/2]
( 1
1 + ka(T )
)T
k
> 0.
5. (Convergence) Soit T > 0. On ne peut pas appliquer directement le
the´ore`me du cours car φ n’est pas lipschitzienne sur les borne´s, mais il
suffit de remarquer que :
– la solution exacte sur [0, T ] vit dans un borne´ [α, β]2 de R∗+.
– le sche´ma est inconditionnellement stable : x(n) ∈ [a(T ), a]× [b(T ), b].
Or la fonction φ est de classeC1 sur [A,B]2×R∗+, ou`A = min(α, a(T ), b(T ))
et B = max(β, a, b). Donc elle est lipschitzienne par rapport a` la premie`re
variable sur le pave´ [A,B]2. La de´monstration par re´currence faite en cours
dans le cas φ globalement lipschitzienne s’adapte donc tre`s facilement. (elle
est meˆme plus facile car e0 = 0 et le pas de discre´tisation est constant. . . )
6. On remplace maintenant le sche´ma (6.4.58) par le sche´ma d’Euler expli-
cite. Celui s’e´crit :
x
(n+1)
1 − x(n)1
k
= −x(n)1 − x(n)1 x(n)2 ,
x
(n+1)
2 − x(n)2
k
= −x
(n)
2
x
(n)
1
,
x
(0)
1 = a, x
(0)
2 = b.
(6.4.63)
Supposons x
(n)
1 > 0 et x
(n)
2 > 0 pour tout n. La premie`re e´quation de
(6.4.58) donne alors que
x
(n+1)
1 − x(n)1
k
= −x(n)1 ,
et donc x
(n+1)
1 < (1 − k)x(n)1 . On en de´duit par re´currence que x(n)1 <
(1− k)na→ 0 lorsque n→ 0 (on supposera que k < 1 pour que le sche´ma
soit bien de´fini. Donc pour un pas de temps k donne´, il existe n tel que
x
(n)
1 ≤ k. Or pour cette valeur de n,
x
(n+1)
2 = x
(n)
2 (1−
k
x
(n)
1
) ≤ 0,
ce qui contredit l’hypothe`se x
(n)
2 > 0 pour tout n.
Ceci montre que le sche´ma d’Euler explicite n’est franchement pas bon
dans ce cas. (Etudier si le coeur vous en dit le sche´ma totalement impli-
cite...)
