A new recursive dynamic factor analysis for point and interval forecast of electricity price by Wu, HC et al.
Title A new recursive dynamic factor analysis for point and intervalforecast of electricity price
Author(s) Wu, HC; Chan, SC; Tsui, KM; Hou, Y
Citation IEEE Transactions on Power Systems, 2013, v. 28 n. 3, p. 2352-2365
Issued Date 2013
URL http://hdl.handle.net/10722/189052
Rights IEEE Transactions on Power Systems. Copyright © Institute ofElectrical and Electronics Engineers.
2352 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 28, NO. 3, AUGUST 2013
A New Recursive Dynamic Factor Analysis for Point
and Interval Forecast of Electricity Price
H. C. Wu, Student Member, IEEE, S. C. Chan, Member, IEEE, K. M. Tsui, and Yunhe Hou, Member, IEEE
Abstract—The functional principal component analysis (FPCA)
is a recent tool in multivariate statistics and it has been shown to
be effective for electricity price forecasting. However, its online
implementation is expensive, which requires the computation of
eigen-decomposition at each update. To reduce the arithmetic
complexity, we propose a recursive dynamic factor analysis
(RDFA) algorithm where the PCs are recursively tracked using
efficient subspace tracking algorithm while the PC scores are
further tracked and predicted recursively using Kalman filter
(KF). From the latter, the covariance and hence the interval of
the forecasted electricity price can be estimated. Advantages of
the proposed RDFA algorithm are the low online complexity,
and the availability of the prediction interval thanks to the KF
framework. Furthermore, a robust extension is proposed to tackle
possible non-Gaussian variation. Finally, the RDFA algorithm
can be extended to predict electricity price in a longer period
using a multi-factor model by capturing trends in different time
horizon. Experimental results on the New England and Australian
datasets show that the proposed RDFA approach is able to achieve
better prediction accuracy than other conventional approaches. It
thus serves as an attractive alternative to other conventional ap-
proaches to forecast electricity price and other related applications
because of its low complexity, efficient recursive implementation
and good performance.
Index Terms—Electricity price forecasting, FPCA, interval fore-
cast, Kalman filter, multi-factor model, OPASTr, recursive, sub-
space tracking.
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AEMO Australian electricity market operator.
ARMA Autoregressive and moving average.
ARV Autoregressive model with time varying mean.
ED Eigen-decomposition.
FA Factor analysis.
FPCA Functional principal component analysis.
FV Forward validation.
GARCH Generalized autoregressive conditional
heteroskedasticity.
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KF Kalman filter.
LMP Locational marginal pricing.
LS Least squares.
OPAST Orthonormal projection approximation subspace
tracking.
OPASTr Orthonormal projection approximation subspace
tracking with rank-1 modification.
MAPE Mean absolute percentage error.
MDL Minimum description length.
NSW New South Wales.
OU Ornstein-Uhlenbeck.
QRD QR decomposition.
RDFA Recursive dynamic factor analysis.
RRDFA Robust recursive dynamic factor analysis.
SPE Squared prediction error.
SVR Support vector regression.
SSM State space model.
I. INTRODUCTION
T HE launch of the electricity market has transformed theelectricity industry from a primarily technical business to
one in which products are treated in much the same way as other
commodities. In such a market, electricity price can be highly
volatile due to the time varying nature of the demand and supply.
Moreover, with increased utilization of renewable energies with
variable nature, such as solar and wind power, the operation of
power system will become more dynamic and stochastic in na-
ture. In fact, renewable energies are expected to provide 20%
of U.S. electricity market by 2030 [1]. To address the possible
volatility of electricity price, there is an increasing interest in
predicting not only the price itself but also the price interval,
which can quantify the uncertainty of the forecasted price and
hence to evaluate the risks of the decisions made by market par-
ticipants. Finally, with the introduction of real-time pricing [2],
electricity price forecasting has to be done in a much shorter in-
terval of say 1 hour, half an hour or even shorter. These calls for
efficient real-time algorithms to perform electricity price fore-
casting, so that decisions can be made by the consumer in a
shorter time interval to provide finer control of appliances.
According to recent reviews [3], [4], common behavior of
electricity prices can be broadly summarized in the following
0885-8950/$31.00 © 2013 IEEE
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aspects: 1) strongly seasonal nature of prices; 2) mean reversion
nature; 3) price dependent volatilities and spikes. Different
algorithms have been put forward for modeling these char-
acteristics of electricity prices. A traditional approach is the
autoregressive (AR) based time series models. It was shown
to approximate continuous time models [5] such as the mean
reverting Ornstein-Uhlenbeck (OU) processes [6], [7]. The AR
model can be explicitly solved using the ordinary least squares
(LS). Other variants such as the autoregressive and moving
average (ARMA) model, AR with time varying mean (ARV),
generalized AR conditional heteroskedasticity (GARCH) are
also commonly used to predict future spot price. On the other
hand, production cost models were proposed to predict the
electricity price/load by simulating the strategic behavior of
producers and the consumers. More recently, machine learning
approaches such as the support vector regression (SVR) [8]
was proposed for time series prediction in [9], and was ap-
plied recently to electricity price forecasting [10]. A desirable
feature of SVR is that it is able to model possible non-linear
relationships between the future price and previous price using
a non-linear kernel function.
Recently, studies in the Dutch, German and French day ahead
hourly prices [11] suggests it is more advantageous to use dif-
ferent models to describe the prices for low and peak hours be-
cause prices during low demand behave distinctively from those
during peak demand. For example, the price data can be divided
into 24 partitions (hours) for hourly price, where each parti-
tion represents a particular hour of all days and can be treated
as a separate variable. This concept can be extended to other
time scales such as half-hourly data. Since the pattern of the
price for adjacent partitions will be highly similar, the applica-
tion of factor analysis (FA) techniques such as functional prin-
cipal component analysis (FPCA) is becoming an important re-
search area for such problems. The usefulness of FPCA for price
forecasting is its ability to explore and capture the correlation
between adjacent periods of interest [12]. For example, an in-
traweek seasonal cycle exhibits similarity of the demand from
one week to the next.
One of the major challenges of the electricity price forecast
is to tackle the time-varying nature of the electricity price [3],
[4]. To improve adaptability, online batch processing is usually
desirable, where the prediction is performed by applying the
forecasting algorithm to a data block made up of consecutive
electricity price samples. Whenever a new sample is available,
the existing data block is appended with the new sample and
the earliest sample is discarded. This procedure is repeated for
each incoming sample or blocks of samples in each update. In
this regard, the forecasting algorithm can better adapt to possible
changes of trend. However, this may also lead to high arithmetic
complexity. For example, the eigen-decomposition (ED) in the
FPCA and the cross validation for parameter tuning in the SVR
have to be repeatedly applied to each update.
In this paper, to cope with the high arithmetic complexity in-
curred by such online real-time pricing estimation, we propose a
new recursive dynamic factor analysis (RDFA) algorithm. It em-
ploys efficient recursive subspace tracking and ED algorithms to
compute the PCs and PC scores in the FPCA. Since only themost
recent sample is used for the updating, the memory storage re-
quired is also reduced. Moreover, we consider a dynamic factor
model where the PC scores are modeled as AR processes. By as-
suming that the innovation is Gaussian distributed [31], [32], the
Kalman filter (KF) algorithm can be used to recursively tracked
the PC scores. This also allows the covariance and hence the in-
tervals of the forecasted values to be estimated.
An outline and major contributions of the proposed algo-
rithms are summarized below:
1) It decomposes the electricity price into deterministic and
stochastic components, where longer term variations such
as seasonal weather, annual generation planned outage,
generation investment and retirement can be captured by
the deterministic component modeled as the Fourier se-
ries, and they are estimated online using the recursive least
squares (RLS). This allows the longer term variations to be
effectively tracked.
2) On the other hand, the stochastic component is used to
model shorter term variations, such as variations of elec-
tricity load and generation dispatches, given the determin-
istic components. It is approximated by a linear combina-
tion of principal components (PCs) and PC scores, which
are recursively computed by an efficient subspace tracking
algorithm called the orthonormal projection approximation
subspace tracking (OPAST) [16]. This reduces memory re-
quirement and arithmetic complexity which simplify real-
time computation. The OPAST is commonly used in com-
munications, array and signal processing [16], [17]. How-
ever, a major problem of subspace tracking is that the PCs
estimated are up to a rotation [16] and hence a new tech-
nique based on rank-1 modification [13] is utilized to ef-
fectively compute the PCs from the tracked subspace.
3) In order to perform forecasting derived from the PCs, the
PCs scores are modeled as AR models. By incorporating a
regularization term to the LS estimation of the AR model,
the estimation variance can be further reduced. The resul-
tant problem can be reformulated as the state estimation
problem of a linear state-space model, which can be recur-
sively solved using the KF. A major advantage of the KF is
that it can provide a density estimate of the AR coefficients,
which allows us to compute the interval of the forecasted
electricity price, i.e., interval forecast.
4) To tackle possible non-Gaussian variation such as price
spikes in somemarkets, whichmay degrade the subsequent
forecasting accuracy, we propose a robust extension for
the RDFA algorithm based on robustM-estimation. Firstly,
price spikes are detected using certain robust detection cri-
teria. Afterwards, the effect of these price spikes to the
RDFA algorithm is suppressed or down-weighted using a
modified Huber function so as to improve the robustness
of the proposed algorithm in subsequent forecasting.
Moreover, the framework can be generalized to a multi-factor
model, which decomposes the electricity price into different
components of different time horizon, such as hourly, daily,
weekly, monthly, etc., to further improve its performance for
large horizon forecasting including weekly or longer correla-
tions. Due to page limitation, interested readers are referred to
the supplementary material [15] for the details of the multi-
factor model.
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Though subspace tracking has been reported before for com-
munications, array and signal processing [16], [17] and recently
fault detection [13], the incorporation of interval estimation,
and its application to electricity price forecasting is to our best
knowledge new.
Experimental results show that the proposed approach, which
combines the aforementioned subspace tracking algorithms and
the KF, is able to achieve better day ahead forecast accuracy
than other conventional approaches for the NewEngland dataset
[18]. Moreover, similar results can also be observed for the Aus-
tralian (New SouthWales) half hourly dataset [37], which shows
that the robust extension of the proposed RDFA algorithm out-
performs other algorithms in the presence of undesired price
spikes. Its efficient recursive implementation, ability on per-
forming interval forecast and good performance make it as an
attractive alternative to other conventional approaches used in
electricity price forecasting and other related applications.
Finally, it should be noted that in some electricity markets
such as the Australian NEM, it is a common practice for retailers
to negotiate energy prices with the supplier through financial
hedging contracts [39], [40], in order to safeguard the risks of
exposing to the loss incurred on the extreme price spikes. For
example, the retailer and the operator can be bounded under
a “contract for differences”, which specifies the price for the
retailer to purchase a specified physical quantity of electricity
from the supplier for a defined period of time. This price is usu-
ally referred to as the strike price. If the actual price on the sub-
sequent day is higher than the strike price, the supplier will pay
the difference between the actual price and the strike price to
the retailer. Therefore, in the event of contingency, the retailer
will receive refund from the supplier and hence it will never lose
money due to the price spike. Conversely, if the retailer has ne-
gotiated a strike price that is always higher than the actual price,
it will need to pay the difference to the supplier when the power
plant is under normal operation and it will suffer from lost. Due
to the above reasons, the main focus of this paper is on accu-
rately predicting the general trend for the future electricity price
as this will be useful for the retailer to negotiate a better strike
price to minimize the risks of losing money.
Moreover, it should be noted that even for predicting the gen-
eral trend, algorithms that employ the Gaussian assumptionmay
degradeinpredictionperformanceif theelectricitypricedatacon-
tain price spikes. To be specific, itmay affect the prediction accu-
racy if the price spikes are wrongly incorporated into the predic-
tionmodel since theydonot reflect thegeneral trendundernormal
operation. In this regard, the proposed RRDFA algorithm is ro-
bust to the effectof theprice spikesonpredicting thegeneral trend
of the electricity price. If the values of the price spikes need to be
forecasted, then relevant information has to be used, which is not
currently modeled and explored by our algorithm.
The paper is organized as follows: The background of elec-
tricity forecasting algorithms are introduced in Section II. After-
wards, the proposed RDFA algorithm is discussed in Section III.
Finally, real examples using the New England dataset [18] and
Australian (New South Wales) [37] and comparisons with con-
ventional algorithms are presented in Section IV. Finally, con-
clusions are drawn in Section V.
II. BACKGROUND
A. Auto-Regression Model
A traditional approach to model electricity price is the AR
based time series models. In particular, a variant called ARV
model decomposes the electricity price , ,
into deterministic and stochastic components, denoted by
and , respectively, such that . The
deterministic component , which is related to the seasonal
trend of the electricity price, can be estimated using the Fourier
series
(1)
where , is the base period,
and is the floor operator. The coefficients , and can be
obtained by using the least squares (LS) method as in [19]. After
is computed, the stochastic component, which accounts
for the short-term fluctuations, is computed by
. Further, is modeled as an AR process of order
(2)
where , , are the AR coefficients and is the
modeling error. The AR coefficient in (2) can be determined
by solving the following LS problem:
(3)
where , ,
, and is the length
of the sliding window. Here, and are defined similarly
as and , respectively. The LS solution to (3) is
(4)
where and the superscript denotes
matrix transposition.
B. Functional Principal Component Analysis
In FPCA [12], the electricity price is approximated by a linear
combination of a set of orthogonal basis functions (vectors) with
appropriate coefficients, which are referred to as the PC vectors
(or simply PCs) and PC scores respectively. With an appropriate
partitioning of the data, correlation between adjacent periods of
interest can be more conveniently explored. Since the pattern
of the price for adjacent partitions will be highly similar, FPCA
can be used to explore these correlations.
More precisely, suppose we are given the electricity price of
days, . Consider samples of the electricity
price are collected at a regular interval at the th day. The
samples can be grouped into a vector
(5)
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where is the hourly price and is the number of partitions/
variables, which is chosen as for hourly price, then each
vector represents the hourly price for the th day. The value of
can also be adjusted for other time scales, such as
for half-hourly data for a day. Suppose that we are given the
electricity price vectors of days, i.e., , .
is usually “centered”, i.e., with its mean removed, before
the PC functions are computed. Hence, the mean of , is
first computed and is subtracted from each of the measurement
vector to form . Let the electricity price after centering be
. In FPCA, we wish to express the
centered electricity price vector in terms of PCs, i.e.,
, where is an appropriately
chosen number of PCs to achieve a sufficiently small approxi-
mation error , is the th PC, and is its associated
score for . Hence, can be written as
(6)
where , is the
score matrix, and is the collection of PCs
or loading matrix, and is the error
matrix. A common way to determine the PCs is to compute
the ED of the empirical correlation matrix:
, where the columns of are the eigenvector
and they are also the PCs and con-
tains the eigenvalues in descending order of magnitude
. If the first largest eigenvalues and their eigen-
vectors are retained, then one gets . The subspace
spanned by the major PCs is usually referred to as
the signal subspace. To handle possible system changes, such
as the change of the trend, the data collected can be rearranged
in a manner such that only the electricity price of most recent
days is retained, i.e.,
(7)
the correlation matrix can be computed similarly, i.e.,
(8)
for each day to update the PC.
To perform price forecasting using the updated PCs, time se-
ries models can be built for each PC score as they are highly
correlated. This can be achieved for example by AR-based time
series models. Consequently, if is the one step-ahead
PC score forecast of the th PC score predicted, say by the AR
model in (2), then the one day-ahead forecast for the electricity
price is
(9)
where is the mean of .
However, the online implementation requires batch eigen-de-
composition (ED) of the covariance matrix in (8) at each update,
which requires high arithmetic complexity.
Fig. 1. Flow chart of the proposed RDFA algorithm.
III. PROPOSED RECURSIVE DYNAMIC FACTOR ANALYSIS
The proposed approach can be mainly divided into two steps:
1) The current electricity price is modeled as the sum of
deterministic and stochastic components
(10)
where and are the deterministic and stochastic
components, respectively. Here, the deterministic com-
ponent is modeled as a Fourier series, which can
be efficiently computed in a real-time manner using the
RLS. The stochastic component is approximated by
a linear combination of PCs and PC scores, which are
recursively computed with the low complexity subspace
and PC tracking algorithms to be described later.
2) Then, the PC scores are modeled as AR model and its co-
efficients are assumed to be Gaussian distributed and are
tracked using the KF. A distinct advantage of using the KF
is that it provides the predicted AR coefficients estimate as
well as its covariance. Hence the interval of the forecast
values can be readily computed.
3) Furthermore, the proposed robust extension is employed
to tackle possible non-Gaussian variation, such as price
spikes. Firstly, price spikes are detected using certain ro-
bust detection criteria. Afterwards, the effect of these price
spikes to the RDFA algorithm are suppressed or down-
weighted using a modified Huber function so as to im-
prove the robustness of the proposed algorithm in subse-
quent forecasting.
Fig. 1 shows a flow chart of the proposed RDFA algorithm.
The rest of this section is organized as follows. First, recursive
estimation of the Fourier series using the RLS is discussed in
Section III-A. The subspace tracking algorithm is then discussed
in Section III-B. The price and interval prediction using the KF
is discussed in Section III-C. Finally, the robust extension is
discussed in Section III-D.
A. Recursive Estimation of Fourier Series
As mentioned before, the deterministic component
is modeled as a Fourier series, which can be solved
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using the LS estimator. For efficient online computa-
tion, we employ the RLS estimator to solve for the
Fourier coefficients recursively. More specifically, con-
sider the deterministic component of the price vector
. For each variable
, , we construct a Fourier series
and the Fourier coefficients and can be determined by




. Here, is a forgetting factor to give
less weighting to data in the distant past in order to reflect
changes in the process. It is well known that QR decom-
position-based (QRD) method for solving RLS problem is
numerically more stable than using the matrix inversion for-
mula under finite wordlength implementation. Also, efficient
hardware implementation in form of systolic arrays and Cordic
processors are readily available. Interested readers are referred
to [20] and [21] for detailed derivation of the QRD-RLS.
Comparing with batch processing using the conventional LS,
which requires a complexity of , the complexity of the
QRD-RLS algorithm is only . Afterwards, the determin-
istic component is subtracted from the price vector and
the resultant stochastic component is
centered using a recursive mean estimator
(12)
Here, is a forgetting factor for the recursive mean. The cen-
tered stochastic component, i.e.,
(13)
is then used in the recursive estimation of the signal subspace.
B. Subspace Tracking
We proposed to estimate the signal subspace recursively by
the OPASTr algorithm [13] summarized in Table I, which is
motivated by the PAST algorithm proposed in [16]. Particularly,
the signal subspace spanned by the major PCs is tracked
recursively instead of computing the entire ED. In the PAST
algorithm [16], the subspace is recursively computed by
minimizing the following objective function:
(14)
Ideally, and represents the en-
ergy in which is outside the subspace . Hence,
is equal to the major PCs up to an orthogonal transfor-
mation or rotation, i.e., , and the
TABLE I
OPASTR ALGORITHM
outer product is equal to . In the
PAST algorithm, the projection approximation
is employed so that (14) can be relaxed to a quadratic
function in . Consequently, conventional RLS algorithm
can be applied to solve for with very low arithmetic com-
plexity. In the OPAST algorithm [17], an extra orthonormaliza-
tion step is added to the PAST algorithm to guarantee the or-
thonormality of the estimated signal subspace .
To apply the OPAST algorithm, an initial ED is assumed to be
available either by performing an ED on an initial data block or
pre-determining the eigenvalues offline. The eigenvalues so ob-
tained can be used with the minimum description length (MDL)
criterion [21] to estimate the dimension of the signal sub-
space. During online application, the OPAST algorithm is in-
voked to update the signal subspace recursively. Due to page
limitation, the detailed derivations of the PAST and the OPAST
algorithms are omitted and interested readers are referred to
[16], [17] for more details. However, in computing the PCs, the
PAST and OPAST algorithms are not directly applicable due to
the arbitrary orthogonal rotation mentioned above.
In the OPASTr algorithm [13], the PCs are further extracted
from the signal subspace tracked. Given the signal subspace
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TABLE II
RANK-1-MODIFICATION
, the covariance matrix is
projected onto the signal subspace to obtain
(15)
where is a orthogonal transformation satisfying
and
(16)
The covariance matrix can be recur-
sively updated as
(17)
where . Here, we remark that is a
projection of on the subspace and it is different
from the projection approximation in (14). can be
recursively computed using the ED of . Firstly, let the
ED of be . Equation
(17) can be rewritten as one rank-1 modification given by
(18)
where . Let the corresponding ED be
(19)
The ED of the rank-1 update in (19) can be recursively com-
puted using rank-1 modification [14], [22], which is summa-
rized in Table II. Finally, the eigenvectors of are given
by
(20)
Consequently, the new PCs can be computed according to (16).
Then, the PC scores can be
computed recursively as
(21)
C. Kalman Filter for Price and Interval forecasting
After PCs and PC scores are recursively updated, separate
time series models such as the AR model can be built for each
PC score to perform prediction because the PCs are orthog-
onal to each other [12], [23], [24]. Unlike the FPCA in [12],
we employed the KF to recursively track the time series so
that the price and interval forecast can be computed online in
a real-time manner. More precisely, for each PC score
of the PC obtained in (21), , an AR
model of th order will be constructed. In contrast to the con-
ventional LS formulation in (3), we incorporate a regularization
term as follows:
(22)
where are the AR
coefficients, and are the covariance of the loss
function and
is the regularization term, respectively. The
inverses and are used to perform scaling on
each variable (whitening) in order to achieve equal variance of
the transformed variables. The regularization term requires the
estimate to stay close to the previous estimate and hence the
variance of the estimator will be reduced. It is shown in [25]




Equation (23a) is the state equation and it describes the evo-
lution of the AR coefficients over time, as a function of the
previous AR coefficients and represents the
modeling error. Eqn. (23b) is the measurement equation which
models the current PC scores with previous scores
, and
the AR coefficients represent the weighting of each
previous score , , and is the
measurement noise. We can see that the state equation in (23a)
and the measurement equations in (23b) are equivalent to the
regularization term and the loss function in (22) respectively.
The SSM in (23a) and (23b) can be recursively tracked using





where is the covariance estimate of the AR coefficients.
A major difficulty in practical implementation of the KF is
that the covariances and are often unknown.
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In [26], the following recursive covariance estimators for es-
timating these covariances from the state error and mea-
surement error for the KF were proposed:
(25a)
(25b)
where and are forgetting factors for the recursive
estimators of and , respectively. and
are the modeling error and observation noise as defined
in (23a) and (23b), respectively. Hence, the one-step ahead
prediction is given by
(26a)
(26b)
where is the predicted covariance. Since the future
samples are not available, the most recent estimate is
used (i.e.. ). From (26a) and (26b), the
one day ahead prediction of the electricity price vector





The point forecast is derived similarly as in (9) except
that the mean is obtained by the recursive mean estimator
in (12) and the deterministic component is obtained
from the Fourier series in (11). Interested readers are referred
to the supplementary material [15] for the detailed derivation
of the interval forecast in (27b). To perform two days ahead
prediction, one can append the prediction into
, and
then apply the KF again to predict and
using (26a) and (26b), respectively. This procedure can be
repeated for times to compute a days ahead prediction.
D. Robust M-Estimation
In some markets, a sudden surge in demand or forced outage
may result in price spikes, which can deviate greatly from
the price under normal operation. For example, the electricity
price for the Australian market can goes up to several thousand
Australian dollar in a short instant. The Gaussian assumption
may not be valid and algorithms based on such assumption
may suffer from degradation in forecasting accuracy after the
occurrence of these price spikes. To address this important
issue, we shall further extend our RDFA algorithm to tackle
these price spikes by further incorporating the concept of robust
M-estimation [33], which is a technique used to improve the
robustness against the effect of the outliers such as price spikes.
For the sake of presentation, we shall call it recursive robust
DFA (RRDFA). In the new RRDFA algorithm, appropriate
robust detection criteria are applied to the Fourier series es-
timation, subspace tracking and KF so as to detect the price
Fig. 2. Modified Huber M-estimate function.
spikes during the parameter estimation in the respective algo-
rithms. Moreover, after these spikes are detected, we consider
the following two approaches to reduce their effect on the
performance of the RRDFA algorithm:
Approach 1: If a segment over the prediction horizon is
detected as price spikes, it will not be used in subsequent
forecasting.
Approach 2: It is similar to approach 1 except that the
contributions of the detected price spikes are down-weighed
using a modified Huber function instead of removing them
from subsequent forecasting, as shown in Fig. 2.
More precisely, for each daily electricity price vector
defined in (5), we employ the following error measures to detect









where and are the prediction errors for the
Fourier series and KF in (11) and (24b), respectively.
and are the squared prediction error (SPE) and score,
respectively, which are detection measures commonly em-
ployed in PCA-based fault detection [34]. The following robust
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is a threshold quartile parameter corresponding to the upper
percentile of the Gaussian distribution. Hence,
the probability that the occurrence of a price spike exceeds the
threshold quartile is . The
value of is chosen to achieve a certain detection rate. In many
applications, the probability is often
used [35], [36], which means that the probability of occurrence
for a normal sample is 99%. and are recursive ro-




where denotes either or , de-
notes either , , and ,
, is the
window length, med(.) is the median operator, is a
correction factor for Gaussian input. and are forgetting
factors with values slightly smaller than 1.
If any of the error measures in (28a)to (28d) exceed the de-
tection thresholds in (29a)to (29d), the price vector will be
identified as an abnormal sample. Then, either the price vector
, i.e., electricity prices for the whole day, is removed from
the dataset or their effect on estimating the Fourier coefficients
, the subspace and the AR coefficients are
down-weighed using the modified Huber function
otherwise
(31)
where . From (31), we can see that the
threshold is able to change upon time. First, this function
is incorporated into the objective function of the RLS for
obtaining the Fourier coefficients in (11) as follows:
(32)
From (31) and (32), we can see that if a sample obtains an
error that exceeds the threshold in (31), it will receive a con-
stant penalty instead of the conventional squared error. In this
regard, no matter how large the error of the sample is, the
influence of that sample towards the optimization is bounded
by the threshold in (31). This concept is regarded as robust
M-estimation. The optimal solution for minimizing this
re-weighted objective function can be obtained by differenti-
ating (32) with respect to and setting the derivatives to






or 0 otherwise. According to [33], the fol-
lowing recursive least M-estimate can be used to solve for (33)




where . After obtaining the Fourier coeffi-
cients, the modified Huber function can be incorporated to the
OPASTr algorithm similarly as in (32)–(36) as it is based on
RLS. First, the recursive mean estimator in (12) is replaced by
the following recursive robust location estimator:
(37)
Afterwards, the subspace update formulas in Table I, which are
also shown in the following
(38a)
(38b)
are modified to the following robust counterparts, respectively:
(39a)
(39b)
where and are robust weighing functions de-
fined similarly as in (34) except that their thresholds are re-
placed by and , respectively. For notation con-
venience, we have used and for
and , respectively.Moreover, the recursive co-
variance estimate in (17) is replaced by the following recursive
robust covariance estimate:
(40)
Finally, after obtaining the subspace estimate, the robust M-es-
timation can be incorporated by modifying the Kalman gain in
(24b) as follows:
(41)
where is the robust weighting function
with thresholds and is the error defined in (28d).
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Fig. 3 Hourly electricity price of the New England dataset from January 1,
2005 to September 3, 2010.
The recursive covariance estimators for the measurement and




We now compare the proposed RDFA with the FPCA in [12],
the ARV in [7] and the SVR in [9] on predicting the day ahead
electricity prices. We consider two datasets, i.e. the New Eng-
land dataset and the Australian dataset, and their results are
shown in Section IV-A and Section IV-B, respectively.
A. New England Dataset
The electricity price we used is collected from New Eng-
land day-ahead energy market in United States [18], which are
hourly Locational Marginal Pricing (LMP) data at the Internal
Hub from January 1, 2005 to September 3, 2010, as shown in
Fig. 3. To investigate the average performance of various al-
gorithms, we have performed 50 different simulations based
on forward validation (FV). More precisely, the first simula-
tion used the electricity price from January 1, 2005 to July 14,
2010 to form the training data segment, and the price on July 15,
2010 is used as the testing data segment to verify the accuracy.
The next simulation will be performed similarly by shifting the
data segment one day forward, and therefore the first day of the
training data segment in the final simulation will be on Feb-
ruary 18, 2005. Similar to other previous works in [7] and [27],
the algorithms are invoked on the natural logarithm of the elec-
tricity price. In order to test the validity of the Gaussian assump-
tion, we first obtain the stochastic component by subtracting the
deterministic component from the log-transformed electricity
price. We then employ a sliding window of 30 days long to com-
pute the stochastic component in each calculation, since the pro-
posed approach employs a recursive prediction model to deal
with the possibly changing trend. Afterwards, we test the nor-
mality of these data blocks using the Royston’s test [41], which
is well-known for its high sensitivity on detecting departure
from normality. In the Royston’s test, if the obtained -value
is smaller than a certain significance level, e.g., 5%, then the
data block considered is regarded to be non-Gaussian under the
given significance level. We find that the average -value ob-
tained from these data blocks is 0.4001. Since these -values are
much greater than the commonly considered 5% significance
level, it seems that the Gaussian assumption is deemed accept-
able.
Next, the estimated electricity prices in natural logarithmic
scale obtained from the algorithms are converted back to the
original scale in order to assess the performance of various algo-
rithms by means of the mean absolute percentage error (MAPE)
(43)
which is calculated by averaging the prediction error obtained
from those simulations. In (43), and
denote the actual and estimated hourly electricity prices, respec-
tively, at the th FV iteration. The FV is usually used for param-
eter tuning and evaluation of accuracy for time series prediction
[28], [29]. For details of FV, interested readers are referred to
[28]. Here, for the proposed RDFA and FPCA, we remark that
the single variable time series formed by the electricity hourly
price is divided into 24 partitions/variables as in (5), where the
time unit of each sample is one day. To apply (43), the predicted
daily price vectors (24 variables) are converted back to the orig-
inal format, i.e., single variable time series. Whereas in the ARV
and SVR, (43) can be directly applied because the two algo-
rithms are applied to the hourly price data in original format.
Furthermore, to evaluate the quality of the predicted intervals,
we consider the following measures:
1) Calibration Bias [42]: It computes the deviation between
the forecast nominal proportions and actual nominal pro-
portions (two-tailed) defined as
(44)
in which the forecast nominal can be calculated as
(45)
where is the number of time instants of the day and
hence for hourly recorded electricity price.
is an indicator function returning one when the argument
is true or zero otherwise, and and de-
notes, respectively, the lower and upper bound of the in-
terval forecast at the given nominal proportion .
2) Interval Score [43]: It favors narrow prediction interval and
penalizes observations that do not lies within the predicted
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. Note, a smaller interval score indicates better
performance. Also, we can see that the multiplication factor
in the penalty term increases with the nominated
proportion, and observations that exceed the predicted interval
at higher nominal proportions receive higher penalties. To
quantify the performance of the proposed approach, we shall
consider the relative interval score (RIS) as follows:
(47)
where is the RIS defined similarly as in (2) except that
for a given the lower and upper bounds of the prediction
and are obtained from ensemble mean and
standard deviation in a 30-day sliding window. Generally, the
RIS with a larger positive value indicates better performance of
the proposed approach.
1) Settings for the Proposed RDFA: According to [2], elec-
tricity prices during weekdays follow a similar pattern. More-
over, the electricity prices of the current day and the same day
of the previous week, i.e., 7 days ago, generally exhibit similar
pattern too because of similar demand. To capture the correla-
tion of the previous 7 days, the AR model order is chosen as
for the RDFA. Analogously, the Fourier series base pe-
riod is chosen as days, which is the same as that in [7].1
The state covariance and noise covariance for the KF are initial-
ized as and , respectively, where is
an identity matrix. The number of chosen PCs is ,
which is determined by the MDLmethod in [21]. The forgetting
factors , , , and are chosen as 0.995, which
are commonly used in adaptive algorithms. An initial data block
of length 10 days is used to initialize the RDFA algorithm. Since
RDFA treats each hour of the day (or less depending on the time
scale of recording) as a separate variable, the day-ahead price
can be obtained in one prediction step. After the next day has
elapsed and the actual price has been obtained, we update the
model using the most recent actual price. This procedure is re-
peated for onward prediction such that the latest actual price is
incorporated into the model on each day.
2) Settings for the FPCA: Similar to the proposed RDFA, the
same AR model order and the number of chosen PCs
are adopted except that batch processing is used in the
FPCA. A sliding window of length 1000 days is used to provide
sufficient data for batch processing.
3) Settings for ARV: For fair comparison, the AR model
order, Fourier base period and the sliding window for batch pro-
cessing are chosen so as to capture the trend for the same period
of time. Different from the RDFA and FPCA, the ARV is di-
rectly applied to the single variable hourly electricity price, so
that the time unit of each sample is one hour. Hence, the AR
model order, Fourier base period and sliding window are chosen
as , and
, respectively.
1In [7], the deterministic component of the two-factor ARV is modeled by a
sum of two Fourier series with base periods of 7 days and 1 year, respectively.
In this paper, we have considered only the former Fourier series (7 days) for
modeling the deterministic component, which is sufficient for tracking short
term trend (weekly) for day ahead forecast.
Fig. 4. MAPE of the day-ahead prediction obtained from New England dataset
for different algorithms.
Fig. 5. Price and interval forecast obtained from New England dataset for the
proposed RDFA algorithm.
4) Settings for the SVR: Settings similar to the ARV are
adopted except that the Gaussian kernel is adopted for the non-
linear mapping and an additional FV is required for tuning the
kernel width and other parameters, such as the epsilon and the
cost parameter. This is different from the other 3 algorithms,
where FV is used for evaluating the prediction accuracy only.
Therefore, a double FV procedure is adopted in the SVR, where
the external FV loops are used to evaluate the performance and
the inner FV loops are used for parameter tuning. This avoids the
optimistic bias of obtaining prediction accuracy that is higher
than the actual one [30], which happen when the testing sets are
re-used for both evaluation and parameter tuning.
5) Results: Fig. 4 shows the MAPE of the day ahead price
prediction for the three algorithms. Lower MAPE generally im-
plies higher prediction accuracy. Among all algorithms, we can
see that the proposed RDFA algorithm outperforms other algo-
rithms in the prediction accuracy, while it is able to reliably esti-
mate the interval of the day ahead price as shown in Fig. 5, such
that the actual price lies within the predicted interval for most
of the time.
Tables III and IV show the average run-time per sample and
arithmetic complexities of different algorithms.We compare the
average run-time per sample of all algorithms to see whether the
algorithms are able to complete the price prediction before the
next sample is received. Otherwise, the price prediction of the
succeeding samples will be delayed. We can see that the pro-
posed RDFA has the lowest runtime per iteration, which is con-
tributed by the low arithmetic complexity of the RLS, subspace
tracking algorithm and the KF. On the other hand, the SVR has
the longest run-time. This is mainly due to the parameter tuning
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TABLE III
AVERAGE RUNTIME FOR DIFFERENT ALGORITHMS PER SAMPLE
TABLE IV
ARITHMETIC COMPLEXITY OF DIFFERENT ALGORITHMS
Fig. 6. Calibration bias obtained from the New England Dataset for the pro-
posed RDFA algorithm.
Fig. 7. Relative interval score obtained from the New England Dataset for the
proposed RDFA algorithm.
process. Here, we have chosen 10 different values for each pa-
rameter, i.e., the kernel width, cost parameter and the epsilon,
and SVR is re-invoked for the 1000 combinations to search for
the pair of parameters that is able to achieve best average ac-
curacy among different FV partitions. In general, the proposed
RDFA algorithm outperforms other algorithms in runtime.
Figs. 6 and 7 show the calibration bias and interval score
of the proposed approach respectively for the New England
dataset. We find that the worse case calibration bias is around
2% and the proposed approach generally performs much better
than the reference ensemble forecast in terms of the RIS.
B. Australian Dataset
We consider the half hourly electricity price of New South
Wales (NSW), Australia in 2005 obtained from the Australian
Electricity Market Operator (AEMO) [37]. It demonstrates
strong and stochastic volatility or spikes, as shown in Fig. 8.
In general, these prices spikes may be related to abnormal situ-
ations such as generation outage or a sudden surge in demand
[38]. Such values are difficult to be predicted but the abnormal
behavior may have substantial impact on subsequent prediction
when the system returns to normal operation. Therefore, their
effects should be suppressed or down-weighted.
Fig. 8. Half hourly electricity price of the Australian (NSW) dataset from Jan-
uary 1, 2005 to December 31, 2005.
For comparison purpose, we consider the performance of the
same set of algorithms. We employed the half-hourly price data
from Jan.1 to December 31, 2005 for the evaluation. The same
FV procedure employed in previous section (i.e., 50 simula-
tions) is considered except that each daily sample contains a
total of 48 prices because the electricity price is recorded half-
hourly.
All the algorithms are assessed using the MAPE defined in
(43). However, we note that in the calculation ofMAPE, it is im-
portant to identify and exclude the daily samples in the testing
data segment that contain the price spikes as they deviate sig-
nificantly from the normal trend. If these daily samples are in-
volved, the calculated MAPE will be dominated by these ex-
tremely large outlying values due to price spikes, and it will
not be able to reflect the performance of the algorithms on pre-
dicting the normal trend, which is of our major interest. To this
end, we employed the robust detection criteria of the proposed
RRDFA algorithm on the whole dataset to systematically iden-
tify these daily samples and exclude them from the MAPE cal-
culation. Therefore, the MAPE is modified as follows:
(48)
where denotes the set containing the FV iterations without
price spikes, is the total number of FV iterations in the set
, and and denote the th actual and estimated
half-hourly electricity prices, respectively, in the set . Similar
to (48), the calibration bias, interval score and RIS in (45)–(47)
are also modified so that the general trend of the price can be
properly assessed. To test the validity of the Gaussian assump-
tion, we employ the same Royston’s test as in the previous sec-
tion except that an extra step is performed to either remove (ap-
proach 1) or down-weigh (approach 2) the price spikes using
the robust detection criteria of the proposed RRDFA algorithm.
The average -values for the two approaches are found to be
0.2774 and 0.3175, respectively, which are much larger than the
commonly considered 0.05 significance level. This suggests the
Gaussian assumption is also deemed acceptable for this config-
uration.
1) Settings for Various Algorithms: In general, we find that
the dataset is much more volatile than the New England dataset
and the trend changes more quickly. In this regard, we have re-
duced the forgetting factors for the RDFA algorithm to 0.95 for
, , , and 0.9 for and , respectively, to allow
quicker adaption to the faster changing trend. The number of
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Fig. 9. (a) MAPE of the day ahead prediction obtained from Australian (NSW)
dataset for the proposed RRDFA algorithm using approach 1. (b) Price and in-
terval forecast obtained from the Australian (NSW) dataset for the proposed
RRDFA algorithm using approach 1.
major PCs are chosen as , which is determined by the
MDL method. Moreover, the state covariance and noise covari-
ance initialization for the KF are increased to and
as the dataset is more volatile. For the robust exten-
sion, the value of in (29) is chosen as , which corre-
sponds to the commonly employed 99% occurrence probability
of normal sample [31], [32]. For the robust detection criteria,
the forgetting factors in (29) and (30) are also chosen as 0.95
and the window length in (30) and (37) is chosen as .
For the FPCA, the number of chosen PCs is also chosen as
. The length of the batch processing sliding window is
chosen as 1 month (31 days), to allow quicker adaption to the
faster changing trend. For the ARV and SVR algorithms, the
same sliding window is chosen for fair comparison. For other
parameters, the same values are adopted as in the previous sec-
tion.
2) Results: Figs. 9(a) and 10(a) show the modified MAPE
obtained from approaches 1 and 2 mentioned in Section III-D.
We can see that other conventional algorithms generally exhibit
much larger MAPE under the presence of price spikes. This
suggests that the extreme values of price spikes generally lead
to less accurate subsequent prediction of electricity price under
normal operation. On the contrary, the proposed robust detec-
tion criteria are found to be very effective in improving the per-
formance of the conventional algorithms in normal forecasting
as shown in Fig. 9(a). Moreover, in view of the interval forecast
as shown in Figs. 9(b) and 10(b), both approaches are generally
able to reliably predict the price interval, such that the actual
price lies within the predicted intervals for most of the time.
In particular, we can see that approach 2 generally provides
more accurate predicted prices but exhibits larger variation than
Fig. 10. (a) MAPE of the day ahead prediction obtained from Australian
(NSW) dataset for the proposed RRDFA algorithm using approach 2. (b) Price
and interval forecast for Australian (NSW) dataset for the proposed RRDFA
algorithm using approach 2.
Fig. 11. Calibration bias obtained from the Australian (NSW) dataset for the
proposed RRDFA algorithm.
approach 1, because in the latter, the whole daily sample will
be completely removed once any one of 48 half hourly prices
are identified as the spikes. Therefore, some other normal half
hourly prices that capture the general trend may be sacrificed,
which in turn affects the accuracy of the predicted price. On the
other hand, since the effect of the price spikes is completely re-
moved, the predicted price interval of approach 1 generally has
smaller variation. Finally, we remark that both approaches have
their own merits and advantages, and they can complement to
each other in order to offer reliable price forecasting in the pres-
ence of price spikes.
Figs. 11 and 12 show the calibration bias and RIS of the
proposed RRDFA algorithm, respectively. We can see that
the worse case calibration biases are less than 5% for both
approaches. Moreover, comparing with the ensemble forecast,
the RRDFA algorithm has a better performance in terms of the
RIS, as shown in Fig. 12. In summary, the calibration bias and
interval score in all simulations are very satisfactory, which
substantiates the usefulness of the proposed interval forecast.
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Fig. 12. Relative interval scores obtained from the Australian (NSW) dataset
for the proposed RRDFA algorithm.
V. CONCLUSIONS
A new RDFA and multi-factor approach for electricity price
and interval forecasting have been presented. Experimental
results using the New England dataset [18] and the Australian
dataset [37] shows that the proposed RDFA, which combines
the OPASTr algorithm recursive ED algorithm and the KF, is
able to achieve better day ahead forecast accuracy than other
conventional algorithms. Moreover, a new robust extension is
proposed to further improve its performance under possible
non-Gaussian variation such as price spikes. Results show that
the RDFA algorithm under the robust setting is able to consis-
tently achieve better forecasting accuracy than other algorithms
under the presence of price spikes. Finally, it can be extended
to predict electricity price of longer term by incorporating a
multi-factor model. The efficient recursive implementation,
ability on performing interval forecast and good performance
of the proposed RDFA algorithm make it as an attractive
alternative to other conventional approaches to electricity price
forecasting and other possible applications, such as demand
load forecasting.
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