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Abstract
This paper studies a simple model of output and in￿a t i o ni nt h ee x p e r -
imental laboratory. While the Rational Expectations Equilibrium (REE)
predicts output and in￿ation to be white noise processes, output and
in￿ation in experimental sessions display stable cyclical patterns. For
about 50 model periods agents￿ expectations, which are the sole source of
these patterns, are described extremely well by a Restricted Perceptions
Equilibrium (RPE). In this equilibrium agents use the univariate fore-
cast function which generates the lowest mean squared forecast error at
the 1-step forecast horizon and iterate these forecasts to derive multi-step
predictions. After about 50 model periods agents seem to learn that their
simple univariate forecast function is misspeci￿ed and start to employ dif-
ferent forecast models for diﬀerent prediction horizons. The data suggests
that the diﬀerent models are again optimal univariate forecast functions
and evidence in favor of convergence towards the REE remains weak, even
after more than 100 model periods. However, for model parameterizations
where an RPE does not exist, agents￿ expectations are captured relatively
well by the REE.
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11I n t r o d u c t i o n
A number of recent contributions has considered economic models where agents
can choose their forecast functions only subject to constraints (e.g. Evans and
Ramey (1992), Evans and Honkapohja (1993),(2001), Sargent (1999), Adam
(2001)). The presence of forecasting constraints may generate so-called Re-
stricted Perceptions Equilibria where agents￿ expectations are only constrained
rational since binding forecasting constraints prevent full rationality.1,2
Model behavior in a Restricted Perceptions Equilibrium typically diﬀers con-
siderably from behavior in a Rational Expectations Equilibrium. As a result,
models whose rational expectations performance is rather poor may perform
much better when considering their performance under restricted perceptions
(e.g. Evans and Ramey (1992), Ball (2000), Adam (2001)).
The aim of this paper is to provide an assessment of the empirical relevance
of Restricted Perceptions Equilibria versus Rational Expectations Equilibria
using laboratory experiments. Since Rational Expectations Equilibria can be
interpreted as Restricted Perceptions Equilibria where forecast restrictions are
completely relaxed, part of this assessment consists of identifying empirically
plausible forecasting restrictions.
Resorting to laboratory experiments is justi￿ed on the grounds that it is
rather diﬃcult to identify empirically plausible constraints using ￿eld data.
Since expectations in the ￿eld remain largely unobservable, empirical tests are
always joint tests of the underlying economic model and the constraints imposed
on the forecasting schemes. Consequently, to identify forecasting constraints
with ￿eld data one would need a ￿true￿ economic model, which is something
only few economists could potentially agree about. Without such a true model
imposing restrictions on agents￿ forecasting schemes must be considered a rather
dubious endeavor, since one might suspect ￿nding almost always a restriction
that makes a given model consistent with the data.
Relying on laboratory experiments has the paramount advantage that one
can disentangle issues related to the plausibility of the model from those regard-
ing how well expectations might be described through optimal expectations that
are subject to constraints: in laboratory experiments the economic model is true
by de￿nition and agents￿ expectations can be made directly observable.
1Even though constraints are binding in such an equilibrium this does not imply that
the forecasting constraints have been chosen such that they prevent agents from being fully
rational in any case. This subtle but important diﬀerence arises due to the self-referential
nature of forecast rationality, see Adam (2001).
2Since deviations from complete rationality is the result of optimal forecasting behavior
that is subject to (forecasting) constraints, these models are robust to the Lucas critique since
expectations functions remain to be determined inside the economic model (see also Evans
and Ramey (2001)).
2To study the plausibility of Restricted Perceptions Equilibria this paper will
implement the cash-in-advance model of Adam (2001) in the experimental lab-
oratory. This model is particularly suited to test whether univariate forecast
functions constitute an empirically plausible restriction capable of explaining
deviations from full forecast rationality. This is the case because the model
possesses a Restricted Perceptions Equilibrium (RPE) besides the standard Ra-
tional Expectations Equilibrium (REE) if and only if agents￿ expectations func-
tions are restricted to univariate forecast functions and when the elasticity of
labor supply is suﬃciently high.3 The RPE does not exist and the REE remains
the unique equilibrium if either agents can use forecast functions with more than
one variable or the elasticity of labor supply is suﬃciently low.
This feature allows to design two experimental treatments: a high-elasticity
treatment where an RPE coexists with an REE if univariate forecast restric-
tions are in place, and a low-elasticity treatments where the REE is the only
equilibrium, even if agents used only univariate forecast functions. While the
emergence of a RPE in high-elasticity treatments would point towards the ex-
istence of univariate forecast restrictions, the low-elasticity treatments can be
used to assess whether there is anything particular about the REE that might
prevent agents to coordinate on it.
The output and in￿ation series in the experimental laboratory were gener-
ated as follows. The temporary equilibrium equation of the underlying economic
model determines the current values of output and in￿ation as a function of
lagged values and agents￿ expectations of the 1-step and 2-step ahead in￿ation
rate.4 Subjects participating in the experiments could observe these lagged val-
ues of output and in￿ation and were then asked to forecast in￿ation rates for
t h en e x t2p e r i o d s .T h en e wo u t p u tl e v e la n di n ￿ation rate were then computed
by substituting in￿ation expectations in the temporary equilibrium with the
average forecasts entered by subjects.
Once the new in￿ation rate was announced, agents received the rewards
for the past forecasts of this rate and the process repeated itself. Overall, the
experiments generated data for 530 model periods based on 5300 individual
in￿ation forecasts.
The results from the high-elasticity treatments can be summarized as follows.
In the four baseline treatments the RPE explains agents￿ actual expectations
extremely well. The REE performs signi￿cantly worse than the RPE and also
performs rather poorly in absolute terms. Therefore, the baseline treatments
provide strong support for the RPE and the existence of univariate forecast
restrictions.
As a ￿rst robustness check agents from two of the baseline treatments were
subjected to the a second high-elasticity treatment.
3The REE also exists under these restrictions because forecast functions in the REE are
also univariate.
4See Grandmont (1988) for a description of the concept of temporary equilibrium.
3This check revealed that the RPE, as formulated in this paper and in Adam
(2001), has an important de￿ciency when it comes to explaining agents￿ actual
expectations: it assumes that agents￿ 2-step in￿ation forecasts are derived by
iterating forward the (optimal univariate) 1-step forecast model.
Although, this describes agents￿ actual forecast behavior in most of the base-
line treatments, it does not generate an optimal univariate 2-step forecast since
the 1-step forecast model is misspeci￿ed.5
Agents seem to have recognized this fact during the additional high-elasticity
treatment and have substituted their iterated 2-step forecasts by a separate
2-step forecast model that conditions on a diﬀerent variable than the 1-step
forecast model.
The evidence suggests that agents￿ new 2-step forecast model is described
surprisingly well by the univariate 2-step forecast function that is optimal if the
economy is in a RPE. Therefore, univariate forecast restrictions also seem to
capture the change in agents￿ actual forecast behavior.
Obviously, substitution of the 2-step forecast model undermines the RPE. In
particular, theory suggests that it should cause a change in the variable used for
the 1-step models and ultimately result into convergence to the REE. However,
there is no evidence that such substitution in 1-step forecast model is taking
place within the 110 model periods that have been generated. Nevertheless, I
suspect that more time to learn would eventually lead to such a substitution
and ￿nally result into convergence to the REE.
A second robustness check was performed by subjecting agents ￿rst to a
low-elasticity treatment (where the REE is the only equilibrium) and then to a
high-elasticity treatment (where RPE and REE coexist).
In the low-elasticity treatment the REE describes the data reasonably well
and far better than in the baseline sessions. The performance of the REE in
the second treatment is also improved compared to the baseline treatment but
the REE does not outperform the RPE signi￿cantly.
All this shows that for a considerable amount of time Restricted Perceptions
Equilibria can describe the behavior of dynamic economies better than Rational
Expectations Equilibria. Moreover, univariate forecast restrictions seem to be
able to capture the restrictions faced by relatively unexperienced forecasters such
as the ones participating in economic laboratory experiments.6 The results also
suggest that the failure of the RPE to be stable over longer timer periods is
related to the fact that forecast optimality has not been applied to each forecast
horizon separately. This should be an essential feature of a RPE.
This paper has been inspired by and is related to the contributions of Mari-
mon and Sunder ((1993), (1994)) who studied experimental overlapping gener-
ations economies to select between multiple Rational Expectations Equilibria.
5See Bhansali (2002 forthcoming) for a discussion of this point.
6Obviously, such restrictions would not apply to specialists familiar with sophisticated
econometric forecasting techniques.
4These authors studied the relationship between the stability and instability of
REE under adaptive learning schemes and the observed laboratory outcomes.
The equilibria considered in the present paper are both stable under adaptive
learning rules and the focus of this paper is on testing for the existence of forecast
restrictions.7 To my knowledge there exists no experimental results studying
the equilibrium implications of such forecasting restrictions.
The remaining part of the paper is structured as follows. Section 2 brie￿y
introduces the temporary equilibrium underlying the laboratory economy. The
details of the experimental setup are described in detail in section 3 and section
4 derives the Restricted Perceptions Equilibria and Rational Expectations Equi-
libria for the diﬀerent experimental treatments. The results of the experiments
are analyzed and confronted with theory in section 5. The instructions given to
subjects participating in the experiments and technical details can be found in
the appendix.
2 The Model and its Equilibria
This section introduces the temporary equilibrium equations underlying the
experimental economies.
We consider a two-variable temporary equilibrium equation in output yt and












+ bv t (1)
where t−1Πe
t and t−1Πe
t+1 denote the (potentially non-rational) t−1 expectations
of in￿ation in period t and t+1, respectively, and vt a white noise demand shock.
Equation (1) implies that current in￿ation and current output are a function of
lagged output, expectations of the future in￿ation rates, and the demand shock.
Adam (2001) derives equation (1) by linearizing a cash-in-advance model
with monopolistic competition and a one period price stickiness around its de-
terministic zero in￿ation steady state. However, for the purpose of this paper
the details of the underlying economic model are not essential. Therefore, read-
ers interested in the underlying model should consult the reference cited above.
The underlying cash-in-advance model implies that the vectors a0,a 2 and b




































7Learnabilits of the REE and RPE is shown in Adam (2001)
5where Π ≈ 1 and y denote steady state in￿ation and output, respectively, and
ε > 0 is a parameter denoting the real wage elasticity of the labor supply
function.
2.1 Agents￿ Forecast Models and Resulting Equilibria
The temporary equilibrium equation (1) determines current output and in￿ation
as a function of lagged output and expectations of future in￿ation rates.
We now suppose that agents use univariate models to forecast in￿ation. With
the economy being described by two state variables, output and in￿ation, this
implies that forecasts are either a function of lagged output or lagged in￿ation,
i.e. agents use one of the following models to predict in￿ation:
Model Y : Πt = αy + βyyt−1
Model Π : Πt = αΠ + βΠΠt−1
While Model Y supposes that output is the driving force of in￿ation, Model Π
supposes that in￿ation is mainly determined by lagged in￿ation.
Such a restriction to univariate in￿ation forecasts can be given several eco-
nomic interpretations. Firstly, it might simply describe the restriction imposed
by the prediction technology available to agents. Secondly, it may be inter-
preted as the result of an optimal choice of a class of forecasting models that
trades oﬀ the forecasting performance with the cost of considering smaller or
larger classes of forecast models. The restriction is then an artefact of existing
calculation costs. Finally, the restriction can be interpreted as a temporary phe-
nomenon due to agents who perform a speci￿cation search for suitable forecast
models and start out by considering a certain class of models. Unsatisfactory
prediction performance may then lead to an enlargement of the class.
Given the above restriction on the available forecast models one can now
de￿ne a Restricted Perceptions Equilibrium (RPE). Intuitively, a RPE is a sit-
uation where forecasts are required to be optimal only in the considered class
of forecast models. This diﬀers from the common notion of a Rational Ex-
pectations Equilibrium (REE) where forecasts are optimal in the class of all
conceivable forecast functions. Formally,
De￿nition 1 A Restricted Perceptions Equilibrium (RPE) is a stochastic pro-
cess for output and in￿ation generated by equation (1) where agents
￿ use least squares to estimate the coeﬃcients (αy,βy)a n d(αΠ,βΠ),
￿ produce 1-step forecasts using the forecast model that generated the lowest
1-step mean squared forecast error in the past,
￿ produce 2-step forecasts by iterating the 1-step forecast model, and where
6￿ the parameter estimates (αy,βy)a n d(αΠ,βΠ) a r es t a b l eo v e rt i m e .
The de￿nition implies that forecast models are chosen on the basis of their
1-step mean squared forecast error. This is justi￿ed on the grounds that squared
forecast errors represent a quadratic approximation to the correct utility-based
choice criterion. 2-step forecasts are then derived by iterating the 1-step model,
which is the optimal procedure if agents believe that their 1-step model is an
accurate description of the underlying in￿ation process.8
As is easily seen, a REE can also be a RPE if the implied forecast function
falls into the class of considered models and if the coeﬃcients of the forecast
functions are stable under the least-squares estimation procedure. The latter
requirement rules out REE which are unstable under least squares learning; see
Evans and Honkapohja (2001) for an extensive treatment.
The de￿nition of an RPE given above is very similar to the one in Evans
and Honkapohja (2001) and to Anderson￿s and Sonnenschein￿s (1985) rational
expectations equilibria with econometric models. The main diﬀerence is that in
the present model not all available regressors can enter the forecast function, as
agents are assumed to consider only univariate forecasts.
Suppose agents use Model Y to forecast. Equation (1) then implies that the
actual law of motion of in￿ation is a function of lagged output only.9 Therefore,
a RPE where agents use Model Y must be a REE. As shown in Adam (2001),
there is a unique REE for which the parameters of the forecast functions are
stable under least-squares learning. In this REE in￿ation depends on lagged





yt = y + vt (2b)







t+1 = Π (3b)
Thus, the restriction to univariate forecasts per se does not rule out that the
economy is in a REE.
8While forward iteration for Model Π is straightforward and leads to t−1Πe
t+1 = αΠ +
βΠ(αΠ + βπΠt−1) iteration based on Model Y requires a forceast of yt,s i n c et−1Πe
t+1 =
αy + βy t−1ye
t.T a k i n g t − 1 expectations of a (linearized) accounting identity of the model
delivers t−1ye




t +vt. Subsituting this into the previous equation and
using the Model Y value for t−1Πe
t delivers the iterated forecast.
9See the previous footnote for how to express t−1Πe
t+1 as a function of yt−1.
7To simplify terminology I will refer to equilibrium (2) as the model￿s REE
and reserve the term RPE to equilibria where the constraint to univariate fore-
c a s tf u n c t i o n si ss t r i c t l yb i n d i n g .
Now suppose agents use Model Π to forecast in￿ation. Equation (1) then
implies that in￿ation depends on lagged in￿ation and on lagged output. As a
result, both forecast models will be misspeci￿ed, which generates the possibility
that Model Π delivers superior predictions.
Substituting the expectations generated by Model Π
t−1Πe
t = αΠ + βΠΠt−1 (4a)
t−1Πe
t+1 = αΠ + αΠβΠ + β2
ΠΠt−1 (4b)




































Since in￿ation is a function of lagged output and lagged in￿ation, a situation
where agents use Model Π cannot be a REE but must be a RPE.
In the RPE, (αΠ,βΠ) are given by the least squares estimates obtained from
￿tting Model Π to process (5), which is itself a function of (αΠ,βΠ). Therefore,
determining the RPE involves solving a ￿xed point problem as it is the case
when determining the REE. Appendix 7.1 shows how the ￿xed point values
(α∗
Π,β∗
Π) can be determined.
Process (5) with (αΠ,βΠ) given by the ￿xed point values is a RPE whenever
forecast Model Π delivers a better forecast than Model Y a n dw h e nt h e￿xed
point is stable under least-squares learning. As shown in Adam (2001), this is
the case if the elasticity of labor supply ε is larger than 1.75.
Importantly, the RPE described above does not emerge if agents can handle
forecast models with two (or more) regressors. Equation (1) implies that the
actual law of motion of the economy will not be more complicated than the
admitted forecast models. As a result, a rest point of the least squares estimation
process must be a REE. Thus, all alternative hypotheses that consider larger
classes of forecast models lead to the same equilibrium prediction, namely that
output and in￿ation are described by the REE. This causes the present model
to be particularly suitable to test for univariate restrictions on agents￿ forecast
functions.
83 Experiment Setup and Implementation
3.1 Experiment Setup
Six experimental sessions were conducted during 6 days. Five subjects partic-
ipated in each session with no subject taking part in more than one session.
Experiments took place at the University of Salerno, Italy and at the Univer-
sity of Frankfurt, Germany. Most subjects were undergraduate business and
engineering majors and only one of them had an economics major.
There were two kinds of experimental treatments: low-elasticity treat-
ments where the elasticity of labor supply was set to ε =1 ,a n dhigh-elasticity
treatments where the elasticity of labor supply was set to ε =2 .
In low-elasticity economies the REE is the only equilibrium outcome, even if
agents restrict consideration to univariate forecast models.10 In high-elasticity
economies an RPE coexists with the REE if agents consider only univariate
forecast models; if agents consider also forecast functions with more variables
then the REE is again the unique equilibrium.
Since the other model parameters do not aﬀect the existence of the various
equilibria, their values were kept constant across all sessions and treatments:
the steady state in￿ation rate was set equal to 4%, the steady state output was
equal to 100, and demand shocks vt were independently drawn from a uniform
distribution with support on [−1,+1].
Table 1 lists details of the sessions and treatments. The ￿rst treatment of
S e s s i o n s1t o4c o n s t i t u t et h eb a s e l i n ec ase for assessing how well the RPE and
REE explain agent￿s in￿ation forecasts.
Subjects participating in Sessions 3 and 4 experienced a second high-elasticity
treatment to check for the stability of the results obtained in the baseline case.
Subjects participating in Sessions 5 and 6 were ￿rst exposed to a low-
elasticity treatment where only an REE exists and then to a high-elasticity
treatment where REE and RPE coexist again.
High-elasticity economies lasted for 55 periods and low-elasticity for 45 pe-
riods. This implies that overall 530 model periods were generated.11 With 5
subjects participating in every session and each subject making 2 forecasts per
period, 5300 individual forecasts were collected.
10If agents￿ used Model Π in a low-elasticity treatment, the resulting in￿ation process (5)
could be better forecasted using Model Y .
11The average length of a treatment was close to 2 hours, which made it unwise to choose
a much higher number of periods.
93.2 Experiment Implementation
Experiments have been implemented using MacroLab, which is an experimental
software package designed to analyze dynamic interactive decision settings as
they appear in macroeconomics. Adam and Marimon (2001) provide a descrip-
tion of the software, which can be freely downloaded from the Internet. There
is also an experiment database that can be accessed and that allows to replicate
the experiments of this paper (possibly involving diﬀerent parameterizations).12
At the beginning of the experimental session subjects received written in-
structions. These are reproduced in appendix 7.3. To introduce subjects to the
MacroLab software a trial session lasting for a few periods was started. Subjects
were told that they could not learn anything from the trials apart from how to
handle the software.
The labor supply elasticity in trial sessions was set to ε =0 .5.F o r t h i s
value only a REE exists even if univariate forecasting constraints are present.
Therefore, trials would have biased results in favor of the REE, although this
seems unlikely.
At the start of each treatment agents observed a single data point for output
and in￿ation. Subjects did neither know the steady state values of output and
in￿ation nor the elasticity value of the labor supply or any other feature of the
underlying economy. All they were told was that they had to forecast in￿ation
and that they would observe a longer and longer history of output levels and
in￿ation rates as time proceeds. The length of the treatment was also unknown
to the subjects.13
In each model period t subjects were asked to forecast the in￿ation rate for
periods t +1and t +2 . With these forecasts a new output level and in￿ation
rate was calculated for t+1using equation (1) and by substituting expectations
by the average of the individual in￿ation forecasts.14 Averaging of forecasts is
justi￿ed on the grounds that it represents a ￿rst-order approximation to the
exact (non-linear) aggregation of heterogeneous expectations.
The new output level and in￿ation rate were then announced to agents who
received points for their past forecasts of the newly announced in￿ation rate.
The number of points received depended on the absolute value of the forecast






13With a small positive probability that the economy continues for another period it is a
strictly dominant strategy for agents to report their best forecasts in each period.
14Obviously, forecast were averaged separately for each forecast horizon.
10where f denotes the absolute forecast error (expressed in percentage terms).
Subjects received a maximum of 300 points per forecast and could lose up to
100 points depending on forecast accuracy.
A strictly positively sloped reward schedule was chosen because it provides
an incentive to improve the precision of forecasts at each average level of forecast
precision. The convexity of the schedule avoids punishments in the form of a
large amount of negative points, which is not credible. The convexity also
implies that it is particularly important to get ￿the last bit￿ of the forecast
right because the reward schedule is steepest at f =0 . 15 This is important if
it is mentally more demanding to follow small ￿uctuations in the data.
The points received during the treatments were added up and converted into
cash payments according to a conversion rate announced at the end of the ses-
sion. Conversion rates were calculated to make an average payment of 30 Euros
for subjects participating in single treatment sessions and 50 Euro (60 Euros)
for subjects participating in double treatment sessions in Italy (Germany). The
average hourly payment per session was always larger than 8 Euros (12 Euros)
in Italy (Germany) and went up 15 Euros in one session. Given the alternative
wages available to undergraduate students, pecuniary incentives should have
motivated subjects suﬃciently well.
4 REE and RPE in the High and Low Elasticity
Treatments
This section brie￿y determines output and in￿ation behavior and equilibrium
expectations for the REE and RPE in the high-elasticity and low-elasticity treat-
ments.
The REE exists in both treatments. Moreover, output and in￿ation dynam-
ics are independent of the elasticity of labor supply. Given the parameterization
d e s c r i b e di ns e c t i o n3 . 1 ,o u t p u ta n di n ￿ation in the experimental REE are given
by
yt = 100 + vt
Πt = .0104 • yt−1
Consequently, REE in￿ation expectations are given by
tΠREE
t+1 =0 .0104 • yt (6a)
tΠREE
t+2 =1 .04 (6b)
15This was the main reason why I did not choose a quadratic loss function as suggested by
the underlying theory.
11Next, consider the RPE which exists only in high elasticity treatments. For





Equations (5) then imply that in a RPE output and in￿ation are described by
yt ≈ 143.699 + .499260 • yt−1 − 90.0242 • Πt−1 + vt
Πt ≈− .472649 + 0.005000 • yt−1 + .973701 • Πt−1
Likewise, equations (4a) and (4b) imply that RPE in￿ation expectations are
given by
tΠRPE
t+1 = .248842 + .760728 • Πt (7a)
tΠRPE
t+2 = .438143 + .578708 • Πt (7b)
5 Experimental Results
This section analyzes the data generated in the experimental sessions. The yard-
stick chosen for assessing how well the REE and RPE explain the experimental
data is the ability of these equilibria to match the representative agents￿ forecast
function, i.e. the average forecast function of the participating subjects.
Matching average forecasts is justi￿ed on the grounds that it is average fore-
casts that drive output and in￿ation dynamics in the economy (see section 3).
Therefore, the equilibrium notion capturing the representative agent￿s forecast
function also captures the behavior of output and in￿ation.
5.1 The Unconditional In￿ation Forecasts
I ￿rst consider the average in￿ation forecasts. Average forecasts can be inter-
preted as an estimate of agents￿ unconditional in￿ation forecasts.
REE and RPE both predict unconditional 1-step and 2-step forecasts to
be equal to the steady state in￿ation rate, which was set to 4% in all treat-
ments. Unconditional forecasts, therefore, do not allow to discriminate between
the REE and RPE. Nevertheless, it is important to analyze unconditional fore-
casts because a failure of the REE and RPE to explain the ￿r s tm o m e n to f
expectations would constitute a failure of ￿rst order importance.
Table 3 lists the actual average 1-step and 2-step in￿ation forecasts (the
average is taken across periods and agents). Actual average forecasts are rather
close to the predicted value. Of the 20 values reported, 16 are within 2 standard
deviations and 19 within 3 standard deviations of the steady state value. The
16See appendix 7.1 for how to calculate these.
12value for the 2-step forecast in Treatment 1 of Session 6, which is more than 3
standard deviations lower than the predicted value, is driven by a large negative
forecast that one subject entered in period 12 of the experiment.
Given the results of Table 3, ￿rst moments of the experimental data seem
consistent with the REE and RPE predictions. The subsequent sections will
consider the ability of the REE and RPE to explain agents￿ conditional in￿ation
forecasts. Since conditional forecasts diﬀer across equilibria, this will allow to
discriminate between the two competing equilibrium explanations.
5.2 The Baseline High-Elasticity Treatments
This section considers the results of the baseline treatments, i.e. the ￿rst treat-
ment of Sessions 1 to 4. In these treatments an REE and a RPE coexist if
agents use univariate forecast functions.
Throughout the remaining part of the paper the main strategy for assessing
how well the REE and RPE explain the experimental data is to report OLS-
estimates of the parameter β for the following regression
tΠactual
t+i = α + β • tΠRPE
t+i +( 1− β) • tΠREE
t+i
where tΠactual
t+i denotes the actual time t forecast of the t + i in￿ation rate
(i =1 ,2)a n dtΠREE
t+i and tΠRPE
t+i the corresponding equilibrium forecasts in a
REE and RPE, respectively, as given by equations (6) and (7). The estimate of
β can be interpreted as the share of agents using the RPE-forecasts. An estimate
of β close to 1 indicates that the RPE explains the forecast functions well, while
a value close to zero indicates that the REE oﬀers a superior description of the
forecast function.17
Figures 1 to 4 show the actual forecasts, the REE-forecasts, and the RPE-
forecasts for the four baseline treatments.
The ￿gures show that the RPE-forecasts track actual forecasts extremely
well while the REE-forecasts perform rather poorly. This is true for all 1-step
forecasts and the 2-step forecasts in Sessions 2 and 4. For the 2-step forecasts of
Sessions 1 and 3 this seems to hold only for about the ￿r s th a l fo ft h et r e a t m e n t ;
in the second half the 2-step REE and RPE-forecasts seem to perform equally
bad.
The evidence shown in Figures 1 to 4 provide strong support in favor of the
RPE. The close ￿t between RPE-forecasts and actual forecasts is remarkable
since the RPE-forecast is calculated without reference to agents￿ actual forecasts,
i.e. the two curves have not been ￿tted to each other! The equilibrium forecasts
shown in these ￿gures rely only on information that is available to agents at the
17Sometimes this interpretation is not appropriate, e.g. because the R2 is very low or even
negative. When this is the case it will be explicitely mentioned.
13time they formulate their forecasts and then assumes that the economy is in an
REE or RPE, respectively.
The visual impression from Figures 1 to 4 is con￿rmed by a more formal anal-
ysis. The ￿rst panel of Table 3 reports the estimated share of RPE-forecasters
β for the 1-step in￿ation forecasts. Estimates are reported for the entire treat-
ment and the last 20 periods to assess whether there is some variation over time
due to learning processes taking place.
The point estimates in the upper panel of Table 3 are relatively close to 1 and
imply that in each treatment more than 85% of agents use RPE-forecasts. The
shares are estimated rather precisely and there are only weak signs (in Session 1
a n d3 )t h a tt h e ya r es i g n i ￿cantly lower in the last 20 periods of the treatments.
The second panel of Table 3 reports the share of RPE-forecasters for the
2-step forecasts. Here the situation is diﬀerent across the four sessions. This
should hardly be surprising given the evidence provided in the lower panels of
Figures 1 to 4. The RPE-forecasts clearly dominate in Sessions 2 and 4. Also,
in these sessions the dominance of RPE-forecasts appears to be stable over time.
RPE-forecasts also perform well in the ￿rst part of Sessions 1 and 3. Yet, the
estimates for the last 20 periods suggest that towards the end of treatment the
REE-forecasts dominate in these sessions.
Overall, the baseline treatments provide overwhelming evidence in favor of
the RPE. In none of the session does the REE oﬀer a good description of agents￿
in￿ation expectations.
Figure 5 provides additional support for this claim by depicting actual in-
￿ation rates together with the rates forecasted by agents one or two periods
before. Due to space constraints, only evidence for Session 4 is reported but the
graphs for the other sessions look very similar.
If forecasts were rational, then the diﬀerence between the actual and fore-
casted in￿ation series would be white noise processes. However, as is easy to
spot in Figure 5, in￿ation forecasts lag actual in￿ation. While 1-step forecasts
seem to lag by one period, 2-step forecasts seem to lag by 2 periods.18 As a
result, forecast errors are strongly positively auto-correlated, a feature that is
consistent with the RPE but not with the REE.
The next subsection analyzes the data from Sessions 1 and 3 in greater detail
since these sessions seemed to oﬀer evidence of an improved performance of the
REE 2-step forecasts.
18The ￿gure depicts the actual in￿ation rate and past forecasts of this in￿ation rate at the
same point of the x-axis, so this feature is not due to a problem of representations.
145.2.1 Baseline Treatments: What Happened in Sessions 1 and 3 ?
Results from Table 3 suggest that the REE 2-step forecasts start to perform
better than the RPE forecasts towards the end of Sessions 1 and 3. Yet, Figures
1 and 3 clearly reveal that actual forecasts still display regular cyclical patterns
with relatively large amplitudes. Obviously, these cannot be captured by the
REE 2-step forecasts.
This suggests that the low β estimate for the end of Sessions 1 and 3 is due
to a deterioration of the ￿t of the RPE forecast rather than to an improved ￿t
of the REE forecasts.
Figure 6 depicts actual 2-step forecasts from Sessions 1 and 3 together with
the following output-based forecast function:
tΠe
t+2 ≈ 0.4172 + 0.0062yt (8)
Towards the end of the considered sessions, agents￿ 2-step forecasts seem to be
captured rather well by equation (8). Moreover, forecasts (8) start to perform
well precisely when the performance of the RPE-forecasts starts to deteriorate,
see Figures (1) and (3).
This suggests that agents participating in Sessions 1 and 3 have substituted
their RPE 2-step forecast function (7b) with the output-based forecast function
(8).
Forecast function (8) is the optimal (in a mean squared error sense) univari-
ate 2-step in￿ation forecast function for an economy that is in a RPE, as the
data suggest to be the case for the ￿rst half of the considered sessions.
It might come as a surprise that the optimal 2-step forecast function diﬀers
from the RPE 2-step forecast function (7b). This suboptimality (even in the
class of univariate forecast functions!) arises because 2-step forecasts have been
assumed to be obtained by iterating forward the (optimal univariate) 1-step
forecast equation.
Although such an iteration is the standard procedure in econometrics to
derive a multi-step prediction from a linear econometric model, it is subopti-
mal here since the 1-step forecast function is misspeci￿ed, see Bhansali (2002
forthcoming) for details.
As a result, a superior univariate 2-step forecast can be derived by regressing
in￿ation directly on twice lagged output or twice lagged in￿a t i o n .D o i n gs oo n e
￿nds that function (8) delivers the univariate prediction with the lowest mean-
squared forecast error in the RPE.
The somewhat informal discussion above is support by a more formal anal-
ysis. The lower panel of Table 3 lists the OLS-estimate of β obtained from the
regression
tΠactual
t+2 = α + β • tΠRPE





t+2 denotes the forecast given in equation (8).
15While Sessions 2 and 4 do not show any signs of an increased share of output-
based forecasters, there is a signi￿cant increase in the share of output-based
2-step forecasters in Sessions 1 and 3: Point estimates imply that the large
majority of agents used output-based forecasts during the last 20 periods of the
treatment.
The previous ￿ndings suggest that agents￿ forecasts still seem to be described
by optimal univariate forecast models. However, agents seem to have become
aware that their simple forecast models are misspeci￿ed and have started to use
diﬀerent models for diﬀerent forecast horizons.
5.3 Additional High-Elasticity Treatments
To check for the stability of the results, subjects participating in Sessions 3 and
4 were subjected to a second high-elasticity treatment, which is analyzed in this
section.
Given that in some sessions agents switched to output-based 2-step forecasts,
one has to ask for the potential rest points of a learning process where agents
condition 1-step forecasts on in￿ation and 2-step forecasts on output. Such a
rest point could be expected to emerge in these additional treatments.
In appendix 7.2 it is shown that there exists a unique stationary rest point
where agents use an optimally parameterized in￿ation-based 1-step forecast
model and an optimally parameterized output-based 2-step forecast model.19
This rest point will be referred to as the mixed-forecast situation subsequently.
As shown in appendix 7.2, optimally parameterized forecast functions for
the mixed-forecast situation are given by
tΠe
t+1 ≈ 0.6887 + 0.3378 • Πt (9a)
tΠe
t+2 ≈ 0.7373 + 0.003027 • yt (9b)
It is important to note that equations (9) do not describe an equilibrium sit-
uation where agents use optimal univariate forecast functions for each forecast
horizon. If agents used equations (9) to forecast, a univariate output-based
prediction for the 1-step forecast would dominate the in￿ation-based forecast
function shown above. Thus, the mixed forecast situation is only a rest-point
when taking as given the variables that enter the respective forecast functions.
Despite this suboptimality, one would expect that equations (9) at least
initially describe actual forecast behavior. Once agents substitute the 1-step
forecast function (9a) by an output-based forecast function, one would expect
19Optimality is again de￿ned in terms of mean-squared errors.
16the emergence of the REE.20 For this reason I let the mixed-forecast situation
compete against the REE in the subsequent analysis.
Note that the coeﬃcient on lagged in￿ation in equation (9a) has the same
sign as in the RPE. This might explain why agents￿ actual 1-step forecasts re-
main to be captured rather well by the RPE 1-step forecasts in all of the baseline
sessions even though 2-step RPE-forecasts have been replaced by output-based
forecasts in some of these sessions.
Furthermore, the coeﬃcient on lagged output in equation (9b) has the same
sign as in equation (8). This suggests that once agents switch to an output-
based forecast function the learning process will only lead to a decrease in the
reaction coeﬃcient on the output term but not to a change of sign. Therefore,
the learning process will not cause major problems to the analysis.
Figures 7 and 8 graph actual forecasts, REE forecasts, and mixed forecasts
for the second treatments of Sessions 3 and 4. Interpretation of the data from
Session 3 is somewhat diﬃcult because one subject experimented with large
negative in￿ation forecasts in period 16-22 to learn about the economy￿s reaction
to these forecasts.21 Experimentation during these periods caused output levels
to increase, which caused output-based forecasts to be oﬀ track for some time.
However, this should not be interpreted as a genuine failure of output-based
forecasts.
The ￿gures suggest that in both sessions 1-step forecasts are still captured far
better by the (in￿ation-based) mixed-forecast than by the (output-based) REE-
forecast. This is con￿rmed by the quantitative evidence presented in Table
4. The share of agents using the (in￿ation-based) mixed forecast function is
estimated to be close to one and is not signi￿cantly lower in the last 20 periods of
the treatments. Thus, regarding 1-step forecasts there is no evidence in favor of
a convergence process towards the REE.22 At the same time the mixed-forecast
situation captures the forecasts rather well.
Figures 7 and 8 also suggests that 2-step forecasts seem to be more in line
with the mixed-forecasts than with the REE-forecasts, in particular towards the
end of the treatments.
The visual impression is con￿rmed by the quantitative results reported in
the second and third panel of Table 4. The second panel shows that the mixed-
forecast function dominates in Session 4 and seems to gain weight in Session
20Recall that the REE is the unique stationary equilibrium where the parameters in agents￿
output-based forecast functions are optimal given the process of output and in￿ation that
they generate.
21The subject mentioned to me that he experimented after the end of the experiment. He
also mentioned that he had abandoned experimentation after a while as it became to costly
and did not generate a lot of information.
22There is some evidence that actual forecasts initially ￿uctuate more than the mixed 1-step
forecasts (9a) suggest. This is likely to be the case because agents still use the RPE-forecast,
which has a larger coeﬃcient on the lagged in￿ation term.
173, where interpretation is hampered by the fact that one subject experimented
with large negative forecasts. Furthermore, the third panel shows that almost
all agents seem to use output-based forecast rules. Subjects from Session 4, who
used in￿ation-based 2-step forecasts throughout the ￿rst treatment, now also
seem to use output-based 2-step forecasts.
Overall, the additional high-elasticity treatments strongly suggest that agents￿
forecast functions moved into the direction of the mixed forecast situation (9).
The mixed forecast situation oﬀers a better prediction of agents￿ expectations
than the REE, especially towards the end of the treatments. Thus, after more
than 110 model periods the REE does not yet emerge as the dominant expla-
nation of the data. Of course, this does not exclude that additional treatments
would eventually cause it to become the dominant explanation. Given the logic
according to which agents seem to substitute their forecast functions, the mixed
forecast situation can be expected to be transient.
To assess whether there are situations in which the REE oﬀers a good ex-
planation of the data early on, the next section considers a parameterization of
the economy where an RPE does not exist.
5.4 The Low-High Treatment Combination
This section discusses the results from Sessions 5 and 6. In these sessions sub-
jects ￿rst experienced a low-elasticity treatment before being subjected to a
high-elasticity treatment.
In low-elasticity treatments an RPE does not exist even when agents restrict
attention to univariate forecast functions. Therefore, one would expect the REE
to be able to explain the data better than in the baseline sessions. Moreover, if
agents learned the REE in the ￿rst treatment, their experience should facilitate
coordination on the REE in the subsequent high-elasticity treatment.
5.4.1 Low-Elasticity Treatments
Figure 9 depicts actual forecasts and REE-forecasts for the low-elasticity treat-
ment of Session 5.
While in the ￿rst 25 periods the REE 1-step forecasts tend to peak 1 period
before actual forecasts, the REE and actual forecasts move in a highly synchro-
nized fashion towards the end of the treatment when the ￿t between the two
forecasts seems to be much better than after the 110 periods of high-elasticity
treatment applied in Sessions 3 and 4.
Actual 2-step forecasts also seem to be roughly in line with the REE predic-
tion. Although these forecasts still display some cyclical variation, the standard
deviation of 2-step forecasts is now rather small.
Figure 10 displays information for the low-elasticity treatment of Session
6. Interpretation of the data is complicated by the fact that in period 12 one
18subject entered a 1-step in￿ation forecast of -28%.23 This caused in￿ation to
be very low and output to be very high. The high output level subsequently
caused a strong rise in in￿ation. This strong cyclical ￿swing￿ in the data might
well have in￿uenced agents￿ forecast functions.
Correspondingly, the signs in favor of the REE are much weaker for this
session. 1-step forecasts peak well before actual forecasts even towards the end
of the treatment. Also, 2-step forecasts do not move as closely to the steady
state value as in Session 5 although variability seems to decrease over time.
The visual impression from Figures 9 and 10 is con￿rmed by a more formal
analysis. Since an RPE does not exist in low-elasticity treatments one has to
compare the ability of REE-forecasts to explain actual forecasts with the ability
to do so in high elasticity treatments.
Table 5 reports results of such a comparison for the 1-step forecasts. For all
sessions and treatments considered thus far the table reports the coeﬃcient β
obtained from estimating equation
tΠactual
t+1 = α + β • tΠREE
t+1 (10)
using ordinary least squares.
While for the low-elasticity treatments β is signi￿cant and positive, it is
either insigni￿cant or negative for the high-elasticity treatments. This together
with the fact that β is very high in the last 20 periods of Session 5 suggests that
in low-elasticity treatments the REE-forecasts oﬀers a much better explanation
of actual 1-step forecasts than in high-elasticity treatments.
Table 6 reports evidence on 2-step forecasts. The table presents results from
regressing the squared deviation of actual 2-step forecasts from REE 2-step
forecasts on a constant.
For Session 5 the estimated constant is signi￿cantly lower than in all other
high elasticity sessions. This holds true for the whole sample and the last 20
periods of the treatment. For Session 6 the picture is somewhat mixed, which is
most likely due to the large negative forecast mentioned above. Nevertheless, in
the last 20 periods of Session 6 the squared deviation is still signi￿cantly lower
than in all but one high-elasticity treatment.
The previous evidence shows that in low-elasticity treatments the REE per-
forms signi￿cantly better than in high-elasticity sessions. Especially evidence
from Session 5 seems largely consistent with the REE towards the end of the
treatment. This has not been the case in any of the high-elasticity treatments.
The next section considers whether the experience of the low-elasticity treat-
ment facilitates coordination on the REE in the subsequent high-elasticity treat-
ment.
23It is not entirely clear whether the forecast was an attempt to obtain information about
the economy￿s reaction to such forecasts or whether this was a simple omission of the decimal
point.
195.4.2 High-Elasticity Treatments
Figures 11 and 12 depict actual forecasts, REE-forecasts, and RPE-forecasts for
the high-elasticity treatment of Sessions 5 and 6.
The match between RPE 1-step forecasts and actual forecasts is much weaker
than in the baseline high-elasticity treatments. Indeed, actual 1-step forecasts
seem to be in between the REE-forecasts and the RPE-forecasts. 2-step fore-
casts display some cyclical variation but they are not matched particularly well
by RPE-forecasts. Also, deviations from the REE-forecasts are rather small
(Session 5) or do become so over time (Session 6).
Table 7 presents estimates of the share of REE and RPE forecasters. The
estimated share of RPE 1-step forecasters is still relatively high. Yet, it is
signi￿cantly lower than in Sessions 1 to 4. The same holds for the 2-step forecasts
where the data now favors REE-forecasts over RPE-forecasts.24
The ￿rst panel of Table 8 reports the value of β obtained from estimating
equation (10) via least squares. The REE 1-step forecasts obtain a signi￿cantly
positive coeﬃcient for the whole of Session 5 and also for the last 20 periods of
Session 6.
Combining this with evidence from Table 5 suggests that the present high-
elasticity treatments look more like the previous low-elasticity treatment and
much less like the high-elasticity treatments of Sessions 1 to 4.
The second panel of Table 8 shows evidence on 2-step forecasts. Reported
are the results from regressing the squared diﬀerence of actual forecasts and
REE-forecasts on a constant. These squared forecast errors are found to be
very small and signi￿cantly lower than in any of the high-elasticity treatments
of Sessions 1 to 4 (see Table 6). Moreover, they are of about the same order as
in the low-elasticity treatment of Session 5, which was the session best described
by an REE.
All this suggests that agents have carried over some of their experience from
the low-elasticity treatment. However, neither the REE nor the RPE emerges
as the dominant explanation of agents￿ expectations.
6C o n c l u s i o n s
The main results obtained from the experimental sessions of this paper can be
summarized as follows.
24There is no evidence that output-based forecasts would dominate the RPE forecasts, as
was the case in the ￿rst treatment of Sessions 1 to 4 when the share of RPE-forecasters was
found to be low. These results are not reported in the table. The estimated share of RPE-
forecasters vs. Ouput based forecasters is close to 0.5 in Session 5. In Session 6 it is somewhat
higher but produces negative R2 values which indicates that neither of the forecasts oﬀers a
good explanation.
20Firstly, in the baseline treatments the Restricted Perceptions Equilibrium
outperforms the Rational Expectations Equilibrium as the dominant explana-
tion of the experimental data. This suggests that the forecasting technology
employed by relatively unsophisticated forecasters is accurately captured by
univariate forecast models.
Secondly, although agents use a simple forecasting technology, they seem to
be aware that their forecast models are possibly misspeci￿ed. Therefore, after
having gained experience with their environment agents start to use diﬀerent
forecast models for diﬀerent forecast horizons. The new forecast models seem
again to be simple univariate models.
Finally, for a parameterization where a Restricted Perceptions Equilibrium
does not exist, the Rational Expectations Equilibrium oﬀers a good description
of the experimental data. There is also tentative evidence that experience from
such treatments facilitates coordination on the Rational Expectations Equilib-
rium for parameterizations where a Restricted Perceptions Equilibrium coexists
with the Rational Expectations Equilibrium.
There is considerable room left for future research. To assess the robustness
of the present results it is of interest to learn whether Restricted Perceptions
Equilibria with univariate models also describe expectations in other experi-
mental economies. Furthermore, the results obtained so far suggest to con-
sider an experimental economy possessing a Restricted Perceptions Equilibrium
with univariate forecast functions where forecasts are optimal at each forecast
horizon. Consideration of such an economy would allow to assess whether Re-
stricted Perceptions Equilibria could be t r u l ys t a b l eo v e rt i m ei n s t e a do fb e i n g
just transitory phenomena of an economy ultimately converging to a Rational
Expectations Equilibrium.
217A p p e n d i x
7.1 Calculating (αΠ,βΠ) in Model Π Equilibrium





αΠ = Π(1 − βΠ) (12)
where Π is the steady state in￿ation rate and where Πt evolves according to (5).
Let B denote the AR-matrix in (5) and vec be the column-wise vectorization
operator. Then taking variances on both sides of (5) and assuming stationarity
implies that







. Equation (13) delivers the expression for the denomi-

























Solving this equation (e.g. numerically), one obtains βΠ.T h ev a l u ef o rαΠ can
then be obtained using equation (12).
7.2 The Mixed Forecast Situation
Suppose agents use the following 1-step and 2-step forecast model:
Πt = α + βΠt−1 (15a)
Πt+1 = γ + δyt−1 (15b)










α =( 1− β)Π
γ = Π − δy
where variables without subscript denote steady state values.
To calculate the variances and covariances insert the expectations derived































Since the constant a in (18) does not in￿uence the covariances one can ignore








=( I − B ⊗ B)−1vec(Ω)
where vec(•) denotes the vectorization operator and Ω is variance covariance











where Γi is the covariance matrix of output and in￿ation with i-times lagged






−1 − βΠ(1 − Πε)+ε(Π − δy)
εΠ2 − β(1 − Πε)









Π2 − 4(−1+εΠ)(1 − εΠ + δεy)
2(−1+εΠ)
23Substituting β1 into (17) using the expressions for the covariances derived above
and solving for δ with Π =1 .04 and ε =2delivers two real and two imaginary
solutions for δ. However, both real solutions imply values for β1 smaller than
−1 which would contradict stationarity of the in￿ation rate.
Substituting β2 into (17) and solving for δ with Π =1 .04 and ε =2delivers
three real solutions for δ. Only one of these solutions implies a value of |β2| < 1.
This is the solution shown in equation (9).
7.3 Instructions for Subjects
General
Today you will participate in an experiment of economic decision making.
Various research foundations have provided funds for the conduct of this re-
search. Instructions are simple and if you follow them carefully you can earn
a considerable amount of money. The average payment will be around 60.000
Lire but, depending on how well you do, you may well earn up to 120.000 Lire.
You are assigned the role of a private agent whose task is to forecast the
rate of in￿ation in the economy. In each experimental period t, you are asked
to forecast the in￿ation rate for the next two periods, i.e. the in￿ation rate for
period t+1 and for period t+2.
In period t when you make your in￿ation predictions for t+1 and t+2 you
can observe the current and past data of the economy. This data consists of the
current and past in￿ation rates and the current and past levels of real GDP,
where real GDP is the quantity of goods that is produced in the economy.
At the beginning of an experiment when you start forecasting, there is just
a single data point that consists of the current in￿ation rate and output level.
After you have made your forecasts the experiment period will end and a new
experiment period will start for which a new in￿ation rate and output level will
be announced. Thus, as the experiment evolves you will have an increasing
number of observations.
There will be various experiment ￿sessions￿. For each ￿session￿ the economy
will restart from period zero. Each session is unrelated to the previous session, in
the sense that the level of in￿ation and output will be diﬀerent across sessions.
Also the relationships between in￿ation and output and past values of these
variables is not necessarily the same from one session to another. The end of
a session and the beginning of a new session will be clearly announced by the
experimenter.
Earnings
During each period of an experiment session you will collect ￿points￿ which
at the end of the session will be transformed into Lira, as described below. The
number of points that you get will depend on how close your in￿ation predictions
are to the actual in￿ation rates. The details are explained now:
24 








Each period t, the new in￿ation rate and the new output level are announced.
You will have predicted the current in￿ation rate two diﬀerent times, once 1
period ago and once 2 periods ago.
Let f denote the absolute value of your forecast error from one of these
forecasts. The error is expressed in percentage points, i.e. if f =1 .5 your
forecast was either 1.5% higher or lower than the actual in￿ation rate.
The points that you receive will depend on the errors f you make where





You can receive up to 300 points per forecast and may lose up to 100 points
depending on the size of the forecast error. With a zero forecast error you would
receive 300 points. However, if your forecast is 1% higher or lower than the ac-
tual in￿ation rate you will get only 100 points (400/2-100), likewise for a 3%
forecast error you receive no points (300/3-100), and for even larger forecast er-
rors points will be subtracted. The graph below shows the relationship between
the forecast error and the points that your receive for your forecast.
You will receive points for each of the two forecast you made for the current
in￿ation rate, i.e. you receive points for the forecast you made 1 period ago and
points for the forecast you made 2 periods ago, where the number of points for
each forecast depends on the forecast error as described above.
After the experimenter has announced the end of an experiment session,
write down the total number of points that you received on a sheet of paper
with your name on it. Brie￿y after the end of the session, the experimenter will
announce a conversion rate that indicates the value of the points in terms of
Lira.
Other Instructions
During the experiment sessions it is strictly forbidden to speak with other
students that participate in the experiment. Doing so can lead to the exclusion
25from the experiment. In this case no payment will be made. If you have any
questions or problems during the course of the experiment raise your hand and
the experimenter will come to you.
At the start of each experiment session you will be asked to start the program
that runs on your computer. Please carefully follow the instructions that you
will receive from the experimenter.
If you have any questions please ask them now!
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Figure 12: Session 6 (T2)
39Table 1: Parameterization of the experimental treatments
Treatment 1 Treatment 2 Location Date
(T1) (T2)
Session 1 high - Salerno, Italy July 16, 2001
Session 2 high - Salerno, Italy July 23, 2001
Session 3 high high Frankfurt, Germany June 3, 2002
Session 4 high high Frankfurt, Germany June 7, 2002
Session 5 low high Salerno, Italy July 2, 2001
Session 6 low high Salerno, Italy July 24,2001
￿low￿ indicates treatments where the elasticity of labor supply is given by
ε =1 .0, ￿high￿ indicates treatments where the elasticity is given by ε =2 .0.
40Table 2: Average In￿ation Forecasts (Across Agents and Periods)
Average 1-Step Forecast Average 2-Step Forecast
Session 1 (T1) 4.03 4.01
(0.1584) (0.1316)
Session 2 (T1) 3.89 3.90
(0.0972) (0.0771)
Session 3 (T1) 4.75 4.90
(0.5138) (0.3302)
Session 3 (T2) 3.64 3.65
(0.2801) (0.2642)
Session 4 (T1) 3.95 3.94
(0.1481) (0.1257)
Session 4 (T2) 4.48 4.43
(0.3104) (0.2202)
Session 5 (T1) 4.16 4.14
(0.0605) (0.0535)
Session 5 (T2) 3.98 3.97
(0.0597) (0.0499)
Session 6 (T1) 3.58 3.61
(0.2284) (0.1232)
Session 6 (T2) 3.95 3.93
(0.1024) (0.0559)
Newey-West standard errors (3 lags) in parentheses.
41T a b l e3 :B a s e l i n eT r e a t m e n t s
1-Step Forecast Share of RPE-Forecasters (vs. REE)
whole sample last 20 periods
Session 1 (T1) 0.887 0.747
(0.0324) (0.0427)
Session 2 (T1) 0.881 0.855
(0.0148) (0.0265)
Session 3 (T1) 0.873 0.778
(0.0319) (0.0530)
Session 4 (T1) 0.989 0.969
(0.0180) (0.0228)
2-Step Forecast Share of RPE-Forecasters (vs. REE)
whole sample last 20 periods
Session 1 (T1) 0.534 0.168
(0.1477) (0.1552)
Session 2 (T1) 0.694 0.687
(0.0501) (0.0584)
Session 3 (T1) 0.212 -0.436
(0.1896) (0.1435)
Session 4 (T1) 1.087 1.069
(0.0704) (0.0677)
2-Step Forecast Share of RPE-Forecasters (vs. Ouput-Based)
whole sample last 20 periods
Session 1 (T1) 0.713 0.354
(0.0892) (0.1025)
Session 2 (T1) 0.792 0.744
(0.0286) (0.0407)
Session 3 (T1) 0.508 0.068
(0.1197) (0.0947)
Session 4 (T1) 0.988 0.928
(0.0474) (0.0334)
Newey-West standard errors (3 lags) in parentheses.
42Table 4: Additional High Elasticity Treatments
1-Step Forecast Share of Mixed-Forecasters (vs. REE)
whole sample last 20 periods
Session 3 (T2) 1.14 0.933
(0.0646) (0.0912)
Session 4 (T2) 0.950 0.890
(0.0792) (0.1663)
2-Step Forecasts Share of Mixed-Forecasters (vs. REE)
whole sample last 20 periods
Session 3 (T2) 0.344 0.449
(0.3561) (0.3468)
Session 4 (T2) 0.609 0.812
(0.2715) (0.5870)
2-Step Forecast Share of Mixed-Forecasters (vs. RPE)
whole sample last 20 periods
Session 3 (T2) 0.835 0.711
(0.1119) (0.1437)
Session 4 (T2) 0.795 1.034
(0.0887) (0.1493)
Newey-West standard errors (3 lags) in parentheses. Session 3 included a
dummy variable for period 20 to 30.
43Table 5: Low Elasticity Treatments
1-Step Forecast Coeﬃcient on REE Forecasts
whole sample last 20 periods
Session 5 (T1) 0.333 0.717
(0.0766) (0.0927)
Session 6 (T1) 0.226 0.216
(0.0633) (0.1055)
Session 1 (T1) -0.136 0.029
(0.0468) (0.1147)
Session 2 (T1) -0.025 -0.059
(0.0450) (0.0923)
Session 3 (T1) -0.168 -0.182
(0.0455) (0.0993)
Session 4 (T1) -0.253 -0.249
(0.0517) (0.0993)
Session 3 (T2) -0.220 0.000
(0.0776) (0.1295)
Session 4 (T2) -0.0776 -0.002
(0.0733) (0.1765)
Newey-West standard errors (3 lags) in parentheses.
44Table 6: Low Elasticity Treatments
2-Step Forecast (Actual - REE Forecast)2
whole sample last 20 periods
Session 5 (T1) 0.116 0.007
(0.0244) (0.0369)
Session 6 (T1) 1.260 0.321
(0.3941) (0.0720)
Session 1 (T1) 0.787 0.9839
(0.1044) (0.1207)
Session 2 (T1) 0.1945 0.298
(0.0332) (0.0554)
Session 3 (T1) 9.123 10.119
(1.6336) (2.2004)
Session 4 (T1) 0.493 0.886
(0.1106) (0.1642)
Session 3 (T2) 3.307 1.102
(0.7934) (0.4665)
Session 4 (T2) 4.672 3.922
(0.7331) (0.8545)
Newey-West standard errors (3 lags) in parentheses.
45Table 7: High Elasticity Treatments, Sessions 5 and 6
1-Step Forecast Share of RPE-Forecasters (vs. REE)
whole sample last 20 periods
Session 5 (T2) 0.655 0.619
(0.0391) (0.0257)
Session 6 (T2) 0.761 0.503
(0.0759) (0.0696)
2-Step Forecast Share of RPE-Forecasters (vs. REE)
whole sample last 20 periods
Session 5 (T2) 0.274 0.266
(0.1024) (0.1098)
Session 6 (T2) 0.231 -0.113
(0.1164) (0.1601)
Newey-West standard errors (3 lags) in parentheses.
Table 8: High Elasticity Treatments, Sessions 5 and 6
1-Step Forecast Coeﬃcient on REE Forecasts
whole sample last 20 periods
Session 5 (T2) 0.226 0.170
(0.0549) (0.1014)
Session 6 (T2) 0.180 0.527
(0.1001) (0.0654)
2-Step Forecast (Actual - REE Forecast)2
whole sample last 20 periods
Session 5 (T2) 0.078 0.062
(0.0167) (0.0164)
Session 6 (T2) 0.114 0.050
(0.0272) (0.0182)
Newey-West standard errors (3 lags) in parentheses.
46