Cointegration Testing in Single Error-Correction Equations in the Presence of Linear Time Trends by Hassler, Uwe
Working Paper 99-79 
Statistics and Econometrics Series 31 
October 1999 
Departamento de Estadfstica y Econometrfa 
Universidad Carlos III de Madrid 
Calle Madrid, 126 
28903 Getafe (Spain) 
Fax (34-91) 624-9849 
COINTEGRATION TESTING IN SINGLE ERROR-CORRECTION EQUATIONS IN 
THE PRESENCE OF LINEAR TIME TRENDS. 
Uwe Hassler. * 
Abstract 
------------------------------------------------------
Banerjee, Dolado and Mestre (J. Time Ser. Anal. 19 (1998) 267-283) introduce an 
error-correction test for the null hypothesis of no cointegration. The present paper 
supplements their work. They provide critical values for regressions with and without 
detrending. Here it is shown that the latter are not appropriate if the series display 
linear trends. This does not mean that detrending is required. Correct percentiles are 
suggested for the case that series follow linear time trends but tests are based on 
regressions without detrending. They are readily available from the literature. 
Keywords: Integrated series with drift; effect of not detrending. 
*Free University of Berlin. Institute of Statistics and Econometrics. Boltzmannstr. 20 
D-14195 Berlin Germany, e-mail: uwe@wiwiss.fu-berlin.de. I am grateful to Bruce 
E. Hansen for comments on an earlier version. This paper was revised while visiting 
Universidad Carlos III de Madrid. Financial support from the European Commision 
through the Training and Mobility of Researchers programme is gratefully 
acknowledged. 
1 Introduction 
Engle and Granger (1987) established the common practice of estimating 
and testing cointegrating relations within the framework of static regres-
sions. They proposed to test for the null hypothesis of no cointegration by 
means of Dickey-Fuller type residual tests. The asymptotic distributions of 
these tests have been provided by Phillips and Ouliaris (1990). They consider 
the cases of integrated variables without linear time trends and of integrated 
series with drifts. However, in the latter case only detrended regressions are 
considered. In practice, many time series can be treated as 1(1) with drift, 
i.e. they are integrated of order one and display a linear trend at the same 
time. Still, often applied workers are not interested in detrended regressions, 
see e.g. the discussion in Hassler (1999). Static regressions of 1(1) series 
with linear time trends without detrending have been studied by Hansen 
(1992). In particular, he finds that residual-based Dickey-Fuller statistics 
given k 1(1) regressors with drifts but without detrending have limiting dis-
tributions identical to statistics arising from the detrended regression on k-1 
integrated regressors. Hansen (1992, p.103) concludes that the determinis-
tic trends in the data affect the limiting distributions of the test statistics 
whether or not we detrend the data. A corresponding result will be obtained 
in this paper for the single equation error-correction test. 
The static cointegration regression has been criticized already by Baner-
jee, Dolado, Hendry and Smith (1986) on experimental grounds. Conse-
quently, Banerjee, Dolado and Mestre (1998) developed a cointegration test 
embedded in a single equation error-correction framework. The present pa-
per supplements their work with respect to the effect of linear time trends 
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on tests based on regressions without detrending. Related work has been 
published recently by Harbo, Johansen, Nielsen and Rahbek (1998). They 
consider partial (but not necessarily one-dimensional) subsystems of error-
correction models and propose likelihood ratio tests for the cointegration 
rank. In the presence of linear time trends their test has the disadvantage 
of depending on nuisance parameters in case of not detrending. Therefore, 
Harbo et al. (1998) suggest to use a detrended model where the asymptotic 
distribution is free of nuisance parameters. However, detrending may cost 
efficiency and may not be desirable from an economic point of view. For 
this reason it is interesting that it turns out that the t-type test without de-
trending by Banerjee et al. (1998) does not depend on nuisance parameters 
asymptotically. 
In the next section I briefly review the error-correction test by Banerjee 
et al. (1998) in its very simplest form and state the main result. Section 
3 provides experimental evidence that the percentiles traditionally used in 
the presence of linear time trends without detrending are not correct in that 
they reject the null hypothesis of no cointegration more often than the stated 
nominal level. However, this does not mean that detrending is required 
to achieve correct inference. The critical values I suggest instead without 
detrending, which are readily available from the literature, turn out to be 
appropriate. They are justified asymptotically in Section 4 by deriving the 
limiting distribution. The final section summarizes and describes in simple 
words how and where appropriate critical values can be found in the situation 
investigated here. 
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2 Error-correction test 
Consider the simplest prototypical single equation error-correction mecha-
nism 
D.Yt = ,(Yt-l - A'Xt-d + {3' D.Xt + et, t = 1,2, ... ,T, 
with the usual difference operator D.. Equivalently one may write 
(1) 
where b = -,A, et is white noise, and Xt is a k-dimensional vector of /(1) 
series with drift, 
t 
Xt Xo + J.Lxt + L Ui, Ut fV 1(0), (2) 
i=l 
- Xo + J.Lxt + et, J.Lx =/:- 0, 
where Ut is stationary. Please note that J.Lx =/:- ° does not require that all 
components are nonzero. It is further assumed that et (and hence Xt) is 
not cointegrated. Equation (1) above corresponds to equation (1) or (I") 
in Banerjee et al. (1998). If, < 0, then Yt and Xt are cointegrated with 
cointegrating vector (1, -X) . If, = 0, and if D.Xt is not generated by an 
error-correction mechanism, which is the assumption underlying Banerjee et 
al. (1998), then Yt and Xt are not cointegrated. This is the null hypothesis 
maintained for the rest of the paper: 
t 
Yt = C + {3' Xt + Zt, Zt := L ei, 
i=l 
so that (1) reduces to 
D.Yt = {3' D.Xt + et, t = 1,2, ... ,T. 
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(3) 
Banerjee et al. (1998) suggest to test for I = 0 by means of the usual t-
statistic t-y from an ordinary least squares (OLS) regression of (1). The null 
hypothesis is rejected for too negative values. The authors derive the limit-
ing distribution under Ho and provide critical values, Banerjee et al. (1998, 
Table lA); however, they are simulated under the assumption that J-Lx = 0 
in (2), which does not allow for linear time trends. 
Apart from the OLS estimation of (1), 
(4) 
we also have the detrended regression with t = 1,2, ... , T, 
(5) 
From (5) one may test the null of no cointegration by means of the standard t-
ratio testing for IT = o. The additional deterministic regressor t changes the 
null distribution no matter whether J-Lx #- 0 or not. Appropriate percentiles 
are found in Banerjee et al. (1998, Table 1B). 
In order to motivate the following result we observe that the linear trend 
dominates Xt-l: 
t-l 
Xt-l Xo + J-Lx(t - 1) + L Ui 
i=l 
- 0(1) + O(T) + Op(To.S). 
Let us first consider the case k = 1 and assume that the effect of /3' ~Xt 
can be ignored (which is by no means self-evident, cf. Hansen, 1995); in 
this case the regression (4) reduces to a univariate detrended Dickey-Fuller 
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regression testing Yt for a unit root. If k > 1 the vector Xt given in (2) is not 
cointegrated and hence driven by k common stochastic trends. At the same 
time it is driven by exactly one common deterministic trend t . As the linear 
trend dominates one stochastic trend, Xt behaves like k-1 common stochastic 
and one common linear trend. This is the intuition for the following decision 
rule. 
Criterion 1 (Rule) In the presence of linear trends the test based on t'Y 
from (4) with one x-variable (k = 1) should be applied with the critical values 
of the detrended univariate Dickey-Fuller test; if k > 1, t'Y from (4) should be 
applied with critical values from Banerjee et al. (1998, Table lB) for k - 1 
instead of with percentiles from Banerjee et al. (1998, Table lA) for k. 
Table 1: Critical values (not) taking into account linear trends 
11 k = 11 1 2 3 4 5 11 
1A:k -2.89 -3.19 -3.42 -3.66 -3.82 
1B: k-1 -3.13 -3.39 -3.62 -3.82 -4.00 
Asymptotic critical values at the 10% level from Banerjee et al. (1998, Table lA) for k 
(standard practice) and according to Criterion 1 (lB: k - 1). 
Table 1 compares the asymptotic critical values at the 10% level from 
Banerjee et al. (1998, Table lA) with those proposed by the decision rule 
Criterion 1 (the percentiles for the detrended Dickey-Fuller test are. from 
MacKinnon, 1991). Testing in model (1) for cointegration, it is standard 
practice to estimate (4) and use the critical values from the first row in Table 
1. They differ from those according to the Rule by around 0.2. Remember 
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that the test rejects for too small values: Following the above Rule instead 
of standard practice cointegration will be established less often at the 10% 
level in the presence of linear time trends. The next section will show how 
severe the overrejection implied by standard practice is. 
3 Monte Carlo evidence 
To verify the usefulness of Criterion 1 a Monte Carlo experiment was per-
formed. Let 
Yt = Xlt + ... + Xkt + Tt, t = 1,2, ... ,T, 
with the random walks 
Tt = Tt-l + VOt, 
Xit = 1 + Xit-l + Vit, i = 1,2, ... ,k, 
where Vit are N(O, 1) white noise series independent of each other. All ex-
periments were done with GAUSS32 and are based on 5000 replications. I 
generated T + 50 observations and discarded the first 50 observations to get 
rid of the influence of starting values. 
The estimated regression was (4). The ordinary t-statistics t"{ for the true 
null hypothesis of no cointegration were computed and compared with the 
critical values from Banerjee et al. (1998, Table lA) and with the percentiles 
according to the Rule in Section 2. Throughout, finite sample critical values 
were applied (those from the detrended Dickey-Fuller test are from MacKin-
non, 1991). The percentages of rejection are summarized in Table 2. From 
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Table 2: Percentage of rejection 
10 % level 
T= 100 T=500 
k= 1 2 3 1 2 3 
lA: k 15.04 15.06 14.72 16.06 18.26 15.48 
1B: k-1 9.74 9.78 10.16 9.92 9.76 10.02 
5 % level 
T= 100 T=500 
k= 1 2 3 1 2 3 
lA: k 7.84 7.20 7.88 8.06 8.02 7.90 
1B: k-1 5.12 4.80 5.26 4.92 4.93 5.10 
1 % level 
T= 100 T=500 
k= 1 2 3 1 2 3 
1A:k 1.78 1.50 1.68 1.64 1.44 1.42 
1B: k-1 1.16 0.94 1.14 1.10 0.74 1.02 
Given are the percentages of rejection based on t-y from (4). This t-statistic is compared 
with the finite sample critical values from Banerjee et al. (1998, Table lA) for k and with 
those according to Criterion 1 (lB: k - 1). Further information is given in the text. 
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Table 2 it is clear that the standard practice of not detrending and using cor-
responding critical values overrejects if the series are 1(1) with drift. Even if 
we do not detrend, the fact that the regressors display linear trends affects 
the critical values. The rejection rates according to Criterion 1, in contrast, 
are very close to the nominal levels. Fortunately, the overrejection of the 
standard practice is not very drastic. Nevertheless, the Rule introduced here 
clearly improves cointegration testing in single error-correction equations in 
the presence of linear trends. 
4 Asymptotic justification 
In order to justify Criterion 1 in addition to the experimental evidence I shall 
derive the asymptotic distribution of t,., from (4) under the null hypothesis 
and compare it with that of t"'r from (5). The asymptotic analysis relies on 
the following assumptions. 
Let et be a white noise process independent of the 1(0) process Ut, and 
suppose that they satisfy the invariance principle 
T-O.5 f ( et ) = T-O.5 ( Z[rT) ) ::} ( B(r) ) = ( O"eW(r) ), (6) 
t=l Ut e[rT] P(r) n~·5V(r) 
where O"~ = Var(et), nu is the long-run covariance matrix of Ut, and W(r) 
and V(r) are standard Wiener processes independent of each other. Next 
it is assumed without loss of generality that the last component (say Ilk) of 
Ilx is different from zero. The variable Xt and its corresponding Brownian 
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motion are partitioned accordingly: 
Xt = ( X(k-l)t ) = ( X(k-l)O ) + ( Jl(k-l) ) t + ( €(k-l)t ) , Jlk =f:. 0, 
Xk,t Xk,O Jlk ek,t 
P(r) = ( P(k-l)(r) ) . 
Pk(r) 
Let the subscript (k -1) always denote subvectors of length k -1; if k = 1 the 
corresponding expressions are understood to be absent so that the Proposi-
tion below is derived for k = 1 and k > 1 at the same time. Correspondingly, 
the null hypothesis can be rewritten as 
It is important to note that Yt and X(k-l)t can be expressed in terms of Xk,t 
(where constant terms are neglected for simplicity): 
Xk,t + (( c ek,t X(k-l)t = Jl(k-l)- t, t:= <"(k-l)t - Jl(k-l)-, 
Jlk Jlk 
(7) 
(3' Jlx (3' ( 
Yt = --Xk,t + Zt + (k-l) t, 
Jlk 
(8) 
where (6) implies 
-0.5 ) ( ) Pk(r) 05 () T ([rT] =} Q(r := P(k-l) r - Jl(k-l)-- = n~,u r . 
Jlk 
(9) 
In (9), U(r) is a (k -l)-dimensional standard Wiener process independent of 
W(r). In order to investigate ty from (4) I make use of what has been called 
Frisch-Waugh-Lovell (FWL) theorem by Davidson and MacKinnon (1993). 
Consider the regressions of the series from (4) on Xk,t-l at first stage, 
(10) 
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(11) 
Yt-l = 4>0 + (JOXk,t-l + .it-I, (12) 
- - -
X(k-l}t-l = 4>1 + (JIXk,t-l + (t-l, (13) 
where (12) and (13) are motivated by (8) and (7), respectively. Here, least 
squares is denoted by means of tildes. The residuals from (10) - (13) are 
regressed on each other at second stage, 
(14) 
According to the FWL theorem the estimators and residuals from (14) are 
numerically identical to the corresponding values from (4). Further, it can be 
shown that the difference between the t-ratios from (4) and (14), which is due 
to different degrees of freedom, vanishes as T -+ 00. Hence, the asymptotic 
distribution of t"( from (4) can be derived from (14). In the Appendix the 
following result is established in terms of detrended processes. 
Proposition 2 Under the null of no co integration (3) and the assumptions 
of this section the limiting distribution of t"( from (4) is 
J W dW - J WU' (J UU') -1 J U dW 
J J W2 - JWU' (J UU') -1 J UW 
where W(r) and U(r) are detrended versions of the Wiener processes from 
(6) and (9). 
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Given a Brownian motion X (r) the detrended process is defined as follows, 
cf. Park and Phillips (1988), 
X(r):= X(r) - / X -12 (/ sX - ~ / X) (r -~) . 
Given a second Brownian motion Y(r) it follows 
! XY' = ! XY'- ! X ! y' -12 U rX - U X) U rY - U Y)'. 
! XdY' = ! XdY' - ! X Y(l)' -12 U rX - if X) U rdY - ~Y(l))' 
Integrals such as J01 X(r)dr , J01 rdY(r) or J01 X(r)dY(r)' and so on are 
written as J X , J rdY and J X dY' in order to save space. 
The Proposition has the following interpretation. If k = 1, there is no 
vector U, and the asymptotic distribution simplifies to 
JWdW _ JWdW - W(l).JW -12(J rW - ~ JW)(J rdW - ~W(l)) 
VJW2 VJW2-(JW)2-12(JrW-~JvV)2 
With W(l) - J W = J rdW this limiting distribution just equals that one 
derived by Phillips and Perron (1988, Theorem le) for the detrended uni-
variate Dickey-Fuller test. This justifies the Rule in Section 2 asymptotically 
for k = 1. If k > 1, let us consider the limiting behaviour of t'Yr from (5). 
Its limiting distribution is not explicitly given in Banerjee et al. (1998). But 
following their arguments or the derivation in the Appendix it turns out: 
Under the null of no cointegration (3) and the assumptions of this section 
the limiting distribution of t'Yr from (5) is: 
JWdW - JWV' (JVV,)-1 JVdW 
VJW2 - JWV' (JVV,)-1 JVW 
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The vector V(r) defined in (6) is k-dimensional, while U(r) defined in (9) 
arising in the Proposition is of dimension k - 1. Apart from this the limits 
evolving from (4) and (5) have identical structures. This justifies Criterion 
1 asymptotically for k > 1. 
5 Summary 
Banerjee et al. (1998) propose an error-correction test for the null hypothesis 
that Yt and the k-dimensional 1(1) vector Xt are not cointegrated. They pro-
vide critical values for two versions of the test, one being based on a detrended 
regression, the other on a regression without detrending. The percentiles for 
the latter are simulated under the assumption that the series of interest are 
integrated without drifts, i.e. they are not designed for variables with linear 
time trends. Nevertheless those critical values are applied in practice with 
time series with linear trends entering an error-correction regression without 
detrending. 
The purpose of the present paper is twofold. Firstly, it is shown that the 
standard practice of using critical values without detrending in the presence 
of linear trends implies rejection rates higher than the alleged nominal level. 
Although the overrejection is not very drastic I, secondly, suggest appropriate 
critical values for the case of linear trends without detrending. Fortunately, 
they are even available from the literature, and in particular from Banerjee 
et al. (1998, Table 1B) for k > 1: With k 1(1) variables Xt with drift but 
without detrending the adequate percentiles are from the table for k - 1 
x-variables with detrending; if k = 1 the percentiles from the univariate de-
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trended Dickey-Fuller test are correct. 
Appendix: Proof of Proposition 
In the derivation of the Proposition all sums run from 1 to T and all integrals 
are from 0 to 1 if not indicated otherwise. Integrals such as J B(r)dr or 
J rdB(r) and so on are written as J B or J rdB in order to save space. One 
can obtain a Lemma that implies the Proposition. In order to do so I make 
use of convergence results implied by the functional central limit theorem (6) 
and (9) and collected e.g. in Banerjee et al. (1993, Table 3.3). Together with 
T ( T+1)2 T3_T L t--2- = 12 
t=l 
it follows e.g. 
2 
T -3,",( -)2 Ilk L....J Xk,t-l - Xk,-l -+ 12' (15) 
This implies for the estimators from (10) - (13): 
5 - 12 (! I!) v ra· (91 - ll(k-1)/llk) ~ Ilk rQ - 2" Q =: 91 , (16) 
(17) 
15- 12(/ 1 ()) v T . 11"1 ~ Ilk rdP - 2"P 1 =: 11"1, (18) 
T1.51i"0 ~ {3'ir1 + :~ (/ rdB - ~B(I)) =: iro. (19) 
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The limiting results (16) - (19) entail for the residuals entering (14): 
(t-1 - o.S - (t-1 - (-1 + Op(T ), 
Zt-1 - Zt-1 - .L1 + ,B(k-1) ((t-l - (-1) + Op(To.S), 
Ut - Ut - u + Op(T-o.S), 
iit - et - e + ,B'(Ut - u) + Op(T-o.S). 
It follows e.g. with (15) and (16) 
The derivation of the remaining results given in the Lemma is analogously 
straightforward although sometimes tedious algebra is involved; I omit de-
tails. 
Lemma 3 Under the assumptions of the Proposition it holds for the residu-
als from (10) - (13) as T -t 00: 
T-2 L (t-1(:-1 =* J QQ', T-2 L (t-1 Zt-1 =* J QB + J QQ' ,B(k-1) I 
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Now we are ready to analyze the OLS estimator from (14), 
'Y 
=(; :)L Zt-1 b(k-1) (t-1 fit 
f3 Ut 
where 
;::., (- C') 
=t-1:= Zt-1, t-1 , 
( '""" ;::.;::., '""" ;::. _, ('""" _ _') -1 '""" _;::., ) -1 F - ~ =t-1=t-1 - ~ =t-1Ut ~ UtUt ~ Ut=t-1 
G -F2:2t-1U~-1(2: UtU~)-1 
H - (2: UtU~)-1 (h - L: Ut2~G). 
With the Lemma at hand it follows again from the inverse of partitioned 
matrices that 
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where 
A - (JE'- jW(JUU,)-ljUE)-1 
D - -A (J HQ' + P(.-I) j QQ) (J QQ) -I 
c - (J QQ') -I (10-1 - j QED+ j QQ'(3(.-I)D). 
Further the Lemma implies 
T2G ~ _ (A D) (J BdP' + ~(k-l) J QdP' ) r~l, 
D' C JQdP' 
Collecting those results yields 
A J W dW - J WU' (J UU') -1 J U dW 
T'Y ~ JW2 _ JWU' (J UU') -1 J UW ' 
and hence 
2 T-1 ""(- A - bA, ,- ll'- )2 2 S = L.... Vt - 'YZt-l - (k-l) t-l - I-' Ut -+ ae · 
The limiting distribution of 
Ti 
t-y= -~~= 
sVT2 [F]11 
from (14) turns out to be as stated in the Proposition. The FWL theorem 
therefore completes the proof. 
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