Abstract. We examine the generic local and global rigidity of various graphs in R d . We analyze two classes of graphs that satisfy Hendrickson's conditions for generic global rigidity, yet fail to be generically globally rigid. We find a large family of bipartite graphs with d > 3, and we use a method that generates infinitely many graphs in R 5 . Finally, we state some conjectures for further exploration.
Introduction and Preliminaries
A framework consists of a graph whose vertices have been assigned coordinates in R d . An important question is whether or not a given framework is locally rigid, that is, whether there is a way to continuously deform the framework while maintaing its edge lengths. A related question is whether or not the framework is globally rigid, or whether any other framework with the same underlying graph and the same edge lengths is the same up to Euclidean motions (combinations of reflections, rotations, and translations). For d ≤ 3, this question has many important real-world applications, such as analyzing the structural integrity of buildings or determining molecular structure. However, the problem is not fully understood, and only recently has it been explored in great detail. Some complete bipartite graphs have the characteristic that most of the frameworks they generate are not globally rigid, but in a non-obvious way; these graphs have been well characterized by Connelly [4] , as well as Bolker and Roth [2] . In this paper, we present more graphs with this characteristic.
A graph is defined by G = (V, E) with |V | = v and |E| = e, where V is a set of vertices and E is composed of some 2-element subsets of V which represent edges. A realization is some p = (p 1 , p 2 , . . . , p v ) ∈ R vd , where each p i is the location of v i ∈ V in R d . This defines the framework G(p). For some framework G(p), the half edge-length squared function is f G (p) : R vd → R e , where f G (p) = The problem of determining the local rigidity of a framework is very difficult. To simplify the problem, we will restrict our focus to generic realizations, defined as realizations whose coordinates are algebraically independent over the rationals. For generic realizations, this problem becomes much easier and makes use of the differential of f G (p), which we will refer to as the rigidity matrix. In this matrix, each row represents an edge, and each column represents a coordinate of some vertex. In the row representing the edge connecting p i and p j , any given column will be 0 if it does not represent p i or p j . If it represents the k th coordinate of p i , the entry is the k th coordinate of p j minus the k th coordinate of p i .
Due to early results by Asimow and Roth [1] , we know that local rigidity is a generic property of the underlying graph, meaning that if it holds for one generic framework, it holds for all generic frameworks. Thus, one can think of generic local rigidity as an inherent property of the graph. The rank of the rigidity matrix is closely related to the local rigidity of a generic framework. For graphs with at least d + 1 vertices, we say a framework G(p) is infinitesimally rigid if rank df G (p) = vd− d+1 2 . We say it is infinitesimally flexible if rank df G (p) < vd − Note that the rank of the rigidity matrix cannot be greater than vd− d+1 2 , because the Euclidean motions are always in the kernel of the rigidity matrix and there is a d+1 2 -dimensional space of them. This provides an efficient algorithm to check if a graph is generically locally rigid [8, 7] . Given a graph, randomize its coordinates, generate the rigidity matrix modulo a large prime, and calculate its rank. With no false positives and very few false negatives, this will determine the generic local rigidity of the graph.
Next, for some graph G, let K be the complete graph on the same set of vertices, that is, the graph such that E consists of all 2-element subsets of V . We will define a framework G(p) as globally rigid when
. This means that a framework is globally rigid when, for any other framework with the same edge lengths, all other pairwise distances are the same. Clearly, all globally rigid frameworks are also locally rigid; however, not all locally rigid frameworks are globally rigid. As an example, consider a generic realization p of a quadrilateral in R 2 with an edge along one diagonal [ Figure 1 ]. This framework is locally rigid, since there is no non-trivial continuous flexing. However, it is possible to reflect one part of the framework over the diagonal to produce another realization q such that
One can test for global rigidity using stresses. A stress is some vector ω = (. . . , ω ij , . . .) ∈ R e for all {i, j} ∈ E. An equilibrium stress is a stress such that, for all vertices
From now on, by stress we mean equilibrium stress, unless otherwise specified.
Proposition 2. The space of stresses of a framework G(p) is precisely
Proof. Write the stress condition for each vertex v i , and arrange them into a matrix such that every vector in the kernel is a stress. It is not difficult to show that this matrix is exactly df G (p) T .
A stress matrix Ω is a v × v matrix satisfying the following conditions:
Each of the coordinate projections is in the kernel of Ω, and so is the vector (1, . . . , 1). So the dimension of the kernel is at least d + 1.
Theorem 3 (Connelly [3] , Gortler-Healy-Thurston [7] ). A graph with at least d + 2 vertices is generically globally rigid if and only if, for some generic realization, there is a stress matrix with nullity d + 1.
Connelly showed that this condition is sufficient; Gortler, Healy and Thurston showed that it is necessary as well, therefore implying that global rigidity is a generic property of the graph. Furthermore, Gortler, Healy, and Thurston proposed a randomized algorithm to efficiently check if a graph is generically globally rigid (GGR). Given a graph, randomize its coordinates and create its rigidity matrix modulo a large prime. Due to Proposition 2, we can find a random stress by selecting random vectors in ker(df G (p) T ).
Turn this stress into a stress matrix and check its rank; with no false positives and very few false negatives, this returns whether or not the graph is GGR.
However, this is not an intuitive way of determining generic global rigidity, and a simpler process has eluded many mathematicians. Some necessary conditions for generic global rigidity have been established. We define an edge of a framework as redundant if one can remove it and be left with a locally rigid framework. A framework is redundantly rigid if all of its edges are redundant.
Theorem 4 (Hendrickson [8] ). If a generic framework in R d has at least d+2 vertices and is globally rigid, then it is both redundantly rigid and vertex
From now on, when we use the term k-connected, we mean vertex kconnected. In R 1 , the two conditions of Theorem 4 are equivalent to 2-connectedness, and this is also sufficient for generic global rigidity. In R 2 , due to results from Connelly [3] , Jackson and Jordán [9] , we know that the conditions are sufficient as well. Hendrickson conjectured that they are sufficient in all dimensions. However, Connelly [4] found the counterexample of K 5,5 in R 3 . He also generalized this into a class of complete bipartite graphs.
Lemma 5 (Connelly [4] ). Any complete bipartite graph
and a, b ≥ d + 2 is (d + 1)-connected and generically redundantly rigid, but not generically globally rigid.
We denote all graphs that violate Hendrickson's sufficiency conjecture as interesting. In addition to these complete bipartite graphs, the process of coning can also create interesting graphs. Coning a graph G is the process of adding a vertex to G and connecting it to every other vertex in G.
Theorem 6 (Connelly and Whiteley [6] ). For any graph G, coning preserves the generic local, redundant, and global rigidity of
Remark 7. Coning an interesting graph in R d creates an interesting graph in R d+1 .
However, so far the only documented interesting graphs are complete bipartite graphs and their conings. In a very recent paper [5, 8.3 ], Connelly posed some questions about the nature of interesting graphs in higher dimensions. We will present two new classes of interesting graphs and answer two of Connelly's questions. We find two interesting graphs in R 4 and infinitely many in higher dimensions.
Main Result for k-Chains
For positive integers a 1 , a 2 , . . . , a k , the k-chain C a 1 ,a 2 ,...,a k is the graph constructed as follows. The vertex set V is the union of k disjoint sets of vertices.
there are edges between every vertex in A i and A i+1 , and the graph has no other edges. We want to know when a k-chain is interesting.
vertices is interesting if and only if it satisfies all of the following conditions:
The proof will occupy most of the rest of the paper. Note that a 2-chain is simply a complete bipartite graph and that the 3-chain C a 1 ,a 2 ,a 3 is the complete bipartite graph K a 1 +a 3 ,a 2 . Connelly's interesting bipartite graphs can be characterized as 3-chains. Thus, for 3-chains with v = d+2 2 , we must add the additional condition that a 1 + a 3 ≥ d + 2. Note that for any k-chain with k ≥ 4 that fulfills the conditions of Theorem 8, the additional condition always holds.
There are no interesting examples in R 3 of this form. For R 4 , v = vertices is not generically globally rigid.
Proof. This k-chain is the subgraph of some complete bipartite graph. Both independent sets of this complete bipartite graph have more than d + 2 vertices. Since the complete bipartite graph has d+2 2 vertices, it is interesting, and thus it is not GGR. So, the k-chain is the subgraph of a graph which is not GGR, and so is not GGR itself.
It remains to be determined when these graphs are generically locally rigid (GLR) and when they are generically redundantly rigid (GRR).
Proof of Generic Local Rigidity
In this section we show that k-chains that are (d + 1)-connected are GLR. We will assume (d + 1)-connectedness, since the k-chains which are not (d + 1)-connected are not worth exploring. We will also assume k ≥ 4.
First note that C a 1 ,a 2 ,...,a k is a subgraph of the complete bipartite graph K a 1 +a 3 +··· ,a 2 +a 4 +··· , which has d+2 2 vertices with at least d + 2 in each independent set. Due to Bolker and Roth [2] , we can calculate the dimension of the space of stresses for a generic framework of this complete bipartite graph.
Let A and B be the independent sets of a framework of a complete bipartite graph. Let Ω(A, B) be the space of stresses of the framework. Additionally, for some set of vectors X = {x 1 , x 2 , . . . , x k }, let D(X) be the space of affine linear dependences of X. Finally, for a vector v = (v 1 , . . . , v n ), let v be (v 1 , . . . , v n , 1). Then let D 2 (X) be the set of linear dependences of
Theorem 11 (Bolker and Roth [2] ). Given some complete bipartite graph
This is actually a specific instance of Bolker and Roth's results. Bolker and Roth provided a more general but more complicated formula for all frameworks, but we are only interested in generic frameworks. Note that for a generic set of points X,
Corollary 12. For any generic realization of K A,B with |A|,
. From the Corollary, it is possible to compute the dimension of the space of stresses for the bipartite graph K a 1 +a 3 +··· ,a 2 +a 4 +··· . If we let k = a 1 +a 3 +· · · and l = a 2 + a 4 + · · · , then the dimension is (k − d − 1)(l − d − 1), and thus the rank of the rigidity matrix is
2 . Thus this bipartite graph is GLR, as also indicated by Lemma 5.
When we remove some edges from a GLR graph, it is possible to determine whether the new graph is GLR by examining the space of stresses.
Proposition 13. Let G(p) be a generic, locally rigid framework, and let e 1 , . . . , e n be some edges of G. Then G \ {e 1 , . . . , e n } is generically locally rigid if and only if, for any a 1 , . . . , a n ∈ R, there exists a stress on G(p) with values a 1 , . . . , a n on e 1 , . . . , e n .
Proof. We use induction on n.
. Adding e 1 does not increase the rank of the rigidity matrix or its transpose, so it increases the dimension of ker(df G (p) T ) by 1. This means adding e 1 adds a new dimension of stresses, which is only possible if there is some stress with a non-zero value on e 1 . By scaling this stress, we can achieve any prescribed value on e 1 .
Next, assume there is some stress with a non-zero value on e 1 . Removing one edge can decrease the dimension of ker(df G (p) T ) by at most 1. Moreover, there is a stress with a non-zero value on e 1 , and since this stress cannot exist without e 1 , removing e 1 must decrease dim ker(df G (p) T ) by exactly 1. But, the number of columns of this matrix also decreases by 1, so rank df G (p) stays the same. Therefore, rank df G (p) = rank df G\{e 1 } (p), and so G \ {e 1 } is GLR. Note that the case where n = 1 provides a check for GRR. Now we move on to the induction step. Assume that for some n, when G\{e 1 , . . . , e n } is GLR, then there is a stress on G(p) with any a 1 , . . . , a n on e 1 , . . . , e n . Then assume that G \ {e 1 , . . . , e n+1 } is GLR. Let H be the graph G \ {e 1 , . . . , e n }. First, note that H is also GLR, so we can create a stress on a generic framework G(p) with values a 1 , . . . , a n on e 1 , . . . , e n . Call the stress we create ω. Because H \ {e n+1 } is GLR, we can create some stress of H(p) with any value we like on e n+1 by the first part of the proof, and we can artificially extend it to a stress of G(p) with values of 0 on e 1 , . . . , e n . We give this stress the value on e n+1 such that, when we compose it with ω, we create a stress with values a 1 , . . . , a n+1 on e 1 , . . . , e n+1 .
Finally, assume that for some n, if we can find a stress with any value on e 1 , . . . , e n , G \ {e 1 , . . . , e n } is GLR. Then, say we can find some stress with any value we want on G \ {e 1 , . . . , e n+1 }. By the inductive hypothesis, H is GLR. If we set a 1 , . . . , a n to all be zero, then we can find a stress on H with any value we wish on e n+1 . So, by the second paragraph of the proof, G \ {e 1 , . . . , e n+1 } is GLR. This completes the proof. Now we need to show that a (d+1)-connected k-chain is GLR. The k-chain is a subgraph of a complete bipartite graph that is GLR, so it is sufficient to demonstrate that the edges removed from the complete bipartite graph can take stresses of any value. Pick any two vertices which are not connected in the k-chain, but are connected in the complete bipartite graph. We will show that there exists some stress for this complete bipartite graph with a non-zero value on the edge between these two vertices and values of zero on all other removed edges.
Suppose the two vertices come from the sets A i and A j . Note that i − j is odd, since the removed edges must come from different independent sets of the complete bipartite graph. Furthermore, i − j ≥ 3. Assume without loss of generality that i < j, and pick d + 1 vertices from each of A i+1 , . . . , A j−1 . Use these vertices and the two vertices in A i and A j to form C 1,d+1,...,d+1,1 , denoted by Υ. We will show that for generic realizations, Υ has a zerodimensional space of stresses and that the graph obtained by connecting the two vertices at the ends, denoted by Υ , has a 1-dimensional space of stresses.
Let k = i − j + 1. Since i − j is odd, k is even. Index the stress matrix of Υ by A 1 , A 3 , . . . , A k −1 , A 2 , . . . , A k . Clearly the upper-left and bottom-right corners of the stress matrix have values of zero on the non-diagonal entries, and Bolker and Roth [2] demonstrated that they have values of zero on the diagonal entries as well. Furthermore, the stress matrix is symmetric, so we can focus entirely on the upper-right corner of the stress matrix, with affine linear relations on both the rows and the columns. It has the following shape.
The asterisks represent possible non-zero entries. The shape of the asterisks always forms a "staircase" pattern. Consider * 12 . These d + 1 entries must fulfill an affine linear relation among d + 1 generic vectors, which forces each of the coefficients to be 0. In a similar manner on the first column, * 32 must be uniformly 0 as well. Working down the "staircase" by solving alternating rows and columns, each of the asterisks must be uniformly 0. Hence, the only stress is the zero stress. Finally, since Υ has a zero-dimensional space of stresses and Υ has a positive-dimensional space of stresses, there must be a non-zero stress on the edge connecting the two vertices. In fact, Υ has exactly a 1-dimensional space of stresses, since removing one edge forces the space of stresses to be zero-dimensional. This implies that each of the removed edges can be written as a linear combination of the remaining edges in the rigidity matrix, meaning that each of these edges is responsible for a single independent dimension of stresses.
By composing these stresses, we can obtain any value we want on the removed edges of the bipartite graph. Thus by Proposition 13, the k-chain is GLR.
Proof of Generic Redundant Rigidity
Now that we know the k-chains in question are GLR, it remains to be shown that they are GRR. According to Proposition 13, a framework is redundantly rigid if and only if there is some stress with non-zero entries on every edge. So, we will find the space of stresses of the k-chains to determine when they are GRR.
By Proposition 2, the space of stresses is the kernel of the transpose of the rigidity matrix. Because the graph is GLR, for any generic realization p, the dimension of the space of stresses is e − rank df G (p) = e − vd + 2 . Now we consider all the 3-chains C a i ,a i+1 ,a i+2 that are subgraphs of our k-chain. Call this set of 3-chains the 3-chain cover of the k-chain. Note that any stress of one of these 3-chains is also a stress of the entire k-chain. To find the space of stresses of the 3-chain cover, use the inclusion-exclusion principle. The overlap among the stresses stems from the 2-chains shared by adjacent 3-chains. So, using Corollary 12 and some simple algebra, the dimension of the space of stresses of the 3-chain cover is:
2 , the reader can verify that this is also e − vd + d+1 2 . Since the stresses of the 3-chain cover constitute a subspace of the total space of stresses with equal dimension, they account for the entire space of stresses.
Note that if a 3-chain has a positive-dimensional space of stresses, we can find some stress with non-zero values on every entry. To see this, if we have a stress with entries of 0 on some edge, we can use the symmetry of the graph to find stresses with a non-zero value on that edge and then add the stresses.
Now we are equipped with all the tools necessary to examine redundant rigidity. We wish to determine the conditions under which there is a stress with non-zero entries everywhere. If a 2 < d + 2, then the bipartite graph K a 1 +a 3 ,a 2 will have a zero-dimensional space of stresses, and that is the only 3-chain which includes the edges connecting A 1 and A 2 . So, any stress on the k-chain will have entries of 0 on these edges, meaning that they are not redundant and so the graph is not GRR. The same argument applies to a k−1 . Thus, a 2 , a k−1 ≥ d + 2. This is condition 2 of Theorem 8.
Moreover, suppose that for some i, a i = a i+1 = d + 1. Then both C a i−1 ,a i ,a i+1 and C a i ,a i+1 ,a i+2 have only the zero stress. These are the only two 3-chains that cover the edges between A i and A i+1 , so any stress on the k-chain will have entries of 0 on these edges.
Finally, suppose there is no i such that a i = a i+1 = d + 1. Then there are two cases to consider. In the first case, for all 3
In this case, there is obviously a stress with non-zero values everywhere. Otherwise, there exists some 3 ≤ i ≤ k − 2 such that a i = d + 1. Then we know that a i−1 , a i+1 ≥ d + 2, so the edges between A i−1 and A i and the edges between A i and A i+1 have non-zero stresses covering them. Thus, the k-chain is GRR.
Graph Attachments in R 5
Theorem 8 completely characterizes interesting k-chains with d+2 2 vertices. However, we also found a new class of graphs which are not necessarily bipartite. Here we present a specific case, which we expect can be generalized in the future. Consider in R 5 the 4-chain C 2,3,5,4 , and another arbitrary graph G = (V, E) with at least 6 vertices. We attach C 2,3,5,4 to G by letting A 1 and A 4 be disjoint 2-element and 4-element subsets of vertices in V , with Theorem 14. Let G be a generically redundantly rigid and 6-connected graph in R 5 with at least 6 vertices. Then G ∪ 2,4 C 2,3,5,4 is interesting.
First we need to show that the new graph is GLR. To do this, we carefully examine the graph K 6 ∪ 2,4 C 2,3,5,4 [ Figure 3(a) ].
Proposition 15. The graph K 6 ∪ 2,4 C 2,3,5,4 is generically locally rigid in R 5 .
Proof. We have not yet found a conceptual proof of this fact. However, using the algorithm for testing generic local rigidity described earlier, we have found one locally rigid realization, and the algorithm cannot return a false positive for a graph being GLR, since the rank of the rigidity matrix can only decrease due to non-generic realizations and special primes. This proves that the graph is GLR.
We want to know which edges of K 6 ∪ 2,4 C 2,3,5,4 are redundant. It is possible to do so by finding the stresses. The graph K 6 ∪ 2,4 C 2,3,5,4 has 56 edges, and its rigidity matrix has rank 55. Hence, there is a 1-dimensional space of stresses. We can easily identify all the stresses of the graph.
Remove the edges of the K 2 and K 4 subgraphs [ Figure 3(b) ]. The remaining graph is the bipartite graph K 7,7 . This bipartite graph has a 1-dimensional space of stresses. Extending the arguments of Bolker and Roth [2] , Gortler, Healy and Thurston [7] , in which they found the space of stresses for K 5,5 in R 3 , it is possible to identify the single stress, up to scale, for K 7,7 in R 5 . The stress is non-zero everywhere and the stress matrix has rank 2 and nullity 12.
The stresses of this bipartite graph comprise the entirety of stresses of K 6 ∪ 2,4 C 2,3,5,4 with the edges on K 2 and K 4 having zero stresses. So, the edges on C 2,3,5,4 between A 1 and A 2 , A 2 and A 3 , and A 3 and A 4 are redundant.
Lemma 16. Let G be a generically redundantly rigid graph in R 5 with at least 6 vertices. Then G ∪ 2,4 C 2,3,5,4 is generically redundantly rigid.
Proof. Consider K 6 ∪ 2,4 C 2,3,5,4 . Disregarding Euclidean motions, it is possible to regard the sets of 2 vertices and 4 vertices as fixed. Also, the edges on C 2,3,5,4 are redundant. Hence, if there are some 6 fixed points, attaching C 2,3,5,4 or C 2,3,5,4 minus any edge to them will make the entire "structure" rigid.
For a general graph G, an edge can be removed from G ∪ 2,4 C 2,3,5,4 in two ways. First we can remove an edge from G, still leaving a graph that is GLR. Since we are only interested in continuous flexings, we can regard the sets of 2 vertices and 4 vertices as fixed. By the argument above, the graph that is left after changing G ∪ 2,4 C 2,3,5,4 is GLR. Second, it is possible to remove an edge from C 2,3,5,4 , In a similar way, since G is rigid, the remaining graph is GLR.
Remark 17. Let G be any 6-connected graph. Then G ∪ 2,4 C 2,3,5,4 is still 6-connected. Removing 5 vertices from G will not disconnect G ∪ 2,4 C 2,3,5,4 . It takes the removal of 7 vertices to isolate A 2 , 7 vertices to isolate A 3 , and 6 vertices to isolate C 3,5 .
Lemma 18. Let G be any graph in R 5 . Then G ∪ 2,4 C 2,3,5,4 is not generically globally rigid.
Proof. We examine K 6 ∪ 2,4 C 2,3,5,4 . Since it has only zero stresses on K 2 and K 4 , it has the same stress matrix as K 7,7 , so the stress matrix of K 6 ∪ 2,4 C 2,3,5,4 has nullity 12, and thus is not GGR. But K 6 is GGR, so we can consider these 6 points as fixed. The failure of global rigidity must come from A 2 and A 3 .
For a general graph G, assume that it is GGR. So the 6 points to which C 2,3,5,4 is attached can be considered fixed. But, as before, even when these points are fixed, G ∪ 2,4 C 2,3,5,4 is still not GGR. If G is not GGR, then there might be more realizations, but G ∪ 2,4 C 2,3,5,4 still will not be GGR.
This completes the proof. We present some notable examples of G. The graphs K n ∪ 2,4 C 2,3,5,4 , where n ≥ 7, are interesting.
Remark 19. For K 6 ∪ 2,4 C 2,3,5,4 , the edges of K 2 and K 4 have no non-zero stresses, so it is not generically redundantly rigid.
Connelly [5, 8.3] recently asked the following: if a graph G is (d + 1)-connected, GRR, and contains K d+1 as a subgraph, is its Tutte realization necessarily infinitesimally rigid? The concept of Tutte realizations is outside of the scope of this paper. However, Connelly notes that an affirmative answer would imply that G is always GGR. The question is answered in the negative, in light of our example above.
He also asked if, in any fixed dimension d, there were infinitely many interesting graphs. There are infinitely many graphs that are GRR and (d + 1)-connected in R 5 , so we can find infinitely many interesting graphs in R 5 . Moreover, by the process of coning [6] , it is possible to preserve the interesting nature of these graphs in higher dimensions. So, for any d ≥ 5, this question has been answered in the affirmative. It is still unknown for d = 3 and d = 4.
We can also let G be a 3-chain with a 1 = 2 and a 3 = 4. The 3-chains C 2,k,4 with k ≥ 16 are equivalent to K 6,k , and can easily be shown to be GRR and 6-connected using the algorithms described earlier in this paper. This makes C 2,k,4 ∪ 2,4 C 2,3,5,4 interesting. This class of graphs is especially notable since they form a 5-ring, that is, a graph made from a 5-chain by adding all edges between A 1 and A 5 . It is intriguing that the size of one of the independent sets can be arbitrarily large. Also, a 5-ring cannot be expressed as the subgraph of a complete bipartite graph, unlike most of the other interesting graphs we have discovered. We also remark that it is possible to have G be some 4-chain, creating a 6-ring, which can be expressed as a subgraph of a complete bipartite graph.
We have experimentally proven that C 2,15,4 ∪ 2,4 C 2,3,5,4 is interesting as well. However, C 2,15,4 is K 6,15 and is not GRR. Knowing that G is not GRR is not enough to say whether G ∪ 2,4 C 2,3,5,4 is interesting. Its properties rely on the individual characteristics of G. We have seen an example (K 6 ∪ 2,4 C 2,3,5,4 ) that is not interesting, and another (C 2,15,4 ∪ 2,4 C 2,3,5,4 ) that is.
In addition to C 2,3,5,4 , the 4-chain C 3,4,5,3 in R 5 can also act as an attachment. The proof is analogous. There are more 4-chains and also greater k-chains that we found in higher dimensions, but we have not found any 3-chains, or any k-chains in lower dimensions. We have not completely categorized which k-chains can act as an attachment.
It is unknown whether graphs other than k-chains can act as attachments. However, it would be extremely interesting to find a graph that could act as an attachment in R 3 , as right now there is only one interesting example in R 3 , and such an example would generate infinitely many interesting examples. We leave this question as an open problem.
Further Exploration
The k-chains with d+2 2
vertices have been fully explored in this paper. Additionally, for v < d+2 2 , simple calculations show that the k-chain is a subgraph of a complete bipartite graph that is not GLR. Experimental evidence suggests the following conjecture for v > We have found a class of interesting subgraphs of interesting complete bipartite graphs. The more general question is to determine which subgraphs of complete bipartite graphs are interesting. This is a very difficult question to answer generally, as we have also found examples of interesting graphs that are subgraphs of non-interesting complete bipartite graphs, as evidenced by the 6-rings.
The k-chains and k-rings that we have found can be characterized as part of a larger family of graphs. Given some initial connected graph G, replace each of the vertices with independent sets and completely connect the new vertices according to G. When will this produce an interesting graph?
There exist many congruences among the initial graphs G. If there are two vertices in G that connect to the exact same set of vertices, then they can be combined into one independent set. Call a graph G irreducible if there do not exist vertices that can be combined this way. Using this fact, we have identified 1 irreducible connected graph with 2 vertices, 1 with 3 vertices, 3 with 4 vertices, and 11 with 5 vertices [ Figure 4 ]. From there the number seems to grow exponentially. Experimentally, we have found interesting graphs made from every irreducible graph with at most 5 vertices. We have also proved that we can make an interesting graph from every k-chain and k-ring with k ≥ 2. Hence we suggest the following bold conjecture.
Conjecture 21. For any connected graph G with v > 1, there exists some a 1 , a 2 , . . . , a v and some d such that if we replace each v i with an independent set of size a i and connect them accordingly, the resulting graph is interesting in R d .
Remember that coning an interesting graph in R d creates an interesting graph in R d+1 . For virtually all of the initial graphs with 4 or 5 vertices, the interesting graph was obtained from a previously interesting graph either by coning or by coning and removing some edges. This may help to explain why the conjecture might be true. On the other hand, the interesting k-chains and k-rings are not obtained by coning, so there might be other types of graphs that resist coning.
