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Distributions and the Observation of Unusual Electrical Characteristics and 
Metastability 
April 7, 2010 
 
Quantum dots (QDs) are a semiconductor nanostructure in which a small island of one 
type of semiconductor material is contained within a larger bulk of a different one. 
These structure are interesting for a wide range of applications, including highly-
efficient LASERs, high-density novel memory devices, quantum computing and more. 
 
In order to understand the nature of QDs, electrical characterisation techniques such as 
capacitance-voltage (CV) profiling and deep-level transient spectroscopy (DLTS) are 
used to probe the nature of the carrier capture and emission processes. This is limited, 
however, by the nature of QD formation which results in a spread of sizes which 
directly affects the energy structure of the QDs. In this work, I sought to overcome this 
by using Si substrates patterned with a focused ion beam (FIB) to grow an array of 
identically-sized Ge dots. Although I was ultimately unsuccessful, I feel this approach 
has great merit for future applications. 
 
In addition, this thesis describes several unusual characteristics observed in InAs QDs 
in a GaAs bulk (grown by molecular beam epitaxy-MBE). Using conventional and 
Laplace DLTS, I have been able to isolate a single emission transient. I further show an 
inverted relation between the emission rate and the temperature under high field 
(emissions increase at lower temperatures). I attribute this to a rapid capture to and 
emission from excited states in the QD.  
 
In addition, I examine a metastable charging effect that results from the application of a 
sustained reverse bias and decreases the apparent emission rate from the dots. I believe 
this to be the result of a GaAs defect with a metastable state which acts as a screen, 
inhibiting emission from the dots due to an accumulation of charge in the metastable 
state. 
 
These unusual characteristics of QDs require further intensive work to fully understand. 
In this work I have sought to describe the phenomena fully and to provide hypotheses 
as to their origin. 
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Chapter 1 - Introduction 
1.1: Introduction to Quantum Dots 
Quantum dots are a type of semiconductor structure first observed as nanoscale crystals 
in glass which caused vivid coloration [Rocksby, 1932]. However, it wasn’t until the 
mid-1980s when their properties, including quantum confinement, were really examined 
and understood (e.g. [Ekimov, 1985]). A quantum dot, fundamentally, is a self-
contained 3-dimensional (3D) island of semiconductor material, often embedded within 
another semiconductor material. Due to the different bandgaps of the two materials, the 
dots can “confine” carriers (electrons, holes or excitons) to a finite space-the volume of 
the dot itself.  
 
Quantum dots bear many similarities to quantum wells and quantum wires, each of 
which was discovered and explored prior to the discovery of quantum dots. Quantum 
wells are ultra-thin sheets of one semiconductor material “sandwiched” between two 
layers (or two 3D bulks) of another material. Carriers are confined within this plane, 
though they may move about with that plane. A quantum wire is a thin column of one 
material embedded within a bulk of another. In this case, carriers are confined to one-
dimensional movement, along the length of the wire, but are limited to that single 
degree of freedom. 
 
Quantum dot systems exhibit zero-dimensional quantum confinement. Without external 
influence, carriers will be trapped within the limits of the dots, in all three dimensions. 
Put simply, the carriers will be limited to a specific location in space in the 
semiconductor device. Furthermore, when external conditions (notably the electric field 
and device temperature) are manipulated, the carriers can be trapped or released at will. 
This allows for fine control of the system properties. 
 
The second characteristic is that the quantum dots exhibit atom-like properties. Their 
density of states-shown below-is delta-like in nature, which differs from bulk materials 
and other semiconductor structures such as quantum wells and wires. Insofar as the 
energy levels within the dot are well-defined and quantised, the quantum dots and their 
confinement of electrons to specific energy levels is similar in nature to that of an atom, 
albeit one with properties that can be tailored to different specifications.  
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Figure 1.1: Spatial distribution and density of states for bulk material and quantum 
wells, wires and dots. The quantum dots are unique partly because of their highly 
quantised energy structure and 3-dimensional carrier confinement. 
 
Quantum dots have formed the cornerstone of many practical and theoretical 
applications, including high-efficiency laser diodes [Bimberg, 1999, pp. 177], highly-
stable memory [Pettersson, 2001], infrared detectors [Lee, 1999], quantum computing 
qubits [Friesen, 2003], photoluminescent dyes [Michalet, 2005], tunnelling detectors 
[Itskevich, 1996] and single-photon sources [Moreau, 2001]. Though much of the work 
is still experimental, quantum dots have a number of potential commercial applications, 
most notably in future high-efficiency lasers with improved temperature-independent 
operation for data storage (e.g. BluRay) and telecommunications devices. 
 
All of these applications and explorations, however, are fundamentally limited by the 
growth methodologies of quantum dots. As will be explained in section 2.2, quantum 
dots are generally formed through a self-assembly process. While this method is very 
effective and easy, it produces an ensemble of dots of slightly varying size and shape, 
which makes the characterisation and analysis more difficult. One of the goals of this 
research is to overcome this limitation through the use of patterned substrates for 
highly-ordered growth of QD arrays. 
 
1.2: Goal of This Research 
This research seeks to facilitate future research and commercial applications of quantum 
dots. Specifically, it aims to overcome the limits of measurements imposed by working 
on an ensemble of dots lacking in precise size and density uniformity. These limits make 
electrical and optical measurements less precise, more spread out and harder to isolate. 
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They cause widening of emission rates and affect the spread of energy levels within the 
quantum dots. 
 
An optimum solution would be the ability to test a single quantum dot of precisely 
known size and shape. This would allow for clear, delta-like emissions spectra and a 
clear correlation between the emissions and the structure of the dot could be developed. 
 
Though not as ideal as being able to measure the capture and emissions processes from 
a single dot, an alternative would be to measure the capture and emission from an array 
of dots where both the size of the dots and their dimensions were controlled, or at least 
known. Though there would still be some inaccuracy and potentially some interference 
(depending on the parameters of the array), this would at least allow for control over the 
amount of carrier exchange and the energy levels of the dots. This would further reduce 
the inaccuracies inherent in the measurement methods used currently. 
  
Therefore, one of the goals of this research is to takes steps towards the measurements 
of quantum dots of known size and quantity. There are several approaches which have 
been attempted for this in the past (which will be described in later sections). However, 
none of these have yielded the precision hoped for. The intent of this research is to 
further progress the attempts at doing so, in hopes of elucidating the physics behind 
quantum dots with greater clarity. 
 
An additional goal of this research is to further investigate the capture and emission 
processes of QD systems. Quantum dots are notable for their quantum confinement 
and complex internal energy structure. These characteristics are employed for the 
applications already discussed (and elaborated further in section 1.3). This makes the 
understanding of the charge transfer mechanisms very important for the optimisation 
and design of quantum dot-based devices. For this reason, the carrier emissions have 
been studied thoroughly in the past and this research continues that examination. 
 
In the course of electrical characterisation of the samples investigated, several unusual 
behaviours were observed which have very little precedent in literature. These include 
an increase to the emission rate with a decrease in temperature (counter to the standard 
model and past observations) and a metastable effect which impacted the emissions 
from the quantum dots. 
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To fully understand the operation of these unique structures, it is important that a 
comprehensive picture be obtained of the capture and emission of carriers. Therefore, 
this research also has the goal of investigating these unusual findings. By exploring the 
properties of the quantum dots with a number of complementary characterisation 
techniques, it should be possible to gain a greater understanding of the fundamental 
processes at work. 
 
1.3: Applications and Motivations 
There are a number of application for quantum dots, most of which have been 
mentioned in section 1.1. However, the most promising applications are high-efficiency 
laser devices, novel memory structures, single-photon sources and quantum cellular 
automata. Each is described below. 
 
In every case, it is self-evident that having a clear understanding of the capture and 
release mechanisms is important. Furthermore, being able to control, or at least predict, 
the energy levels of the dots is equally vital. In the case of optical devices, the 
wavelength of the emitted photons is a factor of these energy levels; it is obviously a 
boon, therefore, to be able to control the size and shape of the dots, which in turn 
controls those energy levels. In terms of the other devices, the carrier exchange 
mechanisms play a fundamental role in their operation and their control. It is therefore 
important that the exchange mechanism be understood and reproducible. 
 
1.3.1: Quantum Dot Lasers 
Quantum dot lasers are essentially specialised forms of quantum well lasers and offer 
similar benefits to those devices, but with even greater improvements compared to 
traditional semiconductor lasers. First theorised even before the true understanding of 
quantum dots came about, it was believed that lasers based on such structures would 
operate more efficiently and at higher temperatures than quantum well or wire lasers 
[Arakawa, 1982]. QD lasers were eventually realised in the mid-1990s through the use of 
self-assembled quantum dots grown via the Stranski-Krastanov (SK) growth method 
[Kirstaedter, 1994]. Progress was made throughout the 1990s to bring such devices into 
the range where they could compete with or surpass quantum well lasers [Grundmann, 
1999]. Modern devices have shown good gain and emission rates even at room 
temperatures [Blood, 2009]. 
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What differentiates quantum dot lasers from quantum well lasers is that the optically 
active medium is one or more layers of quantum dots, rather than an entire plane of a 
lower-bandgap material. An example cross-sectional diagram is shown below in figure 
1.2, adapted from [Kirstaedter, 1994]. 
 
 
Figure 1.2: Example of the structure of a quantum dot-based laser diode (adapted 
from [Kirstaedter, 1994]). In this case, electrically pumping the structure will cause 
population inversion in the dot layer, causing highly-efficient photon emission. 
 
Such devices could be biased to keep the the QD layer(s) in population inversion; the 
QD layer(s) would be the photon source for the lasers. Compared to quantum well 
lasers, such devices yield even greater gain and efficiency and a lower threshold current. 
Furthermore, the highly quantised internal energy structure of the dots makes the 
emitted light even more monochromatic and results in highly temperature-independent 
operation across the entire range of operating temperatures. In short, quantum dot 
lasers are a continuation and improvement of quantum well lasers and a sea change 
improvement over traditional heterojunction, or double-heterojunction devices. 
 
However, the functionality of such devices remains limited as a result of the same 
shortcoming described elsewhere: the distribution of size and the imprecise ability to 
tailor the energy structure of the dots. Because the wavelength of the emitted photons is 
a direct result of the energy structure of the dot, which is in turn a factor of its 
dimensions, it is vital that for truly monochromatic emission, all the dots in the active 
region of the laser be of uniform size. Further, in order to begin tailoring the size of the 
dots, it is important that the exact relationship between the size and energy structure is 
well understood. This necessitates the previously-described goals of measuring single 
dots and creating uniformly-sized arrays of dots. 
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1.3.2: Novel Memory Devices 
Quantum dots can be seen to be in one of two states: charged or uncharged (depending 
on whether they have captured one or more electrons). This dichotomy therefore makes 
them a potential candidate for novel designs of computer memory. Since the electrons 
can persist in the dots unless released through tunnelling or thermal emission, it is 
conceivable that future memory devices based on quantum dots could have long-term 
storage potential akin to today’s flash memory but with several advantages. 
 
One advantage is speed. Flash memory is limited by its read-write speed, which is vastly 
slower than modern DRAM (Dynamic Random Access Memory). This limit comes 
from the time it takes to inject carriers, via tunnelling, from the floating gate that 
underpins this technology. Quantum dot memory, on the other hand, has been shown 
to have dramatically faster write speeds [Nilsson, 2006] as well as lower electric fields 
required to write and erase [Nowozin, 2009]. The limitation, so far, has been the 
temperature at which these can work. Though some studies have made progress 
towards room-temperature operation [Balocco, 2004], reliability and charge persistence 
of QD-based memory at any feasible working temperatures continue to be issues. 
 
Still, the promise of such devices is great and well worth further investigation; ideally, it 
should be possible to create a memory device with the persistence of flash, but the 
speed of RAM or greater. To truly understand and predict the operation of such a 
device, an accurate, detailed model of the carrier exchange between the dots and the 
bulk is necessary. This includes everything from temperature sensitivity to exchange 
time and quantity. As such, space-charge electrical testing, such as a DLTS, is a very 
useful tool to probe the physics that underpin the operation of quantum-dot devices. 
Key to the accuracy of these measurements, however, is a consistent size and 
distribution of quantum dots, something this research hopes to help improve. 
 
1.3.3: Single-Electron Transistors 
Transistors that can emit or control single electrons have a variety of potential uses, 
including  flash memory, single-photon counters and low-energy circuits [Fu, 2000]. In 
these transistors, the Coulomb blockade effect is used to control the flow of electrons 
that tunnel through the device’s channel and this effect creates the switching function of 
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the transistor [Nakajima, 1999]. Because of the low electron operation of the device, it 
can be both very stable and very low-energy. It is therefore an attractive option for such 
applications. 
 
In these devices, a quantum dot can act as the main electrical component. The devices 
are similar to flash memory, except that in place of a floating gate, they use a floating 
dot. The devices are fabricated with a floating dot above the channel connecting the 
source to the drain. The dot is separated from a nanoscale Coulomb island by a thin 
tunnel gate. The control gate sits on top of the entire structure. 
 
This structure allows the control gate to manipulate the Coulomb blockade effect and 
therefore the transfer of an electron from the dot to the channel. This has been shown 
to work on a variety of materials, including silicon [Nakajima, 1999] and metallic 
nanoparticles coupled to graphene [Mizuno, 2009]. However, reliable fabrication 
methods have been difficult to achieve. 
 
It is obvious that the most important aspect of this fabrication process is the precise 
creation and location of a single quantum dot. Since this dot is the main mechanism for 
the operation of the device and since the Coulomb blockade effect is dependent on the 
size of the dot, it is highly desirable to be able to tailor the size of the dot, as well as 
being able to reliably create a structure containing a single dot. Further, investigating the 
carrier exchange processes is vital to predictable operation and will be aided by the 
methods researched here. 
 
1.3.4: Quantum Cellular Automata 
As computer chips have gotten smaller and more complex, with feature sizes in the 
nanometre range, problems have begun to emerge that relate to the physical limitations 
imposed by quantum mechanics. In addition to the problem of increasing heat 
dissipation, there are physical limits below which circuits become unreliable. This is due 
to both electronic noise and quantum tunnelling. Since quantum tunnelling can occur 
when the distances under consideration are on the order of nanometres, this is a 
concern that will soon lead to completely unpredictable behaviour if the circuit 
pathways in modern computing architectures continue to shrink. 
 
-        -  22
While there are numerous theories and ideas as to how to alleviate this problem, one 
potential idea involves the incorporation of quantum dots; this particular application is 
known as quantum cellular automata (QCA). This is a system design that avoids the use 
of traditional transistors and can thus circumvent the associated problems. In fact, QCA 
designs rely on the property of quantum tunnelling for their operation. 
 
The QCA design uses a square array of four dots as the basis for its operation; two dots 
are connected to voltage sources and separated by capacitors from the other two dots, 
which are connected to a measuring device [Orlov, 1997]. The design of the device is 
shown below in figure 1.3. 
 
Figure 1.3 Design of a QCA cell, from [Orlov, 1997]. VA and VB are the input devices 
and are able to control the charge station of VC and VD. 
 
The basic operation takes place by applying a voltage to one of the two “input dots”, in 
this case the dots shown on the left side of the figure, by changing the voltage of the 
two connected DC sources. By manipulating the voltage, single electrons can be forced 
to tunnel across the barrier into the paired dot (i.e. from D1 to D2 or vice-versa). This 
will in turn change the field on the capacitors and as a result the field applied to D3 and 
D4. The result is that if the system is in a two-electron state, the electrons will be at 
opposite corners. Therefore, the QCA can be used as a switch, potentially obviating the 
need for traditional transistor-based binary operations. 
 
This basic design has been shown to work using Al dots while operating at extremely 
low temperatures (10mK) [Amlani, 1998]. However, this is obviously impractical for any 
real-world use, as the temperatures are well below any reasonable operating range. One 
potential alternative is to use semiconductor quantum dots in place of the metal dots. 
Since quantum dots are able to controllably trap and release electrons, it is conceivable 
that they would be able to form the basis for QCA cells. Preliminary work on the design 
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of processors based on QCA technology has been carried out [Niemier, 2000], but very 
little experimental work has been done to test the applicability, due in part to the limits 
of quantum dot growth. Simple computing devices, including an inverter, flip-flops and 
a comparator have been designed and simulated [Lampreht, 2008], though none have 
yet been implemented for this reason. 
 
If quantum dot growth were controllable to a higher degree, it seems likely that it could 
form the basis for next-generation computational components. Devices built on this 
architecture would have much higher density, lower power consumption and decreased 
noise at the nanometre scale. One of the major lynchpins for this technology, however, 
is the ability to nucleate dots of a specific size at a specific location. Additionally, a key 
to understanding the operation of these devices is to fully understand the carrier 
exchange of the dots which would make up the cells. 
 
1.4: Structure of This Report 
This thesis contains eight chapters. Chapter 1 (this chapter) includes a brief introduction 
to the terms and concepts explored by this research and a brief discussion of the most 
common applications of the technologies. Chapter 2 goes into greater detail about the 
physics background for the topics covered in this report and includes a literature review 
to examine the current state of the art.  
 
Chapter 3 discusses the work performed using the focused ion beam milling technique 
in an attempt to create an ordered array of dots by pre-patterning the substrate.  
 
Chapter 4 discusses a number of electrical characterisations by capacitance-voltage 
spectroscopy (CV), deep-level transient spectroscopy (DLTS) and Laplace-transform 
DLTS (LDLTS). Of special note is the observation of an increase to the electron 
emission rate with decreasing temperature under the application of a high field. 
 
Chapter 5 examines the observation of a metastable effect in a QD device. Specifically, 
after the application of a high reverse bias, emission from the dots becomes slower. 
This effect persists until the sample is warmed to room temperature. 
 
Chapter 6 concludes and summarises the report. Three appendices are included, to list 
the symbols and constants used in this report, a glossary and a list of acronyms. 
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Chapter 2 - Background 
2.1: Physics of Quantum Dots 
As discussed in section 1.1, quantum dots have a number of properties unique to them 
and some properties in common with other nanostructures such as quantum wells and 
wires, or even atoms (leading to quantum dots sometimes being referred to as “virtual 
atoms”). In terms of the research reported in this thesis, the two most important aspects 
of a quantum dot are its quantum confinement of carriers and the delta-like density of 
states, a result of the quantised energy structure the dots possess. 
2.1.1: Quantum Confinement 
Quantum confinement is a product of the energy structures of the two materials used in 
the heterostructure that forms the quantum dot. Every semiconductor material has 
different valence and conduction band energy levels. Depending on the two materials 
used, there are four different types of heterostructure that can be formed, as shown in 
figure 2.1 (reproduced from [Nag, 2001, pp. 24]). 
 
 
Figure 2.1: Band structures of different types of heterostructures. Based on the 
relative positions of the conduction and valence bands of the two materials, the 
heterostructure can take four forms. Reproduced from [Nag, 2001, pp. 24]. 
 
In each case, Ec and Ev represent the conduction and voltage band energies, respectively 
and Eg=Ec-Ev representing the band gap. The ∆ values indicate the difference in valence 
and conduction band energies between the two materials. 
 
In type I devices, the bandgap of the second material lies entirely within the bandgap of 
the first-the valence band of the second material has a higher energy, while the 
conduction band has a lower one. Examples of this system include GaAs/InAs and 
Si/Ge, the material systems examined in this report. In this case (as is discussed below), 
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holes and electrons are both trapped within the second material. In type II 
heterostructures, both bands of the second material are lower than those of the first. 
There are two sub-types within type II heterostructures: type II staggered, in which the 
conduction band of the second material falls within the bandgap of the first (i.e., it is 
higher than the valence band of the first) and type II misaligned, in which both bands of 
the second material fall below even the valence band of the first. In both cases, holes 
are confined to the first material, while electrons are confined to the second. Misaligned 
systems exhibit unusual characteristics, which are outside the realm of this report. Type 
III heterostructures form when a semiconductor is joined to a semi-metal with inverted 
bands, resulting in strong interaction between the two materials’ valence bands. 
HgTe/CdTe is an example of such a system. 
 
The majority of heterostructure systems studied (and all those in my research), are of 
type I. The band offset structure is what gives quantum dots their property of quantum 
confinement. The lower bandgap creates a potential well into which passing carriers can 
fall. Since both valence and conduction bands of the dot material lie within those of the 
bulk material, the dot is able to trap carriers of both types-electrons and holes.  
 
It should be noted however, that the energy levels of the dots are not as simple to 
calculate as subtracting the dot’s band levels from the surrounding material’s. As is 
discussed below, in section 2.1.2, the energy levels are a function of the size and shape 
of the dots. For example, previous measurements of one of the samples examined in 
this report have shown that the barrier height from the ground state of the quantum 
dots is about 170meV [Lin, 2005], very different from the 1070meV difference between 
the bandgaps of the two materials. In fact, as that section will elucidate, the energy 
structure is often quite complex, with several different quantised levels. At this point, 
however, it is the confinement in general that is important. 
 
Quantum confinement means that the carriers in the device are “trapped” by the 
quantum dot-they are confined in space within the limits of the dot. This happens 
because of the energy levels of the heterostructure as defined above. The quantum dot 
forms a pit in the band structure of the device into which carriers can fall. A schematic 
of the capture and emissions states of a quantum dot are shown below in figure 2.2, for 
a theoretical dot which has three internal quantum energy states. 
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Figure 2.2: Schematic of the (a) capture, (b) confinement and (c) emission States of a 
quantum dot. The dot has quantised internal energy states and an activation energy 
difference between those states and the band. Coulombic repulsion increases the 
barrier height on first carrier capture, and emission can occur via different paths. 
 
The capture and emission of electrons can be controlled by changing the electric field 
across the dot. In the base state, with no applied voltage (shown in figure 2.2 part a), the  
dot represents a square potential well with several unfilled energy states; the number and 
position of which depend on the dot’s size and materials-the three shown in the figure 
represent a simple example only. The bulk Fermi level lies above some or all of the dot’s 
energy levels and as such, one or more electrons are captured by the dot-they fall into 
the well created by the potential difference. 
 
Once electrons have been captured, the shape of the potential well shifts slightly (shown 
in figure 2.2 part b). As a result of the repulsive force exerted on free electrons by those 
that have been captured, a small potential barrier forms at the edges of the well, making 
the capture of additional electrons slower and somewhat less likely. This is shown in the 
schematic as the raised edges on the well, an the curved ground state of the quantum 
dot. Note that depending on the applied voltage, the Fermi level can be set to emit 
electrons selectively from some of the energy levels, or all of them [Engström, 2003]. 
However, at zero bias, or low reverse bias, the electrons are fully confined within the 
dot (they have zero degrees of freedom). 
 
When a sufficient voltage is applied and the Fermi level drops below the energy level of 
the dots, they are emitted back into the bulk. This can happen in one of three ways as 
shown below, in figure 2.3 [Lin, 2006]. Figure 2.3(a) shows thermal emission; in this 
case, the captured electron is excited to a high enough energy state via thermal 
excitation that it exceeds the internal energy levels and is emitted into the band. This 
process is highly dependent on the sample temperature; higher emissions will occur at 
higher temperatures. Figure 2.3(b) shows direct tunnelling emission, wherein the 
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electron tunnels directly from the dot into the band; this process is independent of 
temperature, but is highly dependent on the electric field applied (higher fields results in 
greater emission, as the barrier is thinner). Tunnelling can occur directly from any 
confined energy state (see section 2.1.2 for more details). Finally, figure 2.3(c) shows a 
more complicated process, in which the electron is first thermally promoted to a higher 
energy level (but still confined within the dot), then emitted to the conduction band via 
tunnelling. This process is dependent on both temperature and electric field. 
 
 
Figure 2.3: Electron emission from a quantum dot via (a) thermal emission (this can 
also occur via thermal excitation to an intermediate higher state then thermal 
emission), (b) direct tunnelling to the band and (c) excitation to a higher energy state 
followed by tunnelling. 
 
The essence of the quantum confinement is the trapping of carriers in the well created 
by the difference in the two materials’ band structures (the primary difference in this 
regard from quantum well devices is that quantum dots confine the carriers in all 
dimensions, quantum wells in a two-dimensional plane). This allows for the controlled 
emission and capture of carriers within the spatial limits of the dots. This property 
allows for potential applications in memory devices and more, as outlined in section 1.3. 
 
2.1.2: Energy Structure and Density of States 
One of the intriguing characteristics of quantum dots and one of the reasons they are 
often referred to as “artificial atoms” is that the dots have an internal energy structure 
which is very unique. As discussed previously, in section 1.1 and shown in figure 1.1 
(the portion of that image relating specifically to quantum dots is shown below in figure 
2.4), electrons confined in quantum dots have a sharp, delta-like set of densities of 
states.  
 
The implication of this diagram is that electrons confined by the quantum dots cannot 
have a wide spectrum of energies, as in a bulk crystal. Rather, the energies are 
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specifically quantised and limited to well-defined, discrete levels. This is analogous to 
the energy levels of an atom, in which intermediate energies are not permitted. 
 
 
Figure 2.4: Form and density of states for quantum dots. The QD traps carriers in 
three dimensions and has an internal structure of well-defined, quantised energy 
levels with other electron energies forbidden. 
 
The number of internal energy levels, as well as their energy positioning is dependent on 
the size and shape of the quantum dot. In general (though the specifics are quite 
complex and beyond the scope of this work) larger dots give more levels and a “deeper” 
well (greater confinement energy), though they often have very similar or even 
decreased separation between the energy levels [Narvaez, 2005]. These levels are 
described as being s-like or p-like in their characteristics, as they resemble the lowest 
energy states of electrons around an atom. 
 
As discussed in the previous section, an electron confined to one of the energy states 
can move to another through the emission or absorption of energy. Similar to an atom, 
however, there are limits to how many electrons can occupy a given state. For example, 
only two electrons can be in the s state of a given quantum dot. If one electron is 
promoted to a higher energy state (for example, through the absorption of a photon), 
only then can another electron move down from a higher state. 
 
Although the energy levels can vary widely, as stated previously, the samples examined 
in this work–InAs dots in a GaAs bulk crystal of the sizes obtained here–typically 
confine up to six electrons: two in the s-state and four in the p-state; there is likely to be 
very little energy separation between the individual s-levels and the p-levels (in fact, the 
separation of individual s-states is an effect of the Coulomb repulsion rather than fully 
isolated states [Lin, 2009]); there is generally a discernable separation between the set of 
s-levels and the set of p-levels [Lin, 2006].  
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It should be noted that while the energy levels of the dots are generally delta-like in 
structure, there are a few variables that can change this. The most difficult is that, given 
that the size and shape of the dots has an effect on the energy structure, when working 
with an ensemble of dots of varying size, the energy structure of the whole ensemble 
will be somewhat spread out. This spread in size is an unavoidable reality of the growth 
methods discussed in section 2.2.3 and much work has been focused on trying to 
eliminate this uncertainty, either through modified fabrication methods (one example 
being patterned substrates, introduced in section 2.3.1 and explored in greater depth in 
chapter 3) or on the measurement side (for example, by using optically-excited electrical 
spectroscopy, which was not explored in this work). The other potential process that 
could reduce the delta-like quality of the energy densities is hybridisation. In this case, 
under high enough applied biases, the conduction band of the bulk crystal can be 
lowered below the energy levels of the dots. In this case, the energy levels of the dots 
can merge with the continuum of energy levels in the bulk, which widens the 
distribution of energy levels in the dots [Fu, 2004]. 
 
In general, however, it is safe to consider a quantum dot as possessing an internal 
energy structure more like that of an individual atom than a bulk crystal. The dot will 
possess a range of energy levels whose number and position will be set by the material 
system and size and shape characteristics of the dot. Carriers confined to the dot will be 
unable to have energies outside of those discrete levels. 
 
2.2: Growth and Formation of Dots  
The method of production of quantum dots has a profound effect on their ultimate 
properties. Quantum dots have been created in a number of different material systems 
and physical methods of growth, as well as using different growth technologies 
 
2.2.1: Material Options 
As discussed in section 2.1.1, the important feature of quantum dots is the quantum 
confinement. Therefore, selection of appropriate materials is very important, depending 
on the desired characteristics of the device. Quantum dots have been fabricated from a 
wide range of materials, including II-VI semiconductors such as CdTe [Bacher, 1999] 
and ZnTe [Najjar, 2009]. However, the work presented here will focus on two different 
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materials systems: III-V semiconductor systems (specifically, InAs dots in a GaAs bulk) 
and IV-IV semiconductor systems (specifically Ge or SiGe dots in an Si bulk). 
 
III-IV semiconductors are mainly used for optical applications, for example LEDs 
[Shields, 2009] and LASERs [Blood, 2009]. Since most III-V systems-including the InAs 
and GaAs materials investigated in this work-are direct-bandgap semiconductors, they 
are very efficient photon generators. 
 
Thus far, this has been one of the biggest and certainly most commercially-applicable 
uses of quantum dots. III-V quantum dot systems have seen use in blue lasers for high-
definition DVD players and a range of telecommunications  applications. The reason 
for this stems from the energy structure and density of states discussed in section 2.1.2. 
 
Given that a certain quantum dot has only a handful of discrete energy levels which its 
captured carriers can obtain, this gives a very sharp emission spectrum. As a carrier falls 
to a lower energy state, the energy released in the form of a photon is proportional to 
the difference in energy levels; in a delta-like system such as a quantum dot, only 
photons of very specific energy are released; this is in contrast to bulk semiconductors, 
where a photons with a large range of energies can be generated, due to the much 
broader density of states. For this reason, in monochromatic light sources, such as 
lasers, the photon emission efficiency from quantum dots is very high. 
 
Furthermore, the relationship between the size of the quantum dot and its internal 
energy levels allows for a great deal of customisability. Theoretically, if one were able to 
precisely control the size and shape of the quantum dot, one could control the exact 
frequency of the emitted photons. Though this level of control has eluded research thus 
far, a great deal of effort has been expended to understand the growth processes, which 
has allowed for the emission of a wide range of wavelengths, though for commercial 
applications, much effort has been focused on efficient emission in the ranges used in 
telecommunications, for example 1.3-1.55µm [Tångring, 2009]. 
 
Although IV-IV systems can be used as light sources for LEDs [Wang, 2009], the key 
advantages to this material class lie elsewhere. The biggest advantage of systems based 
on these materials is their easy integration with existing semiconductor devices. Since 
the overwhelming majority of the commercial semiconductor industry is based on 
silicon processes, devices based on that material can be more readily worked into 
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existing process flows and developments. Furthermore, the lengthy period of time over 
which these devices have matured, combined with the omnipresence of silicon ensures 
that these material systems present some of the most affordable options available. 
 
Although the nature of these systems, as indirect-bandgap materials, makes them less 
suited to optical uses, a number of other potential devices, outlined in section 1.3, still 
exist. Certainly, Si-based quantum cellular automata (QCA) would present a 
breakthrough opportunity for a revolution in computing design, as would the novel 
memory devices and transistors. 
 
As mentioned earlier, this report focuses on two sets of samples: one of InAs dots in a 
GaAs bulk (a III-V system) and another of Ge dots in an Si bulk (a IV-IV system). The 
former is investigated through electrical characterisation methods, as it is one of the 
more common quantum dot systems in research today. The latter is the focus of the 
substrate patterning experiments, as this is a more novel technology and one for which 
QCA would be an interesting application and one which requires precise placement of 
QDs. For this reason, it is both more efficient to work on Si-based systems and more 
cost-effective as the procedure is more prone to early-stage setbacks. 
 
2.2.2: Growth Technologies 
Although there are several methods of growth for quantum dot systems, they share one 
thing in common: all are grown epitaxially, that is layer-by-layer. The most common 
method of growth is molecular beam epitaxy (MBE). Molecular beam epitaxy 
technology was developed in the 1960s at Bell Telephone Laboratories and has since 
become the pre-eminent method for the formation of ultra-pure structures. Though 
most commonly used for III-V semiconductors such as GaAs, MBE systems can also 
be used to grow IV-IV semiconductors such as Si and Ge [Jiang, 1998]. 
 
In MBE growth, the substrate is placed in an MBE chamber at ultra-high vacuum 
(≤10-10 torr). The substrate is heated up to a temperature of 400˚C or higher. Attached 
to the chamber are several cells, each containing a high-purity source of one of the types 
of atoms to be grown on the substrate. These cells are covered by computer-controlled 
shutters. At the appropriate times and temperatures, the shutters are opened; when this 
is done the material in the cells vaporises and a beam of atoms is directed towards the 
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sample. When they strike the heated substrate they form a mono-crystalline structure of 
high purity. 
 
By controlling the temperature to which the substrate is heated and the length of time 
during which the shutters are opened, the growth kinetics of the sample can be 
manipulated to a very fine degree. In addition, growth interruptions (GIs) are frequently 
used to allow specific processes to take place. For example, using a GI was shown to 
enable the growth of Ge dots induced by epitaxially-gown carbon atoms [Schmidt, 
1997]. Furthermore, by adjusting the length of time of the GIs, the size and density of 
self-formed island growth can be altered [Ledentsov, 2001]. 
 
MBE growth can be monitored in-situ by quadrupole mass spectrometer (QUAD) 
and/or reflection high-energy electron diffraction (RHEED). In the case of quantum 
dot growth, RHEED is specifically useful, as it enables the researcher to monitor the 
transition from 2D to 3D growth as islands form, as described in section 2.2.3. 
 
In addition to MBE, chemical vapour deposition (CVD) is commonly used both in 
academia and industry, especially for the creation of IV-IV and III-V devices. Generally, 
a specific type of CVD, metal-organic chemical vapour deposition (MOCVD) is used; in 
this operation, the precursor gases, discussed below, are compounds of the atoms to be 
grown (e.g. Si, or Ga and As) and a hydrocarbon chain. For example, to grow Ge, the 
precursor gas might be Isobutylgermane, (CH3)2CHCH2GeH3. 
 
In this process, vapours of these chemical compounds are introduced to the chamber 
containing the sample. The layers of the crystal are formed as a result of the reactions 
that take place between the gaseous compounds [Sze, 2002, pp. 355]. This is a key 
difference from MBE; the sources of the atoms for CVD are not monatomic sources, 
but rather compounds containing the desired atoms. 
 
Similar to MBE, the substrate is heated-often to as high as 1200˚C. However, unlike 
MBE, CVD does not require a high vacuum as it can take place at low pressure or even 
at atmospheric pressure. As the chemicals move into the chamber, the vapour will be 
adsorbed by the substrate surface. It is on the surface of the substrate that the chemical 
reactions take place; the crystalline compound is deposited as solid residue and the 
crystal grows accordingly. The other product of the reaction is a gaseous compound, 
which is evacuated from the chamber. 
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This process is used commercially for the creation of LEDs, laser diodes and more, in 
part because it is generally faster than MBE. However, the thickness of the crystalline 
layers grown by CVD cannot be controlled as precisely as with MBE; its use was not 
investigated in this research. 
 
In addition to MBE and CVD, there exist alternative technologies such as liquid-phase 
epitaxy, pulsed laser deposition and physical vapour deposition. However, these 
technologies generally produce islands that are too large for use in the type of research 
discussed here. 
 
2.2.3: Growth Modes 
There are two fundamental methods for the creation of quantum dots and similar 
nanostructures: lithographic or self-assembled. Lithographic methods can include 
electron or ion beam lithography, optical lithography and reactive-ion etching and can 
be done with or without a mask, depending on the type of technology used. The 
advantage of this method is that a highly ordered pattern of dots can be specified. 
However, while some of these technologies can theoretically define features in the sub-
10nm range useful for this type of work [Cui, 2006], in practice this level of resolution 
has not been consistently realised. Further, all such technologies have a tendency to 
damage the substrate or cause additional and troublesome defects. For these reasons, 
the majority of quantum dot research has been on so-called “self-assembled” quantum 
dots (SAQDs). 
 
In SAQD creation, the 3D islands of the dot material form spontaneously, during the 
epitaxial growth. Regardless of the technology used to grow the crystals, there are 
several “modes” of growth under which it can proceed. In every case, the formation of 
islands results from the strain caused by a mismatch in the lattice parameters of the two 
materials. As layers of the dot material are grown on the substrate, the mismatch strain 
in the lattice increases. When the layer reaches a certain critical thickness, the strain is 
relieved by the formation of 3D islands, which are then capped to form quantum dots. 
The process is illustrated below, in figure 2.5. 
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Figure 2.5: The Expitaxial Growth Process Resulting in 3D Islands. Depending on 
growth mode, a wetting layer may or may not be present. In either case, isolated 3D 
islands form and are capped by a bulk layer. 
 
The growth proceeds as follows. Starting at part a), a substrate is cleaned and placed 
into the growth chamber. As several layers of material are grown on the substrate, they 
sometimes initially form a 2D surface known as a “wetting layer”, shown in b). As 
further growth continues, a certain critical thickness is passed, after which islands begin 
to form and “ripen” (growing and changing in shape to reach their final form), as 
shown in c). As indicated in the figure, islanding can occur on top of the wetting layer, 
or on top of the substrate, depending on the growth mode (discussed below). 
Additional material beyond this point will generally increase the size of the islands, 
rather than the thickness of any wetting layer. In some cases, a wetting layer will form at 
this stage if none was present. 
 
After this process has completed, a capping layer is grown, as shown in d). This layer, 
generally of the same material of the substrate, allows for the creation of a Schottky 
diode in later stages, whose depletion region will extend into the capping layer, allowing 
it to pass the dot layer when bias is applied. Part e) shows a cross-sectional view of the 
two main growth modes: with or without a wetting layer still present. It should be noted 
that in this diagram, the islands are shown as hemispherical domes; however, in reality 
they can take many forms, including domes, rectangular-based pyramids, “hut clusters” 
(essentially a square-based partial pyramid with a flat top) or more [Richard, 2006]. 
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The progression of growth from 2D to 3D depends on the thickness of the grown 
material and the mismatch of the two materials. This is shown below in figure 2.6, a 
phase diagram reproduced from [Daruka, 1997], where H is the thickness of the grown 
material and ε is the lattice mismatch constant between the two materials.  
 
 
Figure 2.6: Phase diagram of epitaxial growth modes. Depending on lattice mismatch 
(ε) and layer thickness in ML (H), growth can occur in the Frank van de Merve, 
Volmer-Weber or Stranski-Krastanov modes. Reproduced from [Daruka, 1997]. 
 
The FM, SK and VW growth modes stand for the Frank van de Merve, Stranski-
Krastanov and Volmer-Weber growth modes, respectively. The R1, R2 and R3 zones 
represent different ripening modes. The details of each is shown below in figure 2.7. 
 
 
Figure 2.7: Details of growth and ripening modes For Expitaxial Growth. Each mode 
(FM, VW and SK) proceed in slightly different ways, based on the characteristics of 
their wetting layers and island formation. Reproduced from [Daruka, 1997]. 
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In the FM growth mode, the mismatch is small enough that the growth generally 
happens in a 2D manner, with the wetting layer expanding and no islanding. In very 
specific conditions, this can transition to R1, where a very small number of islands will 
form and grow larger without additional, smaller islands developing. In the VW mode, 
islands form directly on the substrate without a wetting layer. The SK mode can come 
from either of these two modes and involves a wetting layer and islanding. The SK1 
mode features islands growing on top of a wetting layer, whereas the SK2 follows from 
the VW mode, with a wetting layer forming around the existing islands. In the SK 
mode, ripening occurs in the R2 manner; if the initial growth was in VW mode without a 
transition to SK, ripening will occur in R3 mode. In either case, no further wetting layer 
growth will occur; instead, the existing islands will expand and reshape and new islands 
will form. In comparison to the R1 ripening mode, there is a tendency towards the 
formation of new, small islands in lieu of expanding the existing islands to larger sizes. 
 
As one example, in the case of the GaAs/InAs system, a lattice mismatch of about 7% 
exists (ε =0.07). Therefore, the transition to 3D islanding should occur at approximately 
1.8ML of InAs deposition. Beyond approximately 3ML of InAs applied, the islands will 
grow somewhat, but there will be a much greater tendency towards the formation of 
new smaller islands. 
 
SAQDs are generally grown in the SK growth mode and all those studied here are 
grown this way (thus, a wetting layer is present). The SK method of growth is in many 
ways the biggest advantage of QD growth while also its greatest weakness. The SK 
growth method creates the dots in a way that requires little, if any, artificial interference 
from the experimental setup-it occurs spontaneously. However, the resulting dots are 
not uniform. The dots will vary in distribution (i.e. density), size and even shape. 
Although the variation will generally occur within a very narrow range of values, it will 
be at least partially randomised. This, therefore, limits the utility of dots grown via this 
method. Since the emitted wavelength of light in optically-active dots depends on the 
size, a range of sizes will produce a range of light. Similarly, performing electrical 
characterisations on the quantum dot systems (as described in section 2.4) is 
problematic when dealing with an ensemble of dots, because it is impossible to be 
entirely clear about what the results represent. 
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Ideally, research would be performed on a single dot or, failing that, an array of dots of 
consistent density and dot size. This would permit much greater precision in the 
interpretation of acquired results. However, the nature of the self-assembly process 
makes this essentially impossible, thus inspiring the search for methods of controlling 
the growth artificially. 
 
2.3: Manipulating The Dot Formation 
The goal of manipulating the formation of quantum dots is to try and change the 
growth process in such a way that an ordered, predictable array of dots is created 
through the SK growth method, rather than a largely random one. In this process, the 
substrate upon which the dots are grown is etched or pitted to a pre-specified pattern. 
Given that the formation of 3D islands on the surface of a sample occurs as a method 
to relax the energy, it is not surprising that changes to the surface topology would have 
an effect on that process. Indeed, this has been shown through several different 
naturally occurring processes. If this process can be carefully tailored, for example 
through the use of patterned substrates, it could present a profoundly useful 
opportunity to created predictable, ordered arrays of dots. 
 
The growth of quantum dots can be monitored by either stopping the growth mid-
process and examining the samples under an AFM or electron microscope, or after the 
full growth process has completed, by etching away the top layers of material to 
examine the layers underneath. As discussed previously, islands can take many different 
shapes, notably pyramids, domes or hut clusters. However, the evolution tends to 
progress in a typical fashion. In the case of Ge dots on an Si substrate for example, as 
the first monolayers are grown, pyramids begin to form and it is only later that these 
evolve, or ripen, into hut clusters and domes [Rastelli, 2006]. Furthermore, this ripening 
will happen at the expense of smaller pyramids; as further growth occurs, small 
pyramids will shrink and ultimately disappear and larger ones will grow and evolve into 
the other shapes. After the dots are formed, a capping layer is typically grown. At lower 
temperatures, this capping layer does not significantly change the morphology of the 
islands; however, at higher temperatures (e.g. 580˚C), the Si capping layer growth results 
in island interdiffusion and the islands can no longer be clearly seen [Katsaros, 2006]. 
 
Many studies have shown that islands will form preferentially on naturally-occurring, or 
artificially-induced, surface deformations. For example, on a step-bunched surface (i.e. a 
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surface with a staircase-like height profile), the wetting layer grows across the surface 
fairly evenly, but islands form exclusively along the step edges and the flat plateaus 
midway between the edges [Sgarlata, 2003]. In the case of small ripples, created by 
misoriented Si substrates, growth occurs along the ripples [Berbezier, 2003]; the size and 
distribution can be manipulated by changing the size of the ripples and islands can be 
further diminished in size by using 0.5ML of Sb as a surfactant. Patterning also results in 
less Si-Ge intermixing. This gives a greater uniformity of size, as evidenced by PL 
studies [Ismail, 2005]. 
 
Porous substrates have a similar effect. Using an electrolytic process and HF to create a 
series of nanoscale pores on the surface of an Si substrate allows for growth of a higher 
density and decreased island size [Huang, 2002]. The porosity gives preferential sites for 
nucleation of the dots and alters the resultant energy structure of the dots, because of 
the strain on the Ge. 
 
The disruption of the surface material can also allow for the creation of QD 
superlattices. This stems from the growth of alternating layers of Si and Ge. When this 
occurs, the QDs in successive layers will form spatially on top of those in previous 
layers [Kienzle, 1999]. TEM studies have revealed that in later layers, there will often be 
fewer, but larger quantum dots [Kubis, 2006]; however, given the continual alignment to 
dots on lower layers, it is clear that the surface disruption acts as a nucleation point for 
future dot layers. 
 
There is clear evidence, therefore, that imperfections in the substrate surface can 
provide the nucleation sites for dense islands of a reduced size. Since these sites are 
surrounded by areas lacking in islands, being able to control the location of such 
imperfections should give one the ability to precisely control the dot formation, 
allowing for the possibility of creating a tailored array of islands. Methods such as 
growth on patterned substrates seek to achieve just this. 
 
2.3.1: The Use Of Patterned Substrates 
Some of the earliest efforts to create a direct method of dot ordering centred around 
creating small windows in an SiO2 mask layer and growing the dots within this window 
[Kim, 1998 and Vescan, 2003]. It was found that dots would grow along the sides of 
such windows and that, were the windows small enough, single dots could be formed 
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(this threshold was found to be around 300nm). Below this level, smaller windows 
would result in smaller dots [Kim, 1998]. This does not require a thick oxide layer, as 
layers as thin as 0.3nm have been found to be effective for this process [Vescan, 2003].  
 
For greater control, the use of specifically-patterned substrates has been attempted. In 
this process, sputtering or etching of the substrate is used to create a series of surface 
topology changes in a specified pattern (typically pits). Though quite shallow, these pits 
have an effect on the energetic properties of the surface. The intent therefore is to 
create preferential nucleation sites in a specified pattern. When the layer of dot material 
is grown expitaxially, islands will form in these sites at the exclusion of others.  
 
Several methods exist for creating these surface pits, including reactive ion etching and 
electron beam lithography. However, the focus of the research presented here is 
patterning via focused ion beam, the specifics of which are discussed in section 2.3.2. 
 
 
Figure 2.8: Alignment of CVD-grown Ge to FIB-patterned substrate (from [Kammler, 
2003]). Island growth is seen to be highly ordered with large areas between patterns 
exhibiting no growth. 
 
In an early instances of FIB use for patterning of substrates, the procedure was 
performed on an Si substrate, with Ge dots grown by CVD on a system capable of 
patterning, microscopy, annealing and expitaxy growth in-situ [Kammler, 2003]. These 
results showed that there is damage caused by the Ga+ ion beam used in the patterning, 
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though post-annealing the samples can mitigate much or all of this damage. The work 
also shows a great deal of alignment to the patterned areas, as shown in figure 2.8. 
 
In this case, it was theorised that the Ga+ ions, which likely come to the surface during 
annealing, acted as a surfactant. Indeed, no change in surface topography was observed 
for the lower doses of the FIB-patterned areas, despite the resulting growth on the 
preferential nucleation sites. It should also be noted that these results showed a very 
high surface diffusion length, as areas up to 2µm x 2µm are entirely free of Ge islands. 
This is extremely promising for future use, as it implies that large patterns could be 
written with fairly island-free zones surrounding them, or that specific patterns might be 
written, without needing to “fill in” the areas in between. 
 
Compared to growth on unpatterned substrates, the density of dots grown using 
patterned ones is identical to the pattern created using the FIB [Karmous, 2006]. The 
size uniformity is also much greater. The size and shape are limited by the length and 
temperature of post-growth anneal (this is true for Ge systems, with or without 
substrate patterning).  
 
The location of the dot material is also a very important issue. Calculations and kinetic 
models indicated that the pit itself should be the location for the dot’s growth; however, 
direct confirmation of this is sometimes impossible [Karmous, 2006]. Other studies, 
however, have shown that the situation is somewhat more complex. In some cases, the 
dots form on plateaus located between the pits milled by FIB [Pascale, 2008]. However, 
in other cases, the location of the island can be either inside the pit or on the upper edge 
of the pit, depending on temperature [Karmous, 2004]. The exact method for the 
location and formation of dots is still under study and is beyond the scope of this 
research. 
 
It should also be noted that this techniques has been show to work across multiple 
materials systems. Although the FIB patterning work done in this research was limited 
to the Si/Ge system, patterning of substrates for ordered nucleation of quantum dots 
has been used in the past for multiple systems, for example Cu2O nanodots grown on 
patterned SrTiO3 substrates (where the dots formed within the pits) [Groves, 2008] and 
InAs dots grown on GaAs [McKay, 2007]. 
 
-        -  43
2.3.2: Focused Ion Beam Microscopy 
Focused ion beam (FIB) technology is a similar technology to the more commonly used 
scanning electron microscope (SEM), with respect to its basic method of operation. 
However, whereas an SEM images using a scanning beam of high-energy electrons 
(which have been focused to a small spot size), a FIB employs a highly-focused beam of 
positively-charged gallium ions (Ga+). Assuming the beam’s energy and ion dose have 
been properly calibrated, when the ions strike the surface, atoms at the surface layer can 
be sputtered. Therefore, a FIB can be used for pre-defined milling of selected areas of 
the sample surface. In addition, the technology can be used for imaging; generally this is 
achieved by using a lower beam energy and dose to preserve the sample. By measuring 
the ejection of electrons or secondary ions from the surface, a high-resolution image can 
be generated. FIB systems are also often equipped with an SEM for an non-destructive 
imaging. Melngailis gave a thorough review of then-current state-of-the art FIB 
technology [Melngailis, 1987] and many of the same concepts are still applicable today. 
  
The source of the ions can be a number of different materials, but in practice is 
generally liquid gallium. The Ga+ ions are drawn from the reservoir which is maintained 
near the tip of a very sharp needle. The ions wet the needle and flow to its tip, which is 
subjected to an electric field causing the ions to be forcibly emitted. The electric field 
between neighbouring ions in the beam will cause a degree of random velocity, in 
addition to the measured velocity caused by the tip’s electric field. The ions possess a 
fairly narrow range of energies as they leave the tip, ensuring low aberrations and that 
the beam can be focused to a small spot size. 
 
The focussing of the ions is done by a series of electrostatic lenses, each shaped like a 
washer. The ions are projected towards the stage and pass through a series of these 
lenses until the beam is highly focused by the electric fields’ deflection towards the 
centre of the lenses. Next, the ions travel through a mass separator, which reduces the 
variation in size of the ions as they pass through. Operation of the system is conducted 
under vacuum, with pressure <10-6 Torr. A schematic of the interior optics and 
associated components of the FIB system is shown in figure 2.9. 
 
FIB technology has several potential applications. One of the earliest was for the 
implantation into different materials. This, for example, can be used to provide the 
doping for a semiconductor device. It must be noted, however, that the impact of the 
implanted ions does surface damage, so it is often necessary to perform an annealing 
-        -  44
step afterwards. Additionally, there is a finite distribution of the material, both laterally 
and into the surface itself, depending on the velocity of the ions. As well as the 
implantation of materials, FIB systems can be used to deposit materials uniformly 
across a defined area. To do so, the sample is placed in a chamber which is filled with a 
gas such as WF6. The ion beam reacts with this gas and the metal (tungsten in this case) 
is deposited where the beam strikes the samples surface. 
 
 
Figure 2.9: FIB Schematic Diagram, (From [Melngailis, 1987]). Ions are emitted from 
the source and focused through a series of lenses, separated by ion mass and 
deflected to the appropriate location on the substrate. 
 
Milling is the primary use of the FIB technology; when used thusly, the FIB acts as a 
sputterer. When the ions strike the material, surface atoms are ejected. As with 
implantation, there will be some damage caused by the ions themselves. However, this 
technique can be use to affect very precise removal of the surface material, for example 
to form trenches or shapes, or to thin a specified area of the sample. The liability with 
this technology is the surface contamination. Since highly energetic Ga+ ions are being 
used to sputter the surface material, those same ions embed themselves in the surface. 
Therefore, while the FIB technology is very useful for removal of surface layers, it 
cannot go without noting that the implantation damage will have an effect on the 
electrical and material properties of the surface. If the samples being sputtered are to be 
used in the fabrication of electronic devices, the implanted Ga+ ions must either be 
removed or otherwise compensated-for. 
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Finally, the FIB can be used as an metrology tool. As stated previously, many FIB 
system feature a built-in SEM, which allows for high-resolution in situ imaging. In 
addition to this method, FIB systems can be used as a device for secondary ion mass 
spectroscopy (SIMS). When used in milling mode, the ejected atoms can be captured 
and measured by a mass spectrometer. By determining which ions are being ejected, one 
can ascertain the atomic composition of the surface of the sample. This is of particular 
importance for depth profiling of a sample. 
 
2.3.3: Device Fabrication 
Although there are a number of methods which can be used for testing devices via the 
electrical characterisation methods discussed in this research, one of the simplest 
methods is to fabricate the devices into a Schottky diode. 
 
A Schottky diode is a metal-semiconductor device, featuring a direct junction between 
the metal contact and the semiconductor material. This differs from traditional pn 
junctions or MOS devices, which rely on the presence of both p and n-doped materials 
and (in the case of MOS devices) and oxide layer. Instead, Schottky diodes (and 
MESFETs, not discussed here) have only a single type of doping, generally n-type. The 
metal contact is fabricated directly onto this material. The diagram of a Schottky diode 
and its energy level diagram, are shown below in figure 2.10. 
 
 
Figure 2.10: Structure and energy levels of a Schottky diode. The metal gate is 
bonded directly to the semiconductor which creates a Schottky barrier at the 
interface and a depletion region immediately afterwards. An applied bias can change 
the width of this depletion region. 
 
Figure 2.10(a) shows a schematic representation of the Schottky diode. When the metal 
contact is connected directly to the semiconductor material, electrons move from the 
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semiconductor into the metal, repelling additional electrons in the semiconductor and 
forming a narrow depletion region in at the interface. An Ohmic contact (i.e. a non-
rectifying contact with a negligible contact resistance) is fabricated onto the reverse of 
the sample to terminate the device. 
 
Figure 2.10(b) shows the resultant energy band diagram. At thermal equilibrium, the 
Fermi levels of the two materials must be the same. As a result of the movement of 
electrons into the metal contact, an energy barrier is created at the junction, with a 
height equal to the difference between the metal work function and the semiconductor 
electron affinity (in an ideal case): 
 
  
€ 
qφBn = qφm − qχ  
Equation 2.1: Formula for the Energy Barrier Height of a Schottky Diode. qφBn is the 
barrier height, qφm the metal work function (the difference between the Fermi level 
and the vacuum level for the metal) and qχ  the semiconductor electron affinity 
 
Where qφBn is the barrier height, qφm the metal work function (the difference between 
the Fermi level and the vacuum level for the metal) and qχ the semiconductor electron 
affinity (the difference between the conduction band edge and the vacuum level for the 
semiconductor). When a forward bias is applied, the Fermi level of the semiconductor is 
raised, lowering the potential barrier height. As a result, electrons can easily flow into 
the metal contact from the semiconductor, creating a current. In the opposite case, 
under reverse bias, the barrier height is increased and current flow is blocked. 
 
In addition, a higher applied voltage increases the width of the depletion region by 
repelling additional electrons further from the junction. The effect and use of this is the 
mechanism for CV profiling and is described in section 2.4.1. 
 
2.4: Device Characterisation 
2.4.1: Capacitance-Voltage Spectroscopy 
Capacitance-Voltage analysis (CV), involves measuring the capacitance of a device at a 
range of reverse-bias voltages. Performing this scan can reveal at what voltages the traps 
or structures within the device (such as quantum dots) exchange carriers with the bulk 
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semiconductor. In addition, a CV profile can be used to give an estimate of the carrier 
density profile of the Schottky diode [Schroder, 1998, pp. 64]. 
 
At the heart of the CV profiling is the fact that the width of the depletion region in a 
junction device (such as a Schottky diode) changes depending on the applied bias. This 
is shown schematically in figure 2.11.  
 
 
Figure 2.11: Diode depletion region under different biases. Applying a higher 
negative bias to the metal gate of the Schottky diode causes a repulsion of carrier in 
the shallowest region of the semiconductor which widens the depletion region. 
Applying a positive bias can decrease or eliminate the depletion region. 
 
There are three regions: the blue (left in this diagram) region represents the depletion 
region and the red (right) the non-depleted area. To measure the capacitance, a small 
AC voltage must be applied in addition to the DC reverse bias. Between the depleted 
and non-depleted portions of the diode is a region that will fluctuate between those 
states as a result of the AC signal used for measurement. The small signal capacitance is: 
 
  
€ 
C =
dQs
dV
 
Equation 2.2: Formula for small signal capacitance. Q is the semiconductor charge, V 
the voltage and C the capacitance. 
 
Where Qs is the semiconductor charge. The device in figure 2.11 can be modelled as a 
parallel-plate capacitor, according to the following equation: 
 
  
€ 
C =
Ksε0 A
W
 
Equation 2.3: Equation for a parallel plate capacitor. Ks is the dielectric constant, ε0 
the permittivity of free space, A the diode cross-sectional area and W the width of 
the depletion region 
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Where K s is the semiconductor dielectric constant, ε0 the permittivity of free space, A 
the diode cross-sectional area and W the width of the depletion region. This equation 
leads to the following two equations, by dividing through and differentiating with 
respect to V, respectively: 
 
  
€ 
W =
Ksε0 A
C
 
Equation 2.4: Width of the depletion region of a Schottky diode. Variables defined as 
above. 
 
€ 
ND (W ) =
2
qKsε0A2
d
dV
1
C2
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Equation 2.5: Effective carrier profile of a Schottky diode. Variables defined as above. 
 
Where q is the magnitude of an electron’s charge (1.60x10-19C) and ND the donor 
density (for an n-type semiconductor; in a p-type semiconductor, the acceptor density 
would be NA). Note that the CV profile actually gives a measure of the density of 
carriers, not necessarily the dopant atoms. Depending on the applied bias, the depletion 
region’s width varies (note that at zero bias the depletion region will have a non-zero 
width due to the movement of electrons into the metal contact). The width of the 
depletion region is found by the following equation [Sze, 1998, pp. 85]: 
 
€ 
W = 2ε0Ks(Vbi −V )qND
 
Equation 2.6: Width of depletion region in a Schottky diode. ND is the concentration 
of donor dopants, Vbi the built-in voltage and the other variables defined as above. 
 
Where Vbi is the built-in voltage and V the applied voltage. Equation 2.5 and equation 
2.6 are used to produce one of the most useful aspects of the CV profile: the apparent 
majority carrier concentration profile. By taking every measured capacitance value and 
the slope of the CV curve at that capacitance level, the depth at which the analysis is 
measuring (a function of the depletion region) and the concentration of carriers at that 
level can be determined. Correlating those two sets of data gives a relatively accurate 
picture of the concentration of carriers within the device (within the limits on the 
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accuracy imposed by the Debye tail, discussed in section 2.4.2 and with the caveat the 
defects very near the surface cannot be measured since a depletion region exists even at 
zero bias). This can be used for general profiling or, in the case of quantum dots, a way 
to discover information about the carrier exchange between the dots and the bulk. 
 
In addition to the concentration-profiling mentioned above, the CV relationship itself 
can provide useful clues as to the characteristics of the device. For example, in QD 
samples, the two types of orbitals in the quantum dots (s and p), are often identified by 
changes to the overall shape of the CV curve [Schulz, 2004]. This conclusion is a result 
of the relationship between the CV curve and the carrier density profile. Since the 
density profile is a result of the derivative of the CV curve, any change in that profile 
will have been represented as a change to the slope of the CV curve. Thus, by observing 
the curve itself, we can glean further information about the device. 
 
2.4.2: The Debye Limit 
The Debye Length is a measure of the accuracy of measurements, specifically for CV 
analysis. The CV graph gives a profile of the majority carriers. However, it is often 
useful to know the doping density profile. These two densities are quite similar; 
however, since the majority carriers are mobile, while the dopants are largely immobile, 
the carriers can diffuse into lower-doped areas. Therefore, the profile produced by CV 
analysis cannot be assumed to be a wholly accurate representation of the doping profile. 
The Debye length is a temperature-dependent quantity defined as [Schroder, 1998, pp. 
68]: 
 
  
€ 
LD =
kTKsε0
q2( p + n)
 
Equation 2.7: The Debye length (LD). k the Boltzmann constant, Ks is the dielectric 
constant, ε0 the permittivity of free space, q the electronic charge and p and n the 
hole and electron densities, respectively. 
  
Where LD is the Debye Length, k the Boltzmann constant, Ks the dielectric constant, ε0 
the permittivity of free space, q the electronic charge and p and n the hole and electron 
densities, respectively. Mathematical analysis has shown that the doping and carrier 
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densities are only close at several Debye lengths from any major change in doping 
[Johnson, 1971]. 
 
The main effect of the Debye limit is a degree of uncertainty to any CV analysis. It 
should be noted that this uncertainty can be minimised by a reduction in temperature or 
an increase in doping density. However, it can never be completely eliminated. 
Therefore, when considering a steep change on a carrier profile, this change may not 
accurately reflect the actual doping profile of the device. Johnson and Panousis have 
suggested several iterative processes which can replace equation 2.5 [Johnson, 1971]; 
however, these are outside the scope of this research. Instead, the Debye limit is 
regarded as an inherent inaccuracy in CV depth profiling, albeit one which can be 
minimised (for a given device) by measuring at low temperatures. 
 
One side-effect of the Debye limit is that CV profiling is unable to reveal information 
about the concentration of carriers directly below the surface of the device. In part this 
is because the depletion region is a finite width; however, even if the depletion region 
could be made infinitely small, the inaccuracy inherent in the Debye limit would prevent 
the CV analysis from measuring anything within 2LD of the surface. Several methods 
have been devised to the various shortcomings imposed by the Debye limit (e.g. 
[Toyabe, 1989]; [Shashkin, 2000]; [Iniewski, 1991]); the specifics of those methods also 
lie outside the scope of this report, but the inability to scan the shallowest region of the 
device must be noted as a limitation in these methods. 
 
2.4.3: Deep-Level Transient Spectroscopy 
Deep-Level Transient Spectroscopy (DLTS) was introduced by D. V. Lang [Lang, 1974 
(2)] as a way to address the shortcoming of PL spectroscopy. As noted in that section, 
PL has limitations, especially in its inability to deal with nonradiative recombination 
centres and deep traps. Previously, a variety of capacitance techniques had been 
suggested, including one by Lang himself, which was presented in the same journal 
[Lang, 1974 (1)]. However, each technique was lacking in a critical area, be it sensitivity, 
speed or the range of traps it could identify. 
 
Lang’s solution was to measure the sample’s transient capacitance response and from 
the transient, deduce the emission rate of the trap. Under this model, a sample is held at 
a constant reverse bias. A short pulse of higher (i.e. more-positive) bias is applied to the 
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sample. This decreases the width of the depletion region, which causes the emission of 
carriers from traps as a response to the injection of holes. This emission of carriers will 
cause a change in the capacitance as a result of a change in the amount of stored charge. 
 
When the pulse finishes, the capacitance value will return to the steady-state value at a 
specific rate. It will do so as an exponential curve. This is shown in figure 2.12, 
reproduced from [Lang, 1974 (2)], for an n+p junction subjected to a majority-carrier 
(electron) pulse. As can be seen in the middle portion, the injection pulse drains the 
traps in the depletion region; when the pulse is finished, bound electrons are again 
trapped in the depletion region and the capacitance returns to steady-state. 
 
 
Figure 2.12: Saturation pulse for an n+p junction. Reproduced from [Lang, 1974 
(2)]. The pulse fills traps in the samples which decreases the measured capacitance. 
When the pulse finishes, carriers are emitted to the band and the capacitance 
returns to the original steady-state value at an exponential rate. 
 
As is shown on the bottom diagram of figure 2.12, the return to steady-state capacitance 
is an exponential curve. The time constant of this curve is a function of the speed at 
which carriers are emitted from the traps and is a distinctive characteristic of the type of 
defect. 
 
The strength of DLTS is its ability to define a rate window, such that it will only react to 
transients whose time constants fall within this rate window. To achieve this, a double-
boxcar function is used to ascertain values for the transients. In essence, the capacitance 
is scanned at two points during the transient and the difference in capacitance (i.e. 
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C(t1)–C(t2)) is recorded. For very slow or very fast transients this value will approach 
zero; for fast transients, the curve will “flatten” so quickly that it will have reached 
steady-state value before the first measurement at t1 and for very slow transients, the 
curve will be essentially flat and will thus have dropped negligibly during the scan time. 
This concept is shown below, in figure 2.13  (reproduced from [Lang, 1974 (2)]). 
 
 
Figure 2.13: The effect of a DLTS rate window on different capacitance transients.  
Reproduced from [Lang, 1974 (2)]. The capacitance is read at two times, t1 and t2. 
The difference between these two is the DLTS signal, which is small for very fast or 
very slow transients and at a maximum when the emission occurs at a similar rate to 
the selected rate window. 
 
The normalised DLTS signal is defined as S(T), where: 
 
  
€ 
S(T ) =
C(t1 )−C(t2 )
ΔC
 
Equation 2.8: Normalised DLTS signal. ∆C is the difference in capacitance values 
between t1 and t2. 
 
Where ∆C is the difference between the steady-state value of the capacitance and the 
capacitance at the saturation pulse bias. The time constant, τmax, that will produce a 
maximum S(T), is shown to be: 
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€ 
τmax = (t1 − t2 ) ln
t1
t2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ 
⎡ 
⎣ 
⎢ 
⎤ 
⎦ 
⎥ 
−1
 
Equation 2.9: DLTS time constant formula as a function of the two measurements 
times, t1 and t2. 
  
The rate window is defined as (τmax)
–1. This rate window can be used to find the 
emission rate of carriers from the trap. The emission rate en is thermally activated and is 
given by the following equation: 
 
  
€ 
en =
σvthND
g
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ exp
−ΔEa
kT
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟  
Equation 2.10: DLTS trap emission rate as a function of donor density. σ  is the 
carrier capture cross-section, vth the mean thermal velocity of the carriers, ND the 
effective density of carriers, g the degeneracy of the trap level, k the Boltzmann 
constant and ∆Ea the activation energy. 
 
Where σ is the carrier capture cross-section, vth the mean thermal velocity of the carriers, 
ND the effective density of carriers, g the degeneracy of the trap level, k the Boltzmann 
constant and ∆Ea the difference in energy level between the trap and the conduction 
band (i.e. the activation energy). Assuming that the emission rates for the traps are 
exponential in nature, the emission as a function of temperature follow the standard 
energy formula: 
 
  
€ 
en(T ) = γT
2σ∞ exp
−Ea
kT
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟  
Equation 2.11: DLTS trap emission rate as a function of temperature. T is the 
temperature in Kelvin, σ∞ is the capture cross-section at T=∞  and γ  is a temperature-
independent constant. 
 
Where T is the temperature in Kelvin, σ∞ is the capture cross-section at T=∞ and γ is a 
temperature-independent constant, equal to:  
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€ 
γ = 2 3MC (2π )
3
2 k2m *h−3  
Equation 2.12: Equation of the temperature-independent DLTS constant. MC is the 
number of conduction band minima and m* the effective mass of the electrons in the 
bulk material. 
 
where MC is the number of conduction band minima and m
* the effective mass of the 
electrons in the bulk material. 
 
 
To obtain the characteristic values of the trap, specifically the activation energy and the 
capture cross-section, a serious of DLTS scans are recorded at different rate windows. 
Using Lang’s double-boxcar technique, the rate window can be easily adjusted to allow 
the identification of the peak emission temperatures for different emission rates [Lang, 
1974 (2)]. 
 
Figure 2.14: Sample DLTS plot. Different rate windows are employed to measure the 
emission from different traps and are plotted as a function of temperature. 
 
The DLTS spectra are plotted on a graph of temperature versus DLTS signal (the 
regularised signal of the capacitance change between the two measurement times of the 
double-boxcar measurement). From here, the temperature at which peaks occur at 
different emission rates can be easily recorded. The emission rates are assumed to be the 
same as the measurement rate windows; the double-boxcar method is such that the 
emission will be at a maximum when the rate window is of the same range as the natural 
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carrier emission rate for a specific trap type. The DLTS scans will produce a graph like 
figure 2.14, above. 
 
The locations of the peaks as a function of temperature and emission rate are then 
plotted on an Arrhenius graph of 
  
€ 
1000
T
 vs. 
  
€ 
ln en
T 2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ . This graph reveals several 
details, through the re-arrangement of the original energy equation. To find the 
activation energy, the emission equation is rearranged as follows: 
 
  
€ 
ln
en
T 2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ = ln γσ∞( ) −
Ea
kT
 
 
which can then be rewritten as (to simplify the units and isolate the capture cross-
section term): 
 
  
€ 
ln
en
T 2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ = ln γ( ) + ln σ∞( ) −
Ea
1000k
⋅
1000
T
 
Equation 2.13: Re-arranged DLTS trap emission rate equation. Variables defined as 
before. 
 
From this equation, the capture cross-section can be easily determined by observing the 
intersection point on the vertical axis. At this point, 
  
€ 
1000
T
= 0  (i.e. T=∞) and the final 
term of the equation drops out. The value on the vertical axis where the line intersects is 
then equal to 
  
€ 
ln en
T 2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ and it is trivial to solve for σ∞. 
 
It should also be noted that-since the Arrhenius graph has axes of 
  
€ 
1000
T
 vs. 
  
€ 
ln en
T 2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ -
the above version of the equation can be seen as a version of the standard equation for 
a linear relation, y=mx+c, where: 
 
  
€ 
y = ln
en
T 2
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ ,  c = ln γ( ) + ln σ∞( ),  m =
−Ea
1000k
,  x =
1000
T
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By setting the slope of the Arrhenius graph equal to m in the above relations, the 
activation energy can be determined. 
 
In addition to identifying the type of trap in a sample, its density can also be 
determined. The density is related to the individual capacitance transient and can be 
measured as [Schroder, 1998, pp. 294]: 
 
  
€ 
NT =
ΔC
C0
⋅
2NDr
r
r−1
1− r
 
Equation 2.14: Trap density formula. NT is the trap density, ND the donor density, C0 
the steady-state capacitance, ∆C the difference between the steady-state capacitance 
and the capacitance during the saturation fill pulse and r=t2/t1 the ratio of the two 
times used for the boxcar analysis. 
 
Where NT is the trap density, ND the donor density, C0 the steady-state capacitance, ∆C 
the difference between the steady-state capacitance and the capacitance during the 
saturation fill pulse and r=t2/t1 the ratio of the two times used for the boxcar analysis. 
Finally, to find the 2D sheet density of traps on a plane within the device, the following 
formula can be used [Lin, 2005]: 
  
€ 
ΔC
C0
=
NT xT
w2ND
 
Equation 2.15: Sheet density of traps. NT is the trap density, xT the distance between 
the Schottky contact and the trap plane, w the depletion region width and ND the 
donor dopant density. 
 
Where NT is the trap density, xT the distance between the Schottky contact and the trap 
plane, w the depletion region width and ND the donor dopant density. 
 
2.4.4: Laplace-transform Deep-Level Transient 
Spectroscopy 
Conventional DLTS represents a marked improvement over other analysis techniques, 
including PL and CV analysis, for both the accuracy of its analysis and the range of 
defects it can be used to analyse. However, the technique is not without its limitations. 
Chief amongst the shortcomings of conventional DLTS is the exponential nature of its 
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peaks. Since the capacitance transients are themselves exponential and since the DLTS 
signal depends on how closely the transient fits to a specified rate window, even a 
perfect, isolated defect will generate a fairly broad curve, of a roughly Gaussian shape. 
For idealised defects this is not a serious limitation; however, for multiple electrically-
similar defects, it becomes a serious issue, as it can be impossible to reliably and 
convincingly separate such curves. 
 
Ultimately, though many different filtering, deconvolution and mathematical post-
processing methods have been attempted, none have succeeded in yielding truly 
improved results. Several methods yield increased sensitivity but these also result in a 
dramatic increase in noise; in general no methods have been able to provide uniformly 
substantial improvements to Lang’s original method [Dobaczewski, 1994]. 
 
Isothermal Laplace-Transform DLTS (LDLTS) approaches the problem from a 
different angle. Instead of merely sampling the transient at two discrete points in time 
(i.e. the double-boxcar function of conventional DLTS), or processing the analogue 
signal in real-time, LDLTS captures the entire signal and analyses it in an attempt to 
extract the exponentials contained therein. For most point defects, there will be several 
exponential decays contributing to the overall form of the capacitance transient; this is 
especially true for multiple defects closely-spaced in terms of activation energies. 
 
LDLTS uses a method called Tikhonov regularization as an estimate of the reverse 
Laplace transform to attempt to extract these emission rates from the transient. Since 
the question of extracting multiple exponential curves of this nature is fundamentally ill-
posed (that is, no single, unique solution can be determined based solely on the results), 
the Tikhonov regularization is appropriate. It assumes that the transient can be 
described using the Laplace equation: 
 
  
€ 
f (t ) = F (s )e− st ds
0
∞
∫  
Equation 2.16: The Laplace equation, showing a given time-variant function as a 
series of exponential functions. 
 
That is, that any continuous time-variant function, in the time domain, can be expressed 
as a series of exponential functions. 
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To perform the analysis, the entire transient is captured, using an analogue-to-digital 
converter (ADC) and computerised capture card, coupled with the analysis software. 
From there, several methods of analysis are used, CONTIN [Provencher, 1982],  
FTIKREG [Weese, 1992] and FLOG [Matulis, unpublished]. All three methods 
simulate the Tikhonov regularization and under ideal conditions, each will produce very 
similar results. However, mathematical simulations have shown that unless there is a 
high signal-to noise ratio (SNR), this may not be the case [Dobaczewski, 2004]. 
Furthermore, these same studies indicate that to get truly revolutionary separation of 
closely-spaced exponentials, a very high SNR is needed. LDLTS still provides much-
improved resolution compared to conventional DLTS and other spectroscopy methods, 
but it remains important to maintain a high SNR. 
 
To achieve this, LDLTS makes use of the isothermal property of the scan. Since the 
temperature is held constant, many scans can be taken at the same temperature. This is 
different from DLTS, where, due to the constant temperature ramp-up, the system does 
not rest at a given temperature. With LDLTS, assuming Gaussian noise distribution, 
making N scans reduces the SNR by a factor of N2; however, it is important that the 
temperature remain very steady during this time (±50mK) [Dobaczewski, 2004].  
 
 
Figure 2.15: Example of peak broadening in LDLTS. The Laplace analysis can  
sometimes erroneously show the peak as wider and less-well-defined than the true 
emission rate. Reproduced from [Dobaczewski, 2004] 
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The other area of caution regarding LDLTS relates to its tendency to over-simplify the 
peaks when they overlap to a large extent. Because LDLTS works on the principle of 
parsimony (i.e. giving just enough information without providing too much), when two 
peaks overlap, the LDLTS reading will sometimes show a single, asymmetric peak, as 
shown in figure 2.15, reproduced from [Dobaczewski, 2004] (the solid lines represent 
the true spectra and the dotted lines the CONTIN-calculated LDLTS spectra). 
 
These caveats should not, however, dissuade any researcher from using the LDLTS 
system. In both mathematical simulations and real-world studies of well-understood 
defects, the LDLTS method has shown a truly dramatic improvement over pre-existing 
methods [Dobaczewski, 1994 and Dobaczewski, 2004]. Furthermore, the typical output 
of LDLTS is a series of very well-defined, delta-like peaks, which allows for precise 
characterization of defects and of the properties with which they are associated. 
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Chapter 3 - Focused Ion Beam Patterning 
 
3.1: Purpose of the Work 
The goal of this work was to develop a procedure for patterning substrates reliably in 
order to permit ordered growth of quantum dots by MBE. This has been examined 
before in Si/Ge systems [Karmous, 2006], III-V systems [Mehta, 2008] and with even 
more esoteric materials [Groves, 2008]. The patterning of substrates has proven very 
flexible, so much so that in addition to typical quantum dots, it can also be used to 
create nucleation sites for so-called quantum-dot molecules (QDMs) that form under 
high pressure [Gray, 2006]. In addition to pure patterning and epitaxial growth methods, 
the use of a deliberately-defocused FIB has been used to create a pattern of Si islands 
on an Si substrate [Wu, 2005], further illustrating the level of control this instrument 
provides. FIB technology presents a very promising and very versatile path for the 
creation of highly-ordered growth of quantum dots.  
 
I sought to create and test an end-to-end process, involving substrate preparation, FIB 
patterning, post-patterning contamination removal, molecular beam epitaxy (MBE) 
growth and subsequent characterisation, for example via capacitance-voltage (CV) 
analysis, Deep Level Transient Spectroscopy (DLTS), photoluminescence (PL) 
spectroscopy, etc. The ultimate goal was to be able to quickly produce a sample with a 
quantum dot layer of known density and dot size, fabricated into a device suitable for 
characterisation. 
 
The method I sought to employ would result in an occupancy of one dot per hole, thus 
giving very well-defined control over the pattern and density of the dots grown for the 
device. Therefore, the pits formed through the use of this procedure would have to be 
sufficiently small to avoid the growth of multiple dots that occurs in the procedure of 
Mehta et. al [Mehta, 2008]; ideally the pits would be ~20-25nm in diameter. 
 
3.2: Approaches to Fabrication 
For this procedure, I decided to use Si substrates and grow Ge dots. The primary 
reasons for this were twofold. First, the Si substrates are cheaper and more readily 
available, making them more appropriate for a novel and highly experimental 
developmental procedure. Secondly, the use of Si substrates allows for easier integration 
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with existing semiconductor systems; for applications such as Quantum Cellular 
Automata and novel memory devices; this ease of integration would greatly facilitate the 
development and utility of such devices. It has been shown that a similar process is 
effective for GaAs/InAs based devices, for which the primary mechanism for the 
nucleation location was found to be shallow pits (even monolayer-deep) in the surface 
[McKay, 2007].  
 
 
Figure 3.1: FIB patterning processes for quantum dot growth. Milling is performed 
either directly onto the substrate or through a thin oxide masking layer. After 
cleaning of the Ga+ contamination, Ge QDs are grown followed by a capping layer. 
 
There are two basic strategies for growth on Si which use an intermediate SiO2 layer, 
shown in figure 3.1; both are discussed by Berbezier et. al [Berbezier, 2005]. In the first 
method, the SiO2 layer is used as part of the device structure [Szkutnik, 2007]. In this 
case, the milling is performed directly into the SiO2 layer (a) and after Ga contamination 
removal (c), the dots are grown on top of the oxide (d); the dots could then be isolated 
by being covered in an additional oxide layer and the Si capping layer (e). The oxide 
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covering provides a level of electronic isolation between the dots and the rest of the 
device. The oxide layer is designed specifically to be thin enough so that tunnelling is 
still possible, which can therefore change the electronic properties of such a device. 
Although the specific applications of such a tunnelling-only device lie outside the scope 
of this work, it would be a fascinating concept for characterisation. 
 
In the second type of fabrication, Ge dots are grown directly onto the Si substrate. In 
this case, the oxide layer is essentially used as a masking layer, enabling growth on the Si 
surface directly (a). As discussed in section 2.3.1, the ion beam used in FIB fabrication 
can cause contamination, in which Ga+ ions are implanted into the sample surface. 
Though techniques exist to mitigate the effects of Ga implantation, anything that can 
further reduce it benefits the accuracy of the processing. In the process I employed, the 
oxide layer will contain much of the implanted gallium so that when it is removed (b), 
the majority of the contamination will also be removed. The contamination removal 
procedure used in the other method is still used (c) and the growth of the dots and 
capping layer proceeds as before (d, e) albeit without an oxide isolation layer. 
 
For both process flows, the method of dot growth is subtlety different. For growth 
onto unpatterned SiO2 layers, amorphous Ge is grown at room temperature and then 
annealed. During the annealing stage the Ge islands are formed through the dewetting 
of the entire Ge layer [Szkutnik, 2008]; in the end no wetting layer is present and the 
dots are seen to have grown according to the Volmer-Weber growth method. This 
allows for a much higher density than Stranski-Krastanov (SK) growth. Diffusion and 
equilibrium surface morphology are the dominant mechanisms of growth [Berbezier, 
2006 (1)]. Note that in practice, the process will often be halted at certain points; for 
example, the samples might be removed after Ge growth for AFM scans of the surface, 
in order to evaluate the formation of the dots.  
 
For the samples which used the oxide layer as the growth layer (i.e., the layer is 
preserved throughout the growth process, electronically isolating the dots), samples with 
a pre-grown oxide of known thickness are the most applicable choice. In this case, the 
oxide must be grown using dry deposition techniques and is known to be of higher film 
quality with lower pin hole density and precisely known film thickness, enabling the  
milling conditions to be much more uniform. Although I did not pursue this method to 
completion, I employed samples which would be suitable for such growth: n-type 
(phosphorous-doped) <100> Si substrates (exact resistivity unknown). The thickness of 
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the oxide was 2.2nm and 5.1nm for different samples, providing alternatives for the 
depth of milling and electrical isolation. 
 
However, in the course of this research, significant problems arose with both the 
reliability of the focused ion beam system and the growth process, which meant that I 
was unable to proceed with this avenue. As a result, though samples of this type were 
patterned with the FIB, no growth was performed. 
 
For the oxide-mask samples (on which growth was performed), bare Si substrates were 
used initially; these substrates were <100> p-type Si (Boron-doped), with a resistivity of 
22Ω·cm. The samples were cleaned using standard RCA cleaning procedures and 
subjected to a bath of HF to remove any existing oxide that might have formed 
naturally through exposure to the air. The substrates were then baked in a 1000˚C 
furnace for 25 minutes under a flux of dry oxygen. My estimates indicated that this 
would provide an SiO2 thickness of 20-25nm. The samples were cut into 
1.95cmx1.95cm squares (the size required for the MBE used for growth) via an 
automated diamond scribing machine.  
 
3.3: Depth Calibration 
Because the exact thickness of the formed oxide layer was not known, a depth 
calibration was performed in which a pattern was milled to various depths on the 
samples and the results analysed. Since the desired outcome of this set of experiments 
was to grow dots directly on the Si substrate, the critical depth to look for was the point 
at which the ion beam had milled through the entirety of the oxide layer and impacted 
the surface below, as illustrated in figure 3.2. 
 
 
Figure 3.2: FIB milling depth profiles on an oxidised substrate. Ideally, the FIB will 
very slightly penetrate the Si substrate but not goo deeper. 
 
The goal of this profiling is to be able to minimally impact the surface of the sample. 
For any of the methods of patterning (step-bunching, vicinal surfaces, FIB patterning, 
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etc.), it is clear that a very small perturbation in the surface topography is enough to act 
as a preferential nucleation site for dot growth [Motta, 2006]. Therefore, the intent of 
this procedure is to find the parameters which just barely impact the surface of the 
substrate. A hole milled too deep will create a pit of sufficient size that it will contain the 
entirety of the dot (rather than the dot sitting on the substrate). Although such a 
mechanism might prove useful, it is not the intent of this work. 
 
The controlling software for the FIB allows the depth of milling to be set manually; 
however, several factors make this an imprecise setting at best, requiring a test of the 
calibration. To do so, a specific pattern was milled into the oxide surface of the sample. 
The pattern is shown in figure 3.3, with an exploded view of one individual section. 
Note that slight variations on this pattern were used, but the overall design remained 
consistent. 
 
 
Figure 3.3: FIB milling depth calibration pattern. Each grid of dots was milled into 
the Si substrate at different depths to gauge the correct milling depth to slightly 
penetrate the Si substrate. 
 
The large black sections, including the series of dots to the left of and above the 
patterns were merely for orientation after the milling has been completed. They were 
milled comparatively deeply (~250 nanometers), ensuring that they would be readily 
visible under SEM or optical microscopy. The square patterns were in fact an array of 
dots (shown in exploded view in figure 3.3) with a diameter of 50nm and a pitch (the 
distance between the centres of two adjacent dots) of 100nm. These were milled to 
depths of 30nm-270nm, in 10nm increments. The depth was estimated by the software, 
which assigns a dwell time and number of repetitions to the scan procedure for a fixed 
beam current and beam energy, using known sputter yield calculations for SiO2. The 
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dots were milled in a FEI Nova Nanolab 600 dual beam (FIB/SEM) system using a 
1.5pA FIB beam current at 30kV, after a thorough alignment of the beam and focusing 
procedure (performed away from the patterns’ locations). The orientation crosses were 
milled at higher current. 
 
After the milling, in-situ SEM scans and ex-situ AFM topography scans were taken and 
the AFM results processed with AFM imaging software [Horcas, 2007]. Samples of each 
are shown in figure 3.4. These images were from different grids (i.e. milling depths) and 
provide an representative sampling of the types of images obtained. 
 
  
Figure 3.4: SEM image of Grid 24 and AFM topography image of grid 8 of FIB depth 
calibration sample. Pits have been milled into the SiO2 layer via FIB. 
 
 
Figure 3.5: SEM image of FIB depth calibration sample after oxide removal. Patterns 
with increasing milling depth (top-left to bottom-right) on the bare Si substrate. 
Some grids (which had not penetrated through the oxide layer) have disappeared 
entirely, while deeper layers are still visible. 
 
Neither the SEM nor the AFM were able to yield accurate measurements as to the 
depth; further, they would not be able to definitively prove whether the ion beam had 
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penetrated the substrate or not. Instead, the samples were subjected to an HF bath 
which would remove the residual oxide. Imaging would then reveal the depth at which a 
change to the topography of the substrate had occurred. SEM scans of the pattern post-
HF treatment and are shown in figure 3.5, with details of grids 5,6 and 7 (estimated 
depth 70, 80 and 90nm, respectively) shown in figure 3.6. In addition, I attempted to 
perform a cross-sectional analysis using the FIB; the ejected material from doing so 
introduced irretrievably complicating effects which made this an unsuitable approach. 
 
   
Figure 3.6: SEM images of FIB depth calibration samples grids 5,6 and 7, showing 
increasing ion beam penetration depth. Grid 6 exhibits a marked change in contrast 
for the centre of the pits, indicating the beam has milled through the oxide layer. 
 
From the images of the individual grids, it is clear that there is a change in the 
topography between the pits observed in grids 5 (70nm) and 6 (80nm). In grids 5 and 6, 
a ring shows up brightly on the SEM around the locations of the pits. This is likely a 
result of residual implanted Ga+ ions, which increase the secondary electron collection 
due to a higher ion mass. In the image of grid 6, however, a distinct dark spot can be 
seen in the centre of this ring of brightness. This represents a partial success in the 
formation of pits. It is difficult to conclusively give reasons for the irregular pattern 
formation, but the very low milling doses used in these experiments is likely to be a 
contributing factor.  Minor variations in beam performance can have a major affect 
upon the subsequent pattern formed. The spot is even more pronounced in grid 7 and 
continues to widen and darken with deeper milling patterns. Therefore, it seems clear 
that the transition to the penetration of the surface occurs at grid 6 (80nm estimated 
depth). Subsequent AFM topographies were in agreement with this assessment. 
 
It should be noted that while this method for measuring the depth is the easiest non-
destructive approach, this specific result is applicable only to the samples used for this 
particular experiment and created in this specific batch; subsequent samples with a 
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potentially different thickness of SiO2 (including others in this research) would need to 
be re-evaluated with this procedure to determine the best FIB milling parameters. 
 
3.4: Pattern Milling 
The primary reasons for accurate milling experiments is to ensure that I was able to 
deduce the ideal conditions for growth. Specifically, the intent was to test the size of 
dots grown in relation to the holes and monitor different sizes of holes accordingly. 
Additionally, the pitch was varied to ascertain the size at which dots would form 
between two pits. Previous work had indicated that areas on the order of 2µm would 
remain devoid of dot material, even for comparatively small dots [Kammler, 2003 (1)]. 
This permits the creation of very specific patterns as well as the uniform grids that are 
created in this work [Kammler, 2003 (2)]. Therefore, it should be possible to create 
sufficiently-isolated arrays of dots suitable for development into devices for electrical 
characterisation. 
 
A detailed analysis of the actual growth process is beyond the scope of this work, 
however, a brief overview will be presented. In essence, the quantum dot formation on 
a patterned substrate occurs for the same reasons it would on an unpatterned one: the 
minimisation of energy by formation of 3D islands to relieve the lattice stress. For 
patterned substrates, there is a difference in the physical location of the dot depending 
on the growth or annealing temperature: at higher temperatures, dots tend to form 
outside the FIB-milled pits and are rather independent of the pit size whereas lower 
temperatures tend to nucleate island growth inside the holes with a great deal of size 
consistency that is intrinsically linked to the pit size [Karmous, 2004]. At higher 
temperatures, local strain energies are decreased on convex surfaces, which correspond 
to the edges of holes and results in stress-driven nucleation at pit edges; at lower 
temperatures, the growth is kinetically driven, due to a minimisation of the surface 
energy on concave surfaces, corresponding to the pit centres [Karmous, 2007]. 
 
Three substrates were created for testing, dubbed DAN1-DAN3. Each was prepared 
with the same procedure as the depth calibration discussed in section 3.3 and used 
22Ω·cm p-type (boron-doped) <100> Si substrates, baked for 25 minutes at 1000˚C in 
dry oxygen as described previously in this section. FIB milling was performed using a 
beam current of 1.5pA and energy of 30kV; ion doses were assigned automatically by 
the milling software from the desired milling depths.  
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DAN1 was patterned with variable-pitch arrays; each pattern was sub-divided into four 
arrays containing 50x50 dots. The dots were 25nm in diameter and all four arrays within 
a given pattern had the same pitch. The entire sample contained sixteen such patterns 
with the pitch varying between each, from 50nm-500nm, in 25nm or 50nm increments 
(resulting in densities from 4.0x108cm-2 to 4.0x1010cm-2). DAN2 employed a variable 
pitch as well, but with a different approach; the sample contained nine orientation 
patterns, each identical. Within each pattern there were six 10x10 arrays of dots. The 
dots had a diameter of 25nm and a pitch of 60-160nm, in 20nm increments (densities of 
3.9x108cm-2 to 2.7x1010cm-2). Densities in this range have been created before on 
oxidised samples using FIB milling with great success [Berbezier, 2006 (2)]. The intent 
of these two samples was to compare growth on different-sized arrays. The layout 
schematic for each type is displayed below. 
 
 
Figure 3.7: Layout diagram for DAN1-DAN3 samples. Large demarcation marks are 
made far from the patterned area and arrays of dots of varying size and pitch are 
milled by FIB. 
 
DAN3 was a sample designed to test the effect of variation in hole diameter on the 
growth of dots. DAN3 contained sixteen patterns, in which four identical arrays of 
50x50 dots were grown. In each case, the pitch was 150nm and the diameter was varied 
between the samples, from 15nm to 110nm, in 10nm increments. Due to the Gaussian 
nature of a FIB beam, the actual pit sizes were slightly larger than the desired 
dimensions. For examples, the 15nm hole measured 20nm in diameter. This increase in 
size was relatively worse for small hole diameters; for larger holes sizes, a much smaller 
percentage increase was observed. The layout is the same as DAN1 in figure 3.7. 
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In addition to these samples, one sample patterned by Dr. Robert Hull (called RHull4) 
was examined and used for growth. This sample had a single set of four arrays, each of 
30x30 dots and with hole diameter/pitch/depth measurements of 60/50/2.5nm, 
60/60/2.5nm, 80/80/5nm and 60/80/3nm. 
 
3.5: Contamination Removal, Growth and Results 
After fabrication, the samples were cleaned, the gallium contamination was removed 
and Ge was grown via MBE. In the case of a full procedure, this would be followed by 
in-situ MBE growth of the Si capping layer. However, in my experiments, the samples 
were removed after growth of the Ge, to permit topographical analysis via AFM. 
 
The gallium removal is necessary for any electrical characterisation, as the presence of 
impurities would result in inconsistency for such measurements; implantation can cause 
the crystalline matrix to become amorphous in the immediate vicinity of the milled areas 
due to lattice defects and interstitial implanted atoms and can cause a raised area around 
the pits, as a result of the low-dosed milling caused by the Gaussian tails of the beam; 
this collateral damage is undesirable [Kitslaar, 2006]. Further, there is evidence that Ga+ 
atoms can have a surfactant effect [Kammler, 2003 (1)] and while this can be very useful 
in certain applications [Portavoce, 2004] and can increase the overall dot density, it 
introduces another variable into the island growth process which we sought to avoid. 
The Ga+ ion removal process is a multi-stage process, involving both chemical cleaning 
and a rapid thermal annealing stage. The steps are as follows: 
1) Chemical cleaning bath in a solution of 1:10 HCl(37%):H2O for 10 minutes to 
remove residual oxide. 
2) A rapid thermal annealing process from a Jipelec JetFirst 200 Halogen Lamp 
RTA system (which avoids a slow warm up and cool-down phase). The RTA is 
a 2 min, 950˚C anneal performed under a flux of N2. This sublimates the Ga
+ 
ion due to the low boiling temperature of gallium. 
3) Repeat the HCl/H2O cleaning in step 1 to remove any oxide that has reformed 
during the annealing step. 
4) Classical Si cleaning regime: 
a. Bath at 70˚C in 60% HNO3 for 10 minutes. 
b. Thorough rinse in deionised water. 
c. Bath in 1:10 HF(48%):H2O for 30 seconds. 
d. Repeat steps a-c two additional times. 
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5) 1:4:20 NH4OH(28%):H2O2:H2O bath for 10 seconds for oxidation termination. 
 
After gallium removal, the samples were loaded into a modified Riber EVA 32 MBE 
system. This system uses an electron gun for Si evaporation and an effusion cell for Ge 
evaporation. The chamber is brought to ultra-high vacuum and the sample subjected to 
a thermal cleaning to remove any oxide that may have formed naturally from the 
transfer into the chamber; this cleaning is a 900˚C, 30 minute process, after which the 
sample is transferred to the growth chamber. In addition to desorbing the oxide, this 
process will have an annealing effect, which should minimise any structural damage or 
amorphisation caused by the Ga implantation process [Kammler, 2003 (2)].  
 
A buffer layer of 2-4nm Si was grown at 750˚C, followed by a growth of 2nm 
amorphous Ge grown at room temperature at a rate of 0.5nm/minute which was then 
annealed for 30 minutes at 600˚C to form the Ge into quantum dots. The 2D-to-3D 
transition was confirmed by the appearance of spots on the Reflection High Energy 
Electron Diffraction (RHEED) pattern, indicating a 2D-to-3D transition. Based on the 
low growth and annealing temperatures of the Ge used in these experiments, it is 
expected that the dots will form inside the holes due to a limit in the atomic kinetic 
mobility [Pascale, 2008], which prevents lateral growth of dots onto the substrate. 
 
The samples were examined using AFM topography in high-resolution tapping mode. 
The results are shown below for a variety of different sample sections, from RHull4 
(figure 3.8) and DAN1 (figure 3.9), the two samples on which MBE Ge growth was 
performed. For RHull4, a representative section of the sample is shown (no pattern 
could be located). For DAN1, four sections are shown in which the pitch varies from 
50nm-425nm; the diameter of the milled pit is constant at 25nm. 
 
 
Figure 3.8: AFM scans of RHull 4 at different levels of magnification showing 
quantum dot formation in a random pattern 
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Figure 3.9: AFM scans of sample DAN1 showing QD formation. Different sections are 
shown: a) and b) depict section 1 (pitch 50nm), c) and d) section 3 (pitch 150nm), e) 
and f) section 7 (pitch 275nm) and g) and h) section 13 (pitch 425nm). The milled pit 
diameter is 25nm. Each section is shown at two levels of magnification. 
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It is immediately clear from these images that the desired effect was not obtained. In 
grids where the pitch was very small, potentially causing some overlap in the beam 
profile resulting in greater depth, the pattern is still visible. In the case of grid 3 (seen in 
figure 3.9 c and d), the pattern is very clear, including thin lines visible between each 
section of the pattern (due to limitations in the FIB system software, each 25x25 pattern 
had to be milled as a series of 5x5 patterns, with the beam shifted in between). 
 
Considering the data in figure 3.9, the dots that have formed are largely random in 
distribution and size and are significantly larger than desired. Dots have preferentially 
formed along certain sites, including the inter-subsection lines mentioned previously, 
but for the most part, there is no discernible pattern to the dot formation. This is 
especially true for the RHull4 sample, in which no pattern could be located across the 
entirety of the surface. In each case, the dots formed had a radius on the order of 
300nm with a wide range of variance. 
 
The only exception to this trend was evident on DAN1, grid 3 (pitch 150nm, diameter 
25nm-a high-resolution 1µmx1µm image is shown in figure 3.10). This grid shows 
smaller quantum dots formed within the subsections, in between the larger dots 
previously mentioned. These smaller dots appeared to adhere to a more ordered pattern, 
corresponding to the size and distribution of the pits milled by FIB. Although there was 
imperfect alignment and it appears that not every pit was filled with a dot, an overall 
trend of alignment is evident. However, this success is marred by the presence of the 
larger, non-aligned dots in the inter-subsection spaces and by the lack of dot-free areas 
surrounding the patterns, which has been seen in previous work [Portavoce, 2006]. 
 
 
Figure 3.10: Extreme detail of sample Dan1, grid 3 (pitch 150nm, pit diameter 25nm) 
showing a degree of ordering in quantum dot formation 
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There are several potential reasons for this failure to create patterned arrays of dots. It is 
possible that the growth conditions were not correct for the formation of the dots and 
that either the annealing process or the Ga removal and cleaning resulted in 
recrystallisation of the Si substrate, eliminating the surface topology of the pits that had 
been milled. However, the same conditions have been used previously on similar 
samples with success [Berbezier, 2007], so it seems unlikely that this is the sole cause of 
the problem. Furthermore, the limited success in DAN1 grid 3 indicates that the 
underlying mechanisms of the ordered dot formation were still able to take place. 
 
Alternatively, it is possible that the FIB milling failed to fully penetrate the SiO2 layer. In 
this case, the removal of the layer would have resulted in a bare and unpatterned 
substrate. In some of the sample grids (e.g. DAN1 grid 1, it is clear that this was not the 
case, as pits are still visible even after Ge growth. Further, growth had previously been 
performed on samples grown using identical milling parameters as RHull4 and ordered 
QD growth was achieved. Therefore, for RHull4 at least, it seems highly unlikely that a 
problem with the FIB milling would be the cause. 
 
Finally, it is conceivable that the growth of the Si buffer layer resulted in a flat surface 
(i.e. that the Si “filled in” the pits). This, too, would result in the random growth that 
was seen. However, in theory this also appears to be an unlikely source; as with the 
recrystallisation, it was clearly not the case for some of the sample grids and is a 
standard step that has not previously been known to cause such problems. 
 
Ultimately, the most likely solution is that no single known factor caused the failure to 
nucleate small dots in specific locations, since each potential fault has been shown to 
not be an issue under similar circumstances. Instead, it seems likely that some 
combination of the potential problems I have outlined (or another unknown problem) 
would have resulted in these issues. Whatever the case, no further attempts were made 
at growth in this research, so the specific nature of the failure remains unsolved. 
 
3.6: Summary 
In this section, Si/SiO2 samples were patterned using FIB milling in order to form pits 
which would enable growth of quantum dots. The goal was to create an end-to-end 
process for the creation of quantum dots in an ordered array and to fabricate such dots 
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into a device capable of electrical characterisation and testing. This would create a 
unique opportunity to investigate the properties of quantum dots with a precision and 
accuracy heretofore impossible. 
 
Unfortunately, the full intent of this portion of the research was never truly realised, 
largely as a result of the poor reliability of the FIB system at the University of 
Manchester. As a result, it was not possible to fully optimise the patterned substrate 
preparation process; the growth process which underlies this was unsuccessful 
throughout each attempt. Although 3D islands were formed–often to a limited extent 
along the patterns which had been milled–there was no true alignment of the dots, nor 
were they of a useful size for this type of research. Combined with delays and other 
practical problems throughout the process, this pursuit was ultimately abandoned. The 
reasons for the failure to perform selective growth are unknown and warrant further 
investigation and refinement. However, in this instance, it was deemed to be an 
unsuitable pursuit, given the time and logistical constraints of this work. 
 
Although this particular line of investigation did not prove fruitful, this should not be 
seen as a sign that this research has no promise. To the contrary, previous works (e.g. 
[Karmous, 2006] and [Portavoce, 2007]) have demonstrated that patterning of 
substrates is a viable way to direct the growth of quantum dots on Si and other works 
have shown that the same process can be applied to other semiconductor material 
systems [McKay, 2007]. With further refinement, it seems a near-certainty that a full 
procedure could be demonstrated. 
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Chapter 4 - Electrical Characterisation of 
Quantum Dots 
 
Quantum dots (QDs) are unique and intriguing for a number of phenomena and 
capabilities which result from the intrinsic electrical properties inherent in these 
structures. The properties of QDs appropriately positioned in the vicinity of a depletion 
region can be investigated through a number of means including capacitance-voltage 
(CV) and current-voltage (IV) analysis, Deep Level Transient Spectroscopy (DLTS) and 
isothermal Laplace-transform DLTS (LDLTS). The work described in this chapter 
discusses both the predictable and unusual effects observed in quantum dot samples, 
which have been characterised using these techniques. In chapter 5 one specific 
characteristic of these samples, that of a metastable memory effect, will be examined in 
greater detail. 
 
4.1: Samples Under Examination 
The samples used for the majority of these studies were two GaAs/InAs Quantum Dot 
(QD) samples, prepared at the University of Sheffield under the EPSRC III-V growth 
facility agreement by Professor M. Hopkinson, designated Vn1450 and Vn1533. Their 
structures are shown below, in figure 4.1. 
 
 
Figure 4.1: GaAs/InAs samples Vn1450 (a) and Vn1533 (b), prepared at the University 
of Sheffield. Each has a GaAs Buffer layer on an n+ GaAs substrate, with 2.4ML of 
InAs formed into QDs and a GaAs capping layer of differing doping densities and 
thicknesses. 
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Both samples were grown on n+ GaAs (100) substrates. After cleaning, a 700nm buffer 
layer was grown with n-type doping of 1.0x1016cm–3 (for Vn1450) and 6.0x1016cm–3 (for 
Vn1533); this growth occurred at 590˚C at a rate of 0.8ML/s. Following this step, the 
growth was interrupted to cool the sample to 505˚C and then 2.4ML of InAs was grown 
at that temperature at a rate of 0.15ML/s; previous experiments indicate that such 
growth conditions would result in an array of quantum dots with a base diameter of 20-
30nm, heights of 3-4nm and an overall density of 1-2x1010cm-2 (as previously measured 
on uncapped samples). After a growth interruption (GI) of 10s, a GaAs capping layer 
was grown with the same density as the buffer layer; 10nm was grown at 505˚C, after 
which the temperature was ramped back up to 590˚C to produce higher-quality GaAs. 
The GaAs acts as the confining energy barrier for the captured electrons [Wang, 2000]. 
N-type samples of this nature would be expected to capture up to six electrons: two in 
the s-shell and four in the p-shell [Petroff, 2001] (captured holes in p-type QD systems 
are not predicted to have a clear shell-like character [Narvaez, 2006]). The ground state 
is expected to be approximately 160meV below the conduction band [Engström, 2003] 
with an s-p spacing of between approximately 40meV [Schulz, 2006] and 80meV [Lin, 
2006 (2)]. 
 
In addition to these samples, I have made comparisons with a sample used in several 
other similar works (e.g. [Lin, 2006 (1)]), called sample 1724. This sample, fabricated at 
the University of Manchester, is similar to the Vn1450 and Vn1533 samples, in that it is 
a GaAs/InAs QD sample. However, the doping levels and thicknesses of the GaAs 
layers differ somewhat from Vn1450 and Vn1533 sample, as well as the total thickness 
of the InAs QD layer. The schematic of this sample is shown below in figure 4.2. 
 
 
Figure 4.2: Schematic Diagrams of the 1724 GaAs/InAs sample, comprised of  n+ 
GaAs substrates with two buffer layers of differing thicknesses and doping densities 
and a capping layer. 
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For each sample, an AuGeNi omhic contact was formed via evaporation on the rear of 
the sample and a nominally-0.5mm diameter Al Schottky contact formed on the surface 
by evaporation and a shadow mask. The actual area of the top contact was measured 
using an optical microscope. 
 
During the measurements, the samples were cooled in a closed-cycle He cryostat and 
measured using an HP 4192 or Boonton 72B capacitance meter (the latter with specially 
modified electronics to achieve a faster response time) for CV measurements and the 
Boonton meter or a custom-built fast-response low-noise capacitance meter (referred to 
as the UMIST meter and designed and built by Dr. I. Hawkins) for DLTS and LDLTS. 
Measurements were recorded using the laboratory’s previously-developed software for 
the majority of CV measurements and the LaplDLTS software for the remainder of the 
CV measurements and all DLTS and LDLTS measurements. 
 
4.2: Accumulation Peaks in CV Analysis 
The CV analysis of the two samples showed very typical results for quantum dot 
samples and accurately reflect the internal structure of each. The scans for each sample 
at a variety of temperatures are shown below in figure 4.3 and figure 4.4. For 
comparison, the CV scan for 1724, taken from [Lin, 2006 (1)], is shown in figure 4.5. 
 
 
Figure 4.3: Capacitance-voltage profile for Vn1450 sample at 30, 60, 75, 115, 200 
and 300K. Features of the graph are interpretable as the capture and emission points 
for the QD layer and the highly-doped substrate. 
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Figure 4.4: Capacitance-voltage profile for Vn1533 sample at 30, 60, 75, 115, 200 
and 300K. The capture and emission voltages for the QD layer can be easily seen, 
though the temperature dependence is less pronounced than for the Vn1450 sample. 
 
 
Figure 4.5: Capacitance-voltage profile for 1724 sample at 30, 60, 75, 115, 200 and 
300K. Image from [Lin, 2006 (1)]. The ledge representing the capture and emission of 
carriers from the dots is much less pronounced at higher temperatures. 
 
Of particular note in these graphs are the various plateaus and bumps. The plateaus 
seen at approximately -1.0 to -3.0V reverse for Vn1450 and 1-3.5V for Vn1533 have 
long been associated with capture and emission processes from quantum dot layers 
[Dózsa, 2000]. It can be safely assumed that all the dots have discharged their carriers 
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for voltages below the ledge and all dots are completely filled for voltages above it. The 
flat ledge in Vn1450 at the lowest voltage values (i.e. below -8V) represents the highly-
doped substrate.  
 
 
Figure 4.6: Apparent carrier concentration profile for Vn1450 sample. The large peak 
between 500 and 600nm is the accumulation in the QD layer and the high value 
beyond 1200nm is the substrate 
 
 
Figure 4.7: Apparent carrier concentration profile for the Vn1533 sample. The large 
peak just before 300nm represents the carrier accumulation in the QD layer. 
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Figure 4.8: Apparent carrier concentration profile for the 1724 sample. The large 
peak represents the accumulation in the QD layer. 
 
 
From the CV profiles, an apparent carrier concentration profile can be derived. This, 
too, shows very typical results for QD systems when applied to the samples examined 
here. The profiles are shown above for Vn1450, Vn1533 and 1724 in figure 4.6, figure 
4.7 and figure 4.8, respectively.  
 
The concentration profiles–and comparison between them–yield some interesting 
information about the systems and the processes at work. As mentioned above, they are 
very typical of QD systems and many of the features are as would be expected. 
 
The flat concentration levels on either side of the major peak correspond quite closely 
to the 1.0x1016cm-3 and 6.0 x1016cm-3 of the nominal doping levels for the buffer and 
capping layers of Vn1450 and Vn1533. The peaks appear slightly deeper than the 
200nm and 500nm predicted by the structures of the samples. However, this is not 
unexpected; since the carriers lie below the conduction band edge, a higher field is 
required to lift the Fermi level up high enough to allow the emission and subsequent 
detection in the CV [Kapteyn, 1999]. In addition, there is uncertainty caused by the 
Debye screening length as given in equation 2.7. Even at the lowest temperature, this 
will cause some spreading of the data and potentially result in an apparent shift in the 
location of the electronic features measured [Schroeder, 1998, pp. 86]. This also 
indicates that the edge of the depletion region is not perfectly sharp, but rather is spread 
out by the screening length. As the theoretical depth of the edge moves within one 
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screening length of the QD levels, the dots will begin to empty since the actual charge 
distribution will be somewhat spread out [Chiquito, 2006]. For Vn1450, the Debye 
length is approximately 14nm at 30K and 43nm at 300K; for Vn1533 it is 5.6nm and 
18nm, respectively. Simulations have shown that measurements of steep changes to 
doping concentrations cannot produce resolutions less than within 2-3 Debye lengths 
[Schroder, 1998, pp. 69]. 
  
Further, the apparent decrease in carrier concentration on either side of the QD 
accumulation peak is typical as well [Lin, 2006 (1)]. This is a reflection of the point at 
which the dots capture electrons as the space-charge region is pushed through the 
device and does not represent an actual decrease in the steady-state carrier 
concentration. 
  
Finally, the secondary peak, just beyond the QD plane, but before the steady buffer 
layer level, is typical of QD systems [Lin, 2006 (1)]; the differences in this peak between 
the two samples under examination here and the previous 1724 sample are interesting 
and will be explored below, in section 4.2.1. 
 
However, there is one unusual feature: at depths well beyond the QD plane, but before 
the substrate, there is a pronounced “dip” well below the nominal doping level (which 
should remain constant throughout) for these samples. In both samples, the dip occurs 
approximately 300nm before the depth of the substrate and the apparent carrier 
concentration drops nearly to zero. Several possibilities present themselves. 
 
One possible explanation is that there is a migration of the charges in the dip, creating a 
limited zone of lower doping. However, this seems highly improbable; the dopant 
atoms themselves are not generally considered mobile and since the substrate is much 
more highly doped than the buffer layer, it is vanishingly unlikely that carriers would 
migrate into that region from the buffer layer. 
 
It is possible that there was some sort of a disturbance or error in the MBE growth of 
the samples and that they are truly lower-doped in this region, making the concentration 
profile an accurate representation of the charge distribution. However, there is no easy 
way to confirm this. 
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Finally, it is conceivable one or more traps exist at the interface between the highly-
doped n+ GaAs substrates and the lower-doped GaAs buffer layers in these samples. 
Decreases in the apparent carrier concentration profile are often attributed to acceptor-
like states [Gombia, 2002]. As the bulk Fermi level is increased and the space charge 
region moved deeper into the sample, the traps would discharge carriers, causing a 
charge in the apparent carrier concentration. Traps at GaAs/GaAs interfaces are indeed 
known to exist [Kaniewska, 2007], however the lack of temperature dependence in the 
dip shape is strange and not readily explained by this model; further analysis is necessary 
to definitively identify the cause of the dip. 
  
4.2.1: Temperature Dependency of the Secondary Peak 
One of the important features of note in the carrier concentration profiles is the 
secondary peak, which is situated between the main QD-accumulation peak and the flat 
concentration of the buffer layer. It is worth noting that this peak appears only in the 
lower-temperature scans and that it is significantly more pronounced in lower-doped 
samples (1724 and Vn1450), though there is a small hump in the lower-temperature 
scans of Vn1533. Although this has previously been attributed to emission from the 
wetting layer [Sobolev, 1999], more recently and more accurately, it has been explained 
[Lin, 2006 (1)] that this peak comes as a result of the “freezing out” of electrons in the 
dots and that with thermionic emission effectively nullified, a higher field strength is 
required for emission of the dots, as tunnelling emission will dominate.  
 
This theory is further corroborated by comparing Vn1450 and Vn1533. The secondary 
peak in Vn1533 is smaller, more closely spaced to the primary peak (i.e. occurs at a 
similar reverse bias as the QD accumulation peak) and is much lower in magnitude than 
that of Vn1450. The significantly higher doping present in both the capping and buffer 
layers of Vn1533 will result in a much higher field strength across the plane of dots. 
This results in a greatly diminished secondary peak, as the tunnelling emission can occur 
and lower overall voltages, creating a very fast emission process which narrows the 
secondary peak immensely. Further, the decrease in its height is additional evidence of 
this theory; due to the higher tunnelling rate as a result of the increased field strength, 
the apparent accumulation never reaches the same level, as electrons are emitted at a 
much lower bias. 
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The existence of this emission process is further supported by the temperature at which 
the tunnelling emission peak is evident on the depth profiles. In Vn1450, the scan 
measured at 115K records no such peak, yet it appears on the profile of Vn1533. The 
appearance of the secondary peak at such a high temperature shows how influential the 
doping concentration is on the tunnelling emission; so much so that it can be detected 
at much higher temperatures for more highly-doped samples such as Vn1533. 
 
The corroboration of this emission theory is important in the case of quantum dot 
systems, as it further demonstrates the multiple emission processes that are present, 
specifically thermionic and tunnelling. The thermionic emission process is by definition 
thermally activated, whereas the tunnelling process is athermal and dependent on the 
electric field; assuming a triangular barrier, the equation for the tunnelling emission rate 
is given in equation 4.1 [Lin, 2005]. The comparison of these two samples shows the 
effect that doping can have on a sample; the increased electric field in a more highly-
doped sample will result in a dramatic increase to tunnelling emission which can 
potentially dominate the emission process under the right circumstances. This confirms 
that the primary peak of the sample represents the accumulation of the carriers in the 
dot layer and that the smaller, secondary peak is indeed an indication of the tunnelling 
emission from the dots which occurs at higher biases and lower temperatures due to the 
freezing out of the carriers. 
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Equation 4.1: Emission rate of electron tunnelling, assuming a triangular barrier, 
where F is the electric field strength, q the electron charge, ħ the reduced Planck 
constant, m* the effective electron mass and Et the height of the tunnelling barrier. 
 
4.3: DLTS Analysis of Samples                                                                               
Conventional DLTS scans have the ability to reveal much more detailed information 
about the electronic properties of a sample than a CV analysis can provide. To that end, 
DLTS scans were performed at a range of temperatures and voltages for each of the 
samples. 
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4.3.1: DLTS of Vn1450-Identification of Electrical 
Characteristics 
DLTS was performed on Vn1450 at a variety of reverse biases; the image below, in 
figure 4.9, shows the DLTS scan performed from 20K-300K on Vn1450 under a range 
of rate windows. The scans were taken at -3.0V measurement bias (i.e. reverse bias, Vr) 
with a 1ms fill pulse bias of -0.5V. 
 
 
Figure 4.9: DLTS scan performed on Vn1450 dev1 from 20K-300K at -3.0Vr and -0.5Vp 
for a range of rate windows from 5-1000s-1. Two major peaks are observed, a low-
temperature (LT) peak and a high temperature (HT) one. The negative sign of the 
latter would seem to imply a minority carrier trap. 
 
One interesting discovery is that the DLTS scan varied noticeably in the lower-
temperature peak for different Schottky diodes of the same sample. Figure 4.10 shows a 
second device from the same sample slice of Vn1450; this device will be called Vn1450 
dev2 (the device in figure 4.9 will be referred to as dev1). The two devices were less 
than 1cm apart and from the same piece of sample wafer, thus should ideally present 
identical characteristics. Two other devices from the same wafer showed characteristics 
identical to dev1. 
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Figure 4.10: DLTS scan of dev2 on Vn1450 sample. Scan results show similar 
properties for most of the range, but different results for the lower-temperature 
peak, especially in the lower rate windows. 
 
The DLTS scans in figure 4.9 and figure 4.10 show two clearly-identifiable peaks, one at 
low temperature (LT) and one at high temperature (HT). The HT (negative-signal) 
peaks in these two scans are virtually identical and LT peaks in the scans performed at 
higher rate windows are very similar, however there is a marked difference in the shape 
and amplitude of the low-rate, low-temperature scans between the two devices.  
 
The Arrhenius analysis graph of the two peaks on each sample is shown below in figure 
4.11. Note that the high-temperature peak appears to be nearly identical between the 
two samples, but the slope of the line connecting the low-temperature peak points (and 
hence the activation energy) varies noticeably. 
-        -  91
  
Figure 4.11: Arrhenius plot from conventional DLTS of Vn1450 dev1 and dev2 for 
both high and low temperature peaks, indicating a difference in the values obtained 
for the two samples when observing the low-temperature peak. 
 
Using the slope and intercept from the Arrhenius analysis and the temperature-
independent constant γ (1.72x1025 for GaAs), the apparent capture cross-section and 
emission activation energies can be calculated for the traps using equation 2.11 and the 
procedure detailed in section 2.4.3. The results are presented in table 4.1. It should be 
noted that the capture cross-section is generally not considered a strict representation of 
the actual physical capture area of the dots [Engström, 2004]. 
 
Peak Activation Energy (meV) Capture cross-section (cm2) 
Low-temp peak (dev1) 39 1.2x10-17 
Low-temp peak (dev2) 91 3.8x10-13 
High-temp peak (dev1) 310 6.9x10-18 
High-temp peak (dev2) 378 1.6x10-16 
Table 4.1: Activation energy and capture cross-section values for Vn1450 dev1 and 
dev 2, obtained from the conventional DLTS scans. 
 
It is clear from the Arrhenius analysis that while the activation energy of the HT peak is 
indeed similar (less than a 25% difference between the two measurements), the LT peak 
is quite different, with an activation energy nearly three times as high as that found in 
dev2. I believe that the scans shown for dev1 are a truer representation of the nature of 
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the devices; they are essentially identical to those for dev3 and dev4 (not shown). 
Further, they are in much closer agreement with the activation energy that is found for 
the Vn1533 sample, as discussed below in section 4.4.2. The reason for the discrepancy 
is unclear at this time. In any case, I will be examining the results of dev1 exclusively, 
unless stated otherwise.  
 
From the DLTS spectra, we can estimate the density of the quantum dots, by assuming 
that the dots’ density has a similar effect as would an equivalent density of deep states 
located on a plane [Lin, 2005] and that each dot emits one electron. The equation is 
shown in equation 4.2. 
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Equation 4.2: The equation relating a DLTS peak amplitude to the density of deep 
levels located on a place. ∆C is the DLTS peak amplitude, C the steady-state 
capacitance at the reverse bias, xT the distance between the Schottky contact and the 
plane, nT the planar density of the deep levels, w the depletion depth at the reverse 
bias and Nd the doping concentration 
 
Using the 1000s-1 rate window measurement at Vr=-3.0V from dev1 in figure 4.9 and 
the capacitance and depth obtained from the CV analysis in figure 4.3 at 30K (where the 
least Debye spreading occurs), I obtained ∆C=0.38pF=3.8x10-13F, C=30.5pF=3.05x10-
8F, xT=0.5µm=5.0x10
-7m, w=0.78µm=7.8x10-7m, Nd=1x10
16cm-3=1x1022cm-3. This gives 
a density of xT=1.5x10
10cm-2. This is in very good accord with the 1-2x1010cm-2 expected 
for the growth of the QDs and further supports the notion that the signal detected at 
lower temperatures originates from the dots. 
  
Another unusual feature of these scans is the narrow window of measurement bias 
values at which these samples exhibited an appreciable DLTS signal. At a measurement 
bias of -3.0V, the result was quite clear as figure 4.9 indicates. However, for scans using 
a measurement bias even slightly outside this value, significant noise appears on the 
results, making interpretation essentially impossible. For example, at Vr=-4.0V (with the 
fill pulse parameters the same), the DLTS scan is as shown in figure 4.12. Note that the 
amplitude of the DLTS scan is less than half what it was in the scan taken at Vr=-3.0. 
For measurements taken at Vr≤-2.0V or Vr≥4.5V, no discernable signal was found; 
instead a flat overall line with signal=±0.05pF and no observable pattern was recorded. 
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This finding is consistent with a system at which tunnelling becomes dominant at higher 
reverse biases [Lin, 2005]. 
 
Figure 4.12: DLTS scan performed on Vn1450 from 20K-300K at -4.0Vr and -0.5Vp for 
a range of rate windows from 5-1000s-1. The results exhibit much more noise than 
for Vr=-3.0V and the DLTS signal is much lower. 
 
The observation of low-noise signals at such a narrow range of Vr is something of an 
anomaly in DLTS scans, but not unprecedented. In general, different measurement 
biases will result in a change to the shape and amplitude of the graph and the saturation 
peak height has previously been shown to be at a maximum for only a fairly narrow 
range of reverse biases [Kapteyn, 1999]; however, it is uncommon to see the signal 
disappear so completely for such minor shifts in Vr. 
 
The reverse bias of -3.0V is significant in relation to this sample. The concentration 
profile shown in figure 4.6 indicates that the dot layer lies between approximately -1V 
and -3V, indicating that all dots will be filled with carriers above -1V and discharged 
completely below -3V. Therefore, it is unsurprising that a scan at Vr=-3.0V and 
Vp=-0.5V would yield a clear signal; what is worthy of note is that scans at higher 
reverse biases did not. This is not a factor of leakage current, as shown by the IV plot in 
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figure 4.13, which shows a mostly flat current response below V=0V, at a very low level 
(approximately 0.1nA). 
 
 
Figure 4.13: IV Plot of Vn1450. The measured current is positive above V=0.45V and 
negative otherwise. Below 0V, the current is fairly flat at ~10-10A. 
 
It is possible that at higher reverse biases, tunnelling emission (a process which is not 
thermally activated) dominates the carrier loss process, which would yield an essentially 
flat DLTS result (though likely one that was offset from the axis). Alternately, it is 
possible that as the space-charge region extends further into the buffer layer, some type 
of interface trap results in interference with the capacitance measurements. To 
investigate this possibility, a DLTS scan was performed to examine the area beyond the 
dot layer. The results, shown below in figure 4.14, were obtained from a scan at 
Vr=-9.0V and Vp=-4.0V.  
 
This result shows that there is clearly some sort of trap or other capture and emission 
process that occurs in the buffer layer beyond the dot layer in the Vn1450 sample. It 
should be noted, however, that this is an anomalous scan in many ways. The lower-
temperature peak, though it occurs at approximately the same range of temperatures as 
the less-reverse-biased scans is fundamentally different from both those scans and 
typical DLTS graphs; the higher-temperature peaks occur at lower emission rates, 
contrary to theory. This makes them impossible to analyse through normal Arrhenius 
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graph analysis. Similar results are observed for Vn1533 using LDLTS, as discussed in 
section 4.5. 
 
 
Figure 4.14: DLTS scan probing the area of Vn1450 past the QD Layer. Measured at 
Vr=-9.0V and Vp=-4.0V. Note that the signal only shows high-rate emissions. 
 
The other peaks which occur are more typical; however, the 200K-250K peak is quite 
broad, making analysis very difficult, as locating the specific peak is challenging. The 
negative-signal peak occurs at a higher temperature but is roughly similar in terms of 
shape and the displacement of each rate window along the temperature scale compared 
to its neighbouring windows. 
 
Although no definitive conclusion can be drawn from this analysis, it is clear that some 
form of capture process is occurring at a spatial depth beyond the QD layer. Further 
investigation will have to occur to isolate the specific nature of the traps involved, but it 
is not unreasonable to assume that these processes would be a contributing factor to the 
increased noise of scans taken at higher measurement biases and the eventual 
disappearance of any discernible signal. 
 
4.3.2: Effect of Fill Pulse on Vn1450 
In order to gauge the spatial area from which carrier emission occurs, DLTS scans were 
taken of Vn1450 at a range of fill pulse voltages, with a constant measurement bias of 
-        -  96
Vr=3.0V and a rate window of 500s
-1. The results of these scans are shown below in 
figure 4.15. Examining these results in light of the CV shown in figure 4.3 and the 
carrier concentration profile shown in figure 4.6, additional information about the 
source and type of emission can be ascertained. Specifically, it is telling that the emission 
process with a -2.0V fill pulse is nearly identical to that of a -0.5V fill pulse. This gives 
the appearance that the emission is independent of the value of the fill pulse above 
-2.0V, which would in turn indicate that the accumulation is the same for all values of 
fill pulse above -2.0V. 
 
Given that the carrier concentration profile makes it clear that increasing occupancy is 
occurring with fill pulses between -0.5V and -2.0V, some capture and emission 
processes are occurring which do not show a result on a conventional DLTS scan. In 
this case, this is a symptom of capture to the different internal energy states of the 
quantum dots. Dots of this type will generally have two broad bands of captured 
carriers, equivalent to the s and p shells of an atom [Engström, 2007 (1)]. Since the p 
shells have a higher energy state (i.e. nearer the bulk conduction band), they are more 
readily emitted, either by conduction or tunnelling.  
 
 
 
Figure 4.15: Emission from Vn1450 measured at Vr=-3.0V with fill pulses of -0.5 to -
2.75V, showing emission from different levels of the QD system. 
 
It can therefore be concluded that the first plateau observed in the 30K carrier 
concentration profile (from -1.0V to -1.75V) represents the filling of the p shell and the 
second (from -2.0V to -3.0V) filling in the s shell. Note that at Vp=-2.75V, there is very 
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little filling at all and the divergence from Vp=-0.5V exists across the entire temperature 
range; this is evidence that only a single electron is captured, i.e. into the s1 energy level. 
 
Also of note is the magnitude of the shift in the DLTS scans as a factor of fill pulse; the 
greatest shift occurs in the lowest temperature range. Above approximately 45K, the 
emission process is unaffected by the fill pulse bias, as long as it is above -2.75V; the 
effect of the change in Vp becomes more pronounced with decreasing temperature, 
where tunnelling would become an increasingly dominant emission path. This shows 
that there is minimal tunnelling from the s shell of the quantum dots. In the fill pulse 
range where only the s shell is filled (Vp<-2.0V), emission slows down dramatically at 
lower temperatures because there is no thermionic emission path and tunnelling from 
that shell is difficult. Above 45K, however, when thermionic emission is more likely, the 
change in occupancy as a factor of fill pulse is greatly diminished, as the emission can 
occur at roughly the same rate due to thermal activation. 
 
4.3.3: DLTS of Vn1533-Identification of Electrical 
Characteristics 
The Vn1533 sample is similar in many ways to the Vn1450, the key difference being a 
more highly-doped buffer and capping layer. This will increase the electric field across 
the dots dramatically, which should greatly increase tunnelling emission at a range of 
temperatures. The conventional DLTS scan of the sample taken at Vr=-3.5V and 
Vp=0V is shown below in figure 4.16, for a range of rate windows. 
 
The scans, however, are much less suitable for analysis than those taken for Vn1450. 
The LT peak at each rate window presents problems which make the analysis more 
difficult. Specifically, most of the rate windows give results which are quite noisy, 
making the isolation of a specific peak difficult; others are extremely broad or clearly 
non-exponential. In any case, choosing a specific point to identify as the sole peak value 
would be guesswork.  
 
Using equation 4.2 and the depth and capacitance taken from the CV at 30K at -3.5V 
and DLTS signal values from the Vr=-3.5V DLTS spectrum at the 50s
-1 rate window 
(the largest peak), the planar density of the dots is found to be 9.3x109cm-2, again in 
good agreement with the expected density of the dots.  
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Figure 4.16: DLTS scans of Vn1533 at Vr=-3.5V and Vp=0V. Scans are taken at a 
range of rate windows from 5s-1-2000s-1 over the temperatures 30K-300K. 
 
An interesting comparison can be made to the DLTS scans taken at Vr=-4.0V and 
-5.0V, which are shown below in figure 4.17 and figure 4.18, respectively. It should be 
noted that the overall shape of the graphs gets noisier with higher reverse bias, but 
general trends can still be examined. At Vr=-5.0V, the 5 and 10s
-1 analyses produced no 
discernible results (exclusively noise) and have been omitted from the figure. 
 
Figure 4.17: DLTS scans of Vn1533 at Vr=-4.0V and Vp=0V, for a range of rate 
windows from 5s-1=2000s-1 over the temperatures 30K-300K. 
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Figure 4.18: DLTS scans of Vn1533 at Vr=-5.0V and Vp=0V, for a range of rate 
windows from 5s-1=2000s-1 over the temperatures 30K-300K. 
 
The HT peak, on the other hand, is much clearer and thus easier to analyse. Performing 
an Arrhenius analysis gives the results shown below in table 4.2 for all of the 
measurement biases; an activation energy of 330meV and a capture cross-section of 
3.6x10-14cm2 will be discussed as the -3.5V measurement showed the clearest signal 
overall. The value at each bias, however, is quite consistent and is within the same range 
as the HT peak identified in Vn1450. I would conclude that this is likely a result of a 
defect in the bulk material, or at the GaAs-InAs interface. Defects have been shown to 
exist even in pure GaAs devices grown with growth interruptions via MBE [Kaniewska, 
2007] and defects have been found to coexist with the quantum dot layer in GaAs/InAs 
QD systems [Lin, 2005] (both point defects and dislocations [Polojärvi, 2009]), so it is 
highly probable that the HT peak stems from a defect either in the bulk GaAs or at the 
GaAs-InAs interface. 
 
Peak Activation Energy (meV) Capture cross-section (cm2) 
HT peak at Vr=-3.5V 330 3.6x10-14 
HT peak at Vr=-4.0V 328 2.9x10-14 
HT peak at Vr=-5.0V 325 2.4x10-14 
Table 4.2: HT peak data for Vn1533 sample, obtained through Arrhenius analysis of 
DLTS scans. 
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What is interesting about the HT peaks in both Vn1450 and Vn1533 is their negative 
sign; in an n-type material, this would imply a trap that accumulates and emits minority 
carriers (i.e. holes). Two types of traps are suggested by the values obtained from the 
present DLTS scans, both of which exist in GaAs and are hole traps: HL6 and HL7 
[Khuchua, 2003]. Although the apparent capture cross-section is more closely aligned 
with the HL6 trap [Mitonneau, 1977], the HL7 is more commonly associated with MBE 
growth [Sobolev, 2005] and would therefore be more likely to be the trap that causes 
the HT peak in these samples. N-type GaAs layers with p-type (i.e. minority carrier) 
HL-series traps is not without precedent: González et. al noted HL-series defects in the 
n-doped layer of a p+n diode subjected to proton irradiation [González, 2006]. 
However, as those results were found in a p+n diode, hole injection could easily have 
come from the p-doped layer; it is unclear how a solely n-type sample such as this one 
would have holes present that could be captured for subsequent emission. This, too has 
been previously observed: Quarashi et. al observed a negative peak attributed to a 
minority-carrier trap in GaAs/Al0.78Ga0.22As heterostructures, though they were unable 
to explain how hole injection occurred [Quarashi, 2007]. Excitonic generation is one 
possibility, but this is typically only observed under illumination [Kruszewski, 2009]. 
Given this discrepancy and the dearth of information regarding this trap, this 
identification is very tentative. However, if a hole-acceptor trap were present in the 
buffer layer, it could explain the dip in the carrier concentration profile before the 
substrate, as observed in section 4.2; if holes were emitted from these traps, they could 
recombine with the majority carriers, causing an apparent drop in concentration. 
 
Looking at the LT peak, specific figures about the activation energy and capture cross-
section cannot be accurately obtained due to the noise level and peak broadening (this 
may be partly due to an increase in leakage current at higher reverse biases: at -5.0V, the 
current is 0.13µA as shown in figure 4.19). However, the change to the overall shape of 
the DLTS scans is descriptive of the emission processes taking place within this sample. 
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Figure 4.19: IV Plot of Vn1533 at 30K. The measured current is positive above 
V=0.9V and negative otherwise. Below -1V, the current is fairly flat at ~10-10A until 
-4V when it increases dramatically. 
 
Once more there is clear evidence of the low-temperature tunnelling emission 
dominating in this more highly-doped sample. Specifically, we see a region of fairly flat 
lines below 60K in figure 4.17. This is indicative of a sample with a high rate of 
tunnelling [Schulz, 2004] and has been well observed and described previously 
[Kaczmarczyk, 2009]. The emission at this temperature range is consistent regardless of 
the temperature, since tunnelling is a non-thermal process.  
 
However, when the field is increased still further (i.e. the measurement bias is increased 
to -5.0V at which level it is probable that emission directly from the s-shell will 
contribute to the DLTS signal [Engström, 2007 (2)]), these flat lines disappear in the 
slower emission windows (from 20s-1 to 200s-1) and are replaced by peaks which operate 
in an anti-thermal manner; that is, the faster peaks occur at lower temperatures, 
indicating that emission slows with increasing temperatures, contrary to typical emission 
rate observations. At the highest emission rate windows (above 200s-1), the emission 
shows an increasing slope towards lower temperatures, indicating that the amplitude of 
emission is also greater at lower temperatures. The disappearance of the lines at the 
slower rates is not totally surprising; with a strong reverse bias and a highly-doped 
sample, it is logical to assume that the tunnelling emission process would be so fast that 
it cannot be recorded on slower rate windows and similar results have been observed 
with LDLTS samples when emission from the p-shell is assumed to be related only to 
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tunnelling [Lin, 2009 (2)]. The anti-thermal emissions, however, are very unusual. 
Though tunnelling emissions are independent of temperature, they are not generally 
increased by lower temperatures, so this finding is very unusual and will be explored in 
greater depth through the use of LDLTS measurements in section 4.5. 
 
This trend is further shown in figure 4.20, for DLTS scans below the dot layer 
(Vr=-6.0V and Vp=-4.0V and -5.0V). Although very little specific information can be 
taken from these results, it further confirms the anti-thermal trend observed in Figure 
4.18: the emission occurs at a higher rate at lower temperatures. 
 
 
a) 
 
b) 
Figure 4.20: DLTS scans for Vn1533 below the dot layer. Vr=-6.0V and Vp=-4.0V(a) 
and -5.0V(b). A range of emission windows from 5s-1 to 2000s-1 and a range of 
temperatures from 30K-300K are shown. 
 
4.3.4: Effect of Fill Pulse on DLTS Spectra of Vn1533 
Analysis of the effect of different fill pulse biases on Vn1533-as shown in figure 4.21-
indicates a great deal of sensitivity in the low reverse-bias range of the fill pulse 
parameters on the overall shape and amplitude of the DLTS spectra in the highest field 
measurements. This is especially prevalent in the lower temperature ranges. In each rate 
window, the overall amplitude was higher for the Vp=0V scans than for Vp=-0.5V. For 
the faster emission rates, the change was even more dramatic for the lowest 
temperatures.  In these cases, the DLTS signal typically continued to increase 
monotonically with decreasing temperature when a 0V pulse was applied; for a -0.5V 
pulse, the spectrum was peak-shaped. 
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The reason for this in unclear, however, it would seem to indicate some very shallow 
traps that are filled only by a 0V pulse (or higher). This is well outside the range of the 
plateau attributed to the dots in the CV profiles, so would imply that this is not a QD 
state, however this cannot be conclusively stated at this time. In any event, this result 
certainly implies that some type of bulk GaAs effect is present in the capping layers. 
The HT peak remains mostly unaffected by the change in the fill pulse bias. 
 
 
Figure 4.21: DLTS scans of Vn1533 at Vr=-5.0V and Vp=0V and -0.5V. Rate windows 
of 50s-1, 500s-1 and 1000s-1 are shown. 
 
4.4: Laplace DLTS Analysis of Samples 
Laplace DLTS (LDLTS) has the ability to resolve finely-spaced defects with a much 
greater resolution than other techniques such as DLTS and CV analysis [Dobaczewski, 
2004]; this technique has been used with great success to isolate emission from the 
individual s-shell levels of quantum dot systems [Lin, 2009 (2)]. By holding the sample 
at a constant temperature and capturing the entirety of the transient, the true nature of 
the emissions processes can potentially be realised. This technique has proven to be 
quite adept at isolating closely-spaced traps, more so than competing techniques which 
captured the entire transient, such as fast defect transient capture [Horváth, 2000], but 
LDLTS sometimes has a tendency to produce erroneous results as an artefact of the 
mathematics involved. In the case of the work presented here, the results were mixed. 
The results from Vn1450 yield negligible unambiguous and useful information, whereas 
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Vn1533 displays some unusual and repeatable anti-thermal behaviour, which is 
discussed in section 4.5. 
 
4.4.1: Laplace DLTS Analysis of Vn1450 
One of the shortcomings of LDLTS is due to the nature of the mathematical algorithms 
that are run on the captured transients. Because they assume that the signal is composed 
of a small number of highly-exponential peaks, any captured transients that are not 
exponential in nature will produce an erroneous emission analysis. Although there is no 
hard-and-fast rule to decide whether a LDLTS spectrum is a true representation of the 
emission spectrum, a good rule of thumb is that any spectrum with more than three 
peaks, or with a broad, largely formless mass of peaks, cannot reliably be said to be a 
faithful description of the emission processes. Such was the case with Vn1450. An 
amalgamation of the spectra found using LDLTS is shown below in figure 4.22, 
separated into two temperature ranges for increased clarity. To provide a more 
comprehensible picture, two measurements, at 30K and 50K are shown in figure 4.23. 
All scans were taken at Vr=-3.0V and Vp=-0.5V, the same values which gave good 
results using conventional DLTS.  
 
 
a) 
 
b) 
Figure 4.22: LDLTS scans for Vn1450 at 20-35K(a) and 38-50K(b) with Vr=-3.0V and 
Vp=-0.5V. Spectra were resolved using CONTIN algorithm. 
 
From these graphs, it is clear that the spectra cannot easily and reliably be resolved. 
While the spectrum obtained at 30K appears to be interpretable as having three well-
defined peaks, the majority of measurements taken more closely resembled that of the 
50K spectrum. Furthermore, to check the consistency of the measurements, multiple 
scans were taken under identical parameters and each yielded slightly different results. 
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This is a clear indication that the peaks shown are an artefact of the mathematics 
involved in the LDLTS process, rather than a true representation of the signal. 
 
 
Figure 4.23: LDLTS graph of 30K (left axis) and 50K (right axis) measurements of 
Vn1450 with Vr=-3.0V and Vp=-0.5V, using the CONTIN algorithm. Individual peaks 
are resolved in some cases, but most scans resembled the 50K reading, a largely 
amorphous shape. 
 
The problem is further demonstrated when an attempt is made to try and map the 
points onto an Arrhenius graph for analysis. The results are shown below in figure 4.24 
for the 40K-60K measurements, using the best guesses possible for the peak locations. 
 
 
Figure 4.24: Arrhenius graph of peak points from LDLTS scans on Vn1450 with 
Vr=-3.0V and Vp=-0.5V. No clear pattern is evident. 
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Not only does this create a complete morass of points on the graph, but the location 
and meaning of those points is inconclusive and very open to interpretation; it is 
questionable whether the six peaks shown are true peaks or merely remnants of the 
mathematics performed on a non-exponential signal. For this reason, no meaningful 
interpretation of the LDLTS results can be obtained for Vn1450 and no further 
examination was undertaken using this technique on that sample. 
 
4.4.2: Laplace DLTS Analysis of Vn1533 
To gain a better understanding of the unusual emission processes occurring in Vn1533, 
scans were taken at a range of temperatures and voltages. In every case, the data shown 
was captured with many transients averaged, using the LaplDLTS software and 
interpreted by the CONTIN algorithm. Measurements were taken in a closed-circuit 
cryostat with ±0.1K temperature stability. 
 
 
Figure 4.25: Sample LDLTS spectra for Vn1533. Measurements at 60K for Vr=-3.5V 
(left axis) and -5.0V (right axis) and interpreted with the CONTIN algorithm. 
 
Unlike Vn1450, the LDLTS results of Vn1533 yielded very simple and believable 
emission spectra. Examples are shown in figure 4.25 for Vr=-3.5V and -5.0V and 
T=30K, 60K and 90K. The graph illustrates that the peaks are well-defined in nature 
and that there is a single dominant peak. In some cases, especially at lower reverse 
biases, there were additional smaller peaks. However, those were ignored in this analysis; 
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for reverse biases of -4.0V to -5.0V, the secondary peak was always less than 2% of the 
amplitude and for a reverse bias of -3.5V, it was generally less than 10-15% of the size 
and only partially present on the generated spectrum (i.e. it was beyond the frequency 
range which could reliably be measured). 
 
For the analyses that are to follow, therefore, the dominant or “primary” peak was 
measured, both for its emission rate and the amplitude as calculated by the LaplDLTS 
software. The amplitude in the case of LDLTS is proportional to the area under the 
curve, rather than the height of the peak, as is the case with conventional DLTS 
[Dobaczewski, 2004]. In some cases, specifically those experiments in which a second 
pulse was applied (for double-LDLTS), multiple significant peaks appeared; this is noted 
in the discussion of those results and if  the discussion of an experiment does not 
specifically say otherwise, it can be assumed that the primary peak was dominant and 
the only one considered. Although LDLTS has been used in the past to isolate the two 
individual levels within the s-shell domain, the difference between the energy levels is 
thought to be within kT [Lin, 2009 (1)] and is a result of the Coulombic repulsion; the 
captured electrons have the same energy. I believe the peak shown represents that 
energy level and any secondary peaks could represent the emission of the first electron 
from a two-electron system with higher energy due to Coulombic repulsion.  
 
Figure 4.26: LDLTS scans of Vn1533 with Vr=-4.5V to -5.5V at 30K and 60K 
(Vp=-0.5V). The emission rate (solid line, left axis) and amplitude (dotted line, right 
axis) are shown as a factor of the applied measurement bias. 
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Figure 4.26 shows the peak location and amplitude results of scans at two measuring 
temperatures, 30K and 60K at a reverse bias of -4.5V to -5.5V with a constant 1ms fill 
pulse of -0.5V. Plotted on a vertical logarithmic scale, these measurements show 
interesting trends.  
 
It is interesting to note that there are two fairly clearly-defined regions in these results, 
each with a nearly exponential relation. Although the emission is consistently faster at 
higher reverse biases (as would be expected), the rate of increase changes at a specific 
value of the reverse bias; for 30K this is at -5.0V, at 60K it occurs at -5.2V. 
 
The implication of this is that the effect of an increasing field is diminished beyond the 
corner point; although an increase in field strength will speed up the emissions, the 
effect is less drastic. Furthermore, this corner point occurs at a lower field for the 
higher-temperature measurements. This follows the theoretical predictions made by 
Engström et. al, who found that the emission curves would flatten out at lower 
temperatures where tunnelling emission from the  p-shell became the dominant 
emission mechanism [Engström, 2006]. The emission at higher temperatures is more 
likely to include indirect tunnelling via thermal excitation to the p-state, whereas the 
lower-temperature process is more likely to be pure tunnelling from the s- and p- shells. 
Therefore, at higher temperatures the increase to the electric field has an influence on 
the rate of two emissions paths. As a result, a dramatic increase to the emission rate as a 
result of increasing field is observed over a larger range of values.  
 
 
Figure 4.27: LDLTS scan of Vn1533 at Vr=-5.0V and Vp=-0.5V. Emission rate (left 
axis) and amplitude (right axis) are inversely dependent on the temperature from 
typical emission processes. 
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More interesting is the temperature dependence of the samples under unchanging 
biasing conditions. For example, figure 4.27 shows the peak position and amplitude for 
a series of measurements at 30K-100K under measurement conditions Vr=-5.0V and 
Vp=-0.5V. This set of measurements further illustrates the anti-thermal behaviour that 
was observed in section 4.3.3 and which will be discussed in greater depth in section 4.5. 
 
In order to eliminate potential sources of error, the effect of changing the fill pulse 
parameters was measured and the results are shown below for a variation of fill pulse 
length (figure 4.28). This is especially important given some of the unusual results 
discussed later in this work; certain types of defects can have non-exponential capture 
rates with fill pulse length [Walther, 1999], so it is important to make sure that all 
measurements are taken of fully-filled traps and dot levels and thus consistent. All 
measurements were taken at 30K, with Vr=-5.3V, Vp=-0.5V.  
 
Figure 4.28: Effect of fill pulse length on the emission rate (left axis) and amplitude 
(right axis) of Vn1533, using LDLTS peak measurements. Vr=-4.8V, Vp=-0.5V, T=30K. 
 
The results show a definite drop-off in overall amplitude for pulses of less than about 
1µs in length (and no significant change for longer pulses) and a relatively flat emission 
rate regardless of the fill pulse length. In conventional DLTS analysis, such a saturation 
can be indicative of an emission rate too fast to be captured (i.e. it exceeds the window 
created by the boxcar filter) [Darwich, 2000]. That is not the case here; the capture rate 
and duration was adjusted to ensure that the entire transient was captured by the 
software and the LDLTS method is not limited to a specific rate window as is the 
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boxcar-filtered conventional DLTS. Therefore, we can conclude that a minimum fill 
pulse of 1µs is required to adequately fill all the dots; unless otherwise specified, all 
measurements using LDLTS were performed with 1ms fill pulses to allow for a margin 
of error in ensuring that all dots were filled. 
 
To evaluate the location of the emission within the structure, double-LDLTS 
measurements were performed at measurement biases above the level at which all dots 
were discharged for a range of second pulses. The results are shown below for 
Vr=-4.5V (figure 4.29) and Vr=-6.5V (figure 4.30). In both cases, a second peak was 
observed in each scan; though it was much lower in amplitude, it was significant enough 
to be included in this analysis.  
 
 
a) 
 
b) 
Figure 4.29: Double-LDLTS spectra (a) and peak points (b) for Vn1533 at 90K. 
Vr=-4.5V, Vp1=0V, Vp2=-0.3 to -4.2V. LDLTS (i.e. no Vp2) is included for reference. 
 
 
a) 
 
b) 
Figure 4.30: Double-LDLTS spectra (a) and peak points (b) for Vn1533 at 90K. 
Vr=-6.5V, Vp1=0V, Vp2=-4.4 to -6.2V. LDLTS (i.e. no Vp2) is included for reference. 
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For both sets of data, the overall emission is quite low in amplitude, indicating that the 
peaks originating from the buffer layer are comparatively small. However, more 
importantly, the overall trend of the data is indicative of a spatial isolation of the 
emissions measured through the LDLTS measurements in this chapter. Specifically, the 
Vr=-4.5V tests show a decline in the emission rates as the space charge region passes 
through and then beyond the dot layer (at approximate -3.5V); below this layer, the data 
is comparatively flat, supporting the idea that the bulk of the emission emanates from 
the dot layer itself. The secondary peak is at approximately the same level throughout 
the measurements; this emission comes predominantly from beyond the dot layer, but is 
sufficiently small and slow enough that it can be considered negligible in its impact on 
the emission patterns throughout. 
 
Similarly, the Vr=-6.5V measurements indicate a broadly flat emission pattern beyond 
the dot layer and one that is lower and slower than the single LDLTS measurements. 
The same pattern for the second peak emerges here, too: this emission is very small and 
slow (so much so that it could even be a remnant of the mathematics rather than a true 
emission) and can safely be neglected from other measurements. 
 
4.5: Inverted Temperature Dependence of Emission 
Rates 
One of the most interesting discoveries in these measurements is the observation of an 
inversion in the typical temperature dependency that was mentioned in section 4.3.3. 
Although specifics could not easily be obtained using conventional DLTS, it was clear 
that faster emission rates had peaks at lower temperatures, a very unusual situation 
indeed. In light of the clear results provided by the LDLTS scans of Vn1533, LDLTS 
was used to more closely examine the situation. 
 
Measurements were taken every 5K from 60K to 135K for the Vn1533 sample with 
measurement biases of Vr=-3.5V, -4.0V, -4.5V and -5.0V. In every case the pulse bias 
was Vp=0V and 1ms in duration. Anywhere from 20-5000 scans were averaged to 
obtain a sufficiently low-noise transient. In each case, the transient was clear enough to 
obtain a single highly dominant peak, with the previously-mentioned exception that in a 
few instances at Vr=-3.5V, a small but noticeable second peak was present. However, 
whenever this was the case, the peak was at such a high frequency as to be “clipped” by 
the scan, generally indicating that it was likely a remnant of the Laplace transform 
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algorithm; when an anomalous very-high-frequency peak appears halfway on an LDLTS 
scan, it is often an indication that the transient was improperly trimmed and that peak 
can be safely ignored. The results of the analysis at these different reverse biases is 
shown below, in figure 4.31. 
 
Figure 4.31: LDLTS scans of Vn1533 at Vr=-3.5V, -4.0V, -4.5V and -5.0V. Vp=0V in 
each case. Solid lines represent the emission rate (left axis, logarithmic scale) and 
dashed lines the amplitude (right axis, linear scale).  
 
From this diagram, it is clear that the emissions process can behave in one of two ways, 
which I will call thermally and anti-thermally. In the thermal region, for example all of 
the Vr=-3.5V scan, Vr=-4.0V for temperatures above 80K and Vr=-4.5V above 115K, 
the emissions process follows a typical pattern, that is to say an increase in temperature 
results in an increase to the emission rate. In the anti-thermal region (Vr=-5.0V below 
125K, Vr-4.5V below 115K and Vr=-4.0V below 80K), this behaviour is reversed. 
 
4.5.1: Analysis of Thermal vs. Anti-thermal Regions 
Plotting the peak values on an Arrhenius plot shows the nature of the thermal and anti-
thermal regions. With all the points plotted, it is clear that that anti-thermal points are 
linear on the Arrhenius analysis, as shown in figure 4.32. 
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Figure 4.32: Arrhenius analysis of Vn1533 emissions at Vr=-3.5V, -4.0V, -4.5V and 
-5.0V. All points are plotted and the points in the anti-thermal region are connected 
by a linear fitting. 
 
However, although the anti-thermal measurements adhere well to a linear fitting, the 
line has a positive slope on the Arrhenius graph, which means it cannot be analysed 
using typical means. Applying the normal formulas results in the data shown in table 
4.3. Note that all the activation energies are negative values; since a negative activation 
energy has no meaning, this result is clearly not valid within the typical realm of analysis. 
 
Measurement Activation Energy (meV) Capture cross-section (cm2) 
Primary peak at Vr=-4.0V -11 4.3x10-26 
Primary peak at Vr=-4.5V -26 8.9x10-26 
Primary peak at Vr=-5.0V -37 1.1x10-25 
Table 4.3: Arrhenius analysis of anti-thermal region emission processes on Vn1533 
sample. All activation energies are negative due to positive slope on Arrhenius chart. 
 
A similar analysis of the thermal range of measurements, however, does indeed yield 
some useful insight into the emission processes of that region. The Arrhenius analysis 
for the thermal region is shown below in figure 4.33 (only the data points falling within 
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the thermal region are shown). The activation energy and capture cross section were 
calculated from the linear fitting lines for each measurement bias, however only the line 
for Vr=-3.5V is shown on the graph, as all three overlap to a great extent. 
 
 
Figure 4.33: Arrhenius analysis of the thermal region of Vn1533. The temperature 
ranges analysed are 60K-135K (Vr=-3.5V), 80K-135K (Vr=-4.0V) and 115K-135K 
(Vr=-4.5V). Fitting line shown only for Vr=-3.5V. 
 
The activation energy and capture cross-section data are displayed in table 4.4. Unlike 
the anti-thermal region, the activation energy values are positive for these points, 
lending validity to those values. 
 
Measurement Activation Energy (meV) Capture cross-section (cm2) 
Primary peak at Vr=-3.5V 45 1.6x10-22 
Primary peak at Vr=-4.0V 46 1.8x10-22 
Primary peak at Vr=-4.5V 47 1.9x10-22 
Table 4.4: Arrhenius analysis of thermal region emission processes on Vn1533 
sample. The results are very consistent regardless of the applied bias. 
 
The activation energy observed for the Vn1533 sample can be taken as 45meV, since 
the Vr=-3.5V measurement had the greatest temperature range over which it was 
-        -  115 
applied. This value is in good agreement with the 39meV value calculated for the LT 
peak in the Vn1450 sample, though the capture cross-section is again very different. It is 
also interesting to note the similarity between this value and the value of the negative 
activation energy found for the anti-thermal region at Vr=-5.0V (although it is not clear 
at this time whether this similarity is significant). 
 
Assuming that the traps identified in the two samples have the same origin, it seems 
likely that it originates from the quantum dots and represents the emission from the QD 
states to the conduction band. No well-known GaAs trap has an activation energy 
nearly as low as 38-46meV [Khuchua, 2003]; the lowest activation energy of a 
commonly-identified trap being 120meV [Martin, 1977]. Though some traps related to 
hydrogen-plasma induced defects have been found to have activation energies in the 
65meV range [Kim, 2006], there is no obvious way such traps could exist in this sample. 
 
These emissions, therefore, are consistent with carrier emissions from the quantum dots 
themselves, specifically related to emissions of carriers to the bulk. It has been suggested 
that the difference between the s and p shells of a quantum dot of similar composition 
could be as small as 80meV for very similar structures to these [Lin, 2006 (2)] and 
50meV for InAs dots in an undoped MIS device [Schulz, 2004]. Schulz et. al later found 
that by applying a harmonic-oscillator model and assuming a p-shell occupation of four 
dots, they were able to determine the s-p spacing as being 41meV [Schulz, 2006]; this is 
in very close agreement with my observed values. In addition, similar values for the s-p 
gap have been found through the use of atomistic models [Narvaez, 2005] for 
GaAs/InAs lens-shaped dots, with even lower values (~45meV) theorised for 
In0.6Ga0.4As dots. Therefore, I would infer that the emission is related to internal energy 
levels; in this case it would represent an excitation to the p shell followed by tunnelling 
to the bulk [Lin, 2005]. This is supported by the narrow range of reverse biases for 
which a signal appears in DLTS scans, especially of Vn1450 (as discussed in section 
4.3.1); at lower fields, the electrons cannot tunnel from the excited state and at higher 
fields they could be tunnelling directly to the band. Experiments designed with an 
additional energy barrier have found much higher activation energies (in the 350-
400meV range) [Ilchenko, 2001]; DLTS results have often identified traps with similar 
activation energies which have been attributed to defects caused by the InAs insertion 
to these types of samples, but not the dots themselves [Gombia, 2002]. 160meV is 
generally accepted as the depth of the ground state [Engström, 2003]. Due to the 
additional energy barrier these activation energies can be attributed to thermal emission 
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from the ground state, as tunnelling emission would be inhibited. This indicates further 
consistency with my assessment that the 39-45meV activation energy corresponds to the 
difference between the s and p shells as I have proposed and which is in line with 
theoretical values determined by others [Schulz, 2006] and in the same range as the 
separation determined from photoluminescence studies [Brounkov, 1998]. 
 
What seems clear is that there are two types of emission processes taking place, one of 
which is observed in the thermal region, the other in the anti-thermal. Based on the 
linearity of the Arrhenius analysis, it seems likely that the emission in the thermal region 
is just thermally activated to some degree. It would be a fair assumption to make that in 
the case of the lower-doped Vn1450 sample and the lower-electrical-field conditions of 
Vn1533, thermally activated emission would dominate. 
 
It can therefore be assumed that at the transition from the thermal to anti-thermal 
regions of the Vn1533 scans, a transition occurs in which tunnelling becomes the 
dominant or sole mechanism for electron emission from the dots. However, a pure 
tunnelling emission would generally result in a flat emissions curve (i.e. one which is 
wholly unaffected by temperature); in Vn1533 the emission is truly anti-thermal, 
implying that additional carrier processes are occurring. 
 
4.5.2: Potential Origins of Anti-Thermal Emission 
Behaviour 
One possibility is that the anti-thermal behaviour is further evidence of a multi-stage 
emission process. As indicated above, it is well understood that there are multiple paths 
for carrier emission from the s shell of a quantum dot: through thermal emission directly 
to the band, tunnelling directly to the band or thermal promotion to the p shell followed 
by tunnelling to the band [Engström, 2006]. Thermal excitation to the p state would 
obviously be increased with an increase in temperature and emission from this level 
would happen more easily than a direct tunnelling emission from the s state. Since the 
tunnelling portion of the emission process is thermally independent, this would increase 
the overall tunnelling rate, but could decrease the overall thermal emissions, which 
could therefore show as a decrease in apparent total emission on DLTS and LDLTS 
scans, especially if the emissions were fast enough to elude capture by the DLTS 
process.  
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Theoretical predictions–based on experimental data–have indicated that increasing the 
reverse bias will cause an increase to the emission rate via tunnelling and that at higher 
voltages pure thermal emission from the s-shell to the band, via the p-shell (that is, 
indirect but purely thermal emission via the intermediate level) is actually decreased at 
higher fields and low temperatures [Lin, 2009 (1)]. Further, that same work by Lin et. al 
predicted that at sufficiently high voltages, the dominant escape mechanism would 
switch from indirect tunnelling via the p-shell to direct tunnelling from the s-shell to the 
conduction band. It is thus possible that this decrease to net thermally activated 
emission and “switching on” of the tunnelling could result in a process more 
transparent to the LDLTS scans. An increasing field results in more-rapid tunnelling, an 
effect well understood as the cause of the disappearance of the p-shell tunnelling 
emission DLTS peak under increasing bias [Engström, 2003]. It is plausible that the 
same theory could apply for direct tunnelling from the s-shell, despite its greater depth. 
However, due to the greater width of the tunnelling barrier from the s-shell, this is less 
likely. While still a potentially valid hypothesis, it is unclear whether such emission 
would truly be quick enough to achieve LDLTS transparency. 
 
Another possibility to explain this behaviour comes from the two-stage model of deep-
level capture [Gibb, 1977], which can be applied with a fair degree of accuracy to a QD 
system. Under this model, carriers are captured in a two-stage process: first to a shallow 
trap near the conduction band, then to a deep state. During this process, a certain 
number of carriers will be thermally emitted to the band before they can be captured to 
the deep state; the result of this is that there is a reduction in the apparent emission rate, 
because fewer carriers are captured into the deep level long enough for their release to 
be measured. Using this model to explain a QD system, it is conceivable that carriers 
could be captured to the p shell, then re-emitted to the band (either via tunnelling or 
thermionic emission) sufficiently quickly that it could not be detected by the scans (i.e., 
it was never truly captured from the viewpoint of the scans). Due to the fairly slow 
capture rate of quantum dots [Ilchenko, 2001], this is quite possible. The rate of thermal 
emission increases as the temperature rises; this would therefore decrease the overall 
apparent emission rate from the dots, as fewer carriers would be captured for a long 
enough time to be recorded as a change to the capacitance. When the carrier capture 
rate is less than the emission rate, the results of the DLTS scan will indicate a much 
reduced signal [Kim, 2009 (2)]. Experiments which have suppressed pure tunnelling 
emission have shown that the contribution of the p-shell to the overall emission is 
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significant [Schramm, 2008]. If this were augmented with a rapid thermal process, it 
could well render the emission transparent to the LDLTS scan. 
 
In an evaluation of the effects of a variable-length fill pulse on a QD sample, it was 
found that a decrease in the fill pulse length resulted in a shift to lower temperatures and 
a decrease in the overall DLTS signal [Kim, 2009 (1)]. This was attributed to partial 
filling of the dots; in shorter fill pulses, the dots would only be partially filled, such that 
the s shell was occupied and the p shell was not which reduced the overall emission and 
shifted the peak position shifted to cooler temperatures. When both shells were filled, 
the emission would occur more quickly, as a result of the relative ease of emitting from 
the higher energy level. Similarly, in a deep trap in InP, Darwich et. al found that a 
decrease in the fill-pulse length would show an apparent increase to the activation 
energy [Darwich, 2000].  In the model I am proposing here, a similar effect would be 
occurring; when the p shell was left vacant (i.e. from essentially immediate remission to 
the band as the temperature increased), this would result in a slowing of the emission 
rate, as carriers could only be emitted from the p shell. Furthermore, since the p-shell is 
actually comprised of four levels [Schulz, 2006], it could be that an initial capture of the 
electrons is to the most-excited state, which could result in very rapid emission as this 
state would be very close to the band. 
 
This hypothesis is supported by the thermally-assisted tunnelling model [Schramm, 
2009]. In this model, the emission process from the confined stated of InAs QDs in a 
GaAs bulk is significantly enhanced as a result of an external field. Allowing for the 
Coulomb charging, the overall barrier height is the same, but the apparent activation 
energy decreases, often quite dramatically. This effect is explained by the thermally-
activated emission, increased by the Coulomb repulsion of the QD charge. More 
intriguingly, this effect increases with lower temperatures, as deeper energy states in the 
quantum dot contribute to the enhancement and the effect is greater for electrons with 
higher energies (i.e. in the p-shell).  The net result is that the electric field enhances the 
emissions; this enhancement is much larger than could be explained by the Poole-
Frenkel effect [Schulz, 2004] and larger than is typically seen for deep GaAs bulk traps  
[Tsarova, 2006]. The emission enhancement has commonly been linked to phonon-
assisted emission [Vincent, 1979]. Therefore, in the two-stage model that I am 
proposing, thermal emission from the p states would be greatly enhanced by the applied 
field, making their emission much faster. 
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A third possibility is some kind of interaction with the hypothesised minority carrier 
trap discussed in section 4.3.3. If these traps had captured holes and emitted them at a 
greater rate, this could induce a recombination with the majority carriers being emitted 
from the dots. As a result, fewer majority carriers would be emitted into the bulk and 
the capacitance shift would be less. Since the minority carrier traps would emit more 
quickly at higher temperatures, this effect would increase with increasing temperature 
and could result in an overall reduction in the majority carriers being emitted to the 
band (and thus an apparent decrease in the emission rate from the dots). In order to 
observe a net decrease in the amount of charge emitted to the band, the emission rate of 
the minority carriers from the traps must outstrip that of electrons from the dots. 
 
Fourthly, the examination of bias-cooling effects in related systems could have some 
applicability in this case. Lin et. al examined the emission process from a selectively-
doped AlGaAs layer in a multi-layered structure, in which the 2DEG was the electron 
reservoir for a QD system [Lin, 2008]. In this case, they found that applying a bias 
during the cooling phase of testing would result in a shifting of the capacitance 
threshold (the negative bias at which the capacitance would drop off in a CV scan) to 
greater reverse biases. This was attributed to the “freezing out” of DX centres in the 
AlGaAs layer and the capture and release of electrons in adjacent shallow traps. If a 
similar effect were occurring in this sample, it is possible that deeper traps might be 
frozen out and unable to capture electrons, resulting in a greater emission rate due to 
more rapid emission from the shallow traps. If this effect were to have an impact on the 
quantum dots themselves, it might well depend on the size of the dot (since the energy 
levels of a quantum dot depend on its size [Gombia, 2002]). Therefore, a greater 
number of dots would be frozen out at cooler temperatures, resulting in a seemingly-
contradictory increase in the emission rate. This, however, would not explain the 
existence of this effect at only the higher field strengths, as shallower traps should give a 
faster emission rate via either tunnelling or thermionic emission. 
 
Further experimentation will be required to fully clarify the exact nature of the anti-
thermal region emission processes. It is clear from these results that the two emissions 
mechanisms–tunnelling and thermionic emission–are evident in this sample and in 
general react as one would expect: tunnelling emission dominating at higher field 
strengths and lower temperatures, thermionic emission at lower fields and higher 
temperatures. It is also telling that the point at which the lines meet (i.e. where 
thermionic emission becomes the dominant process regardless of the applied reverse 
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bias) is 135K; this is in very good accord with the observation of section 4.2.1, which 
found that the secondary carrier accumulation peak, attributed to the field-assisted 
tunnelling emission of carriers “frozen out” from thermionic emission was first 
observed at 115K. What is less clear is the exact cause of the temperature region in 
which an inverse relationship exists between the temperature and the apparent rate of 
emission. Assuming that the observed thermally-activated emissions process originates 
exclusively from the dots, it is not enough to assume that tunnelling has become the 
sole method of carrier emission in the anti-thermal region, as this would result in an 
emission spectrum with no dependence on temperature, rather than an inverse 
relationship. Instead, some type of external process (whether an immediate re-emission 
to the conduction band, an elevation to the p shell which reduces the observed 
thermionic activation or recombination with minority carriers released from their traps) 
must be actively inhibiting the full emission. 
 
Based on my analysis of the four hypotheses presented above, it seems most likely that 
the explanation of this phenomenon is primarily due to thermally-assisted tunnelling 
and the two-stage capture model (the second hypothesis presented). Given the inverse 
temperature dependence of the field tunnelling effect, there are indications that 
emission enhancement could occur to a greater extent at lower temperatures [Schramm, 
2009], lending credence to the notion that this effect would diminish with rising 
temperature or lower fields. Additionally, given the speed at which tunnelling can occur 
from the p-shell of a quantum dot, it seems probable that even a minor enhancement to 
the true emission process would show a decrease in the measured emission rate, as the 
process becomes increasingly transparent to the transient capture mechanism. 
 
4.6: Summary 
In this chapter, I looked at two samples–Vn1450 and Vn1533–produced under largely 
identical growth conditions and differentiated primarily by the doping concentration in 
their buffer and capping layers; Vn1533 is much more highly-doped and would 
therefore have a much greater field across the dot layer at the same voltage than Vn1450 
would. This would make tunnelling-based emission much more likely to dominate the 
emission path, as opposed to thermionic emissions. This difference was reflected in 
several ways, through the use of CV, DLTS and LDLTS measurements. 
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The theory that at low temperatures, carriers trapped in the dots are “frozen out” was 
corroborated through the analysis of the apparent carrier concentration profiles derived 
from the CV analysis. The second peak in the scans for Vn1533 was smaller and more 
closely spaced than that of Vn1450 and was observed at higher temperatures. This fits 
well with the theory that this secondary accumulation peak is in fact representative of 
low temperature carrier emission in the temperature and electric field range where 
tunnelling emission becomes the dominant emission process. As the doping is 
considerably stronger in Vn1533, the change to peak position and shape is consistent 
with this theory. Simply put, the tunnelling becomes significant at a higher temperature 
(115K), compared to the lower-doped sample in which thermionic emission dominates. 
Further, the proximity of this peak to the primary peak is explained by the reduced bias 
required to induce sufficient tunnelling such that it dominates the emission process. 
 
Conventional DLTS analyses of the samples yielded two major peaks each in the 
Vn1450 and Vn1533 samples. The higher temperature peak, with an activation energy 
of approximately 330meV and a negative DLTS curve is believed to be a minority 
carrier (hole) trap and has been tentatively identified as HL7, a trap known to exist in 
MBE-grown GaAs; this was supported by evidence indicating that this trap was in the 
buffer layer, rather than the dot layer, indicating that it is not an emission attributable to 
the QD emission processes. Although the method by which such a trap would exist and 
capture holes in an n-type device is unclear, this is not the first time such a trap has been 
identified in n-type systems [González, 2006]. 
 
Additionally, the conventional DLTS of Vn1533, though inconclusive for the lower 
temperature peak (due to the broadness of the curves at each voltage), did indicate 
unusual behaviour at higher measurement biases, in which the typical relationship 
between temperature and emission rate was inverted. This was confirmed through the 
use of Laplace DLTS analysis, which showed a clear trend for anti-thermal emissions at 
higher measurement biases and lower temperatures.  
 
Splitting the Vn1533 LDLTS analysis into two regions, it was concluded that two 
emissions processes were at work, dependent on temperature and measurement bias. 
For lower biases (at all temperatures) and moderate biases (at higher temperatures), the 
emission followed an exponential emission relationship typical of thermally-activated 
emissions. By isolating this range, the activation energy was found to be 45meV, in 
reasonable agreement with the 39meV calculated via conventional DLTS for the 
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emission from the lower-temperature trap in Vn1450. Based on the narrow window of 
biases at which this signal can be detected and the lack of known bulk traps with 
activation energies in the range of this value, I have assumed that this signal originates 
from the dots themselves and represents the tunnelling emission from the p shell after a 
thermal excitation from the s shell. 
 
The anti-thermal properties of Vn1533 are less clear. Although it seems evident that 
tunnelling is the dominant emission mechanism in these high-field, low-temperature 
regions, this alone cannot account for a decrease in emission with an increase in 
temperature. I have proposed four possible models under which such a relationship 
could occur. The most likely of these models is one which relies on two effects: the 
two-stage capture of electrons and thermally-assisted tunnelling. Under the influence of 
these two effects, carriers are initially captured to the excited state before relaxing into 
the ground state [Gibb, 1977]. If the emission rate is enhanced or the barrier thinned or 
lowered (as a result, for example, of thermally-assisted tunnelling), there is a greatly 
increase likelihood that they will be immediately remitted to the band at a rate 
transparent to transient capture processes. Thermally-assisted tunnelling has been found 
to increase at lower temperatures [Schramm, 2009] and direct thermal emission from 
the excited state would increase as the temperature rose. The sum of these effects would 
therefore result in a greater proportion of the emissions process being transparent to the 
transient capture mechanism which could result in an apparent drop in the emission rate 
with rising temperature. 
 
In addition to this model, I proposed three potential alternatives. The first alternative is 
that at lower temperatures the indirect tunnelling process (thermal excitation to the p-
shell followed by a fast tunnelling escape) would be suppressed and direct tunnelling 
from the s-shell to the band would be “switched on”, resulting in an athermal process. 
Therefore, the total emission rate would in fact be increasing, but the apparent emission 
rate would decrease as LDLTS is highly dependent on thermal emission. The width of 
the tunnelling barrier from the s-shell is sufficiently large, however, that I would expect 
to see some measurable effect as a result of this; however, this hypothesis remains a 
potentially valid explanation for the observed data. 
 
It is also conceivable that the HL7 trap I believe exists in these samples could be 
releasing holes to the valence band at increasing rates which have the potential to 
recombine with the electrons emitted from the quantum dots. This would result in less 
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net charge being emitted to the band compared to electron emission from the QDs 
alone; this could therefore result in a lowered apparent emission rate as the temperature 
increased. However, the existence of the HL7 traps is speculative and the resultant 
recombination process would be expected to be detectable using the LDLTS method. 
 
Finally, I suggested that a defect might be present, similar to DX centres, which exhibits 
a so-called “freezing out” effect at these lower temperatures. In this case, emissions 
could potentially be occurring from shallow traps very close to the band edge. However, 
this seems very unlikely. Given the attribution of this emission peak to quantum dot 
levels, such a hypothesis would rely on the idea that lower energy configurations of the 
quantum dots (that is to say, the ground states) have been frozen out. To my 
knowledge, no evidence of freezing out of intrinsic QD levels has ever been reported. 
 
In conclusion, I have used the electrical characterisation techniques including CV, 
DLTS and LDLTS to evaluate and compare two quantum dot samples (and, in some 
cases compared them to samples studied in prior works) for their emission properties. I 
have identified a likely minority carrier trap present in the buffer layer of these samples 
and have calculated the activation energy I believe to be representative of emission from 
the dots. I have identified an inverse relationship between temperature and emission 
rate for the highly-doped Vn1533 sample and have speculated on the origin of that 
behaviour. 
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Chapter 5 - Observation of Metastable 
Memory Effect 
 
In conducting the electrical characterisations described in chapter 4, I observed a rather 
unusual phenomenon in Vn1533. The measurements that I took were often 
inconsistent. Specifically, when taking multiple Laplace Deep Level Transient 
Spectroscopy (LDLTS) scans in succession, later scans periodically showed significantly 
lower emission rates than the initial one. 
 
Further investigation revealed what call the metastable memory effect. This relates not 
to the use of QD devices as memory (though that is one of their potential applications, 
as detailed in section 1.3.2). Rather, it shows that a single scan can have a lasting effect 
on future ones; though this effect can be reversed through warming the samples, it is 
persistent until this occurs. 
 
This chapter details the examination of the metastable memory effect, using the two 
samples (Vn1450 and Vn1533) that were examined in chapter 4. As outlined below, the 
majority of the results stem from Vn1533, as Vn1450 exhibited very little effect in this 
regard. 
 
5.1: Response of Samples To Higher Bias 
Testing of the sample under a range of different conditions revealed the circumstances 
under which the metastable memory effect manifests. Successive scans performed at the 
same reverse bias would not produce the effect; however scans at a lower bias than the 
first one would do so. The effect was a result of performing a higher-reverse-bias scan 
followed by a lower-reverse-bias scan. The latter would produce a much slower 
emission rate than if it had been run without the initial higher-reverse-bias scan. 
 
5.1.1: Shifting of Emission Rates 
The most noticeable symptom of this effect was a shift to the emission rate, as found 
through LDLTS. As was the case with the experiments detailed in section 4.4.2 (and 
later), the emission spectra of Vn1533 were very clear: in most cases, only a single peak 
was resolved and in any scans in which a second peak was found, it was significantly 
smaller (generally well under 5% of the amplitude) of the primary peak; such secondary 
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peaks have been omitted from this analysis, as they are considered to be of negligible 
impact due to the comparatively small emissions. 
 
The shift in the emission rate is a result of an earlier application of a higher bias. If, for 
example, a scan were performed at Vr=-4.0V and Vp=0V, it might produce an emission 
with a rate of f1. Repeating this scan would yield the same rate. However, if a scan were 
then performed at Vr=-6.0V, Vp=0V and was then followed by a scan of Vr=-4.0V, 
Vp=0V, that second scan would yield an emission of rate f2, where f2<f1. This was true 
for a range of biases and under a wide range of temperatures. The sample need not be 
scanned through LDLTS or any other method; indeed, simply applying a higher reverse 
bias for a short period was sufficient to trigger this effect. 
 
Further, this second, lower, emission rate would persist through all subsequent 
measurements performed at the same measurement bias. It appears that this effect is 
sufficiently long-lasting that it should be considered permanent. Samples were left under 
cooling for up to 24 hours to test this hypothesis and the slower emission rate remained. 
 
The size of the effect was also very dependent on the applied bias. In the previous 
example, if the sample were then allowed to sit with a bias of Vr=-7.5V applied (or a 
scan run at that value), subsequent scans would give an emission rate of f3 which was 
lower than f2. I tested this effect with reverse biases as large as -10.0V and the effect was 
consistent throughout. I avoided higher biases for fear of permanently damaging the 
Schottky diodes by catastrophic breakdown; I ensured the current, as measured by a 
current-voltage (IV) profile, was low enough to avoid such damage. 
 
An example of this phenomenon can be seen below, in figure 5.1. Three scans were 
taken with the same measurement parameters: Vr=-4.5V and Vp=0V; the scans were 
taken before any applied bias, after a sustained (10 minute) bias of -6.0V and after a 
sustained (10 minute) bias of -7.5V. The emission rates for these scans were 68s-1, 25s-1 
and 3.3s-1, respectively; the amplitudes (proportional to the areas under the curve) were 
0.17, 0.18 and 0.17, respectively. This example is indicative of the overall trend 
observed: while the emission amplitude (proportional to the area under the LDLTS 
peak) remained largely unchanged, the emission rate slowed dramatically. The results are 
further shown in graphical form in figure 5.2. 
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Figure 5.1: LDLTS scans of Vn1533 at Vr=-4.5V and Vp=0V. Scans were taken at 32K 
before any applied bias, after a sustained -6.0V bias and after a sustained -7.5V bias. 
 
 
Figure 5.2: Evolution of the metastable memory effect after pre-biasing. Amplitude 
and emission rate are shown for the primary peak in LDLTS scans where Vr=-4.5V 
and Vp=0V after holding the sample at different pre-biasing values. 
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The extent of the metastable memory effect can be seen across a range of conditions in 
figure 5.3, below. In these scans, the measurement parameters were the same for each 
scan: Vr=-4.8V, Vp=-0.5V. After the initial scan at these parameters, the sample was 
scanned with the same pulse bias, at a higher reverse bias, from -5.0V to -7.0V, in 0.2V 
increments. The pre-biasing was applied in the form of a measurement bias for an 
LDLTS scan, however it has since been confirmed that the effect is the same as simply 
holding the samples at that bias. In essence, the emission rate rapidly reaches a new 
steady-state value and further scans (or holding the sample at the higher reverse bias for 
a longer period of time) have no additional effect. The time evolution of this process is 
investigated further in section 5.3. Therefore, the pre-biasing has a consistent effect, 
irrespective of how long the sample is held at that value, above a very low threshold.  
 
 
Figure 5.3: LDLTS emission rate and amplitude of Vn1533 at Vr=-4.8V and Vp=-0.5V 
as a function of the pre-biasing condition. The sample was scanned at the pre-bias 
value and then rescanned at the original measurement parameters. 
 
The results of figure 5.3 show that the trend is consistent across a wide range of pre-
biasing voltages; in each case the emission amplitude remains broadly consistent and the 
emission rate declines. The overall trend is nearly linear in the logarithmic scale, 
indicating an exponential dependence on the pre-biasing condition. Further, this shows 
the profound impact that the metastable memory effect has for even slightly higher pre-
biasing conditions, compared to the measurement bias being applied. 
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5.1.2: Persistence and Temperature Dependence of Effect 
Beyond the initial change to the emission rate, it is important to note that these changes 
persisted across multiple tests. Successive tests at the same parameters had no further 
effect on the emission rate and holding the sample at a lesser reverse bias, or even a 
positive bias, was unable to restore the emission rate to the level it was at before the 
pre-biasing. Indeed, the only way that was found to restore the rates back to “normal” 
was warming the sample up to room temperature (295K) and allowing it to sit for 
several minutes before cooling it again. It is for this reason that this effect is considered 
metastable: it persists indefinitely, but can be reversed by bringing the sample to room 
temperature. It is also worth noting, since this effect is clearly somewhat dependent on 
temperature, that tests were performed at temperatures as high as 200K and the effect 
was replicated. Although no specific temperature level was observed at which the effect 
ceased to appear, this evidence suggests that it lies between 200K and 300K. Further, 
the effect was qualitatively found to be temperature-dependent: the shift in emission 
rate was greatly diminished at higher temperatures, though again, this was not explored 
in great depth. 
 
These results indicate quite clearly that the metastability of this effect are highly 
dependent on the applied temperature. It seems that the effect will persist at cryogenic 
temperatures indefinitely, but can be fairly quickly alleviated by returning the samples to 
room temperature. This would likely indicate some form of physical fault could 
potentially be at work. Under this assumption, heating the sample to room temperature 
can be seen as an annealing process. 
 
5.1.3: Change to Apparent Carrier Concentration 
In addition to the slowing of the primary emission rate, the metastable memory effect 
had a marked effect on the CV characteristics of the device (although not shown here, 
the IV characteristics were unaffected). This effect was noticeable in the highest and 
lowest ranges of the reverse biases, which corresponded to the “dip” observed in the 
apparent carrier capture profile that was described in section 4.2 and to the capping 
layer. The CV profile and apparent carrier concentration profile for Vn1533 at 30K are 
shown below, in figure 5.4 and figure 5.5 for an initial scan and following a sustained 
reverse bias of -7.5V and then -9.0V. Similar results were found for scans of a voltage 
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range from 0V to -6.0V after biases of -6.0V, -7.0V and -7.5V. Repeated measurements 
exhibited the same effect in each instance with greater effect at higher reverse biases.  
 
 
Figure 5.4: CV of Vn1533 at 30K from 0V to -8.0V initially and after a sustained bias 
of -7.5V and -9.0V. The solid lines show the capacitance as a function of voltage (left 
axis), the dashed lines the depth of the space-charge region (right axis). 
 
 
Figure 5.5: Apparent carrier concentration profile at 30K for Vn1533 resulting from 
CV analysis from 0V to -8.0V initially and after a sustained bias of -7.5V and -9.0V. 
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The primary effect on the apparent carrier concentration profiles is an extension of the 
depth at which the “dip” occurs, further into the buffer layer. The levels of both the 
buffer layer concentration and the dip concentration are the same, it is merely the 
apparent location of the transition that is affected. On the other end of the scan, the 
change to the lower reverse bias range results in a decrease to the apparent carrier 
concentration in shallowest portion of the capping layer. It is apparent that both these 
effects are small. 
 
There is a qualitative similarity between these results and the “freezing out” of DX 
centres in an AlGaAs system (though the effect here is less); in this case, a rapid 
decrease to capacitance occurred in all scans; this was noted to occur at higher reverse 
biases if a bias was applied during the cooling phase [Lin, 2008]. The manifestation here 
is slightly different in that the bias need not be applied during cooling, however, the 
metastability and effect on the capacitance at the higher reverse bias is similar. It is 
possible that a freezing out of the electron capture process occurred at low temperatures 
and while electrons were emitted, they could not be recaptured, causing a capacitance 
threshold to extend to greater reverse biases.  
 
Figure 5.6: Apparent carrier concentration profile for Vn1450 at 90K initially and 
after a series of pre-biasing conditions 
 
The Vn1450 sample showed much more sporadic results. In general, the results 
appeared as shown in figure 5.6 (measured at 90K). This indicates that while the effect 
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is the same as witnessed in Vn1533, the magnitude of the effect is the same regardless 
of the pre-biasing. However, at other times, pre-biasing the sample appears to have little 
to no discernible effect under identical conditions. As a result, Vn1450 will be generally 
omitted from this analysis.  
 
Overall, these changes indicate that the metastable memory effect occurs some distance 
away from the QD layer, in the bulk GaAs (be it the capping or buffer layers). 
Furthermore, it would appear that-for Vn1533-the effect is largely dependent on the 
strength of the field, since a greater applied bias results in a more pronounced effect. It 
is possible that these results signify a localised build-up of charge within the GaAs layers 
which interacts with the QD structures in a manner described in section 5.1.4. 
 
5.1.4: Change to DLTS Spectra 
Perhaps unsurprisingly, the metastable memory effect is also apparent when examining 
the DLTS spectra before and after an applied bias. To measure the effect such pre-
biasing would have on the spectra, measurements were taken at Vr=-3.0V, -4.0V and 
-5.0V (Vp=0V) for a range of rate windows. The examples are shown below in figure 
5.7, figure 5.8 and figure 5.9; for clarity, three rate windows are shown for each spectra: 
50s-1, 500 s-1 and 1000s-1. The full spectrum at Vr=-4.0V is shown in figure 5.10, with the 
original spectrum (duplicated from figure 4.17) included for comparison.  
 
 
Figure 5.7: DLTS spectrum of Vn1533 with and without a pre-bias. Scans taken at 
Vr=-3.0V, Vp=0V. Rate windows of 50s-1, 500s-1 and 1000s-1 are shown. 
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Figure 5.8: DLTS spectrum of Vn1533 with and without a pre-bias. Scans taken at 
Vr=-4.0V, Vp=0V. Rate windows of 50s-1, 500s-1 and 1000s-1 are shown. 
 
 
 
Figure 5.9: DLTS spectrum of Vn1533 with and without a pre-bias. Scans taken at 
Vr=-5.0V, Vp=0V. Rate windows of 50s-1, 500s-1 and 1000s-1 are shown. 
 
The trend shown in these graphs is very specific (despite the noise present in some of 
the scans). In each case, there is little to no effect on the HT peak in terms of either its 
position or amplitude. Therefore, it is reasonable to rule out any significant effect from 
or on the supposed minority-carrier traps. 
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a) 
 
b) 
Figure 5.10: DLTS scan of Vn1533 at Vr=-4.0V and Vp=0V. (a) After a 9V pre-bias was 
applied at 30K. (b) DLTS spectra without pre-biasing, included  for comparison (from 
figure 4.17). Rate windows from 5s-1 to 2000s-1 shown. 
 
The LT peak, however, displays significant differences. In each case, the peak amplitude 
is affected, although the position is usually very similar; the only exception to this trend 
is the slowest-rate peak shown which see only a minor shift towards warmer 
temperatures. However, the change is very non-uniform. It is clear that the change 
occurs with a much greater magnitude at higher biases and lower temperatures; this is a 
clear indication that the effect relates to the tunnelling emission from the dots, rather 
than the thermionic emission. What is less clear, however, is the exact nature of the 
impact, as indicated by the direction of the change. For all the lower-field tests and the 
high-field tests at faster emission rates, the DLTS amplitude is uniformly decreased after 
pre-biasing. Since pure tunnelling emission gives a constant horizontal line on a DLTS 
spectrum, this uniform decrease corroborates the notion that it is the tunnelling 
emission that is decreased. However, in the instance of the Vr=-5.0V test the slowest 
emission rate shown (5s-1) displays a dramatic increase in the amplitude of the signal at 
low temperatures. This trend is true for DLTS scans with rate windows up to 200s-1; in 
each case the emission amplitude was higher after the pre-biasing than without it. The 
DLTS spectra at Vr=-5.0V with and without an applied pre-bias is shown below in 
figure 5.11.  
 
That this effect is more significant in the lower-temperature peak (attributed to QD 
intrinsic states) would initially seem to indicate that the change originates from the dots 
themselves. One explanation might be that a bimodal size distribution of dots exists (as 
has been observed before in GaAs/InAs QD systems [Kaczmarczyk, 2009]) which 
results in different energy structures, since larger dots have deeper energy levels 
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[Engström, 2003]. If two dot sizes coexist and are metastable in terms of electron 
capture, it could be possible that the dots with larger tunnelling barriers are somehow 
“activated” by the higher reverse bias, which would show a slower emission.  
 
However, the dots are believed to be filled with electrons, even at low temperatures, 
during the filling pulse [Schulz, 2006], so both sizes should give an emission signature, 
unless the smaller dots were somehow prevented from capturing or emitting. It seems 
unlikely that the lower-activation energy dots in such a scenario would produce no peak 
whatsoever on the LDLTS analysis; the clear single peak indicates the presence of a 
single emission process. This theory is further contradicted by the changes to the 
apparent carrier profiles, described in section 5.1.3, in which observable changes happen 
at reverse biases far from the QD layer; indeed, it appears from these profiles that the 
effect is localised in the buffer and capping layers. It seems more likely, therefore, that 
the effect is limited to the GaAs layers and is a symptom of some form of charge state 
behaviour which inhibits emission from the dots. 
 
Hamilton et. al observed a dramatic increase in the low-temperature signal accompanied 
by some transition noise in irradiated Si samples [Hamilton, 1988], which was attributed 
to samples having multiple metastable states which were varied due to different trapping 
entropies and enthalpies. However, in this instance, this would seem an unlikely 
explanation. The effect observed in Hamilton et. al’s research manifested as a rapid 
change to the DLTS curves as the temperature was dropped; in this case, no such 
change was observed without a sustained applied bias. 
 
 
a) 
 
b) 
Figure 5.11: DLTS scan of Vn1533 at Vr=-5.0V and Vp=0V. (a) After a 9V pre-bias was 
applied at 30K. (b) DLTS spectra without pre-biasing included for comparison. Rate 
windows from 5s-1 to 2000s-1 are shown. 
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The change to the shape of the DLTS spectrum is also quite telling in this instance. As 
stated previously, a pure tunnelling emission would result in a flat line offset from the 
axis in a DLTS scan [Schulz, 2004]. As can be clearly seen in figure 5.9 (conventional 
DLTS scans performed at a higher measurement bias of -5.0V), for the 50s-1 window, 
the emission spectrum is essentially flat for temperatures under approximately 80K.  
 
From this, it is quite easy to conclude that the metastable memory effect acts primarily 
on tunnelling emission, as confirmed by the spectra at different rate windows. This is 
corroborated by the greater effect at lower temperatures and higher biases. The 
inconsistency at the highest field is interesting, though. With this exception, the effect 
universally decreases the amplitude of the DLTS signal; it is unclear why the slow 
emission rate signals would increase at higher fields and lower temperatures while 
decreasing under every other condition. 
 
5.2: Effect of Cooling Under Bias 
Given that the metastable memory effect is triggered by the application of a sustained 
reverse bias, it would follow that applying the bias during the cooling process would 
cause the same effect to occur. In order to test this theory, Vn1533 was cooled down 
from room temperature under the constant application of a reverse bias. To avoid 
damage to the sample, it was cooled under a continuous bias of -5.0V and then 
measured via LDLTS from 30K to 100K, in 5K increments at Vr=-5.0V and Vp=-0.5V. 
This was compared to measurements taken under the same conditions (albeit scanning 
from 100K downwards to 30K), but without the bias applied during cooling. As before, 
the scans resulted in a single, clear peak. The amplitude and emission rate of that peak is 
shown in figure 5.12. 
 
A few interesting characteristics appear on this graph. First, it should be noted that the 
temperature dependence continues to follow the inverse relationship noted in section 
4.5. Second, it is interesting that, as with the previously-discussed LDLTS measurement, 
there is a significant shift in the emission rate and a smaller shift in the amplitude. This 
is different from the conventional DLTS scans performed under the same conditions 
(shown in Figure 5.13) which show no significant change in amplitude. 
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Figure 5.12: LDLTS peak points of Vn1533 with and without bias cooling at Vr=-5.0V 
and Vp=-0.5V. With bias cooling applied, a -5.0V voltage was applied throughout the 
cooling down process and the measurements were taken in the upwards direction. 
Measurements were taken in the downwards direction for the no-bias-cooling 
spectrum. The solid lines depict the emission rates (left axis), the dotted lines the 
amplitude (right axis). 
 
 
Figure 5.13: DLTS scans of Vn1533 with and without a -5.0V bias applied during the 
cooling phase. Measurements were taken at Vr=-5.0V and Vp=-0.5V for a range of 
rate windows (only 50s-1, 500s-1 and 1000s-1 shown). 
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Still, the overall effect clearly is confirmed by the LDLTS analysis of the bias cooling. It 
is clear that the voltage being applied is inducing this metastable memory effect. That 
the amplitude only shifts in LDLTS scans is intriguing, but is likely only an effect of the 
additional mathematical processing involved in this method; since the amplitude of an 
emission peak is proportional to its width under LDLTS, there would be a tendency to 
perceive lower amplitudes at lower emission rates. 
 
5.3: Time Evolution of Metastable Memory Effect 
The experiments already detailed in this chapter have established the existence of the 
metastable memory effect. However, all the work performed involved holding the 
sample at the specified reverse bias for an extended period of time. Through trials with 
extended applications of pre-biasing, I found that the effect was the same for applying 
the bias for five minutes as for any longer time, but no specific values were obtained. 
 
In order to give at least a rough concept of the time evolution of this effect, I sought to 
take multiple scans at evenly-spaced time intervals. In order to achieve this goal, I ran a 
series of repeated CV scans using the HP Capacitance Meter and the CV Project 
software to gauge at what point the “dip” began to shift in its location (as described in 
section 5.1.3).  Although this in an imprecise measure, it was designed to act merely as a 
rough guide. During each scan, the reverse bias is held for approximately 0.5s in 
0.0666V increments; that is, 0.5s at 0V, 0.5s at -0.067V, 0.5S at -1.33V, etc. The scan 
was performed from 0V to -10V at . The results are shown below in figure 5.14.  
 
 
Figure 5.14: DLTS scans at 35K to measure the time progression of the metastable 
memory effect. Each scan was run from 0V to -10V at ~0.5s per 0.067V step. 
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Clearly, the process happens sufficiently quickly that this test is insufficient. In order to 
reduce the time scale, the same test was performed using the Boonton Meter and the 
LaplDLTS software’s CV application. This software allows for faster scanning of the 
capacitance and measurements were taken at 0.1V intervals where each measurement 
lasted for 1ms. The results of the scans performed at 35K and 90K are shown in figure 
5.15. From these scans, it is clear that the progression of the effect is very fast. Although 
the second scan (i.e. after one full scan) is slightly below the steady-state value, by the 
third scan, successive scans do not result in any further progression of the effect. 
 
Although these experiments do not directly elucidate the origin of the metastable 
memory effect, they do make it clear that the effect happens quite quickly, on the order 
of a few milliseconds. The nature of this effect is such that it rapidly approaches its 
steady-state level after which further applied reverse bias has no additional effect. 
 
 
a) 
 
b) 
Figure 5.15: Successive DLTS scans at 35K (a) and 90K (b) to measure the time 
progression of the metastable memory effect. Each scan was run from 0V to -10V at 
1ms per 0.1V step. 
 
5.4: Potential Origins of Metastable Memory Effect 
It is clear that there is some physical reason why the changes observed in this chapter 
occur (i.e. it does not arise from some measurement artefact). The most likely answer is 
that either some type of defect  or a specific configuration of a defect is causing the 
altered readings, possibly by a screening effect which slows down the emission process 
under the majority of circumstances. Specifically, it has been shown that a charging 
effect, either in the QD layer or in a defect that spatially coexists with the QD layer can 
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cause a reduction in the conductance when sweeping the voltage downwards [Balocco, 
2004]. However, this effect didn’t have the semi-permanence observed in the 
experiments detailed in this work. Furthermore, while it is well understood that defects 
can coexist spatially with QD layers [Lin, 2005], in this case the effect seems localised to 
the buffer and capping layers; though it is the QD emission that is seemingly affected, 
this is likely the effect of charging in the GaAs layers inhibiting the QD emission. 
 
The changes to the apparent carrier concentration profile certainly would imply that the 
effect occurs in the GaAs layers, some distance from the dot layer; it is not clear 
whether these effects are interdependent or independent. The changes to the CV profile 
exist at the extremes of the measurement biases and therefore affect the sample depths 
nearest the Schottky contact and those further from the dot layer. It is conceivable that 
multiple closely-spaced defects are contributing to the emission process. In any case, the 
change to the low-temperature range of the conventional DLTS spectra would indicate 
that any such defects would be extremely shallow traps, most likely susceptible to field-
assisted tunnelling emission. 
 
5.4.1: Spontaneous Creation of New Defects 
The first possible explanation to explore is that new defects are being spontaneously 
generated in response to the applied bias. It has previously been speculated that very 
high current densities could occur as a result of the testing procedures [Dózsa, 2005]. 
This was linked to the degradation over time of a scanning capacitance microscopy 
study of a QD device, in which a high (and often imprecisely controllable) current 
density may have caused degradation to the crystalline structure [Dózsa, 2005]. In my 
observations, the highest current under reverse bias was approximately 1.5x10-5A, which 
gives a density of 1.1x10-2A/cm2 total current density through the Schottky diode, likely 
too low to cause significant impact. However, it is possible that-given the small size of 
the quantum dots-there might have been localised current densities that were much 
higher or nanoscopic areas of localised high voltage. In consequence a similar effect in 
these samples seems highly unlikely. In addition it does not explain the apparent 
localisation of this effect to the capping and buffer layers. Similarly, although 
morphologically-metastable arrays of quantum dots have been shown to demonstrate 
different PL characteristics [Talalaev, 2001], such a model is untenable here: unlike the 
cited research, the substrate was not miscut. Furthermore, the accumulation peak 
attributed to the dot layer is unchanged as a result of the pre-biasing. 
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It is possible that a lattice disruption would be the probable cause of this sort of result. 
Walther et. al found that a fairly linear relation between the filling pulse length and the 
trap occupation was indicative of defects existing in a plane [Walther, 1996]; the 
observations detailed in section 4.4.2 are similar to this leading to a presumption of a 
series of point defect-like traps located in a plane [Kaniewska, 2006 (2)]. In this case, 
heating the sample up to room temperature would act essentially as an annealing 
process, in essence “repairing” the lattice damage. Such metastable effects have been 
observed before [Kaniewska, 2008], affecting the shape of the DLTS spectra. However, 
in the cited example, the change occurred after much higher temperature scans (above 
450K) and exhibited a permanent shift in the DLTS scan. This change was attributed to 
out-annealing of defects, which caused a reduction in the concentration of the defects 
found to be causing the DLTS peaks. Similar to the lower-voltage scans for Vn1533, the 
DLTS scans showed no change in shape (only in magnitude), which made out-diffusion 
unlikely as opposed to out-annealing.  
 
Tsormpatzoglou et. al found a series of traps had formed in voltage-stressed 
GaAs/InAs QD samples [Tsormpatzoglou, 2006]. After an applied bias for an extended 
period of time, a series of traps with low activation energies were found (though not 
identified); the activation energies were 28meV (which was present in all the diodes they 
tested), 48meV and 109meV (which was present in a diode with a capping layer of 
520nm) and 139meV and 358meV (in a diode with a capping layer of 240nm). Though 
their technique is neither examined in depth nor replicated in this work, it is worth 
noting that they believed the traps–which had not previously been present in the diode–
to be located largely in the GaAs capping layer as I have found here. Additionally, 
although I firmly believe that the LT peak observed in my experiments and described in 
section 4.4.2 is indicative of the QD inter-shell transition, the coincidence in activation 
energies-especially the 48meV level-is intriguing. 
 
There are a few peculiarities in my results that defy a specific characterisation. The 
nature of the changes to the concentration profile is unusual; extending the depth at 
which the “dip” occurs is an effect which seems counter-intuitive. If the dip is indeed 
caused by minority-carrier traps, it would be strange for any novel defect to interfere 
with their operation; although minority carrier injection has been noted previously in 
QD systems [Horváth, 2006], there is no clear reason why the metastable creation of a 
new defect would inhibit the capture and emission of minority carriers from localised 
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and pre-existing traps. If there is a true reduction in the number of carriers local to that 
region, it appears even less likely. 
 
The time factor for the formation of these alleged defects is rapid, on the order of 
milliseconds or less. This indicates that any changes which occur within the lattice are of 
a type that can undergo rapid formation and yet cannot relax naturally at cryogenic 
temperatures. One possibility is a structural defect in the lattice. There is residual strain 
within the GaAs matrix as a result of the lattice mismatch (indeed, this strain causes the 
formation of the dots) [Polojärvi, 2009]; this strain has previously been suggested as the 
source of defects in GaAs/InAs and similar systems [Rimada, 2009] during MBE 
growth and as a migration mechanism for structural defects [Kaniewska, 2007]. In 
addition, increased compressive strain on the dot layer is known to cause a lowering of 
the emission energy [Kong, 2008]. Therefore, the strain can clearly have an impact both 
on the QD emissions and the coexisting defects.  
 
It may be that the structural strain release mechanism has a different equilibrium at 
different temperatures. The growth conditions in general can affect the shape of an 
island [Petroff, 2001] and the growth temperature has specifically been shown to affect 
its size [Lee, 2003]. Furthermore, examinations of QD samples by PL and DLTS have 
shown a shift in two samples identical save for the growth temperature [Kim, 2005]. It 
therefore seems eminently probable that the strain could indeed have different 
equilibriums at different temperatures. If this were the case, it could be that reducing the 
temperature has caused a shift in that equilibrium, but that an external stimulus (in this 
case an applied voltage) is required to “trigger” the shift to the new equilibrium value. 
When the sample is warmed up, it then returns to its previous equilibrium.  
 
5.4.2: Coexistence of Multiple Types of Defects 
An alternative cause could be the interaction of more than one type of defect. In many 
cases, metastable effects are observed and attributed to the coexistence of multiple types 
of defects, each of which is stable only under specific conditions. 
 
In the case of a selectively-doped AlGaAs layer, Lin et. al found that DX centres 
coexisted with very shallow traps and this had a temperature-dependent effect; when a 
bias was applied during the cooling phase, the DX centres would be “frozen out” and 
only the shallow traps would capture and release electrons, which had a profound effect 
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on the electrical properties of their sample [Lin, 2008]. In the case of the sample I have 
examined, it may be that at low temperatures, the capture process alone is frozen out 
and that emitted electrons cannot be re-captured by a subset of the traps. This would be 
somewhat contradictory to the findings of Lin et. al, insofar as they identified deeper 
traps as being the ones frozen out, which resulted in much faster albeit noisier emission. 
This lead to a greater charge density in the 2DEG which acted as their electron source 
and resulted in a greater capacitance at higher reverse biases. However, given the 
difference in material systems, it is possible that a similar effect is contributing here.  
 
Metastable behaviour has been noted before in GaAs/InAs QD systems [Sobolev, 
1999]. In this instance, it was found that cooling under an applied bias or with light 
applied to the sample would result in a shift to the DLTS curves. This was attributed to 
spatially-localised bistable clusters of interacting defects. These defects seemed to react 
in a “freezing out” manner similar to the DX centres in AlGaAs layers, as discussed 
above. It was also noted in this instance that the DLTS curves would also change as a 
result of annealing at comparatively low temperatures (i.e. 250K), something which has 
also been observed in metastable Si systems [Hamilton, 1988]. These defects, therefore, 
are alterable by a low-temperature annealing process (akin to heating the samples to 
room temperatures) and capable of producing metastable changes to the DLTS scans. 
 
Overall, I feel that this is a less-likely explanation. In the examples cited above, a 
freezing out process occurred in which a bias was applied while cooling the sample 
down. Therefore, the carriers were excited out of the traps and could not be captured 
due to this freezing out process. The situation I observed was vastly different. Though 
there was a difference caused by bias-cooling, the primary symptom of the effect was a 
reaction to a bias being applied while the sample was already cooled. This would imply 
that the traps were capable of emitting carriers, but not recapturing them, far from the 
observed freezing out in which a sample cooled without bias reacted normally, capable 
of both capturing and emitting electrons. 
 
Although such an explanation is not impossible and would certainly be intriguing, I am 
currently aware of no previous findings which have exhibited such characteristics. 
Further, no ready explanation comes to mind which could cause such an effect. So 
while this cannot be definitively ruled out, I do not believe it to be the cause of the 
metastable memory effect observed here. 
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5.4.3: Presence of a Defect with Stable and Metastable 
States 
Another possibility for metastable behaviour in semiconductor systems is a trap with 
multiple states. In these cases, there are two (or more) possible configurations; as with 
the coexistence of multiple defects, each configuration is only stable under certain 
conditions and only specific circumstances can trigger a change from one configuration 
to another. 
 
Hashizume et. al, for example, describe the evaluation of a metastable state in a so-
called LT-GaAs sample, i.e. a GaAs sample grown under a low-temperature MBE 
process [Hashizume, 1997]. They find that the sample has a dramatic shift in its 
properties in response to light, especially when cooled to sub-100K temperatures. When 
light is applied to the sample, the capacitance increases as a result of electrons being 
photoexcited to the conduction band, ionising the deep level. Under the influence of the 
light, however, a large lattice relaxation occurs; the carriers drop out of their excited 
state, but not into the original deep level. Instead, they are captured by a metastable 
state of that same defect, from which they cannot again be excited due to a large Stokes 
shift and an energy barrier. As a result, they are trapped in the metastable state. By 
heating the samples, the original capacitance level is recovered. 
 
A corollary to this model and the multiple defect coexistence model of section 5.4.2 is 
the possibility of a defect that transitions from a stable state to a metastable state which 
is itself considered another defect. For example, the M3 defect in GaAs has been 
hypothesised to be a metastable state of another defect, the M4 trap [Soltanovich, 2003]. 
This bears some similarities to the situation I have observed. In my case, the external 
excitation stimulus was an applied voltage. After the excitation, there was evidence that 
the traps had entered an alternate configuration of some sort (whether it be a different 
type of defect altogether or merely a different state of the existing defect is unclear).  
 
Metastable states in GaAs are nothing new; some traps, such as the metastable EL2 
[Dueñas, 1990] and M4 [Tokuda, 2000] defects have been very well studied over the 
past decades [Vincent, 1978]. The lack of DLTS signal above 200K would indicate that 
no M4 defects are present in this sample [Blood, 1984]. However, the activation energy 
of EL2 is quite high: 825meV [Martin, 1977] and is typically only detected at 
temperatures beyond what was explored here. Due to the concern that the quantum 
dots might be thermally fragile, I was hesitant to explore temperature regions well above 
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room temperature. However, EL2 exists in effectively all GaAs devices [Bourgoin, 
1997]; recent DLTS analysis has shown that EL2 defects exist in QD samples, 
agglomerating near the QD layer [Kaniewska, 2006 (1)].  
 
No definitive conclusions have been made in the literature about the EL2 level, but it is 
believed to be at least partly the result of an As antisite. The photoquenching effect that 
is the symptom of its metastability has been attributed to a complex process in which an 
As antisite (AsGa) and As vacancy (VAs) are paired and the cause of the metastable nature 
of the trap while a coupled Ga antisite (GaAs) controls the change between the two 
states [Kabiraj, 2005]. It is clear therefore that GaAs is capable of exhibiting metastable 
traps but that the cause of this metastability may be quite complex. As with the 
observations in this work, the “normal” state of EL2 can be restored by heating the 
sample to room temperatures. This effect, known as photorecovery, can also be effected 
by subjecting the sample to further excitation; this process is much quicker at higher 
sample temperatures [Kabiraj, 2009]. 
 
It is also worth noting that metastable defects have been shown to have an effect on the 
charge levels within a sample [Levinson, 1983]. This could be significant in the case of 
the samples I am examining here. Although the CV analysis indicates that the 
metastable effect seems to be spatially limited to the GaAs buffer and capping layers, it 
clearly has an effect on the emission process of the quantum dot intrinsic levels. A 
build-up of charge within the GaAs levels could potentially act as a screen, affecting the 
emission rates from the dots. Metastable effects in GaAs can slow down the 
recombination of excitons, resulting in a slower photolumiscence response when 
stimulated [Krivolapchuk, 1998]. Furthermore, this transition to the metastable state can 
result in quenching of the capacitance signal as well [Bourgoin, 1997], shifting the 
steady-state capacitance of the signal to a higher value as carriers are captured into the 
metastable state. The slower recombination of excitons previously mentioned might 
indicate a greater charge persistence in this metastable state which could therefore act as 
a screen as I have described. 
 
5.4.4: Comparison of Theoretical Alternatives 
For the moment, these potential origins remain speculative. Further investigation, 
through spectroscopic and micrographic means would be required in order to confirm 
or deny these hypotheses. What is certain is that there is a spatially and electrically 
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localised effect which causes a shift in the emission rates of captured carriers. This is 
most likely a defect of some sort and probably one in the GaAs buffer and cap layers, 
implying a bulk GaAs defect; this is indicated by the effect to the lowest-reverse-bias 
range of the CV characterisation. 
 
In the theories discussed in the previous sections, a model based on a defect trap was 
proposed; either one with a stable and a metastable state, two trap types coexisting or 
the spontaneous creation of a new trap that was not previously present in the scans. 
 
What is unusual is that there is no significant change to the DLTS spectra between 
160K and 300K. The only DLTS peak present, either before or after pre-biasing was the 
so-called HT peak which I have speculated is a minority-carrier trap, HL7. Only a 
negligible change to the position and amplitude of this peak is present, which would 
imply that this trap does not change state as described for typical GaAs metastable 
defects above. The most likely explanation is that the effect is caused by a trap with a 
very high activation energy, i.e. one whose DLTS signature only appears at higher than 
room temperatures. Given my reluctance to subject the samples to extremes of heat, 
any traps existing in this range have not been directly observed. 
 
One such example is the well-known EL2 defect, present in essentially all samples of 
GaAs [Bourgoin, 1997]. This defect is thought to be caused by an As antisite, possibly 
in conjunction with additional lattice disruptions [Kabiraj, 2005]. More importantly to 
this discussion, however, is its well-known metastable nature. EL2 can be photoexcited 
by electrons possessing energies below the bandgap of GaAs into a metastable state. In 
this state photoquenching and capacitance quenching occur; the normal state is only 
restored by heating the sample or further photoexcitation. 
 
This effect is similar in many ways to what is being observed in Vn1533, what I have 
dubbed the metastable memory effect. In this case, electronic excitation (via a sustained 
pre-bias) causing a semi-permanent shift to the emission properties from the quantum 
dot levels. The normal state can only be reintroduced by thermal annealing at near room 
temperatures (a similar range of temperatures as those which restore the original state in 
EL2 as well as other known metastable defects such as M3 and M4 [Soltanovich, 2003]). 
 
Therefore, it seems quite likely that a defect, be it EL2 or another as-yet unobserved 
defect, exists in this sample which has both a stable and a metastable state. The other 
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alternatives proposed are much less likely. While the creation of a novel defect as a 
result of a redistribution of strain is possible, there is no direct evidence to support such 
a process occurring. Further, while metastable effects have previously been attributed to 
a localised current causing the creation of new defects [Dózsa, 2005], the current density 
in this sample is sufficiently low that such a mechanism seems improbable. 
 
Regarding the possibility of multiple, closely-spaced defects, this too seems to be much 
less likely than a single defect with multiple states. The greatest advantage of Laplace 
DLTS is in its ability to resolve closely-spaced emission processes. If multiple traps 
existed, I would expect a secondary peak to exist at some point on the scan. 
 
Therefore, I believe that the metastable memory effect can be attributed to a defect 
present in the GaAs layers which has two states: one stable and the other metastable. 
The interaction with the quantum dot emission is not fully understood, however it is 
conceivable that a build-up of charge could effect the tunnelling emission from the dots, 
which is the primary emission mechanism for this sample at low temperatures (as 
discussed repeatedly in chapter 4). As a larger number of defects are switched to the 
metastable state and as this change occurs at deeper levels in the sample, this could 
inhibit tunnelling emission to a greater and greater degree. 
 
5.5: Summary 
In this chapter, I discussed observations of an effect I have dubbed the “metastable 
memory effect”. This effect manifests as a marked shift in the emission properties of 
the electronic structures. This shift is witnessed primarily in the Vn1533 sample, which 
is the focus of the experiments described here. The effect is rapid in its onset, yet 
persists until the sample is warmed up to room temperature. It is dependent on the bias 
applied, showing a much greater magnitude of change at higher biases. It is also 
temperature-dependent, failing to occur at room temperature and displaying a bigger 
change to the emission properties at lower temperatures than moderate ones. 
 
Aspects of the metastable memory effect can be witnessed through CV and carrier 
concentration profiles (the latter being derived from the former), DLTS and Laplace 
DLTS measurements. It appears to be spatially isolated within the GaAs layers, both the 
buffer and capping layers. Further, the manifestation is much greater at lower 
temperatures and higher reverse biases. These, coupled with my inability to reproduce 
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the effect reliably within the Vn1450 samples, leads me to conclude that it primarily 
affects the tunnelling emission from the dots. 
 
Although this effect is replicable and consistent, there are some peculiarities. 
Specifically, while it generally reduces the amplitude of the emission in DLTS scans, in 
the specific case of low-temperature, high-field, low-rate-window scans, the emission 
amplitude is actually increased. Also contradictory is the difference in the observations 
between the DLTS and LDLTS measurements. Whereas the LDLTS measurements 
show a significant change to the emission rate and a minimal change to the amplitude, 
the DLTS measurements show the reverse. This is an unusual effect and will require 
greater analysis to determine whether this is merely an effect of the mathematics used or 
a quantifiable result of the specific origin of the metastable memory effect. 
 
It appears that the effect is spatially limited to the GaAs capping and buffer layers and I 
have hypothesised that it stems from some form of structural defect such as a vacancy, 
antisite or multiple-defect complex. To explain this, I proposed several models, the 
most likely of which is the idea of a defect with a stable and metastable state. In this 
case, I have suggested that while the defect exists in the GaAs layers, it has a 
“screening” effect on the emission from the dots, most probably through a change in 
the accumulation of charge in the metastable state.  
 
Such an explanation is consistent with previous observations of bulk GaAs in which a 
series of metastable defects have been observed, most commonly EL2, though M3, M4 
and a few other defects have also been examined. Though I cannot conclusively tie the 
effect I have observed to any particular defect, the effects attributed to the metastable 
nature of EL2 are a good model for the observations here. The similarity in thermal 
annealing as a mechanism to return the defect to its normal state, the accumulation of 
excited carriers in the metastable state and the build-up of charge in that state all closely 
mirror the effects I have observed in Vn1533. 
 
In conclusion, a novel and unusual effect has been detected and analysed in this chapter 
which causes a semi-permanent but reversible effect. I have sought to probe the nature 
of this defect and have proffered theories regarding its origin and nature. These theories 
should be considered speculative and will require additional electrical and micrographic 
experiments to investigate fully. 
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Chapter 6 - Conclusion 
6.1: General Overview 
The unique properties of quantum dots (QDs) make them a very interesting topic of 
research. Quantum confinement, a highly ordered energy structure which can be 
controlled by the applied bias and highly efficient radiative processes: these 
characteristics make QDs fascinating both from a scientific standpoint, as well as a 
commercial one. Indeed, laser diodes using QDs as the active medium are currently in 
production and have enabled semiconductor blue lasers to be commercially viable. 
 
However, there are limitations inherent in quantum dots which must be overcome in 
order to harness their intriguing abilities to greater extents. The limitations largely stem 
from the growth of the dots. QDs are generally grown via the Stranski-Krastanov (SK) 
growth method; dots grown via this method are known as self-assembled quantum dots 
(SAQDs). While SK growth gives a very simple growth path, allowing for easy creation 
of QD samples, it is an inherently non-uniform process. Great work has been done to 
make the size and shape of the dots grown via the SK method more consistent, 
however it seems that there will always be a degree of randomness which simply cannot 
be overcome. Since the size and shape of the dots affects their specific properties, this 
makes analysis and modelling more difficult. 
 
The analysis itself can come in many forms. Though photoluminescence has been used 
to determine some of the energetic and radiative properties, much more detailed 
information about the charge transfer processes has been gained through the careful use 
of capacitive techniques, specifically capacitance-voltage (CV) analysis and deep level 
transient spectroscopy (DLTS, both conventional and Laplace-transform). Typically 
achieved by fabricating samples into a Schottky diode and using an applied bias to 
modulate the width of the depletion region, these techniques give the experimenter 
invaluable insight into the nature of the carrier capture and release. The same techniques 
can also provide information on any traps that are present within the sample. However, 
it is clear that for an unambiguous conclusion to be reached, it is important that the dots 
being studied are of a uniform configuration. 
 
In order to overcome the limitations in the SK growth mode, many researchers, 
including myself, have attempted to move beyond SAQDs into dots formed by a 
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directed growth process. One of the most promising candidates for this is focused ion 
beam (FIB) technology.  By modifying the surface topology of the substrate, it is 
possible to initiate growth at specific locations. Further, preliminary results have shown 
that the dots formed thusly will exhibit a much higher size and shape consistency. Once 
such a technique has been perfected, it will then be possible to create an array of known 
density composed of QDs of a more narrow range of sizes and shapes. This will enable 
much greater detail in the characterisation of such samples. 
 
In addition to the formation of a more consistent array, it is important that the actual 
properties of the QDs be probed, both to confirm existing phenomenon, but also to 
identify any new and unusual characteristics intrinsic to either the dots themselves, or 
the layers surrounding the dot plane. Gaining greater insight into the working of these 
samples, as well as to the dots’ interactions with the bulk materials in which they are 
contained, will allow a higher degree of precision when fabricating QD-based devices.  
 
Given that carriers can be emitted from the dots via thermionic emission, tunnelling, or 
a combination of the two, understanding the effect of changing the applied bias on the 
emission mechanism can give us a clearer picture of the true nature of quantum dots. 
Additionally, the interaction with defects present in the bulk layer is of key importance 
to the holistic view of QD devices. Finally, given the metastable effects present in many 
systems, it is important to examine QD interactions in such cases as a factor of applied 
voltage during cooling or at cryogenic temperatures. 
 
The ultimate goal is to refine our “big-picture” view of quantum dots. Creating an array 
of known size and density is merely one step towards achieving that ideal, as is the 
evaluation of the quantum dots as part of a larger system. Through these methods it is 
hoped that these unique and fascinating structures will reveal scientific and commercial 
discoveries well beyond what is currently possible. 
 
6.2: Results and Discussion 
In my experiments, I investigated a number of different avenues in an attempt to 
achieve the goals stated above. Although I was unsuccessful in some of these attempts, 
I did observe several strange and interesting effects, as well as a number of promising 
leads towards future research. 
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6.2.1: FIB Fabrication 
My FIB fabrication experiments focused exclusively on Si substrates for Ge growth. 
Through careful tuning of the ion beam, I was able to create very shallow pits in the 
substrate with diameters as low as ~20-25nm. This size is viable for dots exhibiting 
quantum confinement. I developed a process for testing the depth calibration of the 
samples and automated the pattern creation process. The creation of the pits was 
confirmed through AFM spectroscopy. However, after MBE growth, no readily visible 
dot pattern emerged in the manner that was intended. Although a small degree of 
alignment was observed within the arrays of pits, the growth was dominated by much 
larger islands in the areas between the grids. In some instances, no ordered growth was 
observed whatsoever. 
 
Unfortunately, not only was this process unsuccessful in this instance, but the reason 
for its failing was not immediately obvious. It is possible that the ion beam did not fully 
penetrate the sacrificial oxide layer, or that the cleaning or heating processes annealed 
the substrate enough to once more create a smooth surface. No further investigations 
were performed on these samples. Although my particular attempts were unsuccessful 
in the end, I do feel that this technique has merit. Previous works performed elsewhere 
have shown a high degree of alignment and size control using this method and I believe 
that it was a local or transient error that caused the failure and is not endemic to the 
technique in general. 
 
6.2.2: General CV and DLTS Results 
The CV and DLTS analysis of two GaAs/InAs samples, grown by MBE at the 
University of Sheffield yielded several intriguing results. 
 
The CV analysis of the two samples supported the theorem that the second peak which 
appears in the apparent carrier accumulation profile is indicative of electrons which are 
frozen out from thermal emission and emitted solely via tunnelling emission at higher 
reverse biases. By examining the two samples in comparison (where one was more 
highly doped than the other), it was clear that the separation between the main 
accumulation peak and the secondary peak became much smaller for the more highly-
doped sample and appeared at a higher temperature. Since the field would be stronger at 
the same bias for this sample, tunnelling would become a significant–even dominant–
emission mechanism at higher temperatures and lower biases. 
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Beyond this, the DLTS analyses yielded a very interesting temperature dependence, 
especially for the Vn1450 sample. Specifically, the magnitude of the signal was highly 
dependent on the reverse bias applied. Indeed, the signal could only be detected for a 
very narrow window of biases. The cause for this is not clearly known, as I would 
expect a detectable emission at higher reverse biases as well. 
 
In general, the samples showed a very clear negative-value signal at moderate to high 
temperature ranges (~200-275K for Vn1450 and ~175-200K for Vn1533). Although 
the detection temperature was different for the two samples, the activation energy 
determined from standard Arrhenius analysis was reasonably consistent and seemed to 
indicate the HL7 hole trap, known to exist in MBE-grown GaAs. While minority-carrier 
traps have previously been detected using DLTS analysis, it is as yet unclear how such 
traps would capture holes in an n-type device, a question which warrants further 
investigation and analysis. 
 
In addition the trap discussed above, a low-temperature peak was observed in both 
samples, though with marked differences between the two. In Vn1450, it presented as a 
very clearly defined peak under conventional DLTS and a series of ill-defined peaks 
using Laplace-transform DLTS, which could not easily be trusted as a true 
representation of the actual emission spectra and are instead believed to be 
mathematical artefacts from the LDLTS algorithms. In Vn1533, conventional DLTS 
showed a much wider and more poorly-defined low-temperature peak (the result of a 
higher tunnelling rate which manifests in DLTS spectra as a constant horizontal offset), 
but LDLTS revealed a single highly dominant emission rate. 
 
In the analysis of these two samples, I believe that–as others have proposed–the lower 
temperature peak, which has an activation energy of 39-45meV represents the inter-
band energy level separating the s and p-shells of the quantum dot and that the emission 
process is a thermal activation to the p-shell followed by a fast tunnelling process to the 
band. The values I have determined are in good alignment with those found in the 
literature for this process. 
 
A comparison of the two yielded the results that one would largely expect. The more 
highly doped sample exhibited the symptoms of a greater tunnelling rate: a constant 
background emission process that is independent of temperature but highly dependent 
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on the applied bias. The emission process was determined as being attributable to a 
thermionic excitation and fast tunnelling to the band. The most puzzling aspect, 
however, was the inverted temperature dependence of the emission rate at higher 
reverse biases, discussed below. 
 
6.2.3: Inverted Temperature Dependence of Emissions 
In Vn1533 (the more highly doped sample), a very strange effect was observed, one 
with no real precedence in the literature. The effect was an inverted temperature 
dependence of the emission rate. Since thermionic emission occurs at greater rates as 
the temperature is increased and tunnelling is wholly independent of the temperature, 
emission rates will increase as the temperature of the sample is elevated. In the Vn1533 
sample, however, under higher fields and at the lowest temperatures, the opposite 
occurred: the highest emission rates occurred at the lowest temperatures. This effect 
was enhanced as the reverse bias was increased: at Vr=-3.5V, the sample behaved as 
normal whereas at Vr=-5.0V the emission was almost entirely inverted. At Vr=-4.0V and 
-4.5V, the emission was either nearly flat or inverted at the lower temperatures and not 
inverted at the higher temperatures. At 135K, the emission rate was equal for each 
reverse bias level. Conventional DLTS analysis also exhibited this effect: at higher 
reverse bias, the faster emission rate windows had peaks at lower temperatures. 
 
I presented a number of different hypotheses to explain this highly uncharacteristic 
behaviour. The most likely of these is a combination of thermally-assisted tunnelling 
and the two-stage capture model. Thermally-assisted tunnelling is an effect in which the 
apparent activation energy is lowered (beyond what the Poole-Frenkel effect could 
account for) under high fields. The two-stage capture model, described for non-QD 
defects, can be approximated for the energy levels of the QD.  
 
In this model, the carriers are captured to the upper level first and then de-excited to the 
ground state. Since the upper ranges of the p-shell are likely to be very near the band 
edge, the tunnelling barrier would be quite narrow and the thermal activation energy 
very low. As the temperature increased, the thermal emission rate would increase such 
that it was too rapid to be readily measured by the DLTS process. Combined with the 
rapid tunnelling which would be increased by the thermally activated tunnelling effect, it 
is plausible that an increasing number of electrons would be immediately re-emitted to the 
band upon capture to the p-shell. Since this process would be very rapid, it would be 
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essentially invisible to the DLTS measurements. This would result in a reduction to the 
apparent emission rate, as measured by DLTS, an effect which would be exaggerated 
with increasing temperature.  
 
This conclusion is speculative, however it would explain the inverted temperature rates 
and the increase of the effect at higher biases. The observation of this effect is certainly 
indicative of a very interesting electronic process, the origins of which cannot at this 
time be conclusively proven but which warrants more attention. 
 
6.2.4: Metastable Memory Effect 
Many materials, including GaAs, exhibit metastable effects. In these cases, the charge 
state of the device can be affected by an external impulse which moves the system into 
the so-called metastable state. In this state, the energy configuration is stable, but differs 
in some way from the “normal” stable state. 
 
In Vn1533, I observed a strong metastable effect which appears (from the CV and 
apparent carrier profiles) to be limited to the GaAs bulk layers. The effect, however, has 
a profound impact on the emission from the dots. Specifically, after the application of a 
large reverse bias at cryogenic temperatures, the emission process is slowed down 
dramatically. This slower emission is replicated for all future measurements and the 
“normal” rate can only be restored by heating the sample to room temperature. 
 
To explain this observation, I have proposed four different potential causes. The 
hypothesis I consider to be the most probable is the existence of a state such as the 
well-known yet incompletely understood EL2 which has a stable and a metastable state. 
I believe that in the metastable state, there is some form of charge accumulation or 
other energetic disruption which acts as a tunnelling barrier and inhibits the emission of 
the captured electrons. Again, this is a speculation and will require further examination 
to conclusively prove, but the clear evidence of metastable behaviour closely mimics the 
actions of defects like EL2, so I feel the analysis is justified.  
 
6.3: Future Direction 
The work I have detailed here is wide-ranging, yet in many cases fails to fully explain the 
observed data. I have identified a number of unusual and often unprecedented 
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phenomena in these samples and have tried to explain them using the current theories 
and the evidence I was able to gather. However, it is clear that there remains a great deal 
of exploration to fully understand the precise nature of the processes at work. 
 
Two major mysteries are specifically warranting of further study. The first is the 
inverted temperature dependence of the emission rates from Vn1533 under high bias. It 
has always been taken as a given that the emission rate stays constant (for tunnelling 
emission) or increases (for thermionic emission or a combination of thermionic and 
tunnelling). Therefore, it is clearly an unusual phenomenon to witness the opposite 
occurring. However, the repeatability of this phenomenon and the consistency of the 
trends of the emission rates indicates that there is indeed a specific effect which 
underlies these results. By growing additional samples under identical conditions but 
with different doping levels, the exact nature of this effect and its relation to the field 
present at the dot layer can be examined more fully. Continuing systemic approaches to 
try and separate the tunnelling emission from the thermionic, as well as methods for 
precisely identifying the energy levels of the p shell would further clarify the 
phenomenon.  
 
Similarly, the metastable memory effect appears to have its origins in the GaAs layers 
(both capping and buffer). There is an interesting paradox here, as the effect is observed 
in LDLTS analysis as impacting the emission from the QD levels. This interaction 
deserves greater inspection to determine the exact cause of the slowing of emission 
from the dots. 
 
Further, the actual mechanism of the metastability itself needs more scrutiny. Although 
several defects, notably EL2 and M3/M4 are commonly found in GaAs and exhibit 
metastability, the exact origin of the effect in Vn1533 is not known. Careful scans, so as 
to not damage the sample would hopefully be able to confirm the presence of these 
traps and would rule out competing mechanisms capable of causing such an effect. If 
samples could be grown that were identical except for different quantities of these traps, 
it would be possible to derive the exact link between these traps and the metastability I 
have observed. 
 
In this work, I have demonstrated a number of phenomena with implications on the use 
of quantum dots in research and commercial areas. Although I have explored them to 
the best of my ability, there remains a great deal of work to do to optimise the QD 
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samples. Through the use of FIB patterning, one would be able to more closely identify 
the exact nature of the quantum dot emission and capture processes as a function of the 
size, shape and density. Through the careful analysis of these GaAs/InAs and similar 
samples, it should be possible to further clarify the origins and implications of the 
effects I have described and to better understand the electronic workings of these 
unique and fascinating nanostructures.
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Appendix A: List of Symbols and Constants 
Symbol Description Base Unit 
A Area m2 
C Capacitance F 
Ea Activation energy eV 
Ec Conduction band energy eV 
Eg Bandgap energy eV 
en Emission rate (general) s
-1 
Ep Phonon energy eV 
et Emission rate (tunnelling) s
-1 
Et Tunnelling barrier height eV 
Ev Valence Band Energy eV 
Ex Excitonic binding energy eV 
F Electric field V/cm 
g Degeneracy constant - 
H Layer thickness ML 
Ks Dielectric constant - 
L Length m 
LD Debye length m  
m* Effective mass - 
MC Conduction band minima - 
n Electron density m-3 
ND Donor impurity atom density cm
-3 
p Hole density m-3 
Q Charge C 
R Reflectivity - 
V Voltage (typically applied voltage) V 
Vbi Built-in voltage V 
Vp Pulse Bias (for DLTS measurements) V 
Vr Reverse Bias V 
vth Thermal velocity m/s 
χ Electron affinity kJ/mol 
ε Lattice mismatch - 
εs Semiconductor permittivity F/cm 
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θ Angle Deg or rad 
ν Frequency Hz 
νth Thermal velocity m/s 
σ Capture cross-section m2 
τ Time constant s 
 
 
 
Constant Description Unit and Value 
h Planck’s constant 6.6256x10–34 J·s 
4.1356x10-15 eV·s 
ħ Reduced Planck’s constant 6.582x10-16 eV·S 
k Botlzmann constant 1.38965x10-23J/K 
8.617x10-5eV/K 
q Electronic charge 1.60217646 × 10-19 C 
ε0 Permittivity of free space 8.854x10
-14F/cm 
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Appendix B: Glossary 
Term Brief Description 
Activation energy The difference in energy between an electron and the 
conduction band or a hole and the valence band. The carrier 
must absorb this energy to be emitted. 
Amorphous Non-crystalline 
Annealing Heat treatment. This often can repair crystalline lattices 
mend minor damage. 
Bandgap The difference in energy level between the valence and 
conduction bands of a semiconductor. 
Carrier An elementary particle capable of carrying charge, generally 
an electron, hole or exciton. 
Conduction band The band of energy states at which an electron can freely 
move between atoms. 
Coulomb blockade The effect observed in a tunnel junction where one electron 
tunnelling across the barrier creates an increase in the 
voltage of the opposite electrode, preventing a second 
electron from tunnelling across. 
Degrees of freedom The number of directions in which an object of capable of 
moving. E.g., an item with two degrees of freedom can 
move anywhere within a confined plane; an object with one 
can move anywhere within a confined line. 
Doping Atoms introduced into a semiconductor crystal which 
provide carriers for electronic conduction. 
Etching The process of using chemicals to remove a substance from 
a given sample. For example, can remove the top layer of 
semiconductor material from a device. 
Ex situ Performed outside of a specified environment. For example, 
an ex situ cleaning involves removing a device from the 
preparation chamber to clean it. 
Exciton A hole and an electron the are bound together. 
Fermi level A representation of the energy level of a semiconductor 
crystal. This is the level at which an electron at 0K would be 
added. 
Flash memory Solid-state memory, generally based on floating gates or 
semiconductor gates. Generally used in digital cameras, 
computers, etc. 
Floating gate A gate on a semiconductor device (e.g. a transistor) which is 
electrically isolated from the rest of the device. 
Gaussian Any data spread which follows a Gaussian (i.e. normal) 
distribution function. 
Heterojunction The device formed by the joining of two materials, e.g. Si 
and SiGe.  
Heterostructure A device in which to disparate materials come into contact 
with one another. 
Hole A positive-charge carrier. Can be seen as an absence of an 
electron  which can propagate through a semiconductor. 
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In situ An action performed without removing the samples from its 
experimental environment. For example, an in situ heat 
treatment would be performed without removing the sample 
from the experimental setup used for the immediately-
preceding step (e.g. growth, etc.). 
Isothermal Measurements performed at a single, non-changing 
temperature. 
Metastable A state that is stable only under specific conditions (thermal, 
electrical, magnetic, etc.). 
Milling The boring away (or drilling away) of one material through 
physical means. 
Monochromatic Light of a single frequency (and thus a single colour for light 
in the visible spectrum). 
Monolayer A single layer of atoms in a crystal. 
Nanoribbon A semiconductor structure of finite width, semi-infinite 
length and nanoscale thinness. For example, a length of 
graphene ribbon. 
Nanoscale Generally considered to be devices with feature sizes of 
100nm (10-7m) or less. 
Ohmic contact A contact to a semiconductor device which displays 
negligible resistance. 
Orbitals The area of space in which an electron exists in an atom, as 
defined by quantum theory. 
Photoluminescence The act of giving off energy in the form of light (photons). 
Pitch The distance in a repeating pattern between the centres of 
two adjacent units. 
Quantisation/Quantised The property of electrons which limits them to having on a 
finite set of energy levels, rather than a full spectrum of 
potential energies. 
Quantum Cellular 
Automata 
An alternate computing device, comprised of electrically 
coupled cells in which carriers can be made to tunnel from 
one cell to its neighbour under applied stimuli. 
Quantum dot A 3D form of one semiconductor material, embedded within 
another, that displays confinement of carriers in 3D (i.e. zero 
degrees of freedom). 
Quantum well A layer of semiconductor material embedded within another 
which displays quantum confinement of carriers to a plane 
(i.e. two degrees of freedom) 
Quantum wire A semi conductor structure of nanoscale width and depth 
and semi-infinite length. 
Radiative An atomic structure which gives emits light or other 
radiation in response to an external stimulus such as 
electrical excitation. 
RCA Cleaning A standard wet chemical cleaning procedure for 
semiconductor samples, invented by the RCA corporation. 
Schottky barrier A metal-semiconductor contact which creates a depletion 
region and charge barrier, hindering the movement of 
carriers between the contact and the semiconductor. 
Schottky diode A diode made of a Schottky barrier, the semiconductor 
material and an ohmic contact.  
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Step-bunched A crystal structure cut at an angle different than the 
crystallographic, so that the profile of the surface forms a 
series of steps. A specific form of vicinal surfaces. 
Stokes shift The shift in band maximum positions between the 
absorption and emission processes of a single electronic 
transition. 
Trap A structural or atomic impurity in a semiconductor which 
can confine an electron or a carrier. 
Tunnelling emission The process by which an electron can escape from a 
confining structure despite passing through a “forbidden” 
energy state. A result of quantum potential for which there 
exists an equal probability of the electron existing outside the 
structure as within. 
Valence Band The band of energy levels of electrons bound to an atom in 
its outermost shell. 
Vicinal A crystal structure that is mis-cut from the major 
crystallographic axes such that a series of surface patterns are 
formed, rather than a perfectly flat plane. 
Wetting layer A very thin (several monolayers only) layer of uniform 
growth of one material formed on a different substrate. 
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Appendix C: Acronyms  
Acronym Full Term 
ADC Analogue-to-Digital Converter 
BJT Bipolar Junction Transistor 
CBE Chemical Beam Epitaxy 
CV Capacitance-Voltage profiling 
CVD Chemical Vapour Deposition 
DLTS Deep-Level Transient Spectroscopy 
DRAM Dynamic Random Access Memory 
FIB Focussed Ion Beam 
FM Frank van de Merve (growth mode) 
GI Growth Interruption 
IV Current-Voltage profiling 
LASER Light Amplification by Stimulated Emission of Radiation 
LDLTS Laplace-transform Deep-Level Transient Spectroscopy 
LED Light-Emitting Diode 
MBE Molecular Beam Epitaxy 
MESFET Metal-Semiconductor Field Effect Transistor 
ML Monolayer 
MOCVD Metal Organic Chemical Vapour Deposition 
MOS Metal-Oxide-Semiconductor 
MOSFET Metal-Oxide-Semiconductor Field Effect Transistor 
PL Photoluminescence 
QCA Quantum Cellular Automata 
QD Quantum Dot 
QDM Quantum Dot Molecule 
QW Quantum Well 
RAM Random Access Memory 
RHEED Refractive High-Energy Electron Diffraction 
SAQD Self-Assembled Quantum Dot 
SEM Scanning Electron Microscope 
SIMS Secondary Ion Mass Spectroscopy 
SK Growth Stranski-Krastanov (growth mode) 
SNR Signal-to-Noise Ratio 
TEM Transmission Electron Microscopy 
VW Volmer-Weber (growth mode) 
 
