Manifold Learning for Organizing Unstructured Sets of Process
  Observations by Dietrich, Felix et al.
Manifold Learning for Organizing Unstructured Sets of Process Observations
Felix Dietrich,1 Mahdi Kooshkbaghi,2 Erik M. Bollt,3 and Ioannis G. Kevrekidis1, ∗
1Department of Chemical and Biomolecular Engineering,
and Department of Applied Mathematics and Statistics,
Johns Hopkins University, Baltimore, MD 21218, USA
2Program in Applied and Computational Mathematics,
Princeton University, Princeton, NJ 08544, USA
3Department of Mathematics, and Department of Electrical and Computer Engineering,
Clarkson Center for Complex Systems Science, Clarkson University, Potsdam, NY 13699-5815, USA
Data mining is routinely used to organize ensembles of short temporal observations so as to re-
construct useful, low-dimensional realizations of an underlying dynamical system. In this paper, we
use manifold learning to organize unstructured ensembles of observations (“trials”) of a system’s
response surface. We have no control over where every trial starts; and during each trial operating
conditions are varied by turning “agnostic” knobs, which change system parameters in a systematic
but unknown way. As one (or more) knobs “turn” we record (possibly partial) observations of the
system response. We demonstrate how such partial and disorganized observation ensembles can
be integrated into coherent response surfaces whose dimension and parametrization can be system-
atically recovered in a data-driven fashion. The approach can be justified through the Whitney
and Takens embedding theorems, allowing reconstruction of manifolds/attractors through different
types of observations. We demonstrate our approach by organizing unstructured observations of
response surfaces, including the reconstruction of a cusp bifurcation surface for Hydrogen combus-
tion in a Continuous Stirred Tank Reactor. Finally, we demonstrate how this observation-based
reconstruction naturally leads to informative transport maps between input parameter space and
output/state variable spaces.
I. INTRODUCTION
When an accurate mathematical model of a dynam-
ical system is available, one can systematically observe
the dependence of its response (its long-term dynamics,
for example its steady states) on its parameters by com-
puting the system bifurcation diagram/response surface
through established numerical continuation and bifurca-
tion packages like AUTO [1, 2] or MATCONT [3]. One
starts from a well defined initial point on the response
surface, (e.g. a steady state at a particular set of parame-
ter settings) and then builds the surface by systematically
moving on it. This exploration typically involves varying
one parameter at a time (i.e. following one-dimensional
curves on this surface, performing “one-parameter con-
tinuation”). It is also possible to explore the response
surface through simplicial continuation, systematically
varying two (and possibly even more) parameters at a
time. At every new point of a simplex the algorithms
return the steady state values of each and every model
variable.
In contrast to this “complete control, full knowledge”
scenario, we want to explore a scenario closer to what
an experimentalist might observe when exploring a new,
unknown or only partially understood system. We may
not be able to measure all components of the system
state; during each “trial” (each sequence of experiments)
we can vary experimental “knobs” that systematically
∗ yannisk@jhu.edu
change conditions, but in a way unknown to us; and fi-
nally, the location of the starting point of each trial in
parameter and state space may also be unknown (e.g. set
by uncontrolled environmental conditions).
In this paper we will show that data mining the (par-
tial) observations of the system response in such an un-
controlled (unstructured, agnostic) setting through man-
ifold learning techniques like Diffusion Maps [4], can fa-
cilitate the construction of a meaningful realization of
the correct response surface. This can subsequently be
exploited to classify, analyze and even predict the system
response to variations of our experimental “knobs”.
An instructive caricature of the procedure is illustrated
in Fig. 1, in the form of the well-known cusp surface
0 = µ+λx−x3 where a single state variable x is depicted
in relation to the two parameters (λ, µ). If information
about (λ, µ, x) in Fig. 1 at every point (or a fine enough
grid of points) on the surface is available, it is straightfor-
ward to analyze and visualize the entire two-dimensional
surface in three dimensions. A typical numerical compu-
tation would fix the value of all but one of the parameters.
Here, we fix λ along, say, the blue or the green curve, then
continue the solution in the parameter µ along (yellow)
one-parameter segments on these curves. In this context,
direct observation of the surface would involve recording
of x, µ and λ triplets throughout the surface. The sur-
face is the graph of the function µ = µ(x, λ) := x3 − λx,
and manifold learning techniques such as Diffusion Maps
can easily parametrize it, as we describe below.
In our more agnostic version of the exploration sce-
nario, an experimenter cannot measure the parameter
settings (λ, µ) of the system, but is able to affect them
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2through a single “knob” that changes them, and through
them changes the location of the state x (Fig. 1). Assume
that the initial position of each trial, (marked as “1”) in
the figure inset, is determined randomly by the environ-
ment, also without the knowledge of the experimenter.
After the trial is initialized, for each shown angle 1−5 of
the knob, a corresponding point on the surface is visited,
and the state value x is recorded along the green curve
segment depicted. For simplicity, one can consider, as we
do here, that turning the knob at a constant rate moves
the point visited at constant speed along the response
surface; note that the approach does not rely on this
particular assumption. Repeating this tabulation with a
large number of experiments from randomly distributed
initial trials will result in a collection of recordings of
five consecutive values of x (see Fig. (2), center) without
knowing the corresponding λ, µ values.
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FIG. 1. The cusp surface embedded in parameters and state
space R2 × R. The blue and green curves are observed at
two constant λ values. Yellow and orange arrows indicate
short observation segments for each of the two typical one-
parameter continuation directions along the surface. For µ
and λ values located between the two red “fold” lines, the
system exhibits hysteresis. The inset, with the green curve
and the “knob” illustrates our scenario in which only condi-
tions along short curves on the surface can be visited in a
systematic but agnostic manner.
First, we demonstrate how such partial and disorga-
nized observations of a response surface can be integrated
in a coherent surface whose topology (the right ordering
of the trials) and parametrization can be systematically
recovered in a data-driven fashion. Second, we extend the
approach to different types of bifurcation observations
(not just one-parameter continuation), and demonstrate
it in a more applied scenario with a Continuous Stirred
Tank Reaction (CSTR) combustion problem. Finally, we
demonstrate how this observation-based reconstruction
naturally leads to the construction of transport maps be-
tween the input (parameter space) and the output (state
variable space) of the system or model.
Figure 2 illustrates the ensemble of several short, disor-
ganized, possibly partial observation sequences one might
obtain from a set of trials that densely sample the surface.
Reconstructing the entire bifurcation surface from such a
set connects with ongoing research in data driven identifi-
cation of dynamical systems from time-series, e.g. [5–7],
where reconstructing useful phase space realizations and
even dynamics from partial observations of time series
has a long history [8, 9].
II. RECONSTRUCTION FROM PROCESS
HISTORY
We first consider the case that λ is unknown but fixed
(here, the blue curve in Figure 1) and our observation
mode leads to a large, disorganized collection of points
in Rm, here m = 5 values of x along short segments of the
blue curve. The parameters λ and µ are not observed.
The central question becomes: To what extent can we
reconstruct the blue curve from these trial records? This
is where the embedding theorems by Whitney and Tak-
ens (see Appendix A) become relevant: we consider the
values of x along the curve as analogous to time-delayed
measurements along a temporal trajectory (where the an-
gle of our parameter knob plays here the role of time);
the blue curve is one-dimensional, so following Whitney’s
theorem five observations are sufficient (m > 2d, with
d = 1 the intrinsic and m the embedding dimension) to
reconstruct an embedding of it, even though we have no
direct observation of µ; µ is inferred only implicitly.
The number of delays necessary for an embedding in
Takens’ theorem depends on the dimension of the man-
ifold, which might not be known beforehand. Keeping
more delays results in an embedding in a Euclidean space
that is higher-dimensional than necessary. To reduce this
dimension, we use a non-linear manifold learning tech-
nique, Diffusion Maps (DMAP) [4]. Given N data points
D = {y1, ..., yN} in ambient Euclidean space E = Rm
close to a smooth manifoldM, we construct a graph be-
tween the points, where connectivity is based on a cutoff
Gaussian kernel similarity measure w.r.t. the Euclidean
distance in the ambient space E: For a given scale pa-
rameter  > 0, the similarity between two distinct points
yi and yj in E is defined through Kij = k(yi, yj) =
χ[0,δ](r)exp
(−r2/), where r := d(yi, yj) and χ[0,δ] is the
indicator function on [0, δ], δ > 0 such that the kernel
has compact support. Appropriate choices of the param-
eters  and δ depend on the data [4, 10]. The DMAP
algorithm is based on the convergence of the normalized
graph Laplacian on the data to the Laplace–Beltrami op-
erator on the manifold. If the data points D are not
sampled uniformly in M, the matrix K has to be nor-
malized by an estimation of the density, Pij =
∑N
i=1Kij ,
K˜ = P−αKP−α where α = 0 (no normalization, [11])
can be used in the case of uniform sampling, and α = 1
otherwise [4]. The kernel matrix K˜ is normalized by the
diagonal matrix D ∈ R(N×N), where Dii = ΣNj=1K˜ij for
i = 1, · · · , N . The non-linear parametrization (embed-
ding) of the manifold is then given by a certain number
L of eigenvectors of A = D−1K˜ ∈ RN×N , scaled by their
respective eigenvalue (and avoiding harmonics of previ-
3available data set:
disorganized collection of the trials
sampling on an unknown
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observation
FIG. 2. Observations of short trials from an unknown response surface (e.g., x coordinates of the five points along each of
the short lines, left) are available in a data set with no information about the global position of the lines (they are randomly
shuffled, center). Manifold learning will organize the data set (right) into a diffeomorphic copy of the original surface. The
paper explains and demonstrates that this approach can be employed for many different types of observations, as long as
sufficiently rich local observation process histories are available.
ous eigenvectors [12]). The new embedding dimension L
may be much smaller than the previous ambient space
dimension m, in which case DMAP achieves dimension-
ality reduction.
A. Reconstructing a curve
Indeed, using DMAP on the data set of vectors com-
prised of five consecutive x observations along the blue
curve in Fig. 1 uncovers the correct (one-dimensional)
topology (the right relative ordering of the trials) and
provides a consistent parametrization in terms of the
first nontrivial DMAP coordinate. Therefore, x can be
written as a function of the intrinsic variable φ1 (see
Fig. 3(a)).
(a) (b)
FIG. 3. Results from data mining forty trial observations
(each comprising five measurements) sampled along a single
S-shaped curve. Each trial is separated from the next by
0.5% of the total arclength. (a) Recording five x values per
segment; The plot shows the arclength s as a function of the
first nontrivial DMAP coordinate φ1, which is one-to-one with
the arclength. The average observation value for each segment
x¯ is also plotted. (b) Recording only five µ values per segment;
φ1 again provides a consistent parametrization of the curve,
even though µ is neither an injective function of φ1 nor of the
arclength.
Fig. 3(b) illustrates a more challenging scenario, in
which during a trial we only observe sequences of values
of µ (which is not one-to-one with the blue curve’s ar-
clength s). Still, sufficient (in the sense of Whitney) µ ob-
servations along each segment allow us to discover the in-
trinsic one-dimensionality, through the parametrization
via the leading diffusion map eigenvector φ1. Fig. 3(b)
confirms that φ1 is one-to-one with arclength; the S-
shape of the plot of the average of the µ values in each seg-
ment, µ¯, as a function of φ1 provides a data-driven way
to “discover” the system hysteresis, a key feature of the
cusp surface. One-parameter continuation can be per-
formed “to the left” or “to the right” of a given starting
point; so observing the values along a segment in reverse
order is also possible. One can take this and other sym-
metries into account during data mining by constructing
metrics that are invariant to them (e.g. [13]).
B. Reconstructing a relation
Our first example was “easy”, since an observable ex-
ists (here x) that is one-to-one with arclength along the
overall sampled curve. Consider now a more interesting,
multivalued relation between input and output, such as
the one shown in Fig. 4, where the projections to both
observable axes are multivalued. Here, we record ob-
servations of the two components (red and blue) shown
in Fig. 4 in terms of one-parameter arclength segments.
The space of observations containing sequences of only x
measurements along the curves, contains a diffeomorphic
copy of the two distinct components. Performing DMAP
computations with a compactly supported kernel reveals
these two disjoint sets since the Markov chain is reducible
[14, 15]. Separately parameterizing the red and blue com-
ponents reveals the topology of each component—one is
equivalent to a circle and the other to a line. Data mining
is thus capable of learning relations, and not just func-
tions, discovering various disconnected components, and
then providing a useful parameterization of each one of
them. We will show later in the paper that this can lead
to a meaningful transport map between inputs and out-
4FIG. 4. Multi-valued input-output (parameter-state) re-
lations, defined through 0 = µ2 − 2µx + x3 − 2x − 2 and
0 = (−µ− 3)2 − exp(−0.005(2− x)) + 0.5(3− x)2. For a sin-
gle value of the parameter µ up to three distinct states can
coexist. For the same state measurement up to four different
parameter values can be found. In this case we only record
three x values in each trial segment. The original data set is
colored by the first DMAP coordinate φ1. This reveals two
clusters with distinct values of φ1 = 0.01103,−0.03112. The
insets show DMAPS applied on each cluster separately: the
isola can be embedded using its first two DMAP eigenvectors
(χ1, χ2); the mushroom-like curve can be parameterized by
its first eigenvector ψ1. The remaining DMAP coordinates
(including ψ2) are harmonics of ψ1.
puts that circumvents the complicating multivaluedness.
C. Reconstructing a response surface
The third example involves the data mining of short
one-parameter segments varying in the µ direction, for a
range of randomly distributed λ values, sampled across
the entire surface. We only record x values; λ and µ
are not explicitly measured but rather implicitly inferred.
Fig. 5 shows that DMAPS will recover a useful embed-
ding of the entire two-dimensional response surface, one
that organizes the unstructured observations in the cor-
rect topology.
Picking a different bifurcation observation (e.g. per-
forming short one-parameter continuations in the λ di-
rection for random initial values of x) would also allow
us to reconstruct the surface (not shown); certainly the
dimension and the topology would be the same, even
though the observation process is different.
An illustration of a qualitatively different observa-
tion process, one that is not constrained along a one-
parameter path, is shown in Fig. 5(c). Now we observe
the response surfaces by selecting small patches around
randomly sampled initial points (see Fig. 6). Here, we
record statistics of µ values at points uniformly sampled
in disc-shaped patches in the (x, λ) space. By statis-
tics we mean the first five moments of the distribution;
other options are also possible (e.g. Principal Component
Analysis of histograms of µ values [16]). The correct
dimensionality and topology, and a useful parametriza-
tion of the surface are again recovered, and will indeed
be recovered for any sufficiently rich set of generic (alt.
prevalent) [9, 17] observables. This shows that we can
recover the dimension and topology, and construct a use-
ful geometry, of the response surface even in cases where
only a few quantities can be measured. Different recon-
structed surfaces, obtained, for example, from different
types of observation of the same underlying surface, can
be mapped to each other—we will return to this in the
conclusions.
Takens embeddings [9] using temporal observations of
the system state can be formulated in either discrete or
continuous time: one can either use values of the ob-
servable at a discrete number of time points, or use time
derivatives of the observable at a given time point as
the additional embedding dimensions. The analogous ob-
servables for response surfaces would be a state variable
measurement for a single parameter setting, and then
derivatives of the observable(s) with respect to the con-
tinuation parameter, or, alternatively, with respect to
the bifurcation curve arclength at that point. Indeed,
k-jet extensions [18] lift mappings to higher-dimensional
spaces by replacing the value of the mapping by its Tay-
lor series expansion of degree k. This can be viewed as
an approximation of using germs or, in our case, short
continuation segments to represent the map. Singular-
ity theory characterizes when the extensions have images
that are smooth manifolds.
D. A chemical reactor example
Having introduced our main idea, and demonstrated it
through illustrative examples (with some of the relevant
theory following in the Appendix), we now apply it in a
hydrogen combustion model setting using a CSTR.
The reactor is a simplified model for the study of com-
bustion dynamics, in which an extreme mixing assump-
tion leads to a homogeneous mixture of reactive ideal
gases. Due to the simplicity of the model, one can in-
vestigate the contribution of kinetics parameters on the
observed dynamics. The dependence of the reactor state,
e.g. the reactor temperature T , on the residence time in
the reactor, τ , typically displays an S-shaped curve, con-
necting the weakly- and strongly burning steady state
branches via an unstable steady state branch [19]. The
turning points in the S-shaped curve correspond to igni-
tion and extinction limits of the mixture. A system of ns
chemical species Mi, i = 1, . . . , ns reacts according to nr
reversible elementary reactions:
ns∑
i=1
ν′ikMi 

ns∑
i=1
ν′′ikMi, k = 1, . . . , nr. (1)
Stoichiometry is defined by ν′ik and ν
′′
ik, the stoichiomet-
ric coefficients of species i in reaction k for the reactants
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FIG. 5. (a) Recording only five x values from trials involving variation in the µ direction creates an embedding in observation
space R5 (a projection of the segments to R3 is shown in black). Parametrizing the data with DMAPS yields a lower-dimensional
embedding. We then obtain (µ, λ, x) as functions on the DMAP space, here by using radial basis functions with 10% of the
data used for their construction. The plots in (b) show the reconstruction of the remaining 90% of the data (not used for
training). (c) Reconstructions of the coordinate functions of the surface projected to (x, λ) space by recording statistics of 200
µ values in each of 5535 discs (see text).
FIG. 6. Patches on the cusp surface projecting to discs in
the (x, λ) plane, and statistics of the µ values (denoted by
arrows) collected in these patches. The parametrization and
subsequent estimation of the coordinate functions is shown in
Fig. 5(c).
and products, respectively. The rate of the k-th elemen-
tary reaction is
qk = q
f
k−qrk = kfk
ns∏
i=1
[Xi]
ν′ik−krk
ns∏
i=1
[Xi]
ν′′ik k = 1, . . . , nr
(2)
where [Xi] denotes molar concentration of species i and
kfk and k
r
k are the forward and reverse rate constants of
reaction k. The production or consumption rate ω˙i of the
i-th species is the summation of the rates of all reactions
involving the species i,
ω˙i =
nr∑
k=1
νikqk, (3)
where νik = ν
′′
ik−ν′ik is the net stoichiometric coefficient.
The temporal evolution of Yi, the mass fraction of
species i, and temperature T in a perfectly stirred reactor
is described by a system of (ns + 1) ordinary differential
equations (ODEs) [20],
dYi
dt
=
1
τ
(Y 0i − Yi) +
ω˙iWi
ρ
i = 1, · · · , ns (4)
dT
dt
=
1
cpτ
ns∑
i=1
(h0i − hi)Y 0i −
1
ρcp
ns∑
i=1
hiWiω˙i,
where Y 0i and h
0
i are the mass fraction and total enthalpy
of species i at the inflow, Wi and hi are the molecular
weight and total enthalpy of species i, and c¯p and ρ are
the mixture heat capacity under constant pressure and
density. Fixing the inflow mixture composition, the re-
actor temperature is a function of inlet temperature T0
and residence time τ .
In this study, we used a H2/air ignition model in
which the detailed kinetic mechanism includes 9 species
(ns = 9), participating in 21 elementary reversible reac-
tions (nr = 21) [21]. AUTO-07p [1, 2] code (a bifurcation
analysis tool) is coupled with CHEMKIN [22] (a chemical
kinetics database) for performing the numerical continu-
ation computations [20].
The dependence of the reactor temperature T on the
residence time for a stoichiometric H2/air mixture (with
610−6 10−5 10−4 10−3 10−2 10−1
τ [s]
1000
1500
2000
2500
T
[K
]
Strongly burning branch
Unstable branch
Weakly reacting branch
Extinction point
Ignition point
FIG. 7. The dependence of reactor temperature on the resi-
dence time for stoichiometric H2/air mixture with initial tem-
perature T0 = 1000 K under atmospheric pressure of one atm.
The lower branch starts from frozen state at very short res-
idence time and stays “weakly reactive” up to the ignition
point. The system state then jumps to the “strongly burning
branch”. If the system is already ignited, and the residence
time is decreased gradually, the system will jump back to the
weakly reactive state loci at the extinction limit.
pressure set to one atm, T0 = 1000 K) in an adiabatic
CSTR is shown in Fig. 7.
We assume that an experimenter is able to initialize
the reactor at many different values of the initial tem-
perature T0 and residence time ln τ , but without neces-
sarily having knowledge of the numerical value of these
parameters. We also assume that the initialization at
a fixed parameter value of (T0, ln τ) can be repeated,
each time with a normally distributed inaccuracy δ in
the position on the surface (see Fig 8). After initial-
ization, the experimenter then records real-valued obser-
vations. For the computational experiment, we rather
arbitrarily choose y = (ln τ)2/5 + T , a combination of
τ and the temperature T at steady state as the ob-
served/recorded quantity. Notably, the initial temper-
ature T0 is not part of the observation—in fact, by
theorem 4 (Appendix A), almost any one–dimensional
combination of the variables is admissible. We initial-
ize 5535 points on the surface with rescaled coordinates
(ln τ, T0/100, T/100) ∈ [−15,−8]×[10, 14]×[10, 24]. Sim-
ilar to the illustration in Fig. 6, at any given point p out
of the 5535 points on the surface, we record values of
y = (ln τ)2/5 + T for 10000 points (p + δ), i.e. in a
small neighborhood of p on the surface (red ellipses in
Fig. 8). The first four moments (the mean, standard de-
viation, skew, and kurtosis) of the values of y are used
as the measured features of the trial associated with the
point p. This leads to a dataset X ∈ R5535×4. We then
apply Diffusion Maps with kernel bandwidth  = 1.25
(see refs. [23, 24] for a discussion of the choice of ker-
nel bandwidth) to parametrize the manifold embedded
III
IV
II
I
FIG. 8. Bifurcation surface of the CSTR, embedded in
(ln τ, T0/100, T/100) space. The plot shows the surrounding
neighborhoods (red) of five of the points on the surface, and
the inset shows a zoomed-in version. The points in each red
neighborhood are assembled into a histogram (top right), and
we then compute the first four moments of the histogram—
these four moments at each point on the surface will be the
only data available for our data mining. The “corners” of
the data set are labeled (I-IV) for easier visual reference to
Fig. (9).
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FIG. 9. Embedding of the moment data in Diffusion Map
space, colored by the log residence time ln τ , initial tempera-
ture T0, and steady state temperature T . The two clusters in
the point cloud belong to the regions before and after the fold
on the diagram. The labels of the edges (I-IV) correspond to
the labels in Fig. (8).
in this space. Fig. 9 shows empirical evidence that a dif-
feomorphic copy of the two-dimensional response surface
for this reactor can be recovered, even though we only
had access to a few moments of the scalar observations
y on the surface (a physically rather unusual observation
choice!).
III. VECTOR FIELDS AND TRANSPORT
MAPS
An embedding of the cusp surface in two-dimensional
(x, ∂µ/∂x)-space is shown in Fig. 10. It is maybe in-
7∂µ/∂x
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(a) (b)
FIG. 10. (a) Embedding of the cusp surface in x, ∂µ/∂x
for each fixed λ. λ can be written as a function over this
embedding (color). This shows that we can recover the second
parameter without measuring it directly and just by local
information attained by change in the first parameter. (b) A
one-dimensional vector field over x, parametrized by λ. The
vectors ∂µ/∂x at each x (the arrows) are given by 3x2 − λ.
Two steady state branches on which the vector field is zero
are “born” at the turning point, corresponding to the original
cusp point.
teresting that this response surface embedding can be
alternatively interpreted as an observation of a one-
dimensional vector field V over x, parametrized by λ,
i.e. V := ∂µ∂x (x;λ); or, equivalently, as the right-hand-side
of an ordinary differential equation, ddtx(t) = V (x(t);λ).
As shown in Fig. 10(b) the turning points of the cusp
surface become steady state branches for the dynamics of
this vector field. The cusp point now describes a saddle-
node bifurcation. Short continuations in the µ direction
(for fixed λ) correspond to time-series segments for this
constructed vector field. “Time” for this vector field goes
to infinity at finite µ (at the turning points, which now
become steady states).
Clearly, tools for signal-processing and identification
of dynamical systems (e.g. Koopman operator approxi-
mations [25–27], time-delay embedding techniques, infor-
mation theory [28, 29], etc.) can be exploited to develop
useful observables for continuation-based bifurcation sur-
face reconstruction.
The process of observing response surfaces also has
interesting implications in studying transport maps be-
tween inputs and outputs [30]. Consider the relation we
explored in Fig. 4, and consider an observation process
that samples the arclength of each of its two component
curves at equal steps; this produces a constant density
of observations along the arclength of each component.
Projecting this uniform density onto the input and the
output axes results in complicated density profiles, with
the density approaching infinity at turning points of the
curve (spikes in Fig. 11). Detection of the location of
such singularities in a higher-dimensional setting is also
possible through data-driven analysis of the graph Lapla-
cian on the data [31]. Given the densities on input and
output axes, it is natural to explore a transport map be-
tween them. Instead of trying to construct such a trans-
port map through an appropriately defined optimization
process [32, 33], we can use data mining of the bifurcation
observations themselves to provide a meaningful solution.
In the example shown in Fig. 11, DMAP can uncover and
parametrize the two disconnected components, allowing
us to write the relation between input and output in a
parametric form in terms of DMAP coordinates. Since
the relation embodies the transport map, this helps us
effectively recover it in the same parametric form. Pro-
jecting the density on the intrinsic parametrization sep-
arately to the input axis and then to the output axis
demonstrates how the singularities in input and output
densities form: the projection of the uniform density ρs
along the arclength s, results in the density ρy on the
output (vertical, y) axis. The result ρy is seen, in this
case, to be the sum of transports over piecewise invertible
branch segments gk : R → R, k = 1, . . . , 4 of the curves
(differentiated by color in Fig. 11):
ρy(y) :=
4∑
k=1
∣∣∣∣∂gk∂s (g−1k (y))
∣∣∣∣−1 ρs(g−1k (y)). (5)
This formula encodes the action of a type of transfer
operator on the density ρs (see, e.g. [34–36]).
Similar considerations apply to the projection on the
“input” x axis. The book-keeping introduced through
the intrinsic parametrization allows us to determine how
the input and output densities are connected through a
form of branched transport (see Fig. 11). Gilbert et.
al [37, 38] discussed branched transport in the solution
to Steiner’s minimal path problem with atomic mea-
sures, and Xia [39] generalized the concept to arbitrary
probability measures. It is important to state that this
parametrization of the transport map has required more
than just single point observations. The additional infor-
mation necessary to embed and parametrize the “relation
manifold” is gained through the observation process, i.e.
the context provided in each set of observations.
IV. CONCLUSIONS
In summary, we have demonstrated that observations
of input-output relations, in the form of ensembles of dis-
organized, even partially recorded, short “trials” can be
rearranged and combined to construct a realization (and
parametrization) of the full response surface through
manifold learning techniques. This relies crucially on
the Whitney and Takens embedding theorems, typically
used in time series analysis of dynamical systems, now
applied to one-parameter continuation for the construc-
tion of response surfaces. We also demonstrated that
different types of observations (not just single-parameter
continuation segments) can be used similarly. It is pos-
sible (though it is not shown here), to compute Diffusion
Maps not with the Euclidean distance between observa-
tions, but with a Mahalanobis-like metric that takes into
account local observation covariances [40, 41]. This has
the potential of fusing different observation sets (observa-
tions from one-parameter continuation runs in different
directions, statistics from two-dimensional patches, etc.)
8(a) (b)
FIG. 11. (a) Uniform density on the arclength of each of two curves, transported through the relation to the two axes. The
colors (yellow and black for the isola, red and blue for the “mushroom”) show which part of the resulting density is caused
by which part of the relation. The black density on the horizontal axis shows an equivalent transport (with the corresponding
colored parts on the curve not indicated here). (b) One-to-one sub-branches of the relation, with branching during the transport.
The colors on the right panel follow from the colors of the curves in the center panel. The curves are split into more segments
than the four colored ones on the left panel, because the branched transport can be considered in both the input-output and
the output-input directions.
in a single “master” observation surface, but requires a
consistent way to estimate covariance matrices for the
given observation process. Our approach can then be
useful in a domain-adaptation context, by constructing
meaningful realizations of the input and output (“source”
and “target”) domains. It would be interesting to com-
pare the Mahalanobis-like metric driven observation fu-
sion with other registration approaches developed in the
domain-adaptation literature [42, 43].
There is a conceptual similarity to the Dynamic Lapla-
cian [44], in that, to gather covariance information, we
have to start at several nearby initial trial points and
then perform the trial associated with each one of them.
In addition, we explored how the data driven recovery of
the dimensionality and topology/geometry of the input-
output relation can lead to a useful transport map be-
tween parameter (input) and state (output) spaces. Cur-
rent work explores extending the approach to other re-
sponse surface types, as well as the relation of this “obser-
vation based” transport map to those obtained through
optimal transport considerations.
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Appendix A: Appendix A
Let k ≥ d ∈ N, and consider a manifold M⊂ Rk that
is d-dimensional, compact, smooth, connected, oriented
and endowed with a Riemannian metric g induced by
the embedding in k-dimensional Euclidean space. Note
that this setting is sufficient for our presentation, but is
more restrictive than allowed by the results cited below.
Together with the results from Packard et al. [45] and
Aeyels [46], the definitions and theorems of Takens [9]
describe the concept of observability of state spaces of
nonlinear dynamical systems. A dynamical system is de-
fined through its state space (here, the manifoldM) and
a diffeomorphism φ :M→M.
Theorem 1. Generic delay embeddings. For pairs
(φ, y), φ : M → M a smooth diffeomorphism and y :
M→ R a smooth function, it is a generic property that
the map Φ(φ,y) :M→ R2d+1, defined by
Φ(φ,y)(x) =
y(x), y(φ(x)), . . . , y(φ ◦ · · · ◦ φ︸ ︷︷ ︸
2d times
(x))

(A1)
is an embedding ofM; here, “smooth” means at least C2.
Genericity in this context is defined as “an open and
dense set of pairs (φ, y)” in the C2 function space. In
Takens’ paper, there is also an infinitesimal version of
theorem 1:
Theorem 2. Generic differential embeddings. For
pairs (X, y), X : M → TM a smooth vector field with
flow φt :M→M, and y :M→ R a smooth function, it
is a generic property that the map Φ(X,y) :M→ R2d+1,
defined by
Φ(X,y)(x) =
(
y(x),
d
dt
y(φt(x))
∣∣∣∣
t=0
, . . . ,
d2d
dt2d
y(φt(x))
∣∣∣∣
t=0
)
(A2)
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is an embedding of M; here, “smooth” means at least
C2d+1.
For an extension of Takens’ theorems to determin-
istically forced, input-output, irregularly sampled, and
stochastic systems, we refer the reader to the results from
Stark et al. [47–49].
Generic (open and dense) sets can have measure zero,
so Sauer et al. [17] refined the results significantly by in-
troducing the concept of prevalence (a “probability one”
analog in infinite dimensional spaces).
Definition 1. A Borel subset S of a normed linear space
V is prevalent if there is a finite-dimensional subspace
E of V such that for each v ∈ V , v + e belongs to S for
(Lebesgue-) almost every e in E.
Using this notion one can strengthen the result from
the original theorem of Whitney [50], into the prevalence
form:
Theorem 3. Whitney (weak form). The set S ⊂ C1
of smooth maps F : Rk → R2d+1 that are embeddings of
M is an open and dense set in the C1-topology.
Theorem 4. Whitney (with prevalence). The set
S ⊂ C1 of smooth maps F : Rk → R2d+1 that are embed-
dings of M is prevalent.
In particular, given any smooth map F , not only are
there maps arbitrarily near F that are embeddings (which
is the notion of genericity from Takens), but “almost all”
(in the sense of prevalence) of the maps near F are em-
beddings. The space E from the definition of prevalence
in Thm. 4 is the k(2d + 1)-dimensional space of linear
maps from Rk to R2d+1.
For completeness, we also add the statement of the
following, strong form of the Whitney theorem.
Theorem 5. Whitney (strong form, existence).
For every d-dimensional manifold M of the form given
above there exists an embedding into R2d.
Note that Thm. 5 is a stronger statement than Thm. 3
in terms of the dimension of the embedding space: (R2d
instead of R2d+1); yet is not as relevant in practice, since
it does not have the same probabilistic notion of preva-
lence.
