Abstract--One of the most important concepts in production planning is that of the establishment of an overall or aggregate production plan. In this paper, the problem of establishing an aggregate production plan for a manufacturing plant is considered. A new dynamic discrete-time model of capacity planning utilizing concepts arising in positive linear systems (PLS) theory is proposed and its controllability property is analyzed. Controllability is a fundamental property of the system with direct implications not only in dynamic optimization problems (such as those arising in inventory and production control) but also in feedback control problems. Some new open problems regarding controllability of stationary and nonstationary PLS with linear constraints are posed in the paper. An optimal control problem for capacity planning is formulated and discussed.
INTRODUCTION
In this paper, we consider the problem of establishing an aggregate production plan for a manufacturing plant. The basic issue is, given a set of production demands stated in some common unit, what levels of resources (such as inventory, regular time production, overtime production, labour, etc.) should be provided in each period? There has been a long history of academic research on aggregate planning, resulting in many mathematical programming (static) models and in a variety of heuristics [1, 2] . However, as the firms attempt to implement manufacturing planning and control systems, they find deficiencies in these models and heuristics. We attempt to overcome some of these drawbacks by proposing a new dynamic model, utilizing concepts arising in positive linear systems (PLS) theory.
The dynamic modeling approach (and, particularly, the optimal control approach) to the theory of the firm is motivated by three issues: (i) the need for policies, (ii) the contribution of deductive analysis, and (iii) the need to incorporate time.
The state of the art of this area is well exposed in the monograph [3] . In this book, the authors discuss a number of continuous-time dynamic models and exploit the Pontryagin Maximum Principle developed for such models to determine the optimal policy. They do not consider positive systems as well as discrete-time models. However, discrete-time models seem to be somewhat more suitable to describe the firm's dynamics. The model we consider in this paper represents not only the system dynamics, but it contains a number of important parameters not included in the dynamic models described in [3] . Applying some recent results concerning PLS and developing further the theory, we analyze controllability properties of the simplified model. Controllability is a property of the system that shows its ability to move in space. It is a fundamental property with direct implications not only in dynamic optimization problems (such as those arising in inventory and production control) but also in feedback control problems. On the basis of the proposed model, we formulate and discuss a discrete-time optimal control problem for capacity planning.
The paper is organized as follows. In Section 2, we present the model. Positivity properties of the model are identified in Section 3. In Section 4, we extend the definitions for reachabllity and controllability of stationary (time-invariant) positive systems to nonstationary (time-variant) positive systems and study the reachability and controllability properties of the (simplified) model for capacity planning proposed in Section 2. An optimal control problem formulated on the basis of the model is considered in Section 5. Finally, in Section 6, the conclusions are stated.
THE MODEL
Our aim is to meet the prespecified demand taking into account decisions concerning when to hire and fire, how much inventory to hold, and when to use overtime and undertime. We adopt a common unit of production hours. We now introduce the model.
Dynamics Equations
For t = 0,1,2,...,T-1, It+l =/~,I, + "y,X, + ~tO,, Wt+l = a,W, + H,, ( 
1) (2)
where 0_< o~t < 1, O_<flt <1, 0 _< ")'t _< 1,
t is the time period (usually a week or a month) and T is the number of time periods in the planning horizon. In the difference equations (1),(2), the state variables It and Wt, the decision variables X~, Or, and Ht, and the parameters st, fit, 7~, and ~, of the production system have the following meaning: W~ = the number of people employed in month t; It = the hours stored in inventory at the beginning of month t; X~ = the regular time production hours scheduled in month t; Ot = the overtime production hours scheduled in month t; Ht = the number of employees hired at the end of month t for work in month (t + 1); at = the fraction of employees employed in month t that are retained in month (t + 1), the survival coefficient; fit = the fraction of the total of the hours stored in inventory at the beginning of month t, the storage coefficient; 7t = the fraction of regular time production hours scheduled in month t which are stored in inventory in month (t + 1); 6t = the fraction of overtime production hours scheduled in month t which are stored in inventory in month (t + 1).
The coefficients at (survival),/3t (storage), St, and 7t have an attractive economic interpretation and are quite helpful in the planning process. They are used in the model as exogenous parameters characterizing the production system, but their role in the process of decision-making is, clearly, important since they (their values) determine the system evolution. Note also that in (2) a~Wt is equal to the number of employees employed in month t that are retained in month (t + 1), and therefore, (1 -at)Wt is equal to the number of employees fired in month (t + 1). Furthermore, it is not difficult to see from (1) that the hours of production sold in month t are equal to
(1 -/3,)It + (1 -7t)Xt + (1 -6,)Or.
Constraints
Xt -AltWt + Ut = O,
where It-B, <0,
lit = the number of idle time regular production hours in month t; St = the number of idle time overtime production hours in month t; Bt = the minimum number of hours to be stored in inventory in month t; Alt = the maximum number of regular time hours to be worked per employee per month;
A2t ---the maximum number of overtime hours to be worked per employee per month. 
The restrictions (6) on the production system dynamics are mixed constraints imposed on the state and decision variables for every time period t. The number Ut of idle time regular production hours in month t, the number of idle time St overtime production hours in month t, and the minimum number Be of hours to be stored in inventory in month t are assumed to be exogenous parameters in the model.
Boundary Conditions
where Wm = A5 k 0, 
Assumptions
The dynamic model (1)-(11) described above is introduced under the following assumptions. In any month t,
• all regular time employees work overtime;
• only existing regular time employees work overtime; • all employees work the same number of regular time hours, up to the limit Alt;
• all employees work the same number of overtime hours, up to the limit A2t.
POSITIVE LINEAR SYSTEMS
The dynamic equations (1), (2) 
where the vector of state variables x(t), the decision (control) vector u(t), the system matrix A(t), and the control matrix B(t) are given by the corresponding vectors and matrices in (12). Note that all of the entries of u(t), A(t), and B(t) are greater than or equal to zero for any time period t. Vectors and matrices with nonnegative entries are called nonnegative vectors and matrices, see, for example, [4] . They are denoted as u(t) >_ 0 and A(t) > 0, respectively. Since the system matrix A(t) > 0, the control matrix B(t) >_ 0, and the decision vector u(t) >_ 0 are nonnegative for any t, it can be seen from (12) (and (13)) that the state vector x(t) is a nonnegative vector whenever the initial state Lx2(0) J = I0 = A4 -is nonnegative. Thus, nonnegativity (positivity) is an intrinsic property of system (12), that is, (13). Such systems are called positive systems, see, for example, [5] . It can be proved that the conditions u(t) _> 0, A(t) > 0, and B(t) >_ 0 are necessary and sufficient for the state trajectory {x(t)} to be nonnegative for any t. Note also that the nonnegativity of the decision variables ul(t) ---Ht, u2(t) --Xt, and u3(t) --Ot guarantees the nonnegativity of the state variables in the mixed functional constraints (4), (5) . Note that the final (terminal) state
The (dynamic) system theory for positive systems has been rapidly developing during the last decade, although one of the cornerstones of this theory is the famous Frobenius-Perron theorem for nonnegative matrices known for over 90 years, see [4, 51 . The Frobenius-Perron theorem plays a fundamental role in mathematical economics, input-output analysis, economic dynamics, probability theory and mathematical statistics, and any linear theory involving positivity.
The dynamic model for capacity planning (1)- (11) can be built-in in decision support systems [2] . It is somewhat easier for simulation and decision-making than the static models. Further, introducing a relevant objective (cost) function allows us to consider the related optimal control problem and determine the optimal decision sequences and the corresponding optimal state trajectory over the planning horizon T. Because of the restrictions (8)-(11), the related problem will be a two-point boundary-value optimal control problem. The first question that arises when solving any two-point boundary-value problem is whether a solution exists. This question is closely related to the controllability properties of the system. Unfortunately, not much attention to date has been paid to controllability of the dynamic models of the firm as it is evident from [3, 5] . In the next section, we study controllability properties of the discrete-time positive model (12), i.e., (13), with nonnegative decision sequence u(t) >_ 0.
REACHABILITY AND CONTROLLABILITY OF POSITIVE SYSTEMS

Some Definitions
The definitions of reachability, null-controllability, and controllability introduced in [6] for stationary (time-invariant) positive systems are extended below for nonstationary (time-variant) positive systems.
System (13) (and the nonnegative pair CA(t), B(t)) > 0) is said to be (c) controllable if for any nonnegative pair {x0, x), x C ~_ and some finite t, there exists a nonnegative control sequence {u(s), s = 0, 1,..., t -1) that transfers the system from the state x(0) --x0 into the state x(t) = x. It is proved in [6] that the discrete-time positive linear system is controllable if and only if it is reachable and null-controllable. Thus, controllability implies both reachability and nullcontrollability and, vice versa, teachability and null-controllability together imply controllability.
Reachability, null-controllability, and controllability are general properties of the system (but not of its environment). They express the ability of the system to move in space, this being the nonnegative orthant for the class of positive systems under consideration.
The t-step reachability matrix of the pair A(t), B(t) (and system (13)) is defined, see [7] , as .
. .
~t(A(t),B(t)) = B(t-1) A(t-1)B(t-2) A(t-1)A(t-2)B(t-3)
... The reachability matrix of system (13) is clearly a nonnegative matrix since A(t) > 0 and Bit ) > 0 for any integer t. For stationary systems, i.e., ACt ) = A and B(t) -: B are constant real matrices, it becomes
Reachability and controllability properties of positive linear systems can be established by applying the corresponding criteria. To present these criteria, we need the notion of monomial vectors and matrices. A vector (column, row) with exactly one nonzero entry is called monomial, see [4] . The product of a nonsingular diagonal matrix and a permutation matrix is call a monomial matrix. Any monomial matrix consists of linearly independent monomial columns. A monomial vector is called i-monomial if the nonzero entry is in the i th position.
Criteria for Stationary Systems
The following criteria for identifying the reachability and controllability properties of stationary discrete-time positive linear systems can be found in [6, 8] .
The nonnegative pair (A, B) > 0 is (i) reachable if and only if the n-step reachability matrix ~ (A, B) contains an n x n monomial submatrix; (ii) null-controllable if and only if A is a nil-potent matrix; (iii) controllable (in finite time) if and only if it is reachable and null-controllable. Reachability and controllability are generic properties of the pair (A, B) > 0 (and the positive system). These properties depend on the structure of the pair ( A, B) and are not affected by the values of the entries of A and B. This is an amazing property of positive linear systems. It tells us that such systems are not robust with respect to their parameters when moving from one point in space to another. In other words, changes in the parameters of positive linear systems do not affect their reachability and controllability properties.
The analysis of reachability and controllability properties of positive linear systems (even time- 
Nonstationary Systems: The Capacity Planning Model
There are no results in the literature on reachability and controllability of nonstationary positive linear systems even without additional linear constraints on state and decision variables. Such a class of systems is more difficult to study. Therefore, to get some insight into the problem, we consider in this subsection the simplified (without the restrictions (4)-(6)) capacity planning model presented in Section 2, that is, model (12) with the nonnegativity restrictions. The system and control matrices in (12) are, respectively,
The state of model (13) (and (12)) at time t can be represented as
x(t) = A(t -1)A(t -2)A(t -3)... A(2)A(1)A(0)x(0) + ~,(A(t), B(t))u,,
where ut --[u'(t -1),... ,u~(1),u'(0)] is the expanded decision vector and "'" denotes the transposed vector. For reachability, x(0) = 0, and expression (18) becomes
Since the expanded decision vector ut >_ 0 and the reachability matrix ~t(A(t), B(t)) >_ 0 are nonnegative, the nonnegative quadrant (i n the case under consideration) can be spanned if and only if ~t(A(t), B(t)) contains two linearly independent monomial Columns. Then, it readily follows from the structure of (15) and the form of B(t) given by (i7) that matrix ~,(A(t), B(t)) contains two linearly independent monomial columns (1, 0) and (0, Vt-1) (or (0, 5t-1)), and any nonnegative state can be represented as x(t) = clel + c2e2, with cl, c2 >_ 0,
where el and e2 are the basis unit vectors, and cl and c2 are some (nonnegative) constants.
In other words, any nonnegative state can be reached from the origin by a suitably chosen nonnegative decision sequence in finite time---the positive system (12) is reachable. As a matter of fact, any state of model (12) can be reached from the origin in at most two steps so that the teachability index (see, for example, [7] ) of the pair A(t), B(t) > 0 is equal to two. For null-controllability, x(t) = 0 and x0 = x(0) ~ 0, so that equation (18) 
It is shown in [6] that for positive systems, the decision sequence does not contribute to speed up the system to the origin so that ut = 0, and hence, equation (21) 
k=0 is the fundamental matrix of system (12). Let now ak = 0 for some k = Sl and mr : 0 for some r = s2, and let s : max{s1, s2}. Then the matrix ~(s + 1) = 0 and equation (24) is satisfied for any nonnegative state x0 and any t > s, which implies the null-controllability (in finite time) of the nonstationary positive system (12), and since the system is reachable it is also (finite time)
controllable. But having at : 0 or/~t = 0 for some t means that all the employees axe fired or, respectively, no production is stored in inventory in the beginning of time-period t. Such a situation, clearly, does not seem quite realistic. Let at least one of the fractions at and fit be strictly positive for the whole planning horizon. Then the fundamental matrix ¢(t) # 0 for t = 1,..., T and the positive system (12) is not nullcontrollable in finite time. If no control is exercised, the trajectory (free motion) of the system from any initial state x0 >_ 0, but x0 # 0 is given by
x(t) = (t)xo. (25)
Take p = max{at, fit; t = 0, 1,..., T -1}. It readily follows from (3) that p < 1. Consider now the free motion y(t) = Ptx0 (26) of the time-invariant system y(t + 1) = Py(t), with P = diag{p, p},
from the same initial state x0. Clearly,
since p < 1. On the other hand, since tlA(t)II _< IIPII, where II * 11 can be any of the matrix norms, the trajectory (25) of model (12) is dominated by the time-invariant system trajectory (26),
IIx(t)ll ___ Ily(t)ll, for any t. (29)
Then it readily follows from (28) and (29) that
so the free motion of the positive systems (12) converges to the origin asymptotically. This means that the positive system (12) is weakly (asymptotically) null-controllable, see [8] . Reachability and weak null-controllability together imply weak controllability of the positive system, see again [8] .
Thus, if at least one of the fractions at and fit is strictly positive for the whole planning horizon, the positive system (12) is weakly controllable. This result is derived for large T and without taking into account the restriction (4)- (6) imposed on the state and decision variables. A study of teachability and controllability properties of the nonstationary model (12) with the linear constraints (4)- (6) is a subject of a further study. In the next section, we formulate and discuss the related optimal control problem.
THE OPTIMAL CONTROL PROBLEM
A relevant functional (objective function, criterion) can be the cost of our decisions about the regular time production hours scheduled in month t, the overtime productiou hours scheduled in month t, the number of employees hired at the end of month t for work in month (t + 1), the number of employees fired in month t, and the related work force and inventory expenses. We can write this as Note that the unit costs might depend on t. We now have the following discrete-time optimM control problem: minimize F s.t.
difference equations (1), (2) (DOCP)
constraints (4)- (7) boundary conditions (8)- (11).
Since the dynamics (1), (2), the constraints (4)- (7) imposed on the decision and state variables, the boundary conditions (8)- (11), and the objective function (31) are linear, the discrete-time optimal control problem (DOCP) formulated above is a two-point boundary-value linear optimal control problem with mixed state-space and control constraints. Note that because of the positivity property of system (12), the nonnegativity constrMnts on the states xl(t) = ~Vt and x2(t) = It are automatically satisfied. The solution to this problem is the optimal decision sequences of hiring {ul(t)} = {Hi}, regular time production hours {u2(t)} = {X~}, and overtime production hours {u3(t)} = {O~}, and the corresponding optimal trajectories of the number of people {xl(t)} = {Wt*} and the hours stored in inventory {x2(t)} : {I~} which minimize the cost functional (31).
The discrete-time optimal control problem (DOCP) can be solved by using a general optimal control solver. We have used DMISER 3 [9] to solve several instances of the problem. DMISER 3 is software for solution of combined optimal control and optimal parameter selection problems in which the system dynamics is described by difference equations. It is a general-purpose software package. However, the structure of the discrete-time optimal control problem (DOCP) formulated above allows developing more efficient specialized algorithms. Here we consider the idea of such a specialized algorithm. The right-end point XT = (W,~, 1,0' = (As, A~) ~ of the trajectory can be taken into account in the cost functional (31) as
and instead of soNing problem (DOCP), we can solve the following quadratic linear dymamic optimization problem:
difference equations (1), (2) (QDOCP) constraints (4)- (7) boundary conditions (8), (9) .
Problem (QDOCP) is a problem with a free right-end point (note the difference in the boundary conditions in (DOCP) and (QDOCP)). Obviously, if the boundary conditions (I0),(il) are satisfied, that is, x(T) = iT, then the solution of problem (QDOCP) solves the original problem (DOCP). When the quadratic term in (32) on the optimal solution is different from zero, the original (DOCP) problem has no solution because there does not exist an admissible decision sequence {u(t)} that can carry out the production system from the given initial state x(0) into the specified final state (goal) XT. This means that the pair of states {x(0), iT} is not (positively) controllable. On the other hand, our experience from solving the optimal control problem (QDOCP) has shown that the Pontryagin maximum principle for discrete-time systems applied to this problem leads to a decomposition of the problem into T static quadratic linear programmAng problems with much smaller dimension then the original one. As a matter of fact, some of these small problems can be solved even analytically. In the case when the pair states {x(0), iT} is not positively controllable, the solution to the problem (QDOCP) provides the closest (in terms of the Euclidean measure) plan to achieve the desired goal XT with minimum expenditure.
CONCLUSIONS
In this paper, a new discrete-time dynamic model of capacity planning is developed. The model is motivated not only by the need for policies, but also by the need to incorporate time and open the way for deductive anMysis. Some interesting new characterizations of production systems important for aims of planning and control appear in the model. The model can be built-in in decision support systems. It is somewhat easier for simulation and decision making than the static models.
The model presented in this paper belongs to the class of nonstationary discrete-time positive linear systems. The theory of positive systems has rapidly been developing during the last decade. Criteria for identifying reachability and controllability properties of time-invariant positive linear systems have been obtained quite recently. Reachability and controllability criteria for nonstationary (time-variant) positive systems even without side linear constraints are not known to date. We have studied the controllability properties of the capacity-planning model (without the side linear constraints) and have obtained interesting results. It turns out that the model is controllable in the short term in some not quite realistic situations, but it is weakly controllable in the long term. By introducing a relevant objective function, a related discrete-time optimal control problems is formulated. A general optimal control solver can solve it, but the structure of the formulated discrete-time optimal control problem above allows developing more efficient specialized algorithms. The idea of such an algorithm is discussed in the paper.
