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Povečanje konkurenčnosti podjetij je v veliki meri odvisno od učinkovitosti montažnih in 
strežnih sistemov ter procesov (MiSSP). Njihovo učinkovitost lahko povečamo z različnimi 
metodami optimizacije, predvsem z vidika zmanjševanja stroškov, skrajševanja pretočnih 
časov, dobavnih terminov, povečanja izkoriščenosti opreme itd. Ena najbolj učinkovitih 
metod optimiranja takšnih sistemov je optimiranje s sprotno simulacijo. Takšen pristop 
zahteva podrobne raziskave, študije in analizo vseh gradnikov ter parametrov, ki so potrebni, 
da se postavi ekspertni sistem sprotne oziroma "On-line" simulacije MiSSP linijske 
proizvodnje. V doktorski disertaciji je zato podrobno obravnavan razvoj inteligentnih 
algoritmov in uporaba le-teh za razvoj digitalnih agentov ter ekspertnih sistemov MiSSP 
linijske proizvodnje. Ekspertni sistem, razvit v okviru doktorske naloge, v povezavi z 
digitalnim dvojčkom in digitalnimi agenti nenehno nadzoruje in sproti optimira MiSSP 
linijske proizvodnje. Prav tako je v doktorskem delu razvit inteligentni algoritem, imenovan 
"premešaj in vstavi", ki npr. samodejno predlaga najboljše rešitve razporejanja naročil, 
strojev itd. v krajšem času kot uveljavljeni primerljivi algoritmi. Za potrebe validacije 
ekspertnega sistema z inteligentnim algoritmom je bil v laboratorijskem okolju zgrajen realni 
montažni in strežni sistem linijske proizvodnje. Digitalni MiSSP smo združili z realnim 
sistemom preko oblaka in s tem postavili vse potrebne okvire sprotne ali "On-line" 
simulacije in tako razvili ekspertni sistem, ki je v nenehni povezavi z realnim sistemom in 
ga sproti nadzoruje ter optimira. Postavljena metodologija zasnove inteligentnega algoritma, 
digitalnih agentov in digitalnih dvojčkov omogoča okvir za njihovo praktično uporabo v 
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Successful improvement of  the competitiveness of enterprises depends to a large extent on 
the efficiency of assembly and handling systems and processes (AHSP). Their efficiency can 
be enhanced through various optimization methods, in particular in terms of the cost 
reduction, reduction of the throughput times, delivery times, increased utilization of 
equipment, etc. One of the most effective methods for optimizing such systems is 
optimization with on-line simulation. Such approach requires detailed research, study and 
analysis of all the building blocks and parameters needed to set up an expert system of on-
line simulation of AHSP of the production line. Therefore, in the doctoral thesis, the 
development of intelligent algorithms and the use of them for the development of digital 
agents and expert systems of AHSP production line is discussed in detail. The expert system, 
developed in the doctoral thesis, in connection with the digital twin and digital agents, 
constantly monitors and continuously optimizes AHSP of the production line. In the doctoral 
thesis, an intelligent algorithm, called "flip and insert" is developed that can automatically 
suggest a very competitive schedule of orders, machines, etc. in a shorter time than well-
established comparable algorithms. For the needs of validating the expert system with an 
intelligent algorithm, a real system of production line has been built in the laboratory 
environment. We combined the digital AHSP with the real system over the cloud, and thus 
set up all the necessary frameworks of the on-line simulation and thus develop an expert 
system that is in constant connection with the real system and is constantly monitoring and 
optimizing it. The methodology for intelligent algorithm, digital agents and digital twins 
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𝑡𝑂𝑖
∗
 s Tehtani srednji pretočni čas i-te delovne postaje 
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𝑡𝐶𝐸𝐿 s Čas celotnega pretočni čas vseh naročil 
𝑡𝑒1𝑘 s Čas na enoto mere k-tega naročila 
Tij / Intenziteta toka materiala iz stroja i na stroj j 
t'K s Čas, ki je potreben, da se izvede simulacijski scenarij K 
tIZ s Čas izvedbe 
tizvedba s Spremenljivka, ki se uporablja za določanje časa 
obdelav za naročila, v primeru, da sta v blažilniku vsaj 
dva naročila ali več. 
tO s Pretočni čas naročila 
𝑡𝑂𝑖,𝑗 s Pretočni čas i-te operacije na j-tem naročilu 
𝑡𝑂𝑖𝑘
∗  s Tehtani pretočni čas i-te delovne postaje za k-to 
naročilo 
tOB s
 Čas opravljenega dela 
𝑡𝑁𝑗 s Pretočni čas j-tega naročila 
𝑡𝑁𝐴𝑅𝑖𝑘 s Čas dela na i-ti delovni postaji za k-to naročilo 
𝑡𝐾𝑗
𝑣𝑠 s Časovna točka vskladiščenja gotovega j-tega naročila 
𝑡𝐾𝑗
𝑖𝑧 s Časovna točka izskladiščenja surovca j-tega naročila 
𝑡𝐾𝑖,𝑗 s Časovna točka končanja i-te operacije na j-tem naročilu 
tPO s Časa čakanja po izvedbi operacije 
tPR s Čas čakanja pred izvedbo operacije 
tPRE s Čas prehoda 
𝑡𝑃𝑅𝐸𝑖𝑘 s Čas prehoda i-te delovne postaje za k-to naročilo 
tPRI s Čas priprave 
tTR s Časa transporta 
ttransport s Spremenljivka, ki se uporablja za določanje časa 
transporta, če sta na vozlišču vsaj dve naročili z istim 
časom 
V / Predstavlja pare operacij, ki jih je potrebno obdelati na 
istih strojih 
α ° Kot med stroji 
   
   
Indeksi   
   
iz Čas izstopa   
max Maksimalni  
min Minimalni   




Seznam uporabljenih okrajšav 
Okrajšava Pomen 
ABC Algoritem umetne kolonije čebel (ang. Artificial Bee Colony) 
ATSP 
Optimizacijski problem asimetričnega trgovskega potnika (Ang. 
Asymmetric Traveling Salesman Problem) 
D.A.FI-DD 
Digitalni agent, ki vključuje ekspertni sistem z optimizacijskim 
inteligentim algoritom FI 
D.A.I. 
Digitalni agent za razporeditev izdelave naročil po montažnih 
mestih 
D.A.M. Digitalni agent za preverjanje in odpravo motenj na izdelkih 
D.A.N. Digitalni agent za preverjanje naročil 
D.A.O. Digitalni agent za generiranje operacij za robote 
D.A.Z. Digitalni agent za zagotavljanje pravilnega začetnega stanja 
DA Digitalni agent 
DD Digitalni dvojček 
EDD 
Prioritetno pravilo kjer najvišjo prioriteto dobi naročilo z 
najzgodnejšim rokom izdelave (Ang. Earliest Due Date) 
EP Evolucijsko programiranje (Ang. Evolutionary Programming) 
ES Evolucijske strategije (Ang. Evolutionry Strategies) 
FI Algoritem premešaj in vstavi (Ang. Flip and Insert) 
FIFO Prioritetno pravilo prvi pride, prvi melje (Ang. First In First Out) 
FS Fakulteta za strojništvo 
G.D.A. Globalni digitalni agent 
GA Genetski algoritem 
JSSP 
Optimizacijski problem razvrščanja naročil (Ang. Job Shop 
Scheduling Problem) 
LASIM Laboratorij za strego, montažo in pnevmatiko 
LIFO Prioritetno pravilo zadnji pride prvi melje (Ang. Last In First Out) 
LLT 
Prioritetno pravilo kjer naročilo z najdaljšimi časi obdelave vseh 
preostalih operacij dobi najvišjo prioriteto (Ang. Longest Processing 
Time Left)  
LPT 
Prioritetno pravilo kjer čakajoče naročilo z najdaljšim časom 
obdelave dobi najvišjo prioriteto (Ang. Longest Processing Time) 
LOR 
Prioritetno pravilo kjer naročilo z najmanjšim številom še za izvesti 
operacij dobi najvišjo prioriteto (Ang. Least Operations Remaining) 
LTT 
Prioritetno pravilo kjer naročilo z najdaljšimi časi obdelave vseh 
operacij dobi najvišjo prioriteto (Ang. Longest Total Time) 
MES 
Sistem za upravljanje proizvodnje (Ang. Manufacturing Execution 
System) 
MiSSP Montažni in strežni sistemi in procesi 
  
MM Montažno mesto 
MOR 
Prioritetno pravilo kjer naročilo z največjim številom še neizvedenih 
operacij dobi najvišjo prioriteto (Ang. Most Operations Remaining) 
OEE 






Verjetnostni problem trgovskega potnika (Ang. Probabilistic 
Traveling Salesman Problem) 
R 
Prioritetno pravilo kjer enakomerno verjetnostjo izbere naključno 
naročilo iz čakalnice naročil (Ang. Random) 
RaR Algoritem odstrani in vstavi (Ang. Remove and Reinsert) 
RCPSP 
Optimizacijski problem organizacije z omejenimi viri (Ang. 
Resource-Constrained Project Scheduling Problem)  
RFID 
Radiofrekvenčna identifikacija (Ang. Radio Frequency 
Identification) 
RSPI Raspberry Pi 
RT Realni čas (Ang. Real Time) 
SA Simulirano ohlajanje (Ang. Simulated Annealing) 
SD Sestavni del 
SDST 
Optimizacijski problem razvrščanja naročil s pripravljalnimi časi 
(Ang. Sequence Dependet Set-up Time) 
SGA Genetski algoritmi, ki so že vgrajeni v Plant Simulation-u 
SLT 
Prioritetno pravilo kjer naročilo z najkrajšimi časi obdelave vseh 
preostalih operacij dobi najvišjo prioriteto (Ang. Shortest 
Processing Time Left) 
SPT 
Prioritetno pravilo kjer čakajoče naročilo z najkrajšim časom 
obdelave na delovnem sredstvu dobi najvišjo prioriteto (Ang. 
Shortest Processing Time) 
ST 
Prioritetno pravilo kjer najvišjo prioriteto dobi naročilo z 
najmanjšim drsenjem (Ang. Slack Time) 
STN Vsota pretočnih časov posameznih naročil 
STT 
Prioritetno pravilo kjer naročilo z najkrajšimi časi obdelave vseh 
operacij dobi najvišjo prioriteto (Ang. Shortest Total Time) 
TN Skupni pretočni čas vseh naročil 
TS Tabu iskanje (Ang. Tabu Search) 
TSP 
Optimizacijski problem trgovskega potnika (Ang. Traveling 
Salesman Problem) 





Optimiranje montažnih in strežnih sistemov in procesov (MiSSP) je pomembno z vidika 
zmanjševanja stroškov, skrajševanja pretočnih časov, dobavnih terminov, povečanja 
izkoriščenosti opreme itd., kar med drugim poveča konkurenčnost podjetij. Študije so 
namreč pokazale, da so lahko motnje proizvodnje v veliki meri vzrok za zmanjšanje skupne 
učinkovitosti opreme (OEE), kar lahko predstavlja do 50% vrednosti stroškov [1] [2] [3]. 
Zaradi tega je nujno MiSSP optimirati in pri tem uporabiti različne pristope in metode. Že 
pred leti je bilo napovedano, da bodo proizvodnja in tovarne prihodnosti temeljile na 
prilagodljivosti in fleksibilnosti na vseh področjih [4]. To se potrjuje tudi danes na različnih 
razpravah o "tovarnah prihodnosti" [5] [6] [7]. Za bolj pretočna, prilagodljiva in fleksibilna 
montažna mesta in procese ter odpravo motenj in napak strege, je bilo v zadnjih nekaj letih 
opravljeno pomembno delo na področju razvoja umetne inteligence in različnih 
računalniških tehnik. Te metode so uporabljene za optimiranje MiSSP, da bi učinkovito 
dosegli optimalne ali skoraj optimalne rešitve. 
 
Optimiranje MiSSP spada po stopnji kompleksnosti v razred NP [8] [9] [10]. Iz tega izhaja, 
da optimizacijskih nalog (če velja domneva P≠NP [11]) ne moremo rešiti v polinomskem 
času [12]. Zaradi tega je smiselno za optimiranje MiSSP uporabiti metahevristični pristop, 
ki ne zagotavlja nujno optimalne rešitve, pogosto pa hitro najde skoraj optimalno rešitev.  
 
Pri načrtovanju zaporedja montažnih/demontažnih in strežnih operacij so bili do zdaj 
uvedeni različni pristopi in tehnike. Iz pregleda literature [13] je razvidno, da se za 
optimiranje MiSSP uporablja vrsta različnih metod: eksaktne metode (mešano-celo vrstično 
programiranje, postopek vejanje in omejevanje, linearno programiranje) [14] [15] [16], 
metode trgovskega potnika [17], hevristični pristopi, ki temeljijo na prioritetnih pravilih 
[13][18], metode premestitev ozkih grl [19] itd. 
 
Z navedenimi metodami je mogoče uspešno rešiti le enostavnejše primere. Za reševanje 
kompleksnejših problemov pa so bile razvite naprednejše metode: tabu iskanje [20] [21], 
genetski algoritmi [18] [22] [23] [24] [25], algoritem odstrani in vstavi [26], simulirano 
ohlajanje [27] [28] [29] [30], inteligenca rojev (algoritem kresnic [31] [32] [33] [34], 
optimizacija z rojem delcev [31] [35] [36] [37], kukavičje iskanje [38] [39] [40] [41], 
algoritem umetne kolonije čebel [42] [43] [44] [45], optimizacija s kolonijo mravelj [27] 
[46]), nevronske mreže [47] [48] [49] in druge. Uporabljajo pa se tudi hibridni sistemi, ki so 
kombinacija vsaj dveh prej naštetih metod.  
Uvod 
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Poleg omenjenih pristopov za optimiranje MiSSP je v zadnjem obdobju vedno pogosteje 
uporabljena metoda vnaprejšnje simulacije MiSSP z digitalnimi dvojčki [18] [50] [51] [52] 
[53] [54] [55] [56] [57] [58] [59] [60] [61] [62]. V tem primeru preslikamo realni MiSSP v 
digitalno okolje oziroma zgradimo t. i. digitalnega dvojčka MiSSP. Digitalni dvojček 
predstavlja navidezno (digitalno) predstavitev fizičnega procesa (s katerim je povezan s 
povratno zanko), ki se uporablja za razumevanje in predvidevanje značilnosti realnega 
fizičnega procesa ter nam omogoča hitro in zanesljivo izvajanje različnih simulacij oziroma 
"kaj če" scenarijev.  
 
Rezultati simulacije MiSSP v digitalnih dvojčkih nudijo podatke, ki so uporabni za hitre, 
zanesljive in pametne odločitve v zgodnjih fazah načrtovanja in v fazi optimiranja in 
nenehnih izboljšav [50] [63] [64]. Bistvena prednost uporabe simulacije MiSSP z 
diskretnimi dogodki je, da ne porabljamo realnega materiala, energije in sredstev, ampak 
operiramo samo s podatki [50]. Tako lahko različne variante poteka proizvodnje ali 
proizvodne načrte preizkušamo vnaprej in iščemo optimalno rešitev [65].  
 
Slabost ali pomanjkljivost takšnih optimizacijskih orodij je v tem, da niso v nenehni, 
neposredni povezavi z realnim proizvodnim procesom, zato jih imenujemo ne-sprotne (Ang. 
Off-line) simulacije [66]. Nimajo vgrajenih niti inteligentnih algoritmov, s pomočjo katerih 
bi lahko samodejno predlagali izboljšave. Vsak optimizacijski korak je treba izvesti ročno z 
vnosom novih parametrov (Slika 1.1). To je zamudno in lahko privede do napak.  
 
Da bi dobili optimalne rezultate simulacije, bi bilo treba uporabiti sprotne realne parametre 
proizvodnje, podatke iz proizvodnega načrta in tudi proizvodne parametre iz preteklosti 




Slika 1.1: Obstoječa rešitev pri simulaciji diskretnih dogodkov. 
 
Učinkovit inteligentni sistem za optimiranje MiSSP mora zaradi zgoraj naštetega temeljiti 
na sprotni in samodejni optimizaciji MiSSP, na t. i. imenovani sprotni (Ang. On-line) 
simulaciji [67] [68] [69] [70] z uporabo aktualnih realnih podatkov iz realnega sveta. Poleg 
tega gradi sprotna simulacija tudi na znanju iz preteklosti (primer: zgodovina proizvodne 
linije MiSSP), kar omogoča boljšo določitev optimalnega proizvodnega plana in posledično 
procesa. Optimizacijski sistem s sprotno simulacijo je namreč v nenehni direktni povezavi z 
realnim procesom in takoj, ko pride do motnje le-tega, preveri ali ta motnja vpliva na izvedbo 
proizvodnega plana ter predlaga ustrezne ukrepe za nadaljnjo optimizacijo realnega procesa. 
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2. Doktorska teza 
Vsak MiSSP ima svoj proizvodni načrt, ki ga želimo v določenem obdobju uspešno izvesti. 
V realnem okolju MiSSP pa se pogosto pojavljajo manjše ali večje motnje, ki so lahko 
načrtovane, ali pa, v večini primerov, nenačrtovane. Nekatere motnje lahko predvidimo in 
jih vnaprej upoštevamo v proizvodnem načrtu, medtem ko nenačrtovane motnje vplivajo 
nanj in podaljšujejo čas izdelave ter izvedbe plana, kar zmanjšuje kapaciteto proizvodnje in 
s tem konkurenčnost podjetja.  
 
Vplive motenj na proizvodni načrt vidimo šele takrat, ko nam ne uspe izvesti načrtovanega 
načrta ali nam ga ne uspe izvesti pravočasno. Če želimo kljub motnjam uspešno izvesti 
proizvodni načrt, je najučinkoviteje, da ga prilagodimo takoj, ko do motnje pride [71]. To 
pa lahko naredimo samo, če imamo sistem, ki nam omogoča sprotno spremljanje stanja 
proizvodnega sistema in prilagajanje proizvodnega načrta [68].  
 
Torej moramo izdelati sistem za sprotno spremljanje parametrov v proizvodnem procesu in 
sistemu ter s pomočjo teh podatkov izvajati sprotno oziroma "On-line" simulacijo. Ta nam 
poleg sprotnega spremljanja proizvodnega procesa omogoča tudi samodejno optimizacijo 
realnega procesa. 
 
V okviru doktorske naloge bomo izdelali ekspertni sistem s sprotno simulacijo in 
optimizacijskim algoritmom, ki samodejno zbira podatke realnega proizvodnega procesa 
proizvodne linije. Te podatke nato uporabi kot vhodne podatke za diskretno simulacijo 
proizvodnega procesa v digitalnem okolju in samodejno predlaga popravek realnega 
proizvodnega procesa in vhodnega načrta na način, da je zagotovljen optimalen rezultat, ki 
se kaže v povečani kapaciteti proizvodnih linij in povečani fleksibilnosti. Način delovanja 
predlaganega ekspertnega sistema je prikazan na Sliki 2.1. 
 
Predvidoma bodo metode, ki jih bomo pri tem uporabili, temeljile na analizi in 
karakterizaciji montažnih procesov in sistemov z uporabo eksperimentalnih, matematičnih 
in simulacijskih modelov, ter na analizi in zasnovi naprednih algoritmov. 
 
Glavni izziv predlaganega ekspertnega sistema bo čas izvedbe optimizacijskih korakov, ki 
so zaradi obilice podatkov in aktivnosti (zajem podatkov, izvedba simulacije, izvedba 




Slika 2.1: Predlagani ekspertni sistem. 
 
 
2.1. Namen disertacije 
Glavni namen doktorske disertacije je opraviti temeljite študije in raziskave, ki so potrebne 
za izdelavo inteligentnega algoritma za vnaprejšnje in sprotno optimiranje MiSSP. V ta 
namen bodo razvite temeljne znanstvene metode za sprotno spremljanje MiSSP, kakor tudi 
za razvoj inteligentnega vmesnika in algoritma, ki bo samodejno predlagal optimizacijske 
rešitve. Takšen sistem bo povečal uporabnost vnaprejšnje simulacije pri optimizaciji 
procesov, predvsem pa omogočil sprotno optimizacijo MiSSP na osnovi sprotnega 
spremljanja vseh vplivnih parametrov.  
 
Po pregledu obstoječih, zgoraj opisanih algoritmov smo ugotovili, da so neprimerni za 
optimizacijo kompleksnejših procesov. Zato bomo razvili lastni algoritem, ki bo poiskal 
optimalno rešitev v krajšem času, kot trenutno znani algoritmi. 
 
Namen in končni cilj doktorskega dela je izdelava inteligentnega optimizacijskega sistema 
ter. algoritma, ki bo temeljil na opisu in karakterizaciji montažnega in strežnega sistema 
proizvodne linije s pomočjo digitalnega dvojčka ter na samodejnem popisu vseh vplivnih 
parametrov realnega procesa z merilnimi metodami in analitičnimi izračuni. Eden od ciljev 





2.2. Znanstvene hipoteze 
Obstoječe rešitve optimiranja MiSSP linijske proizvodnje temeljijo predvsem na ne-sprotni 
simulaciji. Bilo je tudi nekaj poskusov uporabe sprotne simulacije pri optimiranju enostavnih 
MiSSP proizvodnih linij [72]. Vendar se je pokazalo, da zaradi dolgih časov izvedbe 
optimizacijskih korakov pri iskanju rešitev z algoritmi in metodami, le-te pristopi niso 
primerni za realne sisteme. Uporaba algoritma, ki omogoča krajše čase iskanja optimalnih 
rešitev, je bistvena pri izvajanju sprotne simulacije. 
 
V doktorski disertaciji smo želeli potrditi tri hipoteze: 
 
H1. V doktorskem delu bo razvit nov optimizacijski algoritem, ki bo v manj iteracijah in 
krajšem času, kot obstoječi znani algoritmi našel primerljivo dobro skoraj optimalno 
rešitev (Ang. Near Optimal Solution). 
 
H2. Za primer linijskega montažnega in strežnega sistema in procesa bo razvit nov 
ekspertni sistem, ki bo sprotno zajemal vse potrebne parametre stanja. Le-te bo 
uporabil kot vhodne podatke simulacijskega modela. Dobljene rezultate simulacije bo 
primerjal s stanjem realnega sistema, se samodejno odločal ali je potrebna optimizacija 
oz. sprememba v linijskem MiSSP. Vse to se bo izvajalo brez poseganja operaterja v 
realni proces.  
 
H3. Uporabnost novo razvitega ekspertnega sistema bo možno razširiti tudi na druge 
proizvodne sisteme in procese. 
 
 
2.3. Potek in metode dela 
Metode raziskovanja bodo med drugim vključevale uporabo nadzorovanja in optimiranja 
MiSSP s pomočjo naprednega algoritma in sprotne oziroma "On-line" simulacije z 
digitalnim dvojčkom posameznih procesov. Za potrebe izdelave modela MiSSP in izvajanja 
simulacije bomo uporabili komercialni programski paket Tecnomatix Plant Simulation. 
Programsko orodje je vodilna programska rešitev na trgu za modeliranje in simulacijo 
procesov ter sistemov in temelji na teoriji diskretnih dogodkov ter je objektno orientiran. 
Program omogoča popis specialnosti posameznega problema preko programiranja v 
programskem jeziku SimTalk. 
 
Pridobljene podatke o stanju sistema bomo pridobivali preko lastno razvitega distribuiranega 
sistema montažne linije, ki bo nadomestil MES sistem. Te podatke bomo primerjali z 
rezultati, ki nam jih bo podala simulacija. Za primerjavo rezultatov bo zgrajen ekspertni 
sistem, ki nam bo na osnovi te analize tudi samodejno predlagal optimalne rešitve za 
optimizacijo MiSSP.  
 
Za pridobivanje podatkov preko distribuiranega MES sistema bomo v prvi fazi postavili 
manjši testni primer proizvodnje linije v laboratoriju LASIM na FS. Za ta testni primer bo 
zgrajen digitalni dvojček na osnovi diskretnih dogodkov. Po ustrezni validaciji in verifikaciji 
simulacijskega modela bomo zgradili sistem, ki bo samodejno zajemal vse potrebne 
Doktorska teza 
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parametre realnega sistema, ki jih simulacijski model potrebuje za delovanje. Vsi potrebni 
parametri o delovanju MiSSP bodo spremljani sprotno in samodejno vneseni v digitalni 
dvojček. Digitalni dvojček bo nato s pomočjo inteligentnih algoritmov in proizvodnega 
plana poiskal optimalno zaporedje posameznih podprocesov strege in montaže na montažni 
liniji.  
 
Zadnji korak bo izgradnja ekspertnega sistema, ki bo povezal vse omenjene sisteme in 
samodejno upravljal testni proizvodni sistem. 
 
Razvojne faze doktorskega dela smo razdelili na naslednje korake: 
 
1. korak: Popis dejanskega realnega sistema. 
2. korak: Izgradnja ne-sprotnega oziroma "Off-line" simulacijskega modela testnega 
proizvodnega oz. linijskega montažnega in strežnega sistema linijske 
proizvodne. 
3. korak: Nadgraditev simulacijskega modela linijske proizvodne v digitalnega dvojčka 
preko povratne zanke testnega proizvodnega oz. linijskega montažnega in 
strežnega sistema. 
4. korak: Izvedba validacije in verifikacije digitalnega dvojčka. 
5. korak: Izgradnja vseh potrebnih digitalnih agentov, ki samodejno zbirajo podatke iz 
proizvodne linije in informacijskega sistema. Te podatke nato nastavijo kot 
vhodne podatke digitalnega dvojčka in zaženejo digitalnega dvojčka. 
6. korak: Izgradnja digitalnega agenta z optimizacijskim algoritmom, ki je združen z 
digitalnim dvojčkom in je direktno povezan v sprotni oziroma "On-line" 
digitalni dvojček. 
7. korak: V tem koraku je celota povezana v ekspertni sistem, ki vključuje "On-line" 
digitalni dvojček, vmesnik za pridobivanje podatkov, vmesnik za pošiljanje 
podatkov simulacijskemu modelu in optimizacijski algoritem. 
8. korak: Izgradnja vmesnika, ki omogoča samodejno implementacijo optimizacijske 
rešitve v realni sistem. Optimalne rešitve so sestavljene iz optimalnega 
proizvodnega načrta in navodil za optimalni proizvodni proces. 
9. korak: Izgradnja sistema, ki omogoča analizo stanja prej in potem. 









2.4. Prispevek k znanosti, pričakovane ugotovitve in 
sklepi 
Poleg novih spoznanj o delovanju montažnih in strežnih sistemov ter procesov, ki morajo 
vse bolj delovati po konceptih Industrije 4.0, je glavni rezultat nov inteligentni ekspertni 
sistem, ki na podlagi prej omenjenih pristopov in metod samodejno predlaga rešitve za dvig 
učinkovitosti proizvodnega procesa. Ekspertni sistem, je grajen modulno in je lahko z 
nadgradnjami uporabljen tudi širše na področjih izven montažnih in strežnih sistemov 
linijske proizvodnje. 
 
Pomemben prispevek k znanosti je tudi nov način uporabe sprotnih oziroma "On-line" 
digitalnih dvojčkov. Pri tem smo podrobneje analizirali in popisali vse potrebne korake, ki 
so potrebni, če želimo zgradi digitalni dvojček, ki deluje v sprotnem oziroma "On-line" 
načinu. Na ta način smo še povečali uporabnost digitalnih dvojčkov v realnih MiSSP. 
 
Pomembnejši prispevek k znanosti so vsekakor tudi novo razviti digitalni agenti. Predstavili 
smo, kako se združi digitalne agente skupaj z digitalnim dvojčkom in na ta način digitalni 
agenti prevzamejo sprejemanje pomembnih odločitev namesto človeka. Digitalni agenti 
igrajo pomembno vlogo pri pohitritvi optimizacijskih korakov celotnega ekspertnega 
sistema. Modulna gradnja agentov omogoča nadaljnji razvoj le-teh in uporabo v drugih 
realnih MiSSP. 
 
Pomemben prispevek k znanosti je ravno tako novo razviti algoritem, ki je uporaben tudi za 
probleme razvrščanja. Podrobna analiza vpliva razvrščanja je prikazana na primeru realnega 
sistema, predvsem pri zmanjšanju pretočnega in čakalnega časa posameznih naročil, 
stroškov obdelave, dobavnih terminov itd.  
 
Prispevek k znanosti je tudi nov referenčni model za problem razvrščanja naročil. Pregled 
literature o tematiki problema razvrščanja naročil je pokazal, da v nam dostopni literaturi ni 
dovolj primernega referenčnega modela za problem razvrščanja naročil s pripravljalnimi 
časi. Vsi do sedaj predstavljeni referenčni modeli, bodisi ne upoštevajo pripravljalnih časov, 
ali so v njih pripravljalni časi konstantni. Dejansko so v realnih sistemih pripravljalni časi 
odvisni od trenutnega naročila in od prejšnjega naročila in tako niso konstantni. Zato 
referenčni model, ki smo ga razvili v okviru doktorske naloge, upošteva pripravljalne čase 
kot spremenljivko, kar predstavlja pomemben prispevek k znanosti. 
  
Zaradi vse večje potrebe po novih tehnologijah Industrije 4.0 je rezultat doktorskega dela 
tudi prvi ekspertni sistem z inteligentnim optimizacijskim algoritmom, ki s pomočjo sprotne 
"On-line" simulacije sproti optimizira MiSSP. Razviti ekspertni sistem je zato nadgradil 
trenutno uporabnost simulacije diskretnih dogodkov v industriji in tako povečal vpliv in 





3. Pregled stanja na področju inteligentih 
algoritmov za optimiranje linijske 
proizvodnje 
Proizvodna linija je opredeljena kot vrsta delovnih postaj, medsebojno povezanih s sistemi 
za strego, ki prenašajo oziroma transportirajo sestavne dele iz ene postaje na drugo [73]. 
Proizvodne linije so običajno izpostavljene motnjam in zastojem, ki so poleg ostalih vplivov 
predvsem posledica slabega planiranja, sprememb časov operacij in odpovedi delovnih 
postaj ali strojev. Te motnje in zastoji povzročijo, da proizvodna linija stoji in to lahko 
povzroči manjšo pretočnost materiala [56] [74].  
 
Če želimo dvigniti pretočnost materiala na proizvodni linij, se je izkazalo, da je potrebno 
linijo optimirati. V ta namen se uporablja veliko različnih algoritmov in metod.  
 
 
3.1. Pregled algoritmov in metod 
Mnogo optimizacijskih problemov obravnava iskanje sestave "najboljše" množice 
spremenljivk za dosego določenega cilja. Probleme delimo v dve skupini: tiste, katerih 
rešitve so kodirane z realnimi vrednostmi spremenljivk in tiste, katerih rešitve so kodirane z 
diskretnimi vrednostmi spremenljivk. Med slednjimi najdemo razred t. i. kombinatoričnih 
optimizacijskih problemov. Primeri kombinatoričnih optimizacijskih problemov so problem 
trgovskega potnika, problem kvadratne dodelitve ter problemi urnikov in razvrščanja [46].  
 
Zaradi velikega praktičnega pomena tovrstnih problemov je bilo do sedaj za njihovo 
reševanje izdelanih že veliko algoritmov, ki jih lahko ločimo v dve skupini: na natančne 
(eksaktne) in hevristične algoritme. Problem se pojavi, ker za reševanje kombinatoričnih 
optimizacijskih problemov, ki so NP-težki, ne obstajajo polinomski algoritmi (če velja P ≠ 
NP). Za te vrste problemov bi torej eksaktni algoritmi potrebovali (v najslabšem primeru) 
eksponentno dolgo časa, da bi prišli do optimalne rešitve, kar je za praktično rabo 
nesprejemljivo. Zato so se v zadnjih desetletjih pri reševanju kombinatoričnih 
optimizacijskih problemov zelo razširile hevristične metode, ki so se izkazale kot zelo 
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uporabne. Pri uporabi hevrističnega algoritma sicer žrtvujemo zagotovilo, da bomo našli 
optimalno rešitev, dobimo pa dovolj pogosto relativno dobro oz. skoraj optimalno rešitev v 
mnogo krajšem času, kot če bi uporabili eksaktni algoritem [46]. 
 
Pri osnovnih hevrističnih metodah navadno razlikujemo med konstruktivnimi algoritmi ali 
metodami ter metodami z lokalnim iskanjem. Konstruktivni algoritmi gradijo rešitve z 
dodajanjem komponent k začetni prazni rešitvi in sicer tako dolgo, dokler rešitev ni končna. 
Tovrstne hevristične metode so navadno najhitrejše, vendar vračajo rešitve, ki so po navadi 
slabše od rešitev, dobljenih z algoritmi lokalnega iskanja. Algoritmi lokalnega iskanja 
začnejo namreč z neko začetno rešitvijo in iterativno poskušajo zamenjati trenutno rešitev z 
boljšo, ki se nahaja v primerno definirani soseščini trenutne rešitve [46]. 
 
 
3.1.1. Hevristične metode 
Za hevristično planiranje vrstnega reda izvedbe naročil na delovnih mestih oziroma strojih 
lahko služijo prioritetna pravila. Prioritetna pravila določajo zaporedje, v katerem bodo 
izvajana naročila, ki se nahajajo v čakalni vrsti nekega delovnega mesta. Posebno pri 
posamični in maloserijski proizvodnji se izvede na delovnih mestih veliko naročil z 
različnim številom operacij in različnimi časi izvedbe operacij. 
 
Za razporejanje naročil na delovnih mestih lahko uporabljamo elementarna ali pa 
kombinirana prioritetna pravila. Elementarna prioritetna pravila so naslednja [18] [75]: 
‐ R (naključno): z enakomerno verjetnostjo izbere naključno naročilo iz čakalnice naročil. 
To pravilo se običajno uporablja, kot referenca za ostala pravila.  
‐ FIFO (Prvi pride, prvi gre, ang. First In First Out): naročila se postavijo v vrsto glede na 
PRIHOD. 
‐ LIFO (Zadnji pride, prvi gre, ang. Last In First Out): Tisto naročilo, ki je ZADNJE prišlo 
je prvo v vrsti. 
‐ SPT (najkrajši operacijski čas): čakajoče naročilo z najkrajšim časom obdelave na 
delovnem sredstvu dobi najvišjo prioriteto. 
‐ LPT (najdaljši operacijski čas): čakajoče naročilo z najdaljšim časom obdelave dobi 
najvišjo prioriteto. 
‐ SLT (najkrajši preostali čas): naročilo z najkrajšimi časi obdelave vseh preostalih operacij 
dobi najvišjo prioriteto. 
‐ LLT (najdaljši preostali čas): naročilo z najdaljšimi časi obdelave vseh preostalih operacij 
dobi najvišjo prioriteto. 
‐ STT ( najkrajši celotni čas obdelave): naročilo z najkrajšim časom obdelave vseh operacij 
dobi najvišjo prioriteto. 
‐ LTT ( najdaljši celotni čas obdelave): naročilo z najdaljšim časom obdelave vseh operacij 
dobi najvišjo prioriteto. 
‐ LOR (najmanj operacij še neizvedenih): naročilo z najmanjšim številom operacij, ki se 
morajo še izvesti, dobi najvišjo prioriteto. 
‐ MOR (največ operacij še neizvedenih): naročilo z največjim številom operacij, ki se 
morajo še izvesti, dobi najvišjo prioriteto. 
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‐ ST (čas držanja): najvišjo prioriteto dobi naročilo z najmanjšim drsenjem. Drsenje 
predstavlja razliko med preostalim časom za izvedbo naročila in vsoto preostalih časov 
za obdelavo. 
‐ EDD (Earliest Due Date - Najzgodnejši rok): najvišjo prioriteto dobi naročilo z 
najzgodnejšim rokom izdelave. 
 
Poleg elementarnih prioritetnih pravil so znana tudi KOMBINIRANA PRIORITETNA 
PRAVILA, pri katerih se več elementarnih pravil poveže v kombinirana prioritetna pravila 
kot npr: 
‐ ST/SPT (čas držanja proti najkrajšemu operacijskemu času): skupna prioriteta predstavlja 
razmerje ST proti SPT. 
‐ ST/LOR (čas držanja proti najmanj še neizvedenih operacij): skupna prioriteta predstavlja 
razmerje ST proti LOR. 
 





V zadnjem času so bile razvite nove vrste hevrističnih algoritmov, ki poskušajo združiti 
osnovne hevristične metode ter na nekem višjem nivoju učinkoviteje preiskovati iskalni 
prostor. Te metode so dandanes znane pod imenom metahevristika oz. metahevristični 
algoritmi [46]. 
 
Izraz hevristika izhaja iz glagola heuriskein, kar pomeni "najti", izraz meta pa pomeni 
"preko, na višjem nivoju" [76].  
 
Lastnost, ki se lahko uporablja za razvrstitev metahevristik, je število sočasno uporabljenih 
rešitev. Algoritme, ki uporabljajo eno rešitev, imenujemo tudi trajektorne metode. 
Metahevristike, ki jih imenujemo populacijske metode, pa delujejo nad populacijo rešitev in 
tako izvajajo iskalni proces, ki opisuje evolucijo množice točk v iskalnem prostoru [46].  
 
 
3.1.2.1. Trajektorne metode  
Izraz trajektorne metode se uporablja zato, ker je za iskalni proces, ki se izvaja pri teh 
metodah, značilna tirnica v iskalnem prostoru (tj. zaporedje obiskanih/pregledanih dopustnih 




Osnovno lokalno iskanje  
 
Pri osnovnem lokalnem iskanju, ki se navadno imenuje tudi iterativno izboljševanje (Ang. 
Iterative Improvement), se vsak korak, ki je izbira rešitve s' iz soseščine N(s), izvede le v 
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primeru, ko je dobljena rešitev s' boljša od trenutne rešitve s. Zato se algoritem ustavi v 
lokalnem optimumu [46] .  
 
Struktura algoritma je naslednja:  
procedure Lokalno_iskanje  
begin  
s ← TvoriZačetnoRešitev()  
repeat  
s ← Izboljšaj(N(s))  
until izboljšava ni več možna  
end  
 
Funkcija Izboljšaj(N(s))vrača rešitve, ki so lahko prva izboljšava, najboljša izboljšava 
ali pa katerakoli vmes. V prvem primeru se med preiskovanjem soseščine N(s) izbere prvo 
rešitev, ki je boljša od rešitve s; v drugem primeru se temeljito razišče soseščino in vrne 
rešitev z najboljšo vrednostjo kriterijske funkcije. Obe metodi se ustavita v lokalnem 
optimumu [46]. 
 
Učinkovitost iterativnega izboljševanja pri kombinatoričnih optimizacijskih problemih je 
pogosto nezadovoljiva. Zato so bile razvite tehnike, ki preprečujejo ujetje v lokalnem 
optimumu, tako da so jim bili dodani mehanizmi, ki omogočajo pobeg iz lokalnih 
optimumov. S tem postane pogoj za končanje metahevrističnega algoritma mnogo bolj 
kompleksen, kot je le doseganje lokalnega optimuma. Možni pogoji za končanje so lahko 
časovna omejitev računanja, vnaprej določena vrednost kriterijske funkcije, omejeno število 





Simulirano ohlajanje (SA iz ang. Simulated Annealing) se pogosto omenja kot najstarejša 
metahevristika in je zagotovo eden prvih algoritmov, ki je vseboval eksplicitno strategijo za 
pobeg iz lokalnega optimuma. Ta proces je analogen procesu ohlajanja materiala, ki pri tem 
preide v stanje z najnižjo energijo. Osnovna ideja je, da se dovolijo koraki, ki vrnejo slabšo 
rešitev od trenutne (t. i. koraki navkreber), s čimer se lahko pobegne iz lokalnega optimuma. 
Verjetnost takega koraka se med iskanjem manjša [46].  
 
Struktura algoritma je naslednja:  
procedure Simulirano_ohlajanje  
begin  
s ← ZačetnaRešitev()  
T ← T0  
while pogoj za končanje ni dosežen do  
s' ← NaključnoIzberi(N(s))  
if f(s') < f(s) then s ← s' % s' zamenja s  
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Algoritem zgradi najprej začetno rešitev (bodisi naključno ali hevristično) in nastavi začetno 
vrednost temperature T. Potem pri vsaki ponovitvi naključno izbere rešitev s', ki pripada 
soseščini N(s)- s' ∈ N(s), ki je nato sprejeta kot trenutna rešitev glede na funkcije f(s), f(s') in 
glede na temperaturo T. Trenutna rešitev s je zamenjana z novo rešitvijo s', če je funkcija  
f(s') < f(s). V primeru, ko je funkcija f(s') ≥ f(s), pa pride do zamenjave z verjetnostjo p, ki je 
odvisna od temperature T in razlike funkcij Δf = f(s') - f(s), običajno po Boltzmannovi 
porazdelitvi 𝑒
∆𝑓
𝑇 . Pri konstantni temperaturi T velja, da večja ko je Δf, nižja je verjetnost 
sprejetja premika iz s v s'. Po drugi strani pa je pri višji temperaturi T večja verjetnost 
sprejetja slabše rešitve in s tem pobega iz lokalnega optimuma [46].  
 
Ker se med iskanjem optimalne rešitve temperatura T niža, je na začetku verjetnost sprejetja 
slabših rešitev zelo visoka, a se počasi niža in algoritem konvergira proti preprostemu 
osnovnemu lokalnemu iskanju. Vendar ni nujno, da se vrednost temperature T niža 
monotono; izpopolnjene ohlajevalne sheme vsebujejo tudi občasna povišanja temperature.  
 
Algoritem simuliranega ohlajanja SA je rezultat dveh združenih strategij: naključnega 
iskanja in osnovnega lokalnega iskanja. V prvi fazi iskanja smo manj nagnjeni k izboljšavi 
in dovolimo raziskovanje iskalnega prostora; ta brezciljna komponenta se počasi zmanjšuje 





Tabu-iskanje (TS, iz ang. Tabu Search) je ena izmed najpogosteje uporabljenih 
metahevristik pri kombinatoričnih optimizacijskih problemih. Algoritem TS nedvoumno 
uporablja zgodovino iskanja tako za pobeg iz lokalnega optimuma, kakor tudi za izvedbo 
iskalne strategije [46]. 
  
Preprost algoritem TS uporablja kot osnovno sestavino lokalno iskanje z najboljšo 
izboljšavo. Poleg tega uporablja tudi kratkoročni spomin za pobeg iz lokalnega optimuma 
ter za izogibanje ponavljanja [46].  
 
Sam algoritem TS je naslednji:  
procedure Preprosto_tabu_iskanje  
begin  
s ← TvoriZačetnoRešitev()  
TabuSeznam ← ∅  
while pogoj za končanje ni dosežen do  





Kratkoročni spomin je izveden s tabu-seznamom TabuSeznam, ki vsebuje zapise nekaj 
zadnjih obiskanih rešitev in prepoveduje premike proti njim. Iz soseščine trenutne rešitve so 
(začasno) izključne tiste rešitve, ki so na tabu-seznamu. Pri vsaki ponovitvi se kot nova 
trenutna rešitev izbere najboljša rešitev iz dovoljene množice. Ta rešitev se doda na tabu-
seznam, ena izmed že vsebovanih rešitev pa se izloči iz seznama (po navadi v vrstnem redu 
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FIFO). Algoritem TS se ustavi takoj, ko je izpolnjen pogoj za končanje. Lahko pa se zgodi, 
da se algoritem TS ustavi zaradi prazne dovoljene množice, torej če so vse rešitve iz 
soseščine N(s) na tabu-seznamu. Strategije, ki to preprečujejo, vsebujejo možnost izbire 
najstarejše obiskane rešitve, tudi če je ta na tabu-seznamu [46].  
 
 
3.1.2.2. Populacijske metode  
Za populacijske metode je značilno, da pri vsaki ponovitvi obravnavajo delno množico (tj. 
populacijo) možnih rešitev, in ne eno samo rešitev. Vendar je končna učinkovitost algoritma 




Inteligenca rojev (Ang. swarm intelligence) je področje umetne inteligence, ki z množico 
oziroma rojem delcev rešuje kompleksne probleme. Navdih za veliko algoritmov, ki spadajo 
v to področje, lahko najdemo v naravi. Večina algoritmov, ki temeljijo na inteligenci roja, je 
poimenovanih po živalih oziroma sistemih v naravi, po katerih se zgledujejo. Med bolj 
popularnimi so algoritem kresnic (Ang. firefly algorithm), optimizacija z rojem delcev (Ang. 
particle swarm optimization), kukavičje iskanje (Ang. cuckoo search), algoritem umetne 
kolonije čebel (Ang. artificial bee colony), algoritem na osnovi obnašanja netopirjev (Ang. 
bat algorithm), optimizacija s kolonijo mravelj (Ang. ant colony optimization), itd. Vsem 
tem je značilno, da so sestavljeni iz posameznikov, ki lahko opravljajo le enostavne naloge, 
medtem ko bolj zapletene naloge, ki predstavljajo skupen cilj celotnega roja, opravijo s 
pomočjo medsebojnega sodelovanja [46]. 
 
Algoritmi inteligence rojev imajo še nekaj posebnih značilnosti, kot so [31]: 
 odpornost na okvaro posameznega delca, 
 enostavno spreminjanje števila delcev v roju in 
 prilagodljivost različnim vrstam problemov. 
 
 
3.1.2.3. Evolucijsko računanje in genetski algoritmi 
Algoritmi evolucijskega računanja so navdahnjeni z naravno sposobnostjo živih bitij po 
prilagajanju svojemu življenjskemu okolju. Te algoritme lahko na kratko opišemo kot 
računske modele evolucijskih procesov. V vsaki ponovitvi (generaciji) se nad osebki 
trenutne populacije uporabi določeno število operatorjev, tako da nastanejo osebki naslednje 
generacije. Navadno se uporabljata operator križanja, s katerim kombiniramo dva ali več 
osebkov v nove osebke in mutacija, ki povzroči samoprilagoditev osebkov. Gonilna sila 
evolucijskih algoritmov je izbor osebkov glede na njihovo uspešnost, ki je lahko vrednost 
kriterijske funkcije, rezultat simulacije eksperimenta ali pa kakšna druga mera kakovosti. 
Bolj uspešni osebki bodo bolj verjetno izbrani za člane populacije v naslednji generaciji in 
bodo s tem postali starši novih osebkov. To je v skladu z načelom o preživetju najboljšega 
pri naravni evoluciji [46].  
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Osnovna struktura algoritmov evolucijskega računanja je naslednja:  
procedure Evolucijsko_računanje  
begin  
P ← TvoriZačetnoPopulacijo()  
Oceni(P)  
while pogoj za končanje ni dosežen do  
P' ← Križaj(P)  
P'' ← Mutiraj(P')  
Oceni(P'')  




V zgornjem algoritmu je P populacija osebkov; populacija potomcev je narejena z uporabo 
križanja in mutacije. Osebki naslednje generacije so izbrani iz unije prejšnje populacije in 
populacije potomcev.  
 
Algoritme evolucijskega računanja lahko razvrstimo v tri kategorije: evolucijsko 
programiranje (EP iz ang. Evolutionary Programming), evolucijske strategije (ES iz ang. 
Evolutionry Strategies) in genetski algoritmi (GA iz ang. Genetic Algorithms). Evolucijsko 
programiranje, ki izhaja iz želje po izdelavi strojne inteligence in je v začetku delovalo nad 
diskretnimi končnimi avtomati, se v sedanjih različicah uporablja predvsem za zvezne 
optimizacijske probleme. To velja tudi za večino sedanjih različic ES, medtem ko se 











Slika 3.1: Darwinova paradigma - evolucija. 
 
Genetski algoritmi so do sedaj najboljši in najbolj robustni evolucijski algoritmi. Iznašel jih 
je John Holland in jih predstavil v knjigi "Adaptation in Natural and Artificial Systems" leta 
1975 [77]. 
 
Genetski algoritem sestavljajo trije genetski operatorji: selekcija, križanje (rekombinacija) 
in mutacija (Slika 3.2). Selekcija (merilo pripravljenosti) je preživetje najbolj sposobnih 
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posameznikov znotraj genetskega algoritma. V ta namen moramo seveda vse vmesne rešitve 
oceniti, za kar uporabljamo cenitveno funkcijo. S pomočjo selekcije izbiramo primerne 
posameznike, nad katerimi izvedemo drugi genetski operator − križanje oz. rekombinacijo 
(metoda reprodukcije, "parjenje" posameznikov, da dobimo nove posameznike), pri čemer 
iz dveh dobrih rešitev ustvarimo novo, še boljšo rešitev. S procesom nadaljujemo, dokler ne 
zapolnimo celotne nove populacije. Pri tem pa moramo biti pozorni na to, da s križanjem 
ustvarjene rešitve ostajajo še zmeraj veljavne glede na problem, ki ga rešujemo. Zadnji 
genetski operator je mutacija (dodajanje majhnega deleža naključnega šuma potomcem, da 
spremenimo njihove "gene"), ki predstavlja občasno (nizko verjetno) spremembo 
posameznika, kar pripomore k hitrejši in bolj zanesljivi poti k iskani optimalni rešitvi 





Slika 3.2: Genetski operatorji: selekcija, križanje in mutacija [78]. 
 
Poznamo tudi križanje v dveh točkah, ki sta naključno izbrani in s tem preprečimo, da bi se 




Slika 3.3: Križanje GA v dveh točkah [79]. 
 
Enotno križanje je križanje s pomočjo naključne maske. Maska določi, kateri del in kakšna 
količina kromosoma se kopira od določenega starša (Slika 3.4). S pomočjo križanja dobimo 
kompromis med raziskovanjem (tj. uvajanje novih kombinacij lastnosti) in izkoriščanjem (tj. 
obdržimo dobre lastnosti obstoječih rešitev) [79]. 
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Slika 3.4: Enotno križanje [79]. 
 
S pomočjo mutacije, lahko ustvarimo potomce iz samo enega starša. Mutacija generira 
raznovrstnost posameznikov, ker omogoča ustvarjanje novih genov, medtem ko križanje 




Slika 3.5: Mutacija genov pri GA [79]. 
 





Slika 3.6: Gradniki genetskega algoritma [79]. 
 
Prednostni in slabosti GA 
 
Genetski algoritmi (GA) imajo številne prednosti [79]: 
‐ Hitra obdelava velikih zbirk rešitev. 
‐ Slabi predlogi ne vplivajo slabo na končno rešitev, saj so preprosto izločeni. 
‐ Induktivna narava GA pomeni, da ni potrebno poznavanje pravil problema – ta deluje po 
svojih (notranjih) pravilih. To se izkaže za zelo uporabno pri slabo definiranih problemih. 
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Velika prednost algoritmov GA je, da iščejo rešitev z evolucijo, kar pa je obenem tudi 
največja slabost. Evolucija je induktivna: v naravi se življenje ne razvija proti dobrim 
rešitvam, ampak proč od slabih pogojev. To lahko povzroči, da se določena vrsta razvije v 
evolucijsko slepo ulico. Podobno je tudi pri algoritmih GA možno, da je ponujena rešitev 
ne-optimalna [79].  
 
Druge slabosti so še [78]: 
‐ Slabost je način prepoznavanja, katere spremembe so zaželene. GA bi lahko bili 
izboljšani, če bi imeli spomin, kateri pari genov vplivajo ugodno in kateri negativno na 
oceno sposobnosti posameznega razporeda. S tem bi se izognili ponavljanju »slabih« 
vrstnih redov genov. Vendar bi evaluacija takšne funkcije sposobnosti, ki bi prepoznala 
zaželene spremembe, lahko zahtevala mnogo daljši čas za iskanje rešitve in s tem bi se 
povečali stroški računanja rešitve. 
‐ Ponavljajoče generiranje enake populacije. Problem lahko nastane posebno pri zelo 
majhnih populacijah. Problemu se je moč izogniti z uporabo naključne mutacije genov. 
‐ Izbiro operatorjev prehoda in njihovo stopnjo, velikost populacije je potrebno prilagoditi 
za vsak proučevan problem posebej, običajno s poskušanjem, kar zna biti zelo zamudno. 
 
 
3.2. Diskretna simulacija in digitalni dvojčki 
Preverjena metoda za optimiranje MiSSP proizvodnih linij je simulacija in modeliranje z 
diskretnimi dogodki s sprotno izboljšavo proizvodnih procesov. Na področju simulacije in 
modeliranja z diskretnimi dogodki je že skoraj 5 desetletij raziskav in zaradi tega je področje 
računalniške simulacije z diskretnimi dogodki dobro raziskano in preverjeno [80] [81] [82] 
[83] [84] [85] [86] [87] [88] [89]. 
 
Ker je naše izhodišče doktorske naloge, da naredimo sistem, ki bo sprotno in avtomatsko 
izboljševal MiSSP, smo se v ta namen odločili, da razvijemo ekspertni sistem, ki bo vseboval 
optimizacijske algoritme in bo s pomočjo sprotne simulacije samodejno izboljševal realni 




Slika 3.7: Sprotna optimizacija realnega procesa. 
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S sprotno simulacijo in optimizacijo želimo vzpostaviti metodologijo, ki bo omogočila 
odpravo čim več nepotrebnih stroškov oz. potrat (zapravljanj), ki v MiSSP nastajajo. 
Toyotin sitem vitkosti pozna sedem vrst potrat zaradi [90]: 
‐ hiperprodukcije in prezgodne proizvodnje, 
‐ čakanja,  
‐ skladiščenja, 
‐ transporta, 
‐ delovnega procesa, 
‐ gibanja in 
‐ proizvodnje izdelkov z napako. 
 
Obstaja tudi osma vrsta zapravljanja oziroma potrate in sicer zaradi človeškega faktorja. 
 
Namen sprotne simulacije je, da odpravi potrate v delovnem procesu, saj takoj, ko pride do 
motnje, sistem preveri kako je ali kako bo ta motnja vplivala na proizvodni plan. Če sistem 
spozna, da zaradi te motnje ni možno izvesti proizvodnega plana, takoj prične z iskanjem 
optimalnega proizvodnega plana in ko ga poišče, tudi takoj predlaga rešitve ter izboljšave 
plana. Želja takega sistema je sprotna simulacija, to pomeni, da izpostavljamo probleme in 
ozka grla takoj, ko jih zaznamo in jih tudi takoj odpravljamo, in s tem skrajšamo čas od 
naročila do dobave.  
 
Avtorji Buchmeister, Liber in Polajnar so v svoji knjigi podali slikovito razlago odnosa 
optimizacijskega pristopa za proizvodni proces: "Za pristop je značilen poseben odnos do 
zalog, ki se kaže v utemeljitvi odnosa med zalogami in proizvodnimi problemi. Zaloge 
predstavljajo morski nivo. Proizvodni problemi pa čeri. Visok nivo zalog (morja) omogoča 
proizvodnem sistemu (ladji) varno plovbo čez čeri (proizvodne probleme). Takšne plovne 
razmere so drage. Potrebno je nižanje zalog (gladine morja), kar pomeni nevarnost nasedanja 
na čeri (proizvodne probleme). S procesi neprestanega izboljševanja proizvodnih procesov 
odpravimo proizvodne probleme (uničujemo čeri) in tudi nižji nivo zalog (morja) omogoča 
varno plovbo proizvodnega sistema." (Slika 3.8) [91].  
 
 
Slika 3.8: Veliko stanje v skladišču zakrije probleme proizvodnje [91]. 
 
Naša želja je, da s sprotno simulacijo in optimizacijo sprotno zvišujemo ali znižujemo 
"gladino morja" in sicer tako, da v naprej napovemo vse "čeri" in se jim ob čim manjših 
stroških tudi uspešno izognemo. 
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V grobem poznamo tri različne vrste simulacij diskretnih dogodkov in sicer ne-sprotna (ang. 
Off-line), v realnem času (ang. Real-time) in sprotna (ang. On-line) simulacija. Simulacijske 
modele, ki so ločeni od dejanskih procesov in sistemov imenujemo tudi zavrženi modeli 
(Ang. throw away models) [92]. Simulacijo, ki jo izvajamo z zavrženimi modeli, pa 
imenujemo ne-sprotna oziroma "Off-line" simulacija. Danes je ne-sprotna simulacija precej 
razširjena v predelovalni industriji in v številnih aplikacijah, ki se nanašajo na optimiranje 
proizvodnih hal. Nadgradnja ne-sprotne simulacije je simulacija v realnem času (RT iz ang. 
Real-time simulation). V RT simulaciji je simulacijski model v nenehni povezavi z realnim 
procesom in sistemom in iz njega črpa vhodne podatke in parametre. V primeru, ko je 
simulacijski model v stalni in neposredni povezavi z realnim sistemom, obenem pa sprejema 
odločitve glede realnega sistema in procesa, lahko takšno vrsto simulacije imenujemo 
sprotna simulacija (Ang. On-line simulation) [66].  
 
 
3.2.1. Ne-sprotna simulacija  
Pri vsaki simulaciji diskretnih dogodkov zmodeliramo realni sistem oz. proces v digitalno 
okolje in postavimo simulacijski model realnega sistema oz. procesa. V primeru, ko je 
simulacijski model povezan s povratno zanko z realnim sistemom, lahko takšen model 
imenujemo digitalni dvojček realnega sistema oz. procesa. Digitalni dvojček je navidezna 
(digitalna) predstavitev fizičnega izdelka ali procesa, ki se uporablja za razumevanje, 




Slika 3.9: Osnovni princip digitalnega dvojčka. 
 
Digitalni dvojček tako predstavlja realno sliko dejanskega objekta (sistema, procesa), ki si 
jo zamislimo. Zgrajen mora biti tako, da se vede kot realni sistem za tista področja, ki nas 
zanimajo. 
 
Pri gradnji digitalnega modela digitalnega dvojčka moramo: 
‐ jasno opredeliti namen modeliranja,  
‐ definirati omejitve, v katerih model deluje, 
‐ upoštevati pomembne lastnosti in zanemariti nepomembne ter 
‐ definirati strukturo in določiti parametre. 
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Digitalni dvojček je tudi najboljše orodje za izvajanje "kaj-če" scenarijev, saj lahko hitro 
ugotovimo, kako sprememba vhodnih podatkov, parametrov in resursov vpliva na realni 
sistem. To storimo tako, da v digitalnega dvojčka vnesemo vse potrebne robne pogoje za 
določen scenarij (vhodni podatki, resursi, lastnosti in omejitve), "zaženemo" digitalnega 




Slika 3.10: Digitalni dvojček, kot najboljše orodje za izračun "kaj-če" scenarijev. 
 
Na splošno obstajajo tri vrste digitalnih dvojčkov [93]: 
‐ digitalni dvojček izdelka, 
‐ digitalni dvojček procesa in 
‐ digitalni dvojček učinkovitosti procesov in gradnikov. 
 
Kombinacija in integracija treh digitalnih dvojčkov, ko se razvijajo skupaj, je znana tudi kot 
digitalna nit (Slika 3.11). Izraz "nit" se uporablja zato, ker je vtkana in združuje podatke iz 




Slika 3.11: Digitalni dvojčki, ki tvorijo digitalno nit [93]. 
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Digitalni dvojčki se v celotnem življenjskem ciklu izdelkov uporabljajo pri simulaciji, 
napovedovanju in optimizaciji izdelkov ter procesov proizvodnje. Da bi zagotovili natančno 
modeliranje v celotni življenjski dobi nekega izdelka ali njegove proizvodnje, morajo 
digitalni dvojčki uporabljati podatke iz fizičnega sveta. Z uporabo teh podatkov se digitalni 
dvojček razvija in nenehno posodablja in lahko tako konstantno odraža realno spremembo 
fizičnega sveta. S pomočjo zaprte zanke se ustvarijo povratne informacije v digitalnem 
okolju in tako se lahko izdelki, sistemi in procesi stalno optimizirajo in s tem se dviguje 
njihova učinkovitost [94]. 
 
 
Digitalni dvojčki izdelka 
 
Digitalni dvojčki izdelka se uporabljajo za učinkovito oblikovanje novih izdelkov. Digitalne 
dvojčke se uporablja za praktično preverjanje učinkovitosti izdelka, hkrati pa tudi za prikaz, 
kako izdelek deluje v realnem fizičnem svetu pod različnimi pogoji [94].  
 
 
Digitalni dvojček procesa 
 
Digitalni dvojček procesa se uporablja za načrtovanje in planiranje proizvodnje. Z digitalnim 
dvojčkom procesa se preveri, kako se bo proizvodni proces obnašal v fizičnem svetu in to 
lahko storimo, še preden je fizični svet postavljen. S simulacijo in analizo procesa z 
digitalnim dvojčkom se ugotovi, zakaj se določene stvari dogajajo in s tem se lahko postavijo 
metodologije, da ostane proizvodnja učinkovita v naj različnih pogojih. Z uporabo podatkov 
iz digitalnih dvojčkov se lahko prepreči visoke stroške časovnega izpada opreme - in celo 
napove, kdaj bo potrebno preventivno vzdrževanje. Ta stalni tok natančnih informacij 
omogoča hitrejše, učinkovitejše in zanesljivejše proizvodne procese [94]. 
 
 
Digitalni dvojček učinkovitosti 
 
Digitalni dvojčki učinkovitosti zajema, analizira in ukrepa z operativnimi podatki. Pametni 
izdelki in pametne tovarne ustvarjajo ogromno količino podatkov o njihovi uporabi in 
učinkovitosti. Digitalni dvojček učinkovitosti zajema te podatke od izdelkov in sredstev, jih 
analizira in zagotovi učinkovito informirano odločanje. Z uporabo digitalnih dvojčkov 
učinkovitosti se lahko [94]: 
- izboljša virtualne modele, 
- zajema, združuje in analizira operativne podatke in 
- izboljša učinkovitost sistemov in procesov. 
 
V našem primeru bomo za optimiranje MiSSP zgradili digitalnega dvojčka procesa oz. 
procesov in digitalnega dvojčka učinkovitosti.  
 
 
Izgradnja digitalnega dvojčka 
 
Izgradnja digitanlega dvojčka je prvi korak pri izvedbi simulacije. Drugi korak je 
eksperimentiranje z digitalnim dvojčkom, kar nam daje podatke o obnašanju dvojčka. S 
pomočjo teh podatkov lahko izvedemo vrednotenje digitalnega dvojčka (analiza ujemanja 
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obnašanja realnega sistema in konceptualnega modela). Vrednotenje in verifikacija nista eno 
in isto, saj s pomočjo verifikacije preverimo, ali je bil digitalni dvojček pravilno izveden. 




Slika 3.12: Iterativni postopek modeliranja in simulacije [95]. 
 
Dandanes se za izgradnjo digitalnih dvojčkov MiSSP največkrat uporabljajo uveljavljena 
objektno orientirana simulacijska orodja, v katerih je matematičen model vnaprej definiran 
znotraj objektov. Za izdelavo in uporabo ne-sprotne oziroma "Off-line" simulacije se logični 
model realnega sistema v računalniškem orodju pretvori v digitalnega dvojčka, s katerim se 
nato izvaja simulacija.  
 
 
Blokovni diagram ter koraki izgradnje in uporabe digitalnega dvojčka 
 
Za izdelave in uporabo "Off-line" simulacije ni predpisanega formalnega postopka, obstajajo 
pa splošni koraki za njeno izvedbo (Slika 3.13) [96] [97]. Posamezni koraki implementacije 





Pred začetkom izvajanja vsakega projekta je treba izvesti opredelitev problema. Le-ta 
običajno poteka med naročnikom in analitikom. Slednji mora zagotoviti, da je problem 





Pregled stanja na področju inteligentih algoritmov za optimiranje linijske proizvodnje 
24 
Določanje ciljev in načrti projekta 
 
Cilji kažejo na vprašanja, na katera je potrebno odgovoriti. V tej fazi se odloči, ali je 
simulacija primerna metodologija za reševanje problema. Oblikuje se tudi načrt projekta, 
vključno s številom oseb, ki se zahtevajo za študijo, s trajanjem posameznih faz, s stroški 
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Gradnja logičnega dvojčka 
 
V tej fazi zgradimo logični model znanja. Upoštevamo predhodno zastavljene cilje. Model 
gradimo postopoma in sicer prehajamo iz grobe slike v vedno bolj podrobne (paziti moramo, 
da model ni bolj zapleten, kot je to potrebno, saj nam to viša stroške). S tem problem tudi 
bolje razumemo, kar lahko vodi do preoblikovanja problema ali re-definiranja ciljev in 





Zahtevana vrsta podatkov je neposredno povezana s cilji študije. Vendar je ta faza močno 
povezana z gradnjo modela znanja. Ko se zapletenost modela znanja spremeni, se lahko 
spremeni tudi narava podatkov. Lahko se spremenijo tudi podatki o realnem sistemu. Zato 
je zbiranje podatkov dolgotrajen proces, ki vzame veliko časa. Zbiranje podatkov in 
izgradnja modela znanja običajno napredujeta hkrati [97]. 
 
 
Definicija digitalnega dvojčka 
 
Ko zberemo podatke in zgradimo model znanja, lahko začnemo graditi digitalnega dvojčka. 






Ta korak obsega preverjanje, ali se razvit digitalni dvojček izvaja pravilno (ali odgovarja 
modelu znanja). Bolj kot je sistem zapleten, težje je preveriti digitalnega dvojčka. Napake 





V tem koraku izvedemo validacijo, ali je digitalni dvojček zares natančen prikaz realnega 
sistema oz. procesa. Validacija se običajno izvaja s kalibracijo dvojčka. Sestoji iz 
iterativnega procesa primerjanja modela z realnim sistemom oz. procesom in nastavljanjem 
parametrov. Če validacija ni uspešna, je potrebno zbrane podatke in/ali logični model 





Z digitalnim dvojčkom se izvedejo različni scenariji eksperimentov. Za vsak scenarij 
uporabimo različne vhodne podatke in različne parametre, kot so trajanje simulacije, število 
ponovitev itd. Pri stohastičnih modelih imamo opravka z naključnimi spremenljivkami in 
zaradi tega moramo večkrat ponoviti isti poskus. Izvedba večjega števila ponovitev je 
pomembna, saj s tem dobimo točnejše podatke o obnašanju naključnih spremenljivk. Sledi 
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Pridobivanje rezultatov in analiza 
 
Za vsak eksperiment dobimo izhodne podatke in izvedemo analizo. Na podlagi rezultatov se 





V tem koraku pridobimo različne vrste dokumentov o napredku študije, digitalnega dvojčka 
in poročilo o simulaciji. Poročila o napredku študije so redna in običajno ne pridejo šele na 
koncu študije. Vsi ti dokumenti so pomembni za nadaljnjo uporabo modelov, kot tudi za 
nadaljnji študij. Omogočajo lažje spreminjanje digitalnega dvojčka in ponujajo reference za 





Glede na rezultate simulacij se na koncu sprejemajo odločitve o dejanskem realnem sistemu 
oz. procesu [97].  
 
 
Slabosti ne-sprotne simulacije 
 
Slabost ali pomanjkljivost ne-sprotne oziroma "Off-Line" simulacije je v tem, da ni stalne 
povezave z dejanskim procesom in digitalni dvojček nima vgrajenih inteligentnih 
algoritmov, s pomočjo katerih bi lahko samodejno predlagali izboljšave. Vsak optimizacijski 
korak je potrebno izvesti ročno z vnosom novih parametrov. To je zamudno in lahko pripelje 
do napak. Slabost je tudi v tem, da se ne uporablja trenutnih podatkov, ampak se uporablja 
bodisi podatke iz preteklosti ali pa podatke za prihodnost. Za optimalno simulacijo se 
predlaga uporabo trenutnih podatkov, ki pa imajo pretekle izkušnje (učenje iz izkušenj). 
 
 
3.2.2. Simulacija v realnem času 
Sistemi v realnem času (RT – iz Ang. Real-Time) se po obdelavi podatkov razlikujejo od 
tradicionalne obdelave podatkov. Izraz realni čas se uporablja za programe, ki se odzovejo 
na uporabnikovo zahtevo v naprej definiranem času.  
 
Učinkovita simulacija sistemov v realnem času zahteva model, ki izpolnjuje omejitve in 
lastnosti realnega modela v vsakem trenutku. V obstoječih sistemih in aplikacijah "Off-line" 
simulacije, je odgovornost uporabnika, da izdela digitalnega dvojčka in nato sam ročno 
vnaša vhodne podatke. To zahteva visoko stopnjo odgovornosti, verjetnost napak je velika 
in običajno je to zelo zamudno delo, ki zahteva usposobljene in izkušene inženirje ter 
strokovnjake [98]. 
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Pri RT sistemih pa vmesnik samodejno zajema realne podatke in nato v realnem času na 
zaslonu predstavi rešitve ter pridobljene podatke. RT sistemi se osredotočajo na to, kako 
ravnati s fizičnimi zahtevami sistema. Glavni interes je, da se opredeli časovni razpored, ki 
določa, kdaj izvesti tisto nalogo, ki je prvi pogoj za izpolnitev predvidenega časovnega roka.  
 
V RT sistemih je ena od glavnih zahtev predvidljivost takšnega sistema - točni časi in točna 
ocena prepustnosti. 
 
Značilni so trije parametri: začetni čas, najkasnejši čas izvedbe in časovni rok. Model za 
heterogene sisteme v realnem času naj bi v osnovi izpolnjeval naslednje pogoje [99]:  
‐ enostavnost,  
‐ velik poudarek na realnih časovnih omejitvah, sočasnosti in sinhronizaciji, 
‐ enostavne analize (morajo obstajati učinkoviti algoritmi za analizo) ter 
‐ vsestranskost in razširljivost. 
 
 
Okvir simulacije v realnem času 
 
Okvir simulacije v realnem času vsebuje štiri komponente: zbiranje podatkov v realnem 
času, procesne baze znanja, samodejno prilagodljivo modeliranje in simulacijo, kot je 




Slika 3.14: Okvir simulacije v realnem času [100]. 
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Zbiranje podatkov v realnem času 
 
RT simulacija procesa in sistema je usmerjena v nenehno zbiranje ogromne količine 
podatkov, ki so potrebni za določitev trenutnega stanja sistema. V istem trenutku je potrebno 
podatke urediti za bolj natančno kratkoročno razporejanje. Ti podatki se lahko zbirajo iz 
različnih virov, kot so senzorji za zbiranje podatkov, projektno osebje in iz obstoječih 
informacijskih sistemov [100]. 
 
Zbiranje podatkov v realnem času je lahko izziv. Podatke ne smemo zbirati ročno, saj tako 
podaljšamo čas in zvišamo stroške zbiranja. Z nedavnim pojavom zaznaval in 
komunikacijske tehnologije s širokim naborom vgrajenih senzorjev (npr. za hitrost, lokacije, 
gibanja, in slikovni senzorji), so le-ti zdaj ekonomsko ugodni in na voljo za brezžično, 
avtomatsko ali daljinsko zbiranje podatkov. Pomanjkanje podatkov v realnem času je vse 
manjši dejavnik pri razvoju in izvajanju RT simulacije [100]. 
 
 
Procesne baze znanja 
 
Številni senzorji so sposobni za snemanje in pošiljanje podatkov časovnem segmentu 
milisekund. Ta proces zbiranja podatkov z visoko frekvenco ne samo, da izboljša natančnost 
podatkov, ampak lahko tudi zaradi velikih količin podatkov nepotrebne informacije izloči. 
Baze znanja so razdeljene v dva segmenta [100]:  
1. Logične operacije, ki opisujejo dogodke, dejavnosti in procese, ki sodelujejo v 
operacijah sistema ter prednostne odnose in interakcije med elementi sistema. 
2. Vhodno modeliranje je drug vidik baze znanja in se ukvarja s simulacijo vhodnih 
modelov, ki določajo vhodne porazdelitvene verjetnosti in njihove parametre, kot so 
npr. porazdelitev trajanja dejavnosti.  
 
 
Samodejno prilagoditveno modeliranje 
 
Ključna značilnost RT simulacije je njena zmožnost prilagajanja vnaprej določenega 
digitalnega dvojčka na stalne spremembe v projektnem okolju. To dosežemo s samodejnim 
posodabljanjem delovanja logike in vhodnega modeliranja. Posodabljanje modela na ročni 
način je možno, vendar hitro postane nepraktično in zaradi zamudnosti neuporabno za RT 





Izvajanje simulacije v realnem času vključujejo validacijo (preverbo), verifikacijo 
(potrditev), izvajanje simulacije in zbiranje podatkov izhoda. Na voljo je veliko različnih 
simulacijskih programskih orodij, ki ponujajo simulacijske funkcije, kot so grafično 
oblikovanje, simulacijo algoritmov in analizo podatkov proizvodnje. S tem omogočajo 
končnim uporabnikom, da gradijo modele, generirajo simulacijske poskuse, in analizirajo 
izhodne podatke. Vendar pa se simulacijski poskus vedno začne s predpostavko, da je bil 
simulacijski model preverjen in potrjen. V RT simulaciji se mora model sistema stalno 
posodabljati in s tem odražati spremembe realnega sistema. Zato morajo imeti storitve 
simulacije zagotovljeno podporo za preverjanje in potrjevanje simulacijskega modela na 
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Slika 3.15: Cikel simulacijskega procesa v realnem času [100]. 
 
Če se celoten okvir izvaja, lahko ti avtomatizirani procesi pomagajo končnim uporabnikom, 
da se osredotočijo na načrtovanje in nadzor projekta, namesto na modeliranje modela. 
Uporabniki so tako osvobojeni dolgotrajnih dejavnosti zbiranja ustreznih podatkov in lahko 
usmerijo svojo energijo in čas v procesne baze znanja [100].  
 
Prav tako mora predvideti probleme in iskati načine za povečanje efektivnosti proizvodnega 
sistema. Kontrola z RT simulacijo omogoča, da imajo simulacijski modeli, ki ustrezajo 
realnemu sistemu, bolj verodostojne rezultate simulacije. S tem modelom smo sposobni 
nadzirati, predvideti tveganja, se izogniti težavam in poiskati izvor motenj. 
 
 
3.2.3. Sprotna simulacija  
Tradicionalni simulacijski modeli imajo omejeno uporabo v fazi delovanja nekega sistema 
in se zato pogosto imenujejo zavrženi modeli [92]. Da bi bolje razumeli, identificirali in 
nadzorovali proizvodni proces, jih moramo nadgraditi s simulacijo v realnem času. 
Nadgradnja RT sistema je sprotna (OL iz ang. On-line) simulacija. Manivannan in Banks 
definirata OL simulacijo diskretnih dogodkov kot “računalniški sistem, ki je sposoben 
opravljati deterministično in stohastično simulacijo v realnem času ali kvazi realnem času, 
za spremljanje, nadzorovanje in razporejanje urnika dela in sredstev v proizvodnem procesu 
z diskretnimi časi” [69]. Kontrola z OL simulacijo omogoča, da simulacijski modeli bolj 
ustrezajo realnemu stanju in nudijo bolj verodostojne rezultate simulacije [66]. OL 
simulacija nam poleg trenutnega spremljanja procesa omogoča tudi samodejno optimizacijo 
realnega procesa. Pri OL simulaciji je poudarek na prehodnem stanju. Ker sistem nikoli ne 
preide v stacionarno stanje, je težko delati analize trenutnega stanja sistema. Najtežje pri tem 
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je to, da je sistem lahko vsak trenutek unikaten in se drugače obnaša. Na primer nek problem 
razporejanja, ki se je enkrat zgodil, se lahko ne bo nikoli več ponovil v obratovalnem času 
sistema [68]. 
 
Slika 3.16 prikazuje idealni pogled na izvajanje OL simulacije. OL simulacijo trenutnega 
stanja delimo na dva dela. Retrospektivno analizo, kar predstavlja zbiranje preteklih 
podatkov sistema in analizo prihodnosti, kjer s pomočjo algoritmov in simulacije napovemo 
stanje sistema v prihodnosti. Napovedano stanje ni samo eno, saj lahko napovemo K 




Slika 3.16: Idealni scenarij za sprotno simulacijo [68]. 
 
V idealnem svetu bi se vsi možni scenariji (od 1 do K) izvedli takoj (v tem trenutku) in 
najboljši možni scenarij bi se tudi takoj implementiral v realni sistem. Za trenutek 
predvidevajmo, da je to res mogoče. Z analizo prihodnosti se lahko izvede različne statistične 
ocene. Lahko pogledamo vse scenarije v času t'. Druga možnost je da različne scenarije 
pogledamo takrat, ko bodo končani (t'1, t'2,…, t'K). Tretja opcija pa je, da najprej določimo 
enega ali več indeksov učinkovitosti, ki se nato ovrednotijo za vsako načrtovano trajektorijo, 
ustvarjeno v določeni izvedbi simulacije. Pri OL simulaciji se največ uporablja ravno tretja 
opcija [68]. 
 
Pri tem pa nastane problem in sicer, idealni scenarij, kot je prikazan na Sliki 3.16 ne moremo 
izvesti. Saj izvedba OL simulacije zahteva določen čas za ustvarjanje potrebnih poskusov 




Slika 3.17: Realni scenarij za sprotno simulacijo [68]. 
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Na Sliki 3.17 Sk predstavlja stanje sistema, ki je enako začetnemu stanju k-te OL simulacije. 
Ko se OL simulacija izvaja, se ob tem sistem tudi spreminja in razvija. Δt predstavlja 
povprečen čas, ki je potreben za izvedbo simulacije. Če se simulacija k začne izvajati pri 
času t, bo zaključena pri času t + Δt, kar pomeni, da se bo stanje sistema spremenilo v Sk+1. 
Tu se pojavi vprašanje in paradoks – ali naj implementiramo rezultate simulacije stanja Sk v 
trenutno stanje Sk+1, čeprav vemo, da stanji nista enaki - ali pa naj ponovno zaženemo 
simulacijo, kjer bo potreben ponovno čas Δt, da se izvede in se bo stanje sistema ponovno 
spremenilo. Tega paradoksa se bomo dotaknili tudi v nadaljevanju. 
 
OL simulacijski model ima neposredno in stalno povezavo z realnim procesom [92]. 
Trenutno stanje spremenljivk skupaj z realnim procesom se uporabi za začetno stanje 
simulacije. Na podlagi rezultatov sprotne simulacije je izdelana nova ali v naprej določena 
odločitev, ki se takoj začne izvajati v realnem procesu. Realni proces lahko nato še naprej 
deluje, dokler ne pride naslednja motnja ali načrtovani dogodek, ob katerem se bo ponovno 
začel interaktivni mehanizem vodenja. Pomembno je poudariti, da preden se izvede OL 
simulacija, se preveri ali že obstajajo alternative (pretekle izvedbe OL simulacij) za trenutno 
stanje in če se ugotovi, da jih ni, se izvede OL simulacija. Predlagani koncept je grafično 




Slika 3.18: Princip vodenja s sprotno simulacijo [68]. 
 
Slika 3.19 prikazuje različne vrste "Off-line" ali "On-line" simulacije diskretnih dogodkov 
v različnih fazah procesov inženiringa. Čeprav obstaja samo nekaj testnih primerov uporabe 
OL simulacije v MiSSP, se nam zdi, da je to eden od najbolj učinkovitih orodij pri pomoči 
odločanja za nadzor proizvodnje [68] [101] [102] [103] [104] [105] [106].  
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Slika 3.19: Uporaba in kontrola simulacije diskretnih dogodkov v proizvodnem procesu [68]. 
 
Osnovna ideja "On-line" simulacije je, da se izogibamo sprejemati v naprej določene 
odločitve in rešitve in namesto tega zaženemo simulacijo za nekaj (povečini majhno število, 
zaradi omejene moči računalnikov) alternativnih ukrepov v prihodnosti ter izberemo tisto 
opcijo, ki najbolj optimizira ciljne funkcije realnega sistema. To je grafično prikazano na 
Sliki 3.20. Optimalna rešitev mora biti podana v časovnem okviru, ki je še uporaben za realni 
sistem (čim krajši čas). Izziv je torej oblikovati mehanizem, ki omogoča upravljanje in 




Slika 3.20: Določitev optimalne rešitve s sprotno simulacijo [106]. 
Pregled stanja na področju inteligentih algoritmov za optimiranje linijske proizvodnje 
33 
3.2.3.1. Okvir sprotne simulacije  
Izvajanje okvira kontrole v realnem času in spremljanja s pomočjo sprotne simulacije 
vključuje naslednje korake: spremljanje, zbiranje podatkov, simulacija, odločitev in 
izvajanje (Slika 3.21). 
 
Splošni sistem sprotne oziroma "On-line" simulacije je sestavljen iz štirih delov [92]: 
1. Sistem spremljanja v realnem času za zbiranje podatkov iz realnega sistema. 
2. Simulator za ustvarjanje simulacijskih modelov, kjer tečejo simulacije in kjer so 
analizirani rezultati simulacij. 
3. Sistem odločanja za ustvarjanje odločitve, kot je razpored komponent, ki vsebujejo 
mehanizem razporejanja in urnik razporejanja.  




Slika 3.21: Izvedba okvirja sprotne simulacije [106]. 
Pregled stanja na področju inteligentih algoritmov za optimiranje linijske proizvodnje 
34 
Inicializacija simulacijskih modelov 
 
Inicializacija simulacijskega modela predstavlja veliki problem pri uporabi "On-line" 
simulacije. V klasični uporabi "Off-line" simulacije, simulator začne model izvajati 
simulacijo iz "praznega" ali stanja "mirovanja". Pri OL simulaciji pa začnemo izvajanje 
modela s trenutnim stanjem v realnosti. To stanje vseh elementov modela (zaloge, sredstva 
...) simulacije mora ustrezati izpisanimi podatkom v vsakem trenutku. Zaradi tega moramo 
inicializirati model OL simulacije iz "ne-praznega" stanja [92]. 
 
 
Zajemanje podatkov iz realnega sistema 
 
Zajemanje in zbiranje podatkov iz realnega sistema za potrebe OL simulacije, predstavlja 
ravno tako velik problem, saj se zahteva koristne informacije, ki se zajemajo iz fizičnega 
sistema v času operacije. Če zmanjšujemo pogostost zajema podatkov, model ne predstavlja 
pravega trenutnega stanja sistema [92]. 
 
Ločimo dva načina za zajemanje podatkov resničnega proizvodnega sistema. Prvi način je z 
uporabo senzorjev, drugi pa z uporabo informacijskega sistema. Natančnost podatkov je 
odvisna od kakovosti njihovega merjenja in zbiranja. Za vsak podatek, ki je pridobljen s 
senzorjem potrebujemo svoj senzor in zaradi tega je število zbranih podatkov s senzorji po 
navadi nižje kot pri zbiranju podatkov iz informacijskega sistema. 
 
 
3.2.3.2. Osnove sprotne simulacije 
Če želimo dobro popisati prehodno stanje pri "On-line" simulaciji, potrebujemo dobro 
poznavanje preteklosti. Dobro poznavanje preteklosti pa je možno samo v primeru, če 
imamo vse parametre in lastnosti sistema zapisane in dokumentirane. Šele ko dobro 
poznamo preteklost sistema, lahko napovemo prihodnost. Kako natančno pa lahko 






Najbolj natančen popis preteklosti je popis bližnje preteklosti. Bolj ko pa gremo v preteklost, 
težje jo je popisati, saj imamo več spremenljivk in informacij. Zaradi tega je težje popisati 
spremenljivke, zajeti informacije in večja verjetnost je, da se bo proces obnašal kaotično 
(Slika 3.22). Predstavljena sta dva sistema: Sistem A in Sistem B. Sistem B je bolj urejen 
proces z manj spremenljivkami in je manj kaotičen od Sistema A. Kot smo do sedaj že 
povedali, je pri OL simulaciji izredno pomembno, da imamo zajete vse koristne informacije 
realnega sistema, saj lahko samo tako z veliko verjetnostjo napovemo najboljšo alternativo 
za prihodnost. Na našem primeru vidimo, da bolj ko je sistem urejen, dlje v preteklosti lahko 
popolnoma popišemo sistem. 
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Slika 3.22: Popis preteklosti za potrebe sprotne simulacije. 
Če želimo Sistem A popolnoma popisati bolj v preteklosti, moramo povečati količino zajema 
podatkov in informacij (sivo območje na Sliki 3.23), kar pa seveda prinaša dodatne stroške, 




Slika 3.23: Bolj natančen popolni popis Sistema A v preteklosti. 
 
Ko izvajamo simulacijo diskretnih dogodkov ("Off-line" ali "On-line"), je vedno primarni 
cilj zmanjšati stroške proizvodnega procesa. Zaradi tega se moramo vedno vprašati in 
preveriti, ali je smiselno dati več denarja za boljši popis našega sistema (Slika 3.24). Vedno 
popišemo sistem do te mere, da je investicija v simulacijo smiselna. 
 




Slika 3.24: Natančnost popisa znižuje stroške opazovanega sistema in povečuje stroške popisa. 
 
 
Napovedovanje prihodnosti  
 
Tako kot velja za preteklost, velja podobno tudi za prihodnost. Bolj ko gremo v prihodnost, 
večje število scenarijev imamo. Tako kot pri igri šaha - več potez, o katerih razmišljamo v 
naprej, imamo na voljo eksponentno več različnih alternativ. V povprečju ima igralec šaha, 
ko je na vrsti, na voljo 30 dovoljenih potez [107]. Torej, v katerem koli položaju v povprečju 
lahko igramo trideset različnih potez. Nasprotnik lahko odgovori s 30 dovoljenimi potezami. 
To je v eni rundi okoli 900 potez (30×30). V naslednji rundi je nato na voljo enako število 
dovoljenih potez. To je 810000 različnih scenarijev v samo 2 rundah (30×30) × (30×30). V 
tretji rundi smo na (30×30) × (30×30) × (30×30) ali 306 oziroma 729000000 različnih 
scenarijev. Seveda niso vse poteze logične in smiselne, ampak vseeno moramo od teh 306 
scenarijev najti čim boljši scenarij, da premagamo nasprotnika.  
 
Enako je pri napovedovanju prihodnosti za OL simulacijo. Bolj ko se oddaljujemo od 
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Slika 3.25: Napovedovanje prihodnosti. 
 
Tudi tu je pomembno, kako urejen je sistem. Sistem A je manj urejen od sistema B, saj se 
hitreje povečuje število možnih alternativnih scenarijev. Tudi tu niso vsi scenariji smiselni 
in logični, vendar jih mora računalnik ali algoritem vseeno pregledati. Več ko imamo možnih 
različnih scenarijev, težje je najti najbolj optimalnega in težje je natančno napovedati 
prihodnost (Slika 3.26). Poleg tega se nam tudi podaljša čas izvajanja algoritma, če 





Slika 3.26: Natančnost napovedi prihodnosti v odvisnosti od časa napovedi. 
 
Naloga OL simulacije je, da čim prej najde čim bolj optimalno rešitev za naš sistem in glede 
na Sliko 3.25 bi lahko logično rekli, da naj OL simulacija predvideva čim bližnjo prihodnost, 
saj jo lahko najbolj natančno predvidimo. Zaradi tega naj bi OL simulacijo čim večkrat 
izvajali. Ob tem pa se pojavi drugi problem – zmogljivost računalnikov. Čas med izvajanjem 
OL simulacij ne sme biti prekratek in ne predolg (Slika 3.27). Če izvajamo OL simulacijo 
























Čas napovedovanja prihodnosti od tega trenutka [s]
Sistem B
Sistem A
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lahko zajemajo podatke in da v čim krajšem času podajo rešitev. Zato se moramo ponovno 





Slika 3.27: Stroški in natančnost napovedi sprotne simulacije v odvisnoti od časa med izvajanjem 
simulacij. 
 
Periodo izvajanja OL simulacije moramo izbrati tako, da nam ne poveča preveč stroškov in 
da še vedno lahko zaupamo napovedi za prihodnost (Slika 3.27). Ko imamo izbrano želeno 
periodo izvajanja simulacije, potem naj bi se OL simulacija izvajala avtomatsko brez 




Slika 3.28: Natančnost sprotne simulacije skozi čas. 
 
Zaradi integracije inteligentnih algoritmov v simulacijski model se OL simulacija z vsako 
ponovitvijo uči in pridobiva več znanja ter na ta način zmeraj bolj natančno napoveduje 
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Slika 3.29: Učenje sprotne simulacije vpliva na natančnost napovedi prihodnosti. 
 
Paradoks sprotne simulacije 
 
Omeniti moramo še paradoks "On-line" simulacije, ki smo se ga že malo dotaknili na Sliki 
3.16. Za opazovani sistem moramo tudi določiti čas, ko se stanje realnega sistema ne 
spreminja, saj v tem času lahko izvedemo OL simulacijo in jo tudi implementiramo v realni 
sistem, ker vemo, da imamo pravilne začetne podatke. Ker je vsak realni MiSSP malo 
drugačen, moramo za vsak sistem določiti njegov čas mirovanja. Na Sliki 3.30 je prikazano, 
kako se lahko temu paradoksu izognemo. Če OL simulacijo izvedemo s podatki v času t, ko 
je sistem v stanju Sk mora biti izvedba simulacije končana in rezultati "On-line" simulacije 
implementirani najkasneje do stanja Sk+1, saj ima do takrat realni sistem še enako stanje 
kakor v času t. Se pravi, da mora biti čas, ki je potreben, da se OL simulacija izvede (Δt), 




Slika 3.30: Izognitev paradoksa sprotne simulacije. 
 
Na koncu lahko povzamemo, na katere stvari je potrebno biti pozoren pri sprotni oziroma 
"On-line" simulaciji: 
‐ Izvesti čim bolj natančen popis zgodovine, obenem pa je treba paziti, da se v simulacijo 
ne vloži več energije in denarja kot je nato koristi. 
‐ Izbrati je treba pravilno periodo izvajanja OL simulacije, ki kar najbolje napove prihodne 
scenarije in ponovno je pri tem treba paziti na vloženo energijo in stroške. 
‐ Izvedba in implementacija dobljenih podatkov OL simulacije mora biti izvedena v času, 






















4. Razvoj inteligentnega algoritma 
Preden smo se lotili razvijanja lastnega inteligentnega algoritma, smo morali najprej poznati 
problem, ki ga bomo z algoritmom reševali oziroma optimirali. Eden od najbolj znanih in 
praktično uporabnih problemov optimizacije MiSSP proizvodnih linij je problem 
razvrščanja naročil v delavnici (Ang. Job Shop Scheduling Problem – JSSP). Problem 
razvrščanja naročil je takšne vrste problem, kjer je treba razvrstiti tri ali več naročil, da 
dobimo čim bolj optimalno razvrstitev. Vsako naročilo tvori ena ali več operacij, ki jih je 
treba izvesti na različnih delovnih postajah. Pri razvrščanju naročil lahko zasledujemo 
različne cilje. Tipični cilji so [108]: 
‐ minimizacija pretočnega časa naročil, 
‐ maksimizacija izkoriščenosti kapacitet, 
‐ odprava rokov zakasnitve naročil ali 
‐ minimizacija stroškov izdelave, stroškov toka materiala ali stroškov skladiščenja. 
 
Med podanimi cilji se pogosto pojavljajo ciljni konflikti [109]. 
 
Osnovo vsakega realnega MiSSP predstavlja pretočni čas. Vsi sistemi MiSSP, vključno z 
linijsko proizvodnjo, uporabljajo realni pretočni čas kot enega izmed osnovnih parametrov 
optimiranja [90].  
 
 
4.1. Pretočni čas naročila 
V vsakem principu dela v proizvodnih sistemih je pretočni čas za posamezno operacijo "tO" 




Slika 4.1: Pretočni čas operacije [90]. 
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Čas prehoda "tPRE" je sestavljen iz: 
‐ časa čakanja po izvedbi operacije "tPO",  
‐ časa transporta "tTR" in 
‐ časa čakanja pred izvedbo operacije "tPR". 
 
Čas izvedbe "tIZ" je sestavljen iz: 
‐ časa priprave "tPRI" in 
‐ časa opravljanja dela "tOB". 
 




Slika 4.2: Struktura pretočnega časa operacije [90]. 
 
V MiSSP linijske proizvodnje imamo običajno več delovnih postaj na katerih se izvajajo 
operacije. Zaradi tega imamo poleg pretočnega časa operacije ali elementa pretoka tudi 
pretočni čas naročila. Pretočni čas naročila je sestavljen iz vseh operacij, ki so potrebne, da 
se proizvede končni izdelek (Slika 4.3).  
 
 
Slika 4.3: Struktura pretočnih časov naročila in operacije [90]. 
 
Pretočni čas j-tega naročila predstavlja časovni interval, računan po enačbi (2.1), od časovne 
točke izskladiščenja surovca naročila, do časovne točke vskladiščenja izdelka naročila. 






𝑡𝑁𝑗 –  pretočni čas j-tega naročila 
𝑡𝐾𝑗
𝑣𝑠  –  časovna točka vskladiščenja gotovega j-tega naročila 
𝑡𝐾𝑗
𝑖𝑧  –  časovna točka izskladiščenja surovca j-tega naročila 
 
Pretočni čas operacije predstavlja najkrajšo enoto pretočnega časa naročila. S seštetjem 
pretočnih časov operacij določimo pretočni čas naročila. Velja torej, da je pretočni čas j-tega 
naročila enak vsoti pretočnih časov i-operacij, ki jih je treba izvesti na j-tem naročilu in ga 
izračunamo z enačbo (2.2). 
𝒕𝑵𝒋 = ∑ 𝒕𝑶𝒊,𝒋 =
𝒎
𝒊=𝟏  ∑ (𝒕𝑲𝒊,𝒋 − 𝒕𝑲(𝒊−𝟏),𝒋)
𝒎
𝒊=𝟏   (2.2) 
𝑡𝑁𝑗   –  pretočni čas j-tega naročila 
𝑡𝑂𝑖,𝑗   –  pretočni čas i-te operacije na j-tem naročilu 
𝑡𝐾𝑖,𝑗   –  časovna točka končanja i-te operacije na j-tem naročilu 
𝑡𝐾(𝑖−1),𝑗  –  časovna točka končanja (i-1)-te operacije na j-tem naročilu 
i   –  številka operacije (i = 1, 2, …, m) 
j   –  številka naročila (j = 1, 2, …, n) 
 
Če hočemo torej določiti pretočni čas j-tega naročila, moramo najprej določiti pretočne čase 
vseh i-operacij naročila. S seštetjem pretočnih časov načrtovanih operacij dobimo pretočni 
čas naročila 𝑡𝑁𝑗 . 
 
Za razlago in določitev pretočnega časa operacije uporabimo model lijaka (Slika 4.4) [90] 





Slika 4.4: Model lijaka [110]. 
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V izbranem časovnem intervalu pride na poljubno delovno mesto poljubno število naročil in 
za vsako naročilo moramo določiti: 
‐ PRIHODE NAROČIL: 
‐ številko naročila, ki je PRIŠLO na delovno postajo, 
‐ termin, v katerem je naročilo PRIŠLO na delovno postajo, in 
‐ vsebino dela naročila na delovni postaji. 
‐ ODHODE NAROČIL: 
‐ število naročila, ki je ODŠLO z določene delovne postaje, 
‐ termin, v katerem je naročilo ODŠLO z delovne postaje, in 
‐ vsebino dela naročila na delovni postaji. 
 
Enačba (2.3) predstavlja model lijaka, z njo pa izračunamo srednji pretočni čas. 
𝒕𝑶̅̅ ̅ =  
?̅?
?̅?
  (2.3) 
 
𝑡𝑂̅̅ ̅  –  srednji pretočni čas 
𝑆̅  –  srednje stanje 
?̅?  –  srednji učinek 
 
Rezultate meritev pretoka naročil preko delovne postaje vnesemo v diagram pretoka oziroma 
obremenitev - t.i. "učinek diagram" - (Slika 4.5) [110], v katerem lahko odčitamo pretočne 




Slika 4.5: Diagram pretoka oziroma obremenitev – »učinek diagram« [110]. 
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Ko poznamo tehtane pretočne čase [110] vseh k-naročil (k = 1,2, …, n), ki so v izbranem 
časovnem intervalu zapustila i-to delovno postajo, lahko izračunamo tehtani srednji pretočni 











= 𝒕𝑷𝑹𝑬̅̅ ̅̅ ̅̅ 𝒊 + 𝒕𝑰𝒁̅̅ ̅̅ 𝒊 (2.4) 
 
Čas dela na i-ti delovni postaji za k-to naročilo izračunamo z enačbo (2.5). 




  –  tehtani srednji pretočni čas i-te delovne postaje 
𝑡𝑂𝑖𝑘
∗   –  tehtani pretočni čas i-te delovne postaje za k-to naročilo 
𝑡𝑁𝐴𝑅𝑖𝑘 –  čas dela na i-ti delovni postaji za k-to naročilo 
𝑡𝑃𝑅𝐸̅̅ ̅̅ ̅̅ 𝑖  –  tehtani srednji čas prehoda naročil na i-ti delovni postaji 
𝑡𝐼𝑍̅̅̅̅ 𝑖  –  tehtani srednji čas izvedbe naročil na i-ti delovni postaji 
𝑡𝑃𝑅𝐸𝑖𝑘  – čas prehoda i-te delovne postaje za k-to naročilo 
𝑀𝑘  –  število obdelovancev k-tega naročila 
𝑡𝑒1𝑘  –  čas na enoto mere k-tega naročila 
 
Da bi prišli do realnih tehtanih srednjih pretočnih časov naročil 𝑡𝑂𝑖
∗
 oziroma realnih tehtanih 
srednjih časov prehoda naročil 𝑡𝑃𝑅𝐸̅̅ ̅̅ ̅̅ 𝑖, moramo v izbranem časovnem intervalu za vsako 
delovno postajo linije posneti obremenitev-učinek diagram. Ti diagrami nam omogočijo 
izračun doseženih realnih tehtanih srednjih pretočnih časov oziroma realnih tehtanih srednjih 
časov prehoda naročil, ki so bila izvedena na poljubni delovni postaji. Tako dobljena matrika 
tehtanih srednjih pretočnih časov ||𝑡𝑂𝑖
∗
|| oziroma tehtanih srednjih časov prehoda ||𝑡𝑃𝑅𝐸̅̅ ̅̅ ̅̅ 𝑖 || nam 
služi kot osnova za realno načrtovanje naročil. 
 
Izračunati oziroma določiti pretočni čas enega naročila ni težak problem, vendar ko dobimo 
več naročil hkrati, ki se med seboj prekrivajo, dobimo kompleksni NP-težak problem 
razvrščanja naročil. V zadnjih nekaj desetletjih je bilo opravljenih veliko študij o problemu 
razvrščanja naročil. JSSP je mogoče obravnavati kot problem načrtovanja in je eden izmed 
najzahtevnejših problemov kombinatoričnega optimiranja [13]. JSSP je tako teoretično 
kakor tudi praktično uporaben, še posebej v proizvodni industriji [8]. 
 
 
4.2. Problem razvrščanje naročil 
Za konvencionalni JSSP se domneva, da so vsi časovni parametri točno znani in v 
determinističnih vrednostih. Primer JSSP lahko opišemo na sledeč način: imamo nabor n 
naročil, ki jih je treba obdelati na naboru m strojev [9]. Vsako naročilo ima lastno 
obdelovalno pot; to pomeni, da se naročila obdelujejo na strojih v različnih zaporedjih. 
Posamezno naročilo je morda treba obdelati samo na nekaterih od m strojev, ne pa vseh. 
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Naloga je določiti optimalni oziroma skoraj optimalni vrstni red obdelave vseh naročil na 
posameznih strojih, da zmanjšamo celoten čas pretoka.  
 
Druga običajna predpostavka je, da lahko vsako naročilo obdeluje največ en stroj naenkrat 
in da lahko vsak stroj obdeluje največ eno naročilo naenkrat. Ko se postopek obdelave začne, 
ga ni mogoče prekiniti, dokler ta ni zaključen. Naročila so med seboj neodvisna; to pomeni, 
da med naročili ni nobenih prednostnih omejitev in da jih je mogoče razvrščati v poljubnem 
zaporedju. Vsa naročila so na voljo za njihovo obdelavo v času 0. Predpostavka je tudi, da 
obstaja zalogovnik neomejene velikosti med stroji za polizdelke; kar pomeni, da če naročilo 
potrebuje stroj, ki je zaseden, mora delo na tem naročilu počakati, dokler stroj ni na voljo. 
Stroji delajo brez napak in zaustavitev (to pomeni, da so stroji stalno na voljo). 
 
Formalno je JSSP definiran s sledečimi enačbami. 
 
Z enačbo (2.6) je definirana množica M, ki predstavlja nabor razpoložljivih strojev. 
Za vsako naročilo 𝐽𝑖; 𝑖 ∈ {1,… , 𝑛} je z enačbo (2.7) podano tudi zaporedje 𝑛𝑖 obdelav v 
obliki parov (stroj, čas obdelave na stroju): 
 
tako, da so 𝑚1
𝑖 , … ,𝑚𝑛𝑖
𝑖  elementi množice 𝑀. Za čase obdelav se domneva, da so racionalna 
števila. Z 𝑂 se označi večkratno množico (Ang. Multiset) vseh operacij vseh naročil. Za 
posamezno operacijo 𝑣 ∈ 𝑂 se označi stroj 𝑀(𝑣), kjer se operacija izvaja, in čase obdelave 
na stroju s 𝑡𝐼𝑍(𝑣). 
 
Urnik je funkcija, ki za vsako operacijo 𝑣 definira njen čas začetka 𝑆(𝑣) na pripadajočem 
stroju 𝑀(𝑣). Urnik 𝑆 je izvedljiv samo, če so izpolnjeni naslednji trije pogoji: 
 
1. pogoj: enačba (2.8) – čas začetka vseh operacij je večji ali enak 0. 
 
2. pogoj: enačba (2.9) – za vsak par zaporednih operacij 𝑣𝑖 , 𝑣𝑗 ∈ 𝑂 istega naročila se 
druga operacija ne sme začeti, dokler se prva ne zaključi. 
 
3. pogoj: enačba (2.10) – vsak par različnih operacij 𝑣𝑖, 𝑣𝑗 ∈ 𝑂, ki sta načrtovani na 
istem stroju (𝑀(𝑣𝑖) = 𝑀(𝑣𝑗)), se medsebojno izključuje. 







∀𝒗 ∈ 𝑶: 𝑺(𝒗) ≥ 𝟎 (2.8) 
𝑺(𝒗𝒊) + 𝒕𝑰𝒁(𝒗𝒊) ≤ 𝑺(𝒗𝒋) (2.9) 
𝑺(𝒗𝒊) + 𝒕𝑰𝒁(𝒗𝒊) ≤ 𝑺(𝒗𝒋) 𝐚𝐥𝐢 𝑺(𝒗𝒋) + 𝒕𝑰𝒁(𝒗𝒋) ≤ 𝑺(𝒗𝒊) (2.10) 
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Dolžina urnika 𝑆 je definirana z enačbo (2.11). 
 
Cilj je poiskati izvedljiv urnik S, ki ima najkrajši čas trajanja – enačba (2.12). Ta urnik 
označimo 𝑆∗in zanj velja 𝑙𝑒𝑛(𝑆∗) ≤ 𝑙𝑒𝑛(𝑆). 
 
Primer JSSP se lahko prestavi tudi kot disjunktivni graf 𝐺 = (𝑉, 𝐶 ∪ 𝐷), kjer je 𝑉 niz 
vozlišč, ki predstavljajo operacije naročil in dve posebni vozlišči, izvor (0) in ponor (*), kar 
prestavlja začetek in konec urnika. 𝐶 je niz konjunktivnih poti, ki predstavljajo delno 
zaporedje operacij. 𝑉 je niz disjunktivnih poti (robov), ki predstavljajo pare operacij, ki jih 
je treba obdelati na istih strojih. Čas obdelave vsake operacije predstavlja vrednost 𝑡𝐼𝑍. Na 
Sliki 4.6 je disjunktivni graf za enostaven primer JSSP s tremi naročili, kjer ima vsako 




Slika 4.6: Disjunktivni graf JSSP 3x3 [111]. 
 
V literaturi je zaslediti ogromno JSSP referenčnih modelov problemov [112] [113], na 
katerih se testirajo algoritmi in njihova uspešnost. Poleg običajnega JSSP v literaturi 
obstajajo tudi številne različice. Za nas najzanimivejši je JSSP s pripravljalnimi časi [114], 
saj je bil to problem, ki se dejansko uporablja v realni proizvodnji in zaradi katerega smo 
prvotno razvili in testirali heviristiko, ki bo predstavljena v nadaljevanju [115]. Pripravljalni 
časi strojev so običajno odvisni od zaporedja (Ang. Sequence Dependent Set-up Time – 
SDST), torej je čas priprave stroja močno odvisen od trenutnega naročila in naročila, ki je 
prvo v čakalni vrsti. Najbolj običajen primer je razvrščanje naročil v lakirnici, kjer različne 
kombinacije barvanja zahtevajo različne čase čiščenja. To pomeni, da bo čas čiščenja 
lakirnice daljši, če je trenutna barva temna in naslednje naročilo zahteva belo barvo, kot če 
bi bilo obratno. Predpostavljamo tudi, da se nastavitev stroja lahko začne šele, ko sta delo in 
stroj oba na voljo. 
𝒍𝒆𝒏(𝑺) = 𝒎𝒂𝒙𝒗∈𝑶 (𝑺(𝒗) + 𝒕𝑰𝒁(𝒗)) (2.11) 
𝑺∗ = 𝐚𝐫𝐠 𝐦𝐢𝐧(𝒍𝒆𝒏(𝑺)| 𝑺𝒖𝒓𝒏𝒊𝒌) (2.12) 
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4.3. Razvrščanje naročil s pripravljalnimi časi 
Ker v literaturi ni zaslediti nobenega referenčnega modela problema JSSP SDST za MiSSP 
proizvodne linije, smo morali naredili svojega (Priloga 1). Za problem smo vzeli MiSSP 
proizvodne linije, kjer razpolagamo z devetimi delovnimi mesti s stroji, kjer se izvajajo 
operacije. Na proizvodni linij bomo izvedli 10 naročil. Za vsako naročilo razpolagamo s 
tehnološkim postopkom. Surovci gredo iz skladišča materiala, končna naročila pa se spravijo 
v skladišče izdelkov. Naročilo se vedno pomika od stroja 1 proti stroju 9. Pred vsakim 
strojem imamo blažilnike stanja, kjer naročila čakajo, če je stroj zaseden. Naročila se tudi ne 
smejo prehitevati, pri transportu med posameznimi stroji pa lahko naenkrat pripeljemo samo 




Slika 4.7: Tloris proizvodne linije primera JSSP SDST. 
 
Pri vsaki operaciji upoštevamo pripravljalni čas in čas izvedbe naročila. Pripravljalni časi so 
odvisni od predhodne operacije, saj so lahko nastavitve stroja podobne in to skrajša 
pripravljalni čas, lahko so pa zelo različne, kar podaljša pripravljalni čas. 
 
Tabele operacij in naročil, časov prehoda med operacijami, pripravljalnih časov na 
posameznem stroju in časov obdelave na posameznem stroju so podane v Prilogi 1. 
 
Iz tlorisa proizvodne linije se lahko naredi usmerjen utežen graf (Slika 4.8), kjer vozlišča 
ustrezajo strojem v proizvodnji, uteži na povezavah (k=a,b,…,l) pa ustrezajo transportnim 
časom (𝑡𝑇𝑅𝑘) med posameznimi stroji. Časi priprav (𝑡𝑃𝑅𝐼𝑖,𝑗) in časi obdelav (𝑡𝑂𝐵𝑖,𝑗) na 
posameznem stroju (vozlišču – i) za vsako naročilo (j) so znani. Na vsakem stroju (i) se 
lahko naenkrat obdeluje samo eno naročilo, preostala naročila na stroju i čakajo v blažilnikih 
stanja (Bi) toliko časa (𝑡𝑃𝑅𝑖,𝑗), dokler se stroj ne sprosti (ci=1). Naročila se med seboj ne 
smejo prehitevati, razen ko neko naročilo pride na stroj, ki ima več vhodov (stroj 5 in stroj 
9). Takrat se uporabi pravilo FIFO, kar pomeni, da ima prednost tisto naročilo, ki pride 
hitreje na stroj. Zaradi tega se lahko zgodi, da kakšno naročilo prehiti predhodno naročilo 
(primer: naročilo N2 lahko prehiti naročilo N1, saj gre N1 s stroja 1 na stroj 2, 3, 4 in nato 
na stroj 5, medtem ko gre naročilo N2 s stroja 1 neposredno na stroj 5). Če prideta na isti 
stroj dve naročili ali več istočasno, se preveri začetni vrstni red in se naročila obdela glede 
na začetni vrstni red. Začetni čas vseh naročil je enak, in sicer nič. Zanima nas končni čas 
proizvodnje vseh naročil (𝑡𝐶𝐸𝐿) in cilj je, da je ta čim krajši.  
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Slika 4.8: Usmerjen graf linijske proizvodnje primera MiSSP SDST. 
 
Za zapis problema se za vsako naročilo j zapiše čas izvedbe naročila. To pa zato, ker se lahko 
zgodi, da je v blažilniku pred strojem 5 ali v blažilniku pred strojem 9 več naročil, ki čakajo 
na svojo izvedbo in da se nato točno ve, v kakšnem vrstnem redu se dodajajo iz blažilnika 
na stroj. Poseben je stroj 1, kajti iz skladišča se lahko naenkrat transportira samo eno naročilo 
in to točno v takem vrstnem redu, kot je predhodno določen. To pomeni, da če želimo izvesti 
naročila v naslednjem vrstnem redu: N1, N4, N2, N3, se mora iz začetnega skladišča na stroj 
1 najprej transportirati N1, nato N4, nato N2 in na koncu N3. 
 
Zaporedje naročil se zapiše od Nπ(1) do Nπ(n), kjer je π predstavlja poljubno permutacijo 
zaporedja naročil. Naloga je, da se poišče zaporedje naročil, ki bo dalo najkrajši pretočni čas 
– enačba (2.13). 
kjer je 
Sn –  Urnik naročil pri poljubni permutaciji. 
 
  
4.4. Zapis problema razvrščanja naročil s 
pripravljalnimi časi 
Za vsako vozlišče je treba narediti dve tabeli: tabelo blažilnika, ki predstavlja stanje v 
blažilniku in tabelo operacij, ki predstavlja stanje po izvedeni operaciji. V tabelah so podani 
časi prihoda v blažilnik in časi prihoda iz operacije za vsako naročilo. Na Sliki 4.9 sta 




Slika 4.9: Prikaz tabel na vozliščih. 
𝝅∗ = 𝐚𝐫𝐠 𝐦𝐢𝐧
𝝅 ∈ 𝑺𝒏
𝒕𝑪𝑬𝑳(𝝅)  (2.13) 
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Poleg tega so za vsako naročilo potrebne tabele, v katerih so podatki o lokacijah pri 
določenem času j-tega naročila. 
Čas izvedbe se izračuna s pomočjo algoritma, ki ima dve predpostavki. 
‐ Vsa naročila imajo fiksno mesto v tabelah blažilnikov in strojev (glede na začetni vrstni 
red – npr. naročilo, ki bo prvo v vrstnem redu, bo v vseh tabelah na prvem mestu, naročilo, 
ki bo drugo v vrstnem redu, bo v vseh tabelah na drugem mestu itd.). 




Slika 4.10: Primer usmerjenih ciklov. 
Za vsako naročilo se naredi tabela časov in pozicije, ki nima vnaprej določene dimenzije 
𝑡𝑗
𝑁[∗,∗], tabela za zapisovanje časov za posamezna naročila v blažilnikih 𝑡𝑖
𝐵[∗,∗] in tabela za 
zapisovanje časov za posamezna naročila na vozliščih, ki predstavljajo stroje 𝑡𝑖
𝑆[∗,∗]. V vsaki 
tabeli prvi stolpec predstavlja pozicijo, drugi stolpec pa predstavlja čas. 
 
Celotni čas 𝑡𝐶𝐸𝐿 (𝜋) dobimo tako, da seštejemo čase v tabelah. 
 
Začnemo z naročilom j, ki ga iz začetne pozicije (vhodnega skladišča z) transportiramo v 
prvi blažilnik B1, in to zapišemo v tabelo 𝑡𝑗. 
 
𝑡𝑗
𝑁[1,1] = 𝐵1  -- prva pozicija, ko naročilo zapusti skladišče, je blažilnik B1. 
𝑡𝑗
𝑁[2,1] = 0  -- začetni čas vseh naročil v skladišču je enak 0. 
 
Ko pride posamezno naročilo j v blažilnik B1, se to tudi zapiše. 
 
𝑡1
𝐵[1, 𝑗] =  𝑁𝜋(𝑗) -- zapišemo, katero naročilo je prišlo v blažilnik B1. 
𝑡1
𝐵[2, 𝑗] = 𝑡𝑗
𝑁[1,1] -- čas mora biti enak času 𝑡𝑗
𝑁[1,1]. 
 
Pri vsaki spremembi sistema se preverijo vsa vozlišča i (stroji), kjer so naročila. Ker se lahko 
tudi zgodi, da sta v blažilniku Bi oziroma vozlišču i vsaj dve naročili, moramo uvesti tudi 
dve spremenljivki, in sicer tizvedba in ttransport.  
 
Za vsa vozlišča uporabljamo spremenljivko x, ki predstavlja zaporedno številko naročila v 
tabeli Bi, ki gre naslednje iz blažilnika Bi na obdelavo na stroju i. Naročila se iz blažilnika 
jemljejo po vrstnem redu glede na čas njihovega prihoda. Če imata dve ali več naročil enak 
čas prihoda, se iz blažilnika jemljejo glede na začetno zaporedje 𝑁𝜋(1), … , 𝑁𝜋(𝑛). 
 
Ko pride posamezno naročilo iz blažilnika Bi na vozlišče i, se to tudi zapiše. 




𝑆[1, 𝑥] = 𝑡𝑖
𝐵[1, 𝑥]  -- oznaka x-tega naročila na stroju i. 
𝑡𝑖
𝑆[2, 𝑥] = izračunamo po enačbi (2.14) 
kjer je: 
*  –  trenutno naročilo, ki se ga obdeluje na stroju i, 
∗ −1  – prejšnje naročilo, ki se je obdelovalo na stroju i, 
𝑡𝑃𝑅𝐼𝑖,𝑗  –  čas priprave stroja i-tega stroja in 
𝑡𝑂𝐵𝑖,𝑗  –  čas izvedbe operacije j-tega naročila na i-tem stroju. 
 
Spremenljivka tizvedba, ki jo dobimo z enačbo (2.15), se uporablja za določanje časa obdelav 
za naročila, če sta v blažilniku Bi vsaj dve naročili ali več. 
 
 
Za vsako naročilo j je v tabeli 𝑡𝑗
𝑁 treba določiti tudi prvo prosto dimenzijo. Prvo prosto 
dimenzijo v tabeli označimo z z. V prosto dimenzijo z vpišemo, na katerem stroju i se 
naročilo obdeluje in izhodni čas naročila iz stroja i. 
 
𝑡𝑗
𝑁[1, 𝑧] = 𝑖   -- zapis vozlišča, kjer je naročilo izvedlo operacijo. 
𝑡𝑗
𝑁[2, 𝑧] = 𝑡𝑖
𝑆[2, 𝑥] -- zapis časa za posamezno naročilo. 
 
Po obdelavi naročila j transportiramo naročilo iz stroja i na naslednji stroj i+1 v blažilnik 
stanja 𝐵𝑖+1 in pri tem označimo naslednje vozlišče z w. 
 
𝑡𝑤
𝐵[1, 𝑤] = 𝑡𝑖
𝑆[1, 𝑥]  -- transport naročila na naslednje vozlišče. 
𝑡𝑤
𝐵[2, 𝑤] = izračunamo po enačbi (2.16)  
 
kjer je: 
𝒕𝑻𝑹𝒌  –  čas transporta med posamezniki stroji. 
 
Spremenljivka ttransport, ki jo dobimo z enačbo (2.17), se uporablja za določanje časa 
transporta, če sta na vozlišču i vsaj dve naročili z istim časom. 
{
𝒕𝒊
𝑩[𝟐, 𝒙] + 𝒕𝑷𝑹𝑰𝒊,(∗,∗−𝟏)  +  𝒕𝑶𝑩𝒊,(∗), č𝐞 𝐣𝐞 𝒕𝒊𝒛𝒗𝒆𝒅𝒃𝒂 = 𝟎




𝑺[𝟐, 𝒙], č𝐞 𝐣𝐞 𝑩𝒊 ≥ 𝟏
        𝟎,       č𝐞 𝐣𝐞 𝑩𝒊 =  𝟎
}  (2.15) 
{
𝒕𝒊
𝑺[𝟐, 𝒙]  + 𝒕𝑻𝑹𝒌, č𝒆 𝒋𝒆 𝒕𝒕𝒓𝒂𝒏𝒔𝒑𝒐𝒓𝒕 = 𝟎
𝒕𝒕𝒓𝒂𝒏𝒔𝒑𝒐𝒓𝒕 + 𝒕𝑻𝑹𝒌, č𝒆 𝒋𝒆 𝒕𝒕𝒓𝒂𝒏𝒔𝒑𝒐𝒓𝒕 > 𝟎
} (2.16) 




∆𝑡 = 𝑡𝑇𝑅𝑘 –  čas transporta med posamezniki stroji. 
 
Po uspešnem transportu naročila je to treba zapisati tudi v tabelo 𝑡𝑗
𝑁. Prvo prosto dimenzijo 
v tabeli označimo z z. 
 
𝑡𝑗
𝑁[1, 𝑧] = 𝐵𝑤  -- zapis blažilnika pred vozliščem, kjer bo naročilo izvedlo operacijo.  
𝑡𝑗
𝑁[2, 𝑧] = 𝑡𝑤
𝐵[2, 𝑤]  -- zapis časa za posamezno naročilo. 
 
Od vseh vozlišč je končno vozlišče k izjema, saj ko pride naročilo j na vozlišče k, to 





𝑁[1, 𝑧] = 𝑡𝑗
𝑁[1, 𝑧 − 1]  -- končni čas obdelave j-tega naročila. 
𝑡𝑗
𝑁[2, 𝑧] = 𝑘    -- končno vozlišče naročila. 
 




Če gre vsako naročilo vsaj na en stroj, dobimo problem trgovskega potnika (Ang. traveling 
salesman problem - TSP), kar pomeni, da je naloga vsaj tako težka kakor problem trgovskega 
potnika, ki je NP-težak (Slika 4.11). Cilj pri katerem koli problemu razvrščanja je poiskati 
čim krajši cikel časa trajanja proizvodnje 𝑡𝐶𝐸𝐿, kar pomeni, da je treba poiskati Hamiltonov 










𝑩[𝟐, 𝒙], č𝐞 𝐣𝐞 𝐧𝐚 𝐬𝐭𝐫𝐨𝐣𝐮 𝒊 𝐳 𝐢𝐬𝐭𝐢𝐦 č𝐚𝐬𝐨𝐦 ≥ 𝟏 𝐧𝐚𝐫𝐨č𝐢𝐥 𝐢𝐧 
 č𝐞 𝐣𝐞 𝒕∗ < 𝒕∗+𝟏 + ∆𝒕
𝟎, č𝐞 𝐣𝐞 𝐧𝐚 𝐬𝐭𝐫𝐨𝐣𝐮 𝒊 𝐳 𝐢𝐬𝐭𝐢𝐦 č𝐚𝐬𝐨𝐦 =  𝟎 𝐧𝐚𝐫𝐨č𝐢𝐥 𝐢𝐧




𝒕𝑪𝑬𝑳(𝑵𝝅(𝟏), … ,𝑵𝝅(𝒏)) = 𝐦𝐚𝐱  𝒕𝒋(𝟏, 𝒌) (2.18) 
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Glede na enačbo (2.13) se vidi, da na čas trajanja proizvodnega cikla 𝑡𝐶𝐸𝐿 vpliva začetno 
zaporedje naročil 𝑁𝜋(1), … , 𝑁𝜋(𝑛). Če želimo skrajšati čas trajanja proizvodnega cikla, je 
treba optimirati zaporedje izdelave naročil. Mi smo se odločili, da bomo optimirali zaporedje 
izdelave naročil s pomočjo lastno razvitega inteligentnega algoritma. 
 
 
4.5. Razvoj inteligentnega algoritma premešaj in vstavi  
Ker je naloga NP-težak problem [11], je smiselno uporabiti hevristiko. Obstaja kar nekaj 
pristopov in hevristik, ki se lahko uporabijo v takih primerih (predstavljeni v poglavju 3.1). 
V nasprotju z nekaterimi hevristikami in metahevristikami, ki so precej zapletene, saj je za 
izvajanje in zlasti za fino nastavitev parametrov potrebno kar nekaj zelo specifičnega znanja, 
je bil naš cilj oblikovanje konceptualno preproste hevristike, ki pa bo poiskala rešitev v 
krajšem času kot drugi znani algoritmi. Ugotovljeno je namreč bilo, da je najbolj osnovna in 
enostavna metahevristika (lokalno iskanje) zelo konkurenčna pri reševanju računsko težkih 
optimizacijskih problemov [117]. 
 
Naša želja je tudi, da bi lahko ta pristop uporabili za kateri koli MiSSP proizvodne linije, ne 
glede na to, koliko bo v procesu strojev in naročil. 
 
Začeli smo s preprosto hevristiko konstruiranja rešitev in uporabili idejo, da bi definirali 
postopke za ustvarjanje novih izvedljivih rešitev, ki smo jih dobili z motnjami predhodno 
danih izvedljivih rešitev. To seveda privede do hevristike lokalnega iskanja ali natančneje 
multi-start iterativne hevristike izboljšanja. Kot že omenjeno, smo prvotno zamisel 
preizkusili na problemu JSSP SDST, kjer se je naša hevristika izkazala za konkurenčno 
oziroma boljšo v primerjavi z drugimi, bolj znanimi hevristikami. 
 
Razvoj hevristike je razdeljen na posamezne korake. Najprej smo morali preučiti in 
preštudirati algoritem, iz katerega smo izhajali. V nadaljnjih korakih smo nato postopoma 
razvijali in optimirali delovanje našega novega algoritma. V naslednjem poglavju so 
natančno opisani in predstavljeni vsi koraki razvoja našega novega inteligentnega algoritma. 
 
 
4.5.1. Algoritem odstrani in vstavi 
Osnova ideja našega novega algoritma temelji na konceptu algoritma Odstrani in Vstavi 
(Ang. Replace and Reinsert – RaR), ki sta ga predlagala Pesek in Žerovnik [26] [118].  
 
Algoritem RaR je bil navdihnjen z nekaterimi aplikacijami iz drugih podobnih hevristik, ki 
so se pojavljale pod različnimi imeni. Te hevristike so bile uspešno uporabljene pri 
verjetnostnem problemu trgovskega potnika (Ang. probabilistic traveling salesman problem 
– PTSP) [119], asimetričnem problemu trgovskega potnika (Ang. asymmetric traveling 
salesman problem – ATSP) [26] in problemu organizacije z omejenimi viri (Ang. resource-
constrained project scheduling problem – RCPSP) [118]. Osnovna ideja je zelo preprosta, 
vendar je bilo ugotovljeno, da takšna preprosta hevristika v izkazanih rešitvah presega veliko 
bolj zapletene metahevristike [117]. 
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RaR je hibridna metahevristika, ki vključuje dva koraka; generiranje začetne rešitve ter 
lokalno iskanje. Ideja je, da iz celotnega problema, ki ima n vozlišč, vzame m vozlišč (m < 
n; m je običajno tako majhen, da lahko optimalno rešitev poišče v zelo kratkem času) in za 
m vozlišč poišče optimalno rešitev (razpored). Ko dobi s prvim korakom začetno optimalno 
stanje, začne izvajati drugi korak. Začenja dodajati vozlišča, ki še niso bila obiskana. Za 
določitev najboljše rešitve se uporabi koncept lokalnega iskanja. Razlika med obema 
korakoma je v tem, da v drugem koraku razpored vozlišč že obstaja, medtem ko ga je v 
prvem koraku treba zgraditi [26]. 
 
Algoritem RaR je tako mogoče obravnavati kot lokalno iskanje, ki temelji na RaR-soseski, 
ali kot konstruktivno hevristiko. Pri problemih trgovskih potnikov (TSP, ATSP, PSPS) se 
doseže nova rešitev, tako da se najprej odstrani več mest s poti in se jih znova vnese v 
najboljši položaj, ki ob tem ne spremeni relativnega zaporedja drugih mest. Pot, ki jo zgradi 
hevristika za TSP (ATSP, PTSP), se začne z majhno podmnožico mest, izračuna njihovo 
optimalno permutacijo in nato v poljubnem zaporedju vstavlja druga mesta. Ponovitev 
iterativnega izboljšanja je sestavljena najprej z odstranitvijo nekaterih mest in nato 
ponovnim vstavljanjem teh v poljubnem vrstnem redu. Rezultati pri PTSP so bili vzpodbudni 
[119] in izjemno dobri pri ATSP [26], kjer so bili konkurenčni z najbolj znanimi hevristikami 
iste vrste. V tistem času je bilo to presenetljivo, saj je TSP eden najbolj razširjenih problemov 
v kombinatorni optimizaciji in operativnih raziskavah. Pri problemu organizacije z 
omejenimi viri (RCPSP) se je ista ideja z nekaterimi očitnimi prilagoditvami izkazala kot 
konkurenčna z najboljšo hevristiko za ta problem [118]. 
 
V nadaljevanju je predstavljen algoritem, ki popisuje RaR. V tem koraku se predvideva, da 
začetni razpored že obstaja in je shranjen v rešitev S. Lokalno iskanje je nato sestavljeno iz 
naslednjih korakov: 
 
1. S' = S 
2. Odstrani m aktivnosti iz rešitve S' 
3. Za vsako odstranjeno aktivnost 
3.1. Preveri vsako mogočo pozicijo v razporedu 
3.2. Izberi pozicijo, ki da minimalno rešitev (če jih je več, izberi naključno) 
3.3. Vstavi aktivnost na to pozicijo 
4. Primerjaj razporeda rešitev S in S' in izberi najboljšo rešitev in jo shrani v rešitev S 
 
Če sta rešitvi S in S' enaki, se ohrani prvotna.  
 
Zaradi preprostosti tega RaR-algoritma in dobrih dobljenih rezultatov, ki jih algoritem poda, 
smo se odločili, da samo idejo RaR-algoritma nadgradimo in izdelamo nov algoritem.  
 
 
4.5.2. Razvoj in delovanje algoritma premešaj in vstavi  
V našem novem algoritmu uporabimo osnovno idejo algoritma RaR, in jo razvijemo v 
popolnoma nov koncept algoritma ter ga poimenujemo premešaj in vstavi (Ang. Flip and 
Insert - FI) [115]. Algoritem se izvaja v nekaj fazah. Prva faza se izvede s pomočjo 
permutacijske tabele. Ideja je, da iz celotnega problema, ki ima n vozlišč (v vsakem vozlišču 
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je svoje naročilo), vzamemo m vozlišč (m < 7; izkazalo se je, da je najbolj optimalna vrednost 
spremenljivke m = 5) in za m vozlišč poiščemo optimalno rešitev (razporeditev naročil) s 
pomočjo vseh mogočih kombinacij, ki so zapisane v permutacijski tabeli v Preglednici 4.1. 
Ko se s prvo fazo dobi začetno optimalno stanje razporeda naročil, se začne izvajati 
naslednja faza, to je vstavljanje neobdelanih naročil v obstoječa vozlišča in zamik obstoječih 
naročil za eno vozlišče. Pri vsakem vstavljanju novega naročila se s pomočjo lokalnega 
iskanja izbere najboljšo rešitev razporeda obdelanih naročil.  
 
Preglednica 4.1: Permutacijska tabela števila 5. 
Kombinacija 1 Kombinacija 2 Kombinacija 3 … Kombinacija 119 Kombinacija 120 
1 2 1 … 5 5 
2 1 3 … 4 4 
3 3 2 … 3 3 
4 4 4 … 1 2 
5 5 5 … 2 1 
 
 
4.5.2.1. Način delovanja algoritma premešaj in vstavi  
Za lažje razumevanje delovanja algoritma, bomo njegovo delovanje predstavili in opisali v 
nadaljevanju po posameznih fazah na reševanju problema razporejanja naročil s 
pripravljalnimi časi (problem JSSP SDST - Priloga 1). 
 
Najprej se iz n vozlišč poišče optimalni razpored za m vozlišč. Začetno stanje rešitve S 
predstavlja začetni razpored naročil. 
 
1. faza:  
1. Odstrani m naročil iz S. 
2. Preveri rešitev razporeda naročil za vsako kombinacijo, ki je v permutacijski tabeli. 
3. Izberi najboljšo rešitev razporeda naročil in jo shrani v S. 
 
Za lažje razumevanje prve faze algoritma FI je na Sliki 4.12 predstavljen diagram njegovega 
poteka. Preden se izvede faza 1, se vedno izvede faza 0. 
 
 





























Slika 4.12: Diagram poteka prve faze algoritma FI. 
Primer faze 1: 
Preden začne algoritem iskati optimalni razpored naročil s pomočjo permutacijske tabele, 
mora izbrati neki začetni scenarij rešitve S. Najbolj smiselno je, da se izbere začetni scenarij 
kar po vrstnem redu naročil (primer: N1, N2, N3, N4, N5, N6, N7, N8, N9, N10). 
 
Imamo torej 10 naročil (N1, N2, N3, N4, N5, N6, N7, N8, N9, N10), iz katerih algoritem 
izbere prvih m naročil (v našem primeru je m = 5 – permutacijsko število) in s pomočjo 
permutacijske tabele (Preglednica 4.1) določi najboljši razpored. 
 
Ko algoritem izvede permutacijsko tabelo, lahko dobi boljšo rešitev razporeda naročil, kot 
je bila predlagana na začetku. Lahko pa je tista rešitev, ki je bila predlagana na začetku, že 
najboljša. V vsakem primeru se za nadaljnji korak izbere najboljša rešitev razporeda naročil 
 
Najboljša rešitev po prvem koraku: (N4, N1, N3, N5, N2, N6, N7, N8, N9, N10) 
 
2. faza: 
V drugi fazi se začne vstavljanje preostalih naročil na predhodna vozlišča (vzame naročilo 
N6 in ga vstavi pred N4 (N6, N4, N1, N3, N5, N2, N7, N8, N9, N10). Naročilo N6 vstavlja 
do naročila N2 (če je imelo naročilo N6 zaporedno mesto x, se vedno naročilo vstavlja do 
mesta x-1). Zadnja kombinacija vstavljanja naročila N6 je: N4, N1, N3, N5, N6, N2, N7, N8, 
N9, N10. Zdaj ima algoritem rešitve za šest kombinacij in sicer začetno in za vseh pet 
vstavljenih. Primerja rešitve med seboj in vedno izbere kombinacijo, ki je dala najboljšo 
rešitev – v našem primeru je bila to: N4, N1, N3, N6, N5, N2, N7, N8, N9, N10. 
 
Nato se ta faza ponovi za naročilo N7. Začetno stanje v tem primeru je predhodna najboljša 
rešitev: N4, N1, N3, N6, N5, N2, N7, N8, N9, N10. Naročilo N7 se vstavlja vse od naročila 
N4 do naročila N2. Algoritem ponovno izbere najboljšo rešitev, ki postane začetno stanje za 
naročilo N8. To se izvaja toliko časa, dokler ne pride do zadnjega vstavljenega naročila (v 
našem primeru N10). Najboljša rešitev tega drugega koraka je na koncu po izvedenih vseh 
iteracijah naslednja: N4, N1, N7, N3, N8, N6, N10, N5, N2, N9. 
Zapis algoritma faze 2 je podan v spodnji psevdo-kod: 
Razvoj inteligentnega algoritma 
57 
begin  
P ← Optimum prvega koraka() 
Y=m+1 (m – število naročil, ki smo jih permutacijsko 
obdelali)  
while Y<n (število vseh naročil) do  
P'= P 
q = 1 
repeat  
P'' ← Vstavi naročilo iz mesta Y na mesto q 
q=q+1 
until q=Y  
Poišči najboljšo rešitev (P'') 




S ← Izberi(P) 
 
Ko se zaključi izvajanje faze 2, se ponovi prva faza in začetni razpored naročil S postane 
najboljša rešitev, ki se dobi po končani drugi fazi. Na Sliki 4.13 je z diagramom poteka 
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Slika 4.13: Diagram poteka druge faze algoritma FI. 
Izvajanje algoritma bi se brez omejitve lahko nadaljevalo v neskončnost. Zato algoritmu 
dodamo fazo 3 in predpišemo pogoj, kdaj naj se neha izvajati in kdaj je potrebno spremeniti 
parametre. Smiselno ga je ustaviti in spremeniti, ko je končna rešitev enaka začetni rešitvi S 
(Slika 4.14). 
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Slika 4.14: Diagram poteka vseh treh faz algoritma FI. 
 
Skupen algoritem z vsemi fazami in pogoji je podan v spodnjem zapisu psevdo-kode: 
 
repeat 
1. Odstrani m aktivnosti iz S 
2. Preveri rešitev za vsako kombinacijo, ki je v permutacijski tabeli 
3. Izberi najboljšo rešitev in jo shrani v S 
begin  
P ← Optimum prvega koraka(S) 
Y=m+1 (m – število naročil, ki smo jih permutacijsko 
obdelali) 
while Y<n (število vseh naročil) do  
P'= P 
q = 1 
repeat  
P'' ← Vstavi naročilo iz mesta Y na mesto q 
q=q+1 
until q=Y  
Poišči najboljšo rešitev (P'') 




S ← Izberi(P) 
until ni dosežen pogoj  
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V našem zgoraj opisanem primeru, je algoritem prišel do končne rešitve: N6, N4, N1, N7, 
N3, N2, N10, N9, N8, N5. Ta rešitev je lahko globalni optimum, vendar ko smo primerjali 
rešitve tega algoritma z rešitvami nekaterih drugih algoritmov (npr. genetski algoritmi), se 
je izkazalo, da je dokaj pogosto (predvsem pri večjem številu naročil n>>10) algoritem FI 
ponudil dobro rešitev, ki pa se je izkazala za neki lokalni optimum. V Preglednici 4.2 vidimo, 
da smo z genetskimi algoritmi dobili boljšo rešitev, kot pa z algoritmom FI. 
 
Preglednica 4.2: Primerjava rezultatov algoritma FI z genetskim algoritmom SGA, ki je vgrajen v 
Plant Simulation. 
Algoritem Najboljša rešitev Čas računanja 
SGA  
(generacij (50), velikost generacije (100)) 
1 dan 17 h in 8 min 
1 min 
FI 1 dan 23h in 43 min 8 sek 
 
 
4.5.2.2. Nadgradnja algoritma premešaj in vstavi 
V želji, da algoritem poišče boljšo rešitev, je treba pobegniti iz lokalnega optimuma, v 
katerem algoritem FI obstane. Za pobeg iz lokalnega optimuma bi lahko uporabili kar nekaj 
različnih konceptov (tabu iskanje, simulirano ohlajanje), vendar smo se odločili, da bomo 
ohranili obstoječi koncept algoritma in ga še nadgradili. 
 
Ideja je, da ko algoritem dobi rešitev, ki je ne more več izboljšati z obstoječim načinom 
delovanja, se prične izvajanje faze 4. V fazi 4 se zamakne začetno vozlišče permutacije Y za 
eno mesto (lahko tudi več mest) in ponovi izvajanje faze 1, faze 2 in faze 3. 
 
Primer, kako uiti iz lokalnega optimuma: 
V našem primeru je algoritem 4.5.2.1 prišel do rešitve (N6, N4, N1, N7, N3, N2, N10, N9, 
N8, N5), ki predstavlja lokalni optimum. Po zamiku začetnega mesta permutacije za 1 se 
izvajanje celotnega algoritma ponovi. V tem primeru bo algoritem permutacijsko tabelo 
začel izvajati pri naročilu pri N4 in ga bo izvajal do N2. Po permutaciji dobi najboljšo rešitev 
(N6, N4, N7, N1, N3, N2, N10, N9, N8, N5) in naslednja korak je, da algoritem začne 
vstavljati N10 – začne s tem, da vstavi naročilo N10 pred naročilo N6 in to ponavlja vse do 
naročila N2. Pregleda, katera je najboljša rešitev, jo vzame in začne vstavljati naročilo N9 
ter to ponavlja do naročila N5, tako kot je opisano v poteku izvajanja algoritma v poglavju 
4.5.2.1. 
Če algoritem v tem ciklu iskanja rešitev dobi boljšo rešitev, ta cikel (faza 1 in faza 2) 
ponavlja (na tem začetnem mestu permutacije) toliko časa, dokler ni več mogoče dobiti 
boljše rešitve, in takrat zamakne začetno mesto permutacije še za eno mesto. Če že v prvem 
ciklu ni dobil boljše rešitve, takoj poveča začetno mesto permutacij za eno. To ponavlja 
toliko časa, dokler ne obdela vsa naročila iz množice n–m (Y ≤ n–m).  
 
1. cikel (N6, N4, N1, N7, N3, N2, N10, N9, N8, N5): začetno mesto začetka permutacije Y 
je drugo mesto in s permutacijsko tabelo algoritem razvršča naročila, ki so napisana 
odebeljeno (N4, N1, N7, N3, N2), vstavlja pa naročila, ki so napisana s poševno pisavo (N10, 
N9, N8, N5). 
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2. cikel (N6, N4, N1, N7, N3, N2, N10, N9, N8, N5): ker v prejšnjem ciklu algoritem ni našel 
boljše rešitve, se začetno mesto permutacije ponovno zamakne za eno mesto. 
 
3. cikel (N6, N4, N1, N7, N3, N10, N9, N2, N8, N5): ker je bila v prejšnjem ciklu najdena 
boljša rešitev, se obdrži isto mesto začetne permutacije. 
 
4. cikel (N6, N4, N1, N7, N3, N10, N9, N2, N8, N5): ker v prejšnjem ciklu algoritem ni našel 
boljše rešitve, se začetno mesto permutacije Y ponovno poveča za eno mesto. 
 
5. cikel (N6, N4, N1, N7, N3, N10, N9, N2, N8, N5): ker v prejšnjem ciklu algoritem ni 
našel boljše rešitve, se začetno mesto permutacije Y ponovno poveča za eno mesto. 
 
6. cikel (N6, N4, N1, N7, N3, N10, N9, N2, N8, N5): ker v prejšnjem ciklu algoritem ni 
našel boljše rešitve, se začetno mesto permutacije Y ponovno poveča za eno mesto. Ko je 
izpolnjen pogoj Y = n–m se izvede samo permutacijska tabela brez vstavljanja novih naročil. 
 
Koraki nadgrajenega algoritma FI s fazo 4 so zapisani v spodnjem zapisu psevdo-kode: 
 
w = 1 (mesto, s katerega začnemo izvajati permutacijo) 
S ← začetni razpored 
repeat 
repeat 
S' ← S 
1. Odstrani m aktivnosti iz S in začni permutacijo na zaporednem mestu w 
2. Preveri rešitev za vsako kombinacijo, ki je v permutacijski tabeli 
3. Izberi najboljšo rešitev in jo shrani v S 
begin  
P ← Optimum prvega koraka(S) 
Y=m+w (m – število naročil, ki smo jih permutacijsko 
obdelali) 
while Y<n (število vseh naročil) do  
P'= P 
q = 1 
repeat  
P'' ← Vstavi naročilo iz mesta Y na mesto q 
q=q+1 
until q=Y  
Poišči najboljšo rešitev (P'') 




S ← Izberi(P) 
until S' /= S 
w = w+1  
until w > n – m 
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Nadgrajeni algoritem FI s fazo 4, prikazan na Sliki 4.15, je podal boljše rezultate od 
osnovnega algoritma FI, saj mu uspešno uspe uiti iz lokalnih optimumov. V nadaljevanju 
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Slika 4.15: Diagram poteka nadgrajenega algoritma FI s fazo 4. 
 
 
4.5.2.3. Ponovitev celotnega algoritma premešaj in vstavi 
Ko se nadgrajeni algoritem FI prvič v celoti izvede dobimo sicer zelo dobro rešitev, ki jo 
uporabimo za začetno rešitev pri novem zagonu celotnega algoritma. Nadgradnja algoritma 
v fazi 5, pomeni, da smo omogočili delovanje celotnega algoritma v programski zanki in na 
ta način dosegli, da lahko poišče še boljše rešitve (Slika 4.16). Algoritem se preneha izvajati, 








urnik S z n 
naročili
Da
Odstrani m naročil iz S 










Zapiši urnik S[i] in Tcel 
v Tab1


















z mesta Y na 
mesto q in 
naredi nov 
urnik





Zapiši urnik P  in 
Tcel v Tab2
Da



























Slika 4.16: Diagram poteka ponovitve celotnega algoritma FI s fazo 5. 
 
V spodnjem zapisu v psevdo-kodi je podan koncept in potek algoritma s fazo 5: 
 
S ← začetni razpored 
repeat 
S'' ← S 
w = 1 (mesto s katerega začnemo izvajati permutacijo) 
repeat 
repeat 
S' ← S 
1. Odstrani m aktivnosti iz S in začni permutacijo na zaporednem mestu w 
2. Preveri rešitev za vsako kombinacijo, ki je v permutacijski tabeli 
3. izberi najboljšo rešitev in jo shrani v S 
begin  
P ← Optimum prvega koraka(S) 
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Y=m+w (m – število naročil, ki smo jih 
permutacijsko obdelali) 
while Y<n (število vseh naročil) do  
P'= P 
q = 1 
repeat  
P'' ← Vstavi naročilo iz mesta Y na mesto q 
q=q+1 
until q=Y  
Poišči najboljšo rešitev (P'') 




S ← Izberi(P) 
until S' /= S 
w = w+1  
until w > n – m 
until S'' /= S 
 
 
4.5.2.4. Končni algoritem premešaj in vstavi 
Pri izvajanju algoritma je bilo pri novih ponovitvah kar nekaj korakov nepotrebnih in se je s 
tem podaljševal čas računanja. Zato je bilo treba najti rešitev, ki bi to preprečila. Algoritmu 
smo v fazi 6 dodali nekatere omejitve. Če namreč rešitev S'' ni enaka rešitvi S (S''≠S) in 
algoritem v prvi generaciji ne najde boljše rešitve v fazi 1 (permutacijska tabela) in fazi 2 
(vstavljanja), naj se v naslednji generaciji izvaja samo faza 1 (permutacijska tabela), vse 
dokler se v tej fazi ne najde boljša rešitev. Če se v fazi 1 najde boljša rešitev, se algoritem 
naprej izvaja normalno (tako kot je opisan v Poglavju 4.5.2.3). Prikaz delovanja algoritma z 
novimi, zgoraj omenjenimi omejitvami, je prikazan na diagramu poteka na Sliki 4.17. 
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Slika 4.17: Končni diagram poteka algoritma FI. 
 
Končni zapis psevdo-kode algoritma s fazo 6 je prikazan v spodnjem zapisu: 
 
S ← začetni razpored 
r = 0 
repeat 
S'' ← S 
w = 1 (mesto, s katerega začnemo izvajati permutacijo) 
x = 0 
repeat 
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repeat 
S' ← S 
1. Odstrani m aktivnosti iz S in začni permutacijo na zaporednem mestu w 
2. Preveri rešitev za vsako kombinacijo, ki je v permutacijski tabeli 
3. Izberi najboljšo rešitev in jo shrani v S, 
4. če je permutacija našla boljšo rešitev kot S' x = 1 
begin (if x = 1 or r = 0) 
P ← Optimum prvega koraka(S) 
Y=m+w (m – število naročil, ki smo jih 
permutacijsko obdelali) 
while Y<n (število vseh naročil) do  
P'= P 
q = 1 
repeat  
P'' ← Vstavi naročilo iz mesta Y na mesto q 
q=q+1 
until q=Y  
Poišči najboljšo rešitev (P'') 




S ← Izberi(P) 
until S' /= S 
w = w+1  
x = 1 
until w > n – m 
r = 1 
until S'' /= S 
 
 
4.6. Združitev algoritma in digitalnega dvojčka v 
ekspertni sistem 
Kot je bilo omenjeno v poglavju 3.2, je digitalni dvojček najboljše orodje za izvajanje "kaj 
če" scenarijev. Zaradi tega bomo v nadaljevanju združili digitalni dvojček in algoritem FI v 
učinkovito celoto za optimiranje sistemov in procesov, ki jo imenujemo ekspertni sistem FI-
DD.  
 
Ideja je, da algoritem FI na podlagi naročil, ki se morajo izvesti, poda nek začetni razpored 
teh naročil, digitalni dvojček pa razpored preveri, izračuna in poda rezultat. Algoritem nato 
rezultat preveri in poda nov razpored. Razporedi se na tak način iterativno izboljšujejo in ta 
postopek se ponavlja toliko časa, dokler algoritem FI ni zmožen zagotavljati boljšega 
















4.6.1. Rezultati delovanja algoritma premešaj in vstavi na 
primeru razvrščanja naročil s pripravljalnimi časi 
Ekspertni sistem FI-DD smo prvotno testirali na problemu določitve začetnega urnika za 
namišljen proizvodni proces, ki se vede kot realni proces. Za problem (predstavljen v Prilogi 
1) smo določili dva scenarija: prvega z 10-timi naročili in drugega s 100-timi naročili. V 
obeh primerih smo rezultate, pridobljene z ekspertnim sistemom FI-DD primerjali z 
rezultati, pridobljenimi z ekspertnim sistemom SGA-DD (genetski algoritem (SGA), ki je 
že vgrajen v Siemensovem programskem okolju Plant Simulation [120], združen z 
digitalnim dvojčkom – (DD)). Rezultati so podani v Preglednici 4.3 in Preglednici 4.4. 
 
Preglednica 4.3: Problem 10 naročil. 





(generacij (50), velikost generacije 
(100)) 
1 min 33 sek 1 dan 17 h in 8 min 
FI-DD 20 sek 8 sek 1 dan 17 h in 8 min 
 
Preglednica 4.4: Problem 100 naročil. 





(generacij (500), velikost generacije 
(100)) 
4h 5 min 22 sek 4h 5 min 22 sek 9 dni 23h 45 min 
FI-DD * 29 min 30 sek 22 min 41 sek 9 dni 13h 28 min 
* v 1 min in 20 sek najde boljšo rešitev kot SGA-DD v celotnem ciklu 
 
Vidimo, da ekspertni sistem FI-DD poišče zelo dobro rešitev v razmeroma kratkem času v 
primerjavi z ekspertnim sistemom SGA-DD. Velika prednost ekspertnega sistema FI-DD je 
ta, da ni treba shranjevati velikih količin podatkov, saj algoritem deluje zaporedno in skoraj 
v vsakem koraku vzame samo najboljšo rešitev, druge pa izbriše.  
 
Naročila Končna rešitev 
Razpored naročil 
Digitalni dvojček - DD 
Algoritem FI 
Rezultat 
Slika 4.18: Združitev algoritma FI in digitalnega dvojčka v končni ekspertni sistem FI-DD. 
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4.6.2. Rezultati delovanja algoritma premešaj in vstavi na 
primeru razvrščanja naročil v delavnici 
Delovanje algoritma smo preizkusili tudi na nekaterih najbolj znanih in najbolj uporabnih 
testnih primerih razvrščanja naročil v delavnici (JSSP) – problemi LA01, LA02, LA03, 
LA04 in LA05, ki jih je definiral Lawrence [112], in problemi MT06, MT10 in MT20, ki sta 
jih definirala Fisher in Thompson [113]. Tudi tu smo primerjali rezultate ekspertnega sistema 
FI-DD z rezultati ekspertnega sistema SGA-DD. Oba sistema sta pojasnjena v poglavju 
4.6.1. Rezultati so predstavljeni v Preglednici 4.5. Pri obeh sistemih smo začeli z istim 
začetnim urnikom O1, O2,…,On. Razvrščali smo začetni vrstni red naročil iz vhodnega 
skladišča ne pa tudi vrstnega reda obdelave naročil v vmesnih zalogovnikih. Zaradi tega 
algoritma oz. sistema nista vedno našla trenutno znanih optimumov. 
 
Preglednica 4.5: Primerjava rezultatov ekspertnih sistemov SGA-DD in FI-DD za problem 
razvrščanja naročil v delavnici (JSSP). 
Problem najboljša rešitev SGA-DD Čas računanja SGA-DD  Najboljša rešitev FI-DD  
Čas računanja 
FI-DD 
LA01 705 13 s 705 3 s 
LA02 758 17 s 778 3 s 
LA03 679 21 s 681 2 s 
LA04 660 10 s 660 2 s 
LA05 593 6 s 593 2 s 
MT06 59 5 s 59 1 s 
MT10 1092 24 s 1092 4 s 
MT20 1496 114 s 1496 9 s 
 
Iz rezultatov v Preglednici 4.5 vidimo, da je ekspertni sistem FI-DD v relativno kratkem 
času v primerjavi z ekspertnim sistemom SGA-DD našel zelo dobre rešitve. V nekaterih 
primerih se je zgodilo, da ekspertni sistem FI-DD ni uspel poiskati tako dobre rešitve kakor 
ekspertni sistem SGA-DD, zaradi tega smo naredili tudi test, da raziščemo učinek različnih 
začetnih urnikov na ekspertni sistem FI-DD, in kako vplivajo na končne rezultate. Rezultati 
so pokazali, da za isti primer pri različnih začetnih urnikih dobimo različne rešitve. Rezultati 
so bili testirani na referenčnem merilu LA02 in so predstavljeni v Preglednici 4.6. Vidimo, 
da različni začetni urniki vplivajo na končno rešitev. V enem primeru smo dobil celo boljšo 
rešitev od rešitve, ki jo je podal sistem SGA-DD. 
Preglednica 4.6: Učinek različnih začetnih urnikov na najboljšo rešitev, ki jih dobimo s sistemom 
FI-DD. 
Začetni urnik Najboljša rešitev FI-DD 
O1, O2, O3, O4, O5, O6, O7, O8, O9, O10 778 
O9, O8, O7, O10, O5, O3, O6, O1, O4, O2 758 
O5, O8, O6, O3, O1, O7, O2, O4, O10, O9 766 
O5, O8, O6, O3, O1, O9, O2, O4, O7, O10 754 
O5, O9, O7, O10, O8, O3, O6, O1, O4, O2 758 
O8, O6, O5, O9, O10, O7, O2, O1, O3, O4 778 
O10, O9, O8, O7, O6, O5, O4, O3, O2, O1 778 
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4.6.3. Delovanje algoritma premešaj in vstavi na primeru 
razmeščanja strojev  
Zanimalo nas je, ali lahko ekspertni sistem FI-DD uporabimo tudi v drugih NP-težkih 
problemih. Zaradi tega smo se odločili, da optimiramo razmeščanje strojev znotraj 
proizvodne celice. Optimalno razmeščanje strojev znotraj celice je zelo težko definirati, 
predvsem če se v celici izdeluje veliko različnih izdelkov, ki se razlikujejo tako po količini, 
vrstnem redu obdelav, kot po številu uporabljenih strojev, potrebnih za izdelavo. 
 
Optimalna postavitev strojev v celici se iz tega razloga lahko letno ali celo večkrat letno 
spremeni (glede na strukturo naročil). Za optimalno razmestitev strojev v celici na osnovi 
danega proizvodnega načrta smo uporabili Schwerdfeger-jev krožni postopek [121].  
 
 
4.6.3.1. Optimalno razmeščanje strojev v celici po Schwerdfeger-jevem 
krožnem postopku  
Krožni postopek razmeščanja strojev v proizvodni celici vključuje naslednje korake: 
1. korak: stroje, potrebne za obdelavo proizvodov, razmestimo na krog in povezave toka 
materiala med stroji označimo s povezovalnimi puščicami. 
2. korak: intenziteto toka materiala med stroji označimo s širino puščice (Sankey diagram 
[122]). 
3. korak: s premeščanjem strojev na krogu postopno iščemo razmestitev, pri kateri so 
transportno intenzivno povezani stroji na obsegu kroga med seboj minimalno 
oddaljeni in transportno intenzivne povezovalne puščice ne bodo peljale prek kroga, 
temveč tangencialno na obsegu kroga. 
 
Pri krožnem postopku razmeščanja strojev proizvodne celice moramo najprej določiti enotni 
krog (Slika 4.19) s podatki: 
‐ število strojev celice "n", 
‐ dolžina sečnic "SE(1) = 1" in 







Slika 4.19: Enotni krog. 
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Po določitvi enotnega kroga pa lahko določimo (Slika 4.20): 
‐ radij kroga "r", 
‐ dolžino poti "SE(2), SE(3),…,SE(n)" in 
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Tij  – intenziteta toka materiala iz stroja i na stroj j 
SEij  – dolžina transportne poti iz stroja i na stroj j 
sij  – strošek na dolžino poti iz stroja i na stroj j 
n  – število vseh strojev 
 
Razpored strojev se zapiše od zaporedja razporeda strojev v celici Mπ(1) do Mπ(n), kjer je π ∈ 





4.6.3.2. Rezultati delovanja ekspertnega sistema FI-DD na primeru 
razmeščanja strojev 
Test sistema FI-DD smo naredili na realni proizvodni celici, ki ima 10 delovnih mest, kjer 
se izvajajo operacije. Na teh mestih je treba obdelati 20 naročil. Za vsako naročilo so znani 
tehnološki postopki in zaporedje operacij. Stroji so razdeljeni v krogu z enako razdaljo med 
sosednjimi stroji (Slika 4.21). Digitalni dvojček smo zasnovali na podlagi vhodnih podatkov 
(tehnologije, količine, materialnega toka, stroškov prevoza).  
 
Simulacija izhodnih podatkov vključuje: 
‐ intenzivnost materialnega toka med stroji in 
‐ stroške transporta. 
𝐚𝐫𝐠 𝐦𝐢𝐧
𝝅 ∈ 𝑴𝒏
𝑺𝑻𝑪𝑬𝑳(𝝅)  (2.27) 

















Strošek na razdaljo predvidimo 1 €, torej je razdalja med stroji kar enaka strošku transporta. 
Celoten strošek transportnih poti izračunamo po enačbi (2.22).  
 
Začetni scenarij je predstvljalo zaporedje strojev od prvega do zadnjega (v smeri urinega 
kazalca). Rezultat simulacije je pokazal, da znašajo pri začetni postavitvi strojev stroški 
transportnih poti 32.690 €. Nato smo s pomočjo sistema FI-DD razmeščali stroje in tako 
poiskali optimalno oziroma suboptimalno postavitev vseh strojev. 
 
Tudi v tem primeru smo rezultate, ki smo jih dobili s sistemom FI-DD, primerjali z rezultati, 
ki jih dobimo s sistemom SGA-DD. Rezultati so podani v Preglednici 4.7. 
 
Preglednica 4.7: Primerjava rezultatov ekspertnih sistemov SGA-DD in FI-DD za problem 
razmeščanja strojev. 




SGA-DD* 1 min 52 s 43 s 29593,5 € 
FI-DD  1 min 1 s 15 s 29593,5 € 
* Značilnosti genetskega algoritma (SGA) (30 generacij, velikost generacije: 100) 
 
Iz rezultatov lahko vidimo, da se tudi v tem problemu uporaba sistema FI-DD z algoritmom 
FI izkaže za algoritem, ki v razmeroma kratkem času v primerjavi s sistemom SGA-DD 

















Lastnosti in omejitve proizvodne celice ter 
preverjanje različnih scenarijev razdelitve 
Scenarij 1 Scenarij 2  ... Scenarij n






























5. Inteligentni algoritem za optimiranje 
montažnih in strežnih sistemov ter 
procesov linijske proizvodnje  
Za namen testiranja ekspertnega sistema FI-DD na realnem montažnem in strežnem sistemu 
in procesu (MiSSP) proizvodne linije smo v laboratoriju LASIM postavili proizvodno linijo, 
s šestimi montažnimi mesti, vmesnimi zalogovniki na montažnih mestih, z dvema strežnima 
industrijskima robotoma, izmenjevalci orodij s šestimi odlagalnimi mesti ter s skladiščem 

















Proizvodna linija s šestimi 
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5.1. Izgradnja digitalnega dvojčka 
Digitalni dvojček smo zgradili v programu Tecnomatix Plant Simulation. Izdelava 
digitalnega dvojčka MiSSP je potekala v dveh osnovnih korakih: 
– prvi korak: logična zasnova modela digitalnega dvojčka in 
– drugi korak: računalniški model digitalnega dvojčka. 
 
 
5.1.1. Logična zasnova modela 
Osnovni cilj tega koraka je s pomočjo digitalnega dvojčka dobiti podatke o časovnem poteku 
naročil. Zato smo celoten MiSSP linije in segmente, ki so bili pomembni, postavili v 




Slika 5.2: Preslikava realnega MiSSP v digitalno obliko. 
 
Pri gradnji dvojčka MiSSP je sam model zasnovan tako, da je omogočena uporaba vhodnih 
podatkov, ki so namenjeni za dejansko proizvodnjo. Model omogoča uporabo različnih 
vhodnih podatkov in je popolnoma parametričen. Obenem popisuje vse bistvene značilnosti 
dejanskega MiSSP. 
 
Na podlagi predpostavk digitalnega modela MiSSP in značilnosti dejanskega MiSSP, smo 
zasnovali logično shemo modela proizvodnje (Slika 5.3). V ne-sprotnem ali "Off-line" 
načinu dvojček deluje tako, da uporabi vhodne podatke, ki so definirani na Sliki 5.3 kot 
robne pogoje modela. Vse druge potrebne podatke, parametre (časi posameznih operacij, 
logistika pretoka materiala, dovoljeni gibi robotov, časi montaže in strege robotov, hitrosti 
transportnega traku, itd.), omejitve, lastnosti in resurse digitalni dvojček pridobi iz 
podatkovne baze znanja. Na podlagi teh vhodnih podatkov, omejitev, lastnosti in resursov 
nato digitalni dvojček poda izhodne podatke, ki jih je izračunal. Ti izhodni podatki so v 
obliki indeksov, tabel, grafov ali kazalnikov in prikazujejo stanje linije in naročil v 


























5.1.1.1. Skladišče vhodnega materiala in končnih izdelkov 
Skladišče je razdeljeno v dva regala, prvi regal ima 20 skladiščnih mest (štiri vrstice in vsaka 





Slika 5.4: Skladišče vhodnega materiala in končnih izdelkov. 
 
Vhodni material za MiSSP linijo so bazni deli izdelkov. Vsak bazni del je v skladišču 
skladiščen skupaj z gnezdom. Strežni robot R20 transportira bazni del skupaj z gnezdom iz 
skladišča vhodnega materiala na transportno paleto, ki je pozicionirana na montažnem mestu 
na liniji. Končni izdelki se tudi skladiščijo v skladišču, in sicer strežni robot iz linije 
transportira izdelek na točno določeno mesto v skladišče. Če mora robot transportirati bazni 
del iz drugega regala ali vanj, počaka, da se prvi regal samodejno umakne. 
VHODI DIGITALNI DVOJČEK IZHODI 
















Končno stanje  
linije 
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5.1.1.2. Linija z montažnimi mesti 
Transportni trak ima obliko črke podolgovati O, kar pomeni, da se lahko iste transportne 
palete vozijo ves čas v krogu v horizontalni ravnini (Slika 5.5). Na transportnem traku je šest 
montažnih mest – tri na vsaki strani traku. Vsako montažno mesto (MM) ima svoj 





Slika 5.5: Proizvodna linija z montažnimi mesti. 
 
Tekoči trak med delovanjem deluje kontinuirano, in če se neko MM zasede (s transportno 
paleto, kjer je naročilo), se pred tem mestom aktivira blokirna naprava, ki skrbi, da nove 
palete ne trčijo v to MM. To imenujemo tudi vmesna zaloga (vmesni buffer) palet med MM-
ji. Vmesne zaloge palet so na traku pozicionirane povsod, razen na zavojih. Vsako montažno 
mesto lahko spusti svojo paleto naprej šele, ko je naslednje montažno mesto prosto (primer: 
MM3 lahko spusti paleto naprej šele, ko je MM4 prosto) ali pa ko so proste kapacitete v 
vmesnih zalogovnikih (MM1 lahko spusti paleto naprej šele, ko je v zalogovniku pred MM2 
tri ali manj palet). 
 
Montažne operacije z roboti se izvajajo na montažnih mestih MM1, MM2 in MM3, zato 
potrebujemo tudi vmesne zalogovnike s sestavnimi deli (SD). Zalogovnikov s SD je vseh 
skupaj šest in so pozicionirani na sredini traku. Zalogovniki so modularni, v njih pa lahko 
shranjujemo vse tipe SD, ki jih uporabljamo za montažo. 
 
Na montažnem mestu MM4 je nameščen strojni vid (kamera), kjer se preverijo končni 




Na proizvodni liniji se lahko zmontirata dva različna tipa izdelkov: 
- računalnik Raspberry Pi z ohišjem in 







MM1 MM2 MM3 
MM4 MM6 
Zalogovnik za  
4 palete 
Zalogovnik za  
4 palete 
Zalogovnik 
za 2 paleti 
Zalogovnik 
za 2 paleti 
Vmesni zalogovniki 
sestavnih delov 
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Izdelek Raspberry Pi 
 
Pri izdelku Raspberry Pi (RSPI) se sestavi računalnik in ohišje, pri čemer je ohišje 




Slika 5.6: Sestavni deli izdelka Raspberry Pi: (a) bazni del, (b) računalniško vezje, (c) zgornji del 
ohišja, ki pride na bazni del, (d) zgornji pokrov, ki zapre ohišje od zgoraj, (g) levi stranski pokrov 
in (f) desni stranski pokrov. 
 
Robot na montažni liniji lahko sestavi štiri sestavne dele: 
- bazni del (Slika 5.6 (a)), ki je v vhodnem skladišču na gnezdu, 
- računalniško vezje (Slika 5.6 (b)), ki je na vmesnih zalogovnikih pri montažnih mestih, 
- zgornji del ohišja (Slika 5.6 (c)), ki je na vmesnih zalogovnikih pri montažnih mestih in  
- zgornji pokrov (Slika 5.6 (d)), ki je na vmesnih zalogovnikih pri montažnih mestih. 
 
V osnovi imamo pri ohišju dve možni barvni varianti (Slika 5.7). Možno je tudi narediti nove 
kombinacije iz teh dveh variant – recimo zgornji pokrov s Slike 5.7 (a) zamenjamo z 
zgornjim pokrovom na Sliki 5.7 (b) in dobimo novo varianto izdelka (Slika 5.7 (c)). Na ta 





                                  a)                                           b)                                  c) 
Slika 5.7: (a) črno ohišje za Raspberry Pi, (b) rdeče/belo ohišje za Raspberry Pi, (c) nova 








Drugi izdelek, ki se sestavlja na montažni liniji, je mozaik ploščic. Robot barvne ploščice iz 
vmesnih zalogovnikov postavlja v matriko na določeno mesto. Matrika ima 8x8 mest za 
odlaganje ploščic. Robot lahko ploščice odlaga povsod, razen na štiri mesta na robovih. Tako 




Slika 5.8: Izdelek mozaik ploščic z matriko 8x8. 
 
Ta izdelek je zanimiv tudi z vidika variantnosti, saj lahko naredimo veliko različnih variant. 
Ker ima izdelek možnost, da robot pusti tudi prazna mesta, lahko število vseh variant 
izračunamo po enačbi (5.1): 
𝒌 = (𝒏𝒄𝒐𝒍𝒐𝒖𝒓 + 𝟏)
𝒏𝒎𝒂𝒕𝒓𝒊𝒙 , (5.1) 
kjer je: 
k   – število možnih kombinacij 
ncolour = 14 – število različnih barv ploščic 
nmatrix = 60 – število odlagalnih mest za ploščic 
 
Po enačbi (3.1) tako izračunamo 
 
𝒌 = (𝟏𝟒 + 𝟏)𝟔𝟎 ≈ 3,6768 × 1070  
 
da imamo v našem primeru, ko imamo 14 različnih barv ploščic in 60 odlagalnih mest, 
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5.1.1.4. Roboti 
Na montažni liniji sta dva strežna robota: 
- Yaskawa Motoman HP20 in 
- Yaskawa Motoman HP6. 
 
Večji robot (HP20) opravlja strego vhodnega materiala iz skladišča, strego končnih izdelkov 
v skladišče in montažo izdelkov na MM1. Manjši robot (HP6) pa opravlja montažo izdelkov 
na MM2 in MM3. 
 
Oba robota lahko menjata prijemala (orodja), ki so na stojalu za orodja. Robota lahko delata 
neodvisno drug od drugega. V primerih, ko bi lahko nastal trk robotov, pa tisti robot, ki je 
začel izvajanje kasneje, počaka drugega robota, da se ta umakne na varno območje. 
 
 
5.1.2. Digitalni dvojček in digitalni agenti 
Računalniški model (Slika 5.9) smo v okviru raziskovalnega dela izdelali v programskem 




Slika 5.9: Ne-sprotni digitalni dvojček montažne linije. 
 
V modelu so enostavne logične odvisnosti montažnega in strežnega procesa popisane s 
standardnimi objekti programskega paketa PS, zahtevnejše logične odvisnosti, predvsem 
digitalni agenti (DA), pa so izdelani z metodami oziroma podprogrami v programskem 
jeziku SimTalk, nekateri pa so dodatno podprti z ekspertnim sistemom FI-DD. 
 
Digitalni agenti omogočajo sprejemanje hitrih in pametnih odločitev v kombinaciji z 
digitalnim dvojčkom. Naloga digitalnih agentov je iz digitalnega dvojčka dobiti vhodne 
Inteligentni algoritem za optimiranje montažnih in strežnih sistemov ter procesov linijske proizvodnje 
80 
podatke in na podlagi teh ponuditi hitro oziroma najboljšo rešitev. Digitalni agenti na ta 
način obogatijo digitalnega dvojčka, po drugi strani pa pohitrijo delovanje digitalnih 
dvojčkov. Zelo pomembno je, da je digitalni dvojček skupaj z vsemi digitalnimi agenti 
ustrezno verificiran in validiran, saj samo tako lahko zaupamo rezultatom, ki nam jih 
digitalni dvojček ponudi. 
 
 
V našem primeru smo zgradili kar nekaj digitalnih agentov, in sicer: 
- digitalni agent, ki vključuje ekspertni sistem FI-DD in ki ima nalogo izvesti optimizacijo 
proizvodnega načrta (D.A.FI-DD), 
- digitalni agent, ki v digitalnemu dvojčku nastavi pravilno začetno stanje skladišča, 
vmesnih zalogovnikov, robotov in tekočega traku (D.A.Z.), 
- digitalni agent, ki na podlagi želenih naročil, ki jih dobimo iz proizvodnega načrta, 
preveri, katera naročila je mogoče izdelati glede na resurse, ki jih imamo (D.A.N.), 
- digitalni agent, ki razporedi izdelavo naročil na montažna mesta (D.A.I.), 
- digitalni agent, ki generira vse strežne in montažne operacije za robote (D.A.O.), 
- digitalni agent, ki je zadolžen za preverjanje in odpravo motenj na izdelkih (D.A.M.) in 
- globalnega digitalnega agenta (G.D.A), ki nadzoruje delovanje vseh digitalnih agentov in 
skrbi za pravilno zaporedje komunikacij.  
 
Digitalni agenti komunicirajo neposredno z digitalnim dvojčkom. Nekateri digitalni agenti 
komunicirajo tudi med seboj in s tem še pohitrijo delovanje samega digitalnega dvojčka 
(Slika 5.10). Digitalni agenti delujejo popolnoma avtonomno drug od drugega, vendar 
vidimo, da obstaja tudi povezava do globalnega digitalnega agenta (G.D.A.). Glavna naloga 
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V samem računalniškem modelu imamo tudi druge "mikro" digitalne agente, ki skrbijo za 
pravilno delovanje digitalnega dvojčka.  
 
Zelo pomemben korak pri gradnji digitalnega dvojčka in digitalnega agenta je sprotna 
verifikacija. Verifikacijo smo izvajali pri vsakem koraku in na ta način zagotovili pravilno 
delovanje ekspertnega sistema digitalnih agentov. 
 
 
5.1.2.1. Digitalni agent za zagotavljanje pravilnega začetnega stanja 
Pred zagonom digitalnega dvojčka je treba pridobiti ustrezne vhodne podatke, ki jih dvojček 
potrebuje za pravilno delovanje.  
 
Ti podatki so: 
- število transportnih palet na tekočem traku, 
- število kosov v skladišču, njihova tip in lokacija, 
- stanje zalogovnika prijemal orodij, 
- stanje robotov in 
- stanje vmesnih zalogovnikov na montažnih mestih. 
 
Vsi ti podatki so zapisani v SQL-tabelah. Vendar ti podatki sami po sebi niso koristni, dokler 
jih digitalni agent za zagotavljanje pravilnega začetnega stanja (D.A.Z.) ne preveri in nastavi 
digitalni dvojček na pravilno začetno stanje.  
 
Diagram poteka na Sliki 5.11 ponazarja delovanje D.A.Z.. Ko D.A.Z. konča svoje izvajanje, 








































































































Slika 5.11: Diagram poteka digitalnega agenta za zagotavljanje pravilnega začetnega stanja. 
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5.1.2.2. Digitalni agent za preverjanje naročil 
Kot je zapisano v doktorski tezi, ima vsak MiSSP svoj proizvodni načrt, ki ga želimo v 
določenem obdobju uspešno izvesti. Vendar pa v realnem okolju MiSSP pogosto nastajajo 
manjše ali večje motnje, ki so lahko načrtovane ali pa, v večini primerov, nenačrtovane.  
 
Naloga digitalnega agenta za preverjanje naročil (D.A.N.) je predvsem ta, da prilagodi 
proizvodni načrt na podlagi motenj, ki jih predvidi vnaprej. Digitalni agent naročil preveri 
vsa naročila, ki jih želimo izvesti, in glede na stanje realnega sistema določi, katera se bodo 
dejansko lahko izvedla. Za tista naročila, ki se ne bodo izvajala, pa agent poda tudi razloge, 
zakaj je tako.  
 
Delovanje D.A.N. je predstavljeno v diagramu poteka na Sliki 5.12. 
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Slika 5.12: Diagram poteka digitalnega agenta za preverjanje naročil. 
Digitalni agent za preverjanje naročil pred preverjanjem dobi od agenta za začetno stanje 
(D.A.Z.) trenutno stanje sistema in nato na podlagi tega, glede na tip izdelka preveri, kaj se 
bo lahko izvedlo in kaj ne. V prvem koraku preveri, za kateri tip izdelka gre (mozaik ali 
Raspberry Pi - RSPI). V naslednjem koraku preveri, ali je ta izdelek mogoče izdelati. 
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V primeru mozaika imamo lahko tri razloge, zakaj se določeno naročilo ne more izvesti: 
1. razlog:  ni ploščic določene barve, ki jo potrebujemo za mozaik v vmesnih zalogovnikih, 
2. razlog: v vmesnih zalogovnikih so ploščice določene barve, ki jih potrebujemo, vendar 
jih ni dovolj in 
3. razlog: v skladišču vhodnega materiala ni baznega dela za mozaik. 
 
V primeru RSPI-ja imamo pa lahko dva razloga, zakaj se določeno naročilo ne more izvesti: 
1. razlog:  ni vseh sestavnih delov, ki jih potrebujemo v vmesnih zalogovnikih, 
2. razlog: v skladišču vhodnega materiala ni baznega dela za Raspberry Pi. 
 
Če D.A.N. ugotovi, da se določeno naročilo ne bo moglo izvesti, to naročilo zavrne. D.A.N. 
pa tudi preveri, zakaj se določenega naročila ne bo moglo izvesti in to tudi zapiše.  
 
Na primer, če želimo izvesti naročilo, kjer bomo z rdečimi črkami zapisali ime HUGOZ, bi 
za to naročilo skupaj potrebovali 78 rdečih ploščic, v vmesnih zalogovnikih jih je pa le 64. 
D.A.Z. to preveri in poda rezultat, da tega naročila ne moremo izvesti, in ga v celoti zavrne. 
Obenem pa poda tudi pripombo, da lahko izvedemo samo del tega naročila in sicer da imamo 
dovolj ploščic za napis HUGO. 
 
 
5.1.2.3. Digitalni agent za razporeditev izdelave naročil po montažnih 
mestih 
Naloga agenta za razporeditev izdelave naročil po montažnih mestih (D.A.I.) je razporeditev 
naročil, ki se bodo izdelovala po montažnih mestih. To stori tako, da agent preveri sestavne 
dele v vmesnih zalogovnikih in za vsako naročilo določi optimalno montažno mesto, kjer se 
bo izdelek sestavljal in kateri robot bo izvajal montažno operacijo. D.A.I. lahko določenemu 
naročilu določi tudi več kot samo eno MM, saj se lahko zgodi, da so sestavni deli tako 
razporejeni v vmesnih zalogovnikih, da morata naročilo izdelati oba robota. Delovanje 
D.A.I. je predstavljeno v diagramu poteka na Sliki 5.13. 
 
 

































Slika 5.13: Diagram poteka digitalnega agenta za razporeditev naročil po montažnih mestih. 
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5.1.2.4. Digitalni agent za generiranje operacij za robote 
Strežna robota v digitalnem dvojčku se vedeta popolnoma enako kot robota v realnem 
sistemu. Kot rečeno v poglavju 5.1.1.4, izvajamo s pomočjo robotov montažne operacije 
izdelkov. Zaradi tega smo se odločili, da bomo vse montažne operacije robotov najprej 
simulirali v digitalnem okolju in nato bo te operacije digitalni dvojček poslal tudi realnemu 
robotu na proizvodno linijo. 
 
Iz poglavja 5.1.1.3 je razvidno, da se izdelujeta dva tipa izdelkov. Zaradi velike variantnosti 
obeh tipov izdelkov (predvsem izdelka mozaika ploščic – 3,6768×1070 različnih kombinacij) 
ni možno, da bi vse mogoče kombinacije izdelkov sprogramirali z robotom v naprej. Tako 
smo se odločili, da bomo sprogramirali naloge operacij robotov v digitalnem okolju in jih 
nato preko digitalnega agenta poslali robotu, ki bo potem te operacije izvedel. V ta namen 
smo razvili digitalnega agenta, ki na podlagi vhodnih podatkov izdela montažno operacijo 
za posameznega robota.  
 
Delovanje D.A.O. je predstavljeno v diagramu poteka na Sliki 5.14. 
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Slika 5.14: Diagram poteka digitalnega agenta za generiranje operacij na robotih. 
 
Digitalnega agenta za generacijo operacij robota smo razdelili na dva dela, in sicer za RSPI 
in za mozaik ploščic. Pri RSPI dobi agent kot vhodne spremenljivke podatke o: 
- montažnem mestu, kjer se bo izdelek sestavljal, 
- kateri robot bo opravljal operacije, 
- variantnost ohišja in 
- iz katerih vmesnih zalogovnikov bo robot jemal sestavne dele. 
 
 
Inteligentni algoritem za optimiranje montažnih in strežnih sistemov ter procesov linijske proizvodnje 
85 
Pri izdelku za mozaik ploščic pa agent potrebuje naslednje vhodne podatke: 
- na katerem montažnem mestu se bo mozaik sestavljal, 
- kateri robot bo opravljal operacijo, 
- koliko je število potrebnih ploščic po posamezni barvi za izdelek, 
- lokacije posameznih ploščic na mozaiku in 
- iz katerih vmesnih zalogovnikov bo robot jemal posamezne ploščice. 
 
Nekatere vhodne podatke dobi agent iz naročila (tip in variantnost izdelka), druge vhodne 
podatke pa dobi iz digitalnega dvojčka (kateri robot bo izvajal operacijo, kje bo robot izvajal 
operacijo in kje so sestavni deli). 
 
Ko dobi agent te podatke, samodejno ustvari posamezen program za delovanje robota in 
digitalni dvojček te programe shrani v ustrezno obliko. Programi se pošljejo neposredno do 
robota preko vmesnika MotoAdmin. Te programe nato lahko uporabimo na realnem robotu. 
Agenta za generiranje operacij robota smo naredili na tak način, da omogoča hitro 
prilagajanje na spremembe v realnem sistemu. Omogoča tudi dodajanje montažnih operacij 
na različnih montažnih mestih na liniji.  
 
D.A.O. smo naredili s pomočjo programske kode in tabel (Slika 5.15). V tabelah so 
informacije o posameznih koordinatah – tako o koordinatah na montažnih mestih, kot o 











MM za mozaik 
koordinate za 
Raspberry Pi 
Programska koda, ki ustvari  
operacije za robota 
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5.1.2.5. Digitalni agent za preverjanje in odpravo motenj na izdelkih 
Manjše ali večje motnje v realnem okolju MiSSP, ki pogosto nastajajo, lahko delno že sedaj 
odpravi digitalni agent D.A.N.. Motnje D.A.N. predvidi v naprej, vendar pa se v MiSSP 
pojavljajo tudi motnje, ki so nenačrtovane. Zato smo naredili agenta, ki skrbi za preverjanje 
in odpravo nenačrtovanih motenj (D.A.M.). Naloga D.A.M. je, da ko se zazna motnjo, 
preveri možne rešitve in če je mogoče, ponudi tudi rešitev za odpravo motnje. 
 
Na proizvodni liniji se motnje preverja s pomočjo strojnega vida (kamere) na MM4 (Slika 
5.5). Motnje delimo v tri skupine: 
- motnje, ki jih lahko odpravi robot, 
- motnje, ki jih lahko odpravi delavec, in 
- motnje, ki jih ne moremo odpraviti. 
 
D.A.M. samodejno ponudi rešitev za motnje, ki jih lahko odpravi robot, za druga dva tipa 
motenj pa sporoči tip motnje. 
 
S pomočjo robota lahko za zdaj odpravi motnje samo na mozaiku, in sicer za tri različne tipe 
napak: 
- posamezne ploščice niso dobro pozicionirane na svojem mestu (Slika 5.16 (a)) ali 
- posamezne ploščice manjkajo (Slika 5.16 (b)) ali 
- na določenih pozicijah so ploščice napačne barve (Slika 5.16 (c)). 
 
 
                              
a)              b)              c) 
Slika 5.16: Trije tipi napak na mozaiku – (a) napačno pozicionirane ploščice, (b) posamezne 
ploščice manjkajo, (c) napačne barve določenih ploščice. 
 
Če posamezne ploščice niso dobro pozicionirane na svojem mestu, pomeni, da jih je robot 
malenkost napačno postavil. To napako lahko robot odpravi, če s hitro manipulacijo naprej, 
nazaj, levo in desno potrese mozaik – tako se vse ploščice premaknejo na svoje mesto. 
 
Če določene ploščice manjkajo, je treba peljati mozaik še en krog po proizvodni liniji do 
robota, ki doda manjkajoče ploščice. 
 
Če pa so na določenih mestih ploščice napačne barve, je prav tako treba mozaik peljati še en 
krog po proizvodni liniji do robota, ki mora najprej odstraniti napačno ploščico in dodati 
pravilno. 
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Lahko se zgodi tudi kombinacija vseh ali kombinacija dveh napak na izdelku. Takrat se 
napake odpravljajo v vrstnem redu glede na prioriteto. Najvišjo prioriteto ima napaka, ko je 
ploščica napačne barve, nato če ploščica manjka, najnižjo prioriteto pa ima napaka, ko so 
ploščice napačno pozicionirane.  
 
Delovanje D.A.M. je predstavljeno v diagramu poteka na Sliki 5.17. 
 
 














































Slika 5.17: Diagram poteka digitalnega agenta za preverjanje in odpravo motenj na izdelkih. 
 
 
5.1.2.6. Rezultati eksperimenta 
Po ustrezni verifikaciji modela smo naredili še eksperiment in s tem validacijo celotnega 
digitalnega dvojčka (DD) skupaj z vsemi digitalnimi agenti. To smo storili tako, da smo 
generirali nekaj naročil in preverili, kakšne rezultate poda digitalni dvojček glede na vhodne 
podatke in ali digitalni agenti delujejo pravilno – pravilno nastavijo DD, pravilno generirajo 
naročila, pravilno generirajo operacije robotov itd. Rezultati, ki so nas zanimali, so bili: 
- zaporedje logičnih operacij na robotih (prijemanje in odlaganje prijemal), 
- zaporedje strežnih operacij z robotom (transport palet iz skladišča na linijo in obratno), 
- pravilna izvedba montažnih operacij robotov, 
- čas izvedbe posameznih strežnih in montažnih operacij, 
- končno stanje zalogovnikov po izvedbi vseh operacij, 
- končno stanje skladišča po izvedbi vseh operacij, 
- končno stanje linije in 
- pretočni čas posameznih naročil. 
 
Za namen validacije smo najprej izvedli nekaj scenarijev, ki so predstavljeni v Preglednici 
5.1. Odločili smo se, da naredimo šest različnih scenarijev in preverimo, kakšne rešitve 
dobimo. Vsi scenariji so imeli iste začetne pogoje, spreminjali smo le naročila. Začetni 
pogoji so bili: 
- oba robota sta bila brez prijemal, 
- na voljo so štiri transportne palete na liniji, 
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- v prvem vmesnem zalogovniku je 64 belih ploščic, v drugem zalogovniku sta rdeče ohišje 
in zgornji beli pokrov za RSPI, v tretjem zalogovniku je 64 modrih ploščic, v četrtem 
zalogovniku sta dve vezji za RSPI, v petem zalogovniku sta rdeče ohišje in zgornji beli 
pokrov za RSPI in v šestem zalogovniku je 64 rdečih ploščic ter 
- v skladišču je dovolj baznih delov tako za mozaike kot za RSPI. 
 
Vsak scenarij je vseboval naročila, iz katerih je bilo treba napisati imena HUGO, JURE in 
MIHA. V vsakem scenariju smo spremenili barve določenega imena. Prva dva scenarija nista 
vsebovala nobenih naročil RSPI-jev, v tretjem in četrtem naročilu je bil po en RSPI ter v 
petem in šestem naročilu po dva RSPI-ja. Zaporedje oziroma urnik izdelanih naročil je bilo 
vedno HUGO, JURE, MIHA in nato morebiti RSPI (če so bili v naročilih). 
 
Vse rezultate iz digitalnega dvojčka smo preverili z rezultati, ki jih dobimo, če nato iste 
scenarije izvedemo v realnem sistemu. Ugotovili smo, da se vsa naročila v realnem sistemu 
izvedejo v enakem zaporedju kot v DD. Validacija je pokazala, da vse operacije robotov, ki 
jih generira digitalni dvojček z D.A.O., delujejo pravilno in v istih časovnih okvirih, kot to 
predvideva digitalni dvojček (dobili smo minimalna odstopanja med realnim sistemom in 
digitalnim dvojčkom). Ko v realnem sistemu izvedemo vsa naročila, dobimo tudi enako 
končno stanje kot v DD. S tem smo uspešno opravili validacijo digitalnega dvojčka in vseh 
agentov, saj se rezultati DD in realnega sistema popolnoma ujemajo (Preglednica 5.1). 
 
Preglednica 5.1: Scenariji, ki smo jih izvedli z digitalnim dvojčkom za potrebe validacije. 
Scenarij Naročila  
mozaiki 
RSPI Urnik  
naročil - S 
Izračunan čas 






bela – HUGO 
modra – JURE 
rdeča – MIHA 
0 
H, U,G, O, J, U, 







bela – MIHA 
modra – JURE 
rdeča – HUGO 
0 
H, U, G, O, J, 








bela – HUGO 
modra – MIHA 
rdeča – JURE 
1 
H, U, G, O, J, 








- 0,21 % 
4 
bela – MIHA 
modra – HUGO 
rdeča – JURE 
1 
H, U, G, O, J, 








- 0,21 % 
5 
bela – JURE 
modra – MIHA 
rdeča – HUGO 
2 
H, U, G, O, J, 
U, R, E, M, I, H, 







- 0,15 % 
6 
bela – JURE 
modra – HUGO 
rdeča – MIHA 
2 
H, U, G, O, J, 
U, R, E, M, I, H, 






- 0,29 % 
 
Zanimalo nas je tudi, kako se DD odzove, če spremenimo začetno stanje sistema. V ta namen 
smo iz zalogovnikov odvzeli 30 ploščic modre barve, zgornje ohišje za RSPI in zgornji 
pokrov za RSPI. Nato smo ponovili scenarij 5 iz Preglednice 5.1. Rezultati so predstavljeni 
v Preglednici 5.2 in tu lahko vidimo lahko, da D.A.N. uspešno predhodno zavrne naročila, 
ki se ne bodo mogla izvesti. Agent nam poda tudi razlog zavrnitve.  
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Preglednica 5.2: Ponovitev scenarija 6 z različnimi vhodnimi podatki. 
Naročila mozaiki RSPI Izvedena naročila Predhodno zavrnjena 
naročila 
Izračunan čas 
tCEL - DD 
bela – JURE 
modra – HUGO 
rdeča – MIHA 
2 JURE, MIHA, RSPI HUGO*, RSPI** 40 min 
53 sek 
* Razlog, zakaj je D.A.N. zavrnil naročilo HUGO, je, ker lahko izdelamo samo črki H in U. Za preostali črki bi potrebovali še 27 ploščic 
modre barve (15 za črko G in 12 za črko O). 
** Razlog, zakaj je D.A.N. zavrnil en RSPI, je, da v vmesnih zalogovnikih ni zgornjega ohišja in zgornjega pokrovčka. 
 
 
5.2. Združitev digitalnega dvojčka in ekspertnega 
sistema FI-DD 
Po ustrezni validaciji in verifikaciji digitalnega dvojčka in vseh agentov, ki smo jih 
predstavili do zdaj, smo združili digitalni dvojček še z digitalnim agentom optimizacije 
proizvodnega načrta (D.A.FI-DD), ki vključuje inteligentni algoritem FI. Razvoj in 
delovanje algoritma sta opisana v poglavju 4. 
 
Agent D.A.FI-DD na podlagi proizvodnega načrta ponudi oziroma izračuna optimalen 
oziroma skoraj optimalen proizvodni načrt. Združevanje ekspertnega sistema FI-DD in 
digitalnega dvojčka je opisano v poglavju 4.6. 
 
Ekspertni sistem FI-DD smo integrirali v digitalnega dvojčka s pomočjo programske kode 
in zapisa v tabelah. Pred začetkom izvajanja optimizacije proizvodnega plana dobi D.A.FI-
DD proizvodni načrt, ki ga je določil D.A.N.  
 
Za pravilno delovanje algoritma so nato potrebni trije koraki, ki se iterativno ponavljajo, in 
sicer (Slika 5.18): 
- v prvem koraku FI-DD vzpostavi n-to iteracijo proizvodnega načrta, ki ga pošlje 
digitalnemu dvojčku, 
- v drugem koraku digitalni dvojček preveri in izračuna oziroma poda rešitev te n-te 
iteracije proizvodnega načrta in 
- v tretjem koraku pošlje digitalni dvojček to rešitev nazaj ekspertnemu sistemu FI-DD, ki 
to rešitev preveri in se odloči, ali je to končna rešitev (optimalna oziroma skoraj 



















Rešitve – FI-DD 
Skoraj optimalni 
proizvodni plan 
zahteva po novi iteraciji proizvodnega plana 
Slika 5.18: Iterativno izboljševanje proizvodnega plana s pomočjo ekspertnega sistema FI-DD in 
digitalnega dvojčka. 
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Te tri korake, predstavljene na Sliki 5.18 ekspertni sistem FI-DD ponavlja toliko časa, dokler 
ne pride do točke, ko ni zmožen več ponuditi boljše rešitve. Na Sliki 5.19 vidimo, združitev 




Slika 5.19: Združitev digitalnega dvojčka in digitalnega agenta optimizacije proizvodnega plana s 
pomočjo inteligentnega algoritma oz. ekspertnega sistema FI-DD. 
 
S pomočjo algoritma FI lahko optimiramo različne ciljne parametre. V našem primeru smo 
določili dva ciljna parametra: 
- prvi ciljni parameter je skupni pretočni čas vseh naročil (tCEL) in želja je, da je čim krajši 
in 
- drugi ciljni parameter je, da je skupna vsota pretočnih časov posameznih naročil (*tCEL) 
čim manjša. 
 
Razlika med obema ciljnima parametroma je prikazana s pomočjo Gantt diagrama, ki je 
prikazan na Sliki 5.20 in enačbo (5.2). 
2. korak - digitalni dvojček 
1. korak – generacija 
proizvodnega plana 
3. korak – Preverba rešitve s FI-DD 
Inteligentni algoritem za optimiranje montažnih in strežnih sistemov ter procesov linijske proizvodnje 
91 
 
Slika 5.20: Gantt diagram naročil. 
 
Skupno vsoto pretočnih časov posameznih naročil izračunamo s pomočjo enačbe (5.2): 
*𝑡𝐶𝐸𝐿 = ∑ 𝑡𝐶𝐸𝐿𝑖
𝑛
𝑖=1  (5.2) 
kjer je: 
n   – število naročil 
𝑡𝐶𝐸𝐿𝑖   – pretočni čas naročila i 
 
Za testiranje smo izbrali iste scenarije, kot smo jih uporabili v Preglednici 5.1. Rezultati s 
prvim ciljnim parametrom so predstavljeni v Preglednici 5.3, rezultati z drugim ciljnim 
parametrom pa v Preglednici 5.4. 
 
Preglednica 5.3: Rezultati optimiranja posameznih scenarijev z algoritmom FI, če je ciljni 
parameter pretočni čas vseh naročil. 













bela – HUGO 
modra – JURE 




M, H, A, H, U, 




1,40 % 58 sek 
2 
bela – MIHA 
modra – JURE 




J, U, H, G, O, U, 
R, E, M, I, H, A 
59 min 
3 sek 
1,67 % 58 sek 
3 
bela – HUGO 
modra – MIHA 





H, U, G, O, 
RSPI, J, U, R, E, 




0,51 % 40 sek 
4 
bela – MIHA 
modra – HUGO 





H, U, G, O, 
RSPI, J, U, R, E, 




0,51 % 40 sek 
5 
bela – JURE 
modra – MIHA 





RSPI, H, U, G, 
O, J, U, R, E, M, 








bela – JURE 
modra – HUGO 





M, RSPI, H, U, 
G, O, J, U, R, E, 
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Preglednica 5.4: Rezultati optimiranja posameznih scenarijev z algoritmom FI, če je ciljni 

















1 bela – HUGO 
modra – JURE 
rdeča – MIHA 
0 9 ur 
35 min 
55 sek 
H, I, M, J, A, U, 









2 bela – MIHA 
modra – JURE 
rdeča – HUGO 
0 7 ur 
31 min 
56 sek 
U, H, G, I, O, J, 










3 bela – HUGO 
modra – MIHA 
rdeča – JURE 
1 9 ur 
38 min 
42 sek 
R, U, J, RSPI,  
E, I, O, U, H, G,  










4 bela – MIHA 
modra – HUGO 
rdeča – JURE 
1 9 ur 
48 min 
54 sek 
R, U, J, RSPI,  
E, I, O, U, H, A, 










5 bela – JURE 
modra – MIHA 
rdeča – HUGO 
2 9 ur 
52 min 
23 sek 
U, H, G, J, O, 
RSPI, RSPI, I, 










6 bela – JURE 
modra – HUGO 
rdeča – MIHA 
2 12 ur 
6 min 
5 sek 
H, I, M, RSPI, 
A, RSPI, J, U, 











Iz Preglednic 5.3 in 5.4 lahko vidimo, da s pomočjo algoritma FI uspešno optimiramo 
proizvodni načrt glede na različne ciljne parametre.  
 
V Preglednici 5.3 se rezultati na prvi pogled ne zdijo najboljši, vendar je treba vedeti, da je 
razlog predvsem v dolgih časih operacij in da sam razpored naročil nima takega vpliva na 
končni pretočni čas vseh naročil. V drugem primeru pa lahko vidimo, da ima različni 
razpored naročil velik vpliv na vsoto vseh pretočnih časov posameznih naročil (dosežemo 
tudi do 38-odstotno izboljšanje). Je pa zanimivo, da dobimo iste pretočne čase v obeh 
primerih. To pomeni, da je bolj smiselno za ciljni parameter vzeti skupno vsoto vseh 
pretočnih časov posameznih naročil (*tCEL), saj s tem optimiramo vsako naročilo posebej in 
tudi pretočni čas vseh naročil (tCEL). 
 
 
5.3. Združitev digitalnega dvojčka in realnega sistema v 
sprotno simulacijo 
Povezavo med realnim sistemom in digitalnim svetom smo izvedli preko oblaka s pomočjo 
knjižnice SQL Lite. Za pravilno delovanje sistema je pomembno, da se vsi ukazi in vmesniki 
izvedejo v pravilnem zaporedju. Za to skrbi globalni digitalni agent, ki deluje kot dirigent 
celotnega sistema in pošilja ukaze drugim digitalnim agentom, ki potem izvedejo svoje 
naloge. V našem sistemu je redosled korakov sledeč (Slika 5.21): 
 
1. korak: G.D.A. pošlje ukaz D.A.Z., naj nastavi trenutno stanje realnega sistema v DD. 
2. korak: D.A.Z. pridobi podatke o trenutnem sistemu preko oblaka. 
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3. korak: D.A.Z. nastavi začetno stanje v DD, ki je odraz realnega stanja realnega sistema. 
4. korak: G.D.A. pošlje ukaz D.A.N., naj doda naročila v DD. 
5. korak: D.A.N. dobi iz ERP-sistema proizvodni načrt in preveri, katera naročila bo 
mogoče izdelati glede na robne pogoje sistema in katera ne. 
6. korak: D.A.N. posreduje naročila, ki se bodo izdelovala v DD. 
7. korak: G.D.A. pošlje ukaz D.A.I., naj razvrsti delo na naročilih po posameznih MM. 
8. korak: D.A.I. za vsako naročilo, ki ga je posredoval D.A.N., izbere optimalno MM in 
te podatke pošlje DD. 
9. korak: G.D.A. pošlje ukaz D.A.FI-DD, naj naredi optimalni proizvodni načrt. 
10. korak: D.A.FI-DD preko iteracijske zanke in DD določi optimalen proizvodni načrt. 
11. korak: G.D.A. pošlje ukaz D.A.O. za zaporedje in generacijo operacij na robotih. 
12. korak: D.A.O. glede na naročila generira operacije, ki jih bodo morali roboti izvajati, in 
njihovo zaporedje. Vse te podatke nato posreduje v DD. 
13. korak: DD nato na podlagi vseh pridobljenih podatkov digitalnih agentov izračuna 
scenarij in vse podatke o tem scenariju posreduje nazaj v oblak. 
14. korak: Proizvodni plan se nato v realnem sistemu začne izdelovati. 
15. korak: Če morebiti pride do motnje v realnem sistemu, G.D.A. pošlje ukaz D.A.M., naj 
motnjo identificira in če je mogoče, odpravi. 
16. korak: D.A.M. preveri, za kakšno vrsto motnje gre in predlaga ustrezne ukrepe za njeno 
odpravo. Te ukrepe pošlje nazaj v DD. 
 





Slika 5.21: Redosled izvajanja korakov za uspešno združitev realnega sistema in digitalnega 
sistema (Digitalnega dvojčka in digitalnih agentov). 
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Pri sprotni ali "On-line" simulaciji je pomembno, da sta digitalni sistem (digitalni dvojček 
in digitalni agenti) in realni sistem v nenehni povezavi. To je pomembno zato, ker če se 
pojavi odstopanje realnega sistema od predvidenega načrta, lahko digitalni sistem takoj to 
odstopanje preveri (odpravi motnje, popravi proizvodni načrt itd.) in takoj te nove 




Slika 5.22: Povratna zanka med digitalnim sistemom in realnim sistemom. 
Naredili smo tudi dodatni eksperiment, kjer smo preizkusili delovanje povratne zanke med 
digitalnim sistemom in realnim sistemom. Za preizkus smo vzeli scenarij 6 (Preglednica 5.1) 
in namenoma dodali v ta scenarij motnje. Dodali smo tri motnje: 
- na črki H v naročilu HUGO ploščice niso na svoji poziciji, 
- na črki A v naročilu MIHA manjka ena ploščica in 
- na črki R v naročilu JURE je ena ploščica rdeče barve namesto bele barve. 
V Preglednici 5.5 vidimo rezultate, ko scenariju 6 dodamo omenjene motnje. 
 








naročil zaradi motenj 
Nov čas tCEL 
bela – JURE 
modra – HUGO 
rdeča – MIHA 
2 
H, I, M, RSPI, A, 
RSPI, J, U, O, U, R, 




H, I, M, RSPI, A, RSPI, J, 





* Izdelek A je zaradi napake (manjkajoča ploščica) moral narediti še en krog. 
** Izdelek R je zaradi napake (napačne barve ploščice) moral narediti dodaten krog. 
 
Z eksperimentom smo dokazali, da tudi povratna zanka med realnim sistemom in digitalnim 
sistemom deluje. Iz eksperimenta vidimo, da se je zaradi nastalih motenj spremenil tudi 
proizvodni načrt. Ko je strojni vid v realnem sistemu zaznal napako na izdelku, je to 
informacijo poslal preko oblaka v digitalni sistem. Potem je D.A.M. preveril, za kakšno vrsto 
napake gre, in poslal DD rešitve za odpravo motnje. To informacijo je nato DD poslal preko 
oblaka v realni sistem.  
 
V Preglednici 5.5 vidimo, da se zaradi motenj spremeni proizvodni čas in tudi podaljša 
pretočni čas (TN).  
 
Zaradi napake pri naročilu H se sam načrt ne spremeni, ker je bilo treba dodati samo eno 
dodatno operacijo na Robotu HP6, preden se izdelek vstavi v skladišče (operacija pretresi 
mozaik).  
 
Sprememba načrta se predvsem odraža pri naročilih A in R. Pri naročilu A je izdelek moral 
iti še en krog po liniji, da je ponovno prišel do robota 2, ki je dodal manjkajočo ploščico, in 
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seveda tudi na strojni vid, ki je potrdil, da je napaka odpravljena. Pri naročilu R je moral 
robot HP20 odstraniti ploščico, ki je bila napačne barve (rdeče), in dodati ploščico, ki je bila 
pravilne barve (bele). Za tem je moral izdelek opraviti še en krog po liniji, da je strojni vid 
potrdil, da je bila napaka uspešno odpravljena. 
 
 
5.4. Uporaba razvitega algoritma v drugih proizvodnih 
procesih in sistemih 
Kot je zapisano v hipotezi 3, je bilo treba preveriti možno uporabnost novo razvitega 
ekspertnega sistema tudi na drugih proizvodnih sistemih in procesih. V doktorski nalogi smo 
se osredotočili na sisteme in procese linijske proizvodnje, vendar smo med samim 
raziskovalnim delom v laboratoriju LASIM imeli tudi realne industrijske projekte iz 
različnih proizvodnih sistemov in procesov. Na nekaterih projektih smo že testirali tudi 
pridobljeno znanje iz disertacije in preverili uporabnost ekspertnega sistema.  
 
Znanje iz grajenja simulacijskih modelov oziroma digitalnih dvojčkov smo uporabili na 
veliko različnih industrijskih projektih.  
 
Simulirali smo: 
- delavniške tipe proizvodenj, 
- celično proizvodnjo, 
- linijske proizvodnje, 
- procesni tip proizvodnje, 
- maloserijske in velikoserijske proizvodnje, 
- skladišča in logistične procese itd. 
 
V nekaterih primerih pa smo uporabili ekspertni sistem FI-DD, ki predstavlja pomembnejši 
del te disertacije. V Poglavju 4.6.3.2 smo že videli uporabo ekspertnega sistema FI-DD za 
razmeščanje strojev znotraj celice v celični proizvodnji. Preverili pa smo njegovo uporabnost 
še na dveh drugih realnih primerih: 
- optimizacija tlorisa nove tovarne in 
- večnivojsko načrtovanje v procesni industriji. 
 
Pri optimizaciji tlorisa nove tovarne smo ekspertni sistem FI-DD testirali za določitev 
idealnega materialnega toka v proizvodnih procesih. Na osnovi te optimizacije smo lahko 
zmanjšali tlorisno površino celotne tovarne.  
 
V procesni industriji smo testirali ekspertni sistem FI-DD za namene več nivojskega 
planiranja proizvodnega procesa. Ekspertni sistem FI-DD omogoča hkratno načrtovanje 
posameznih proizvodnih linij in mešalnice vhodnih surovin na način, da se upoštevajo vsi 
robni pogoji realnega sistema. Naš ekspertni sitem FI-DD je dokazal, da je sposoben 
načrtovati in optimirati dva NP-težka problema sočasno.  
 
S tem smo dokazali, da lahko sistem in ekspertni sistem, ki smo ga razvili za optimiranje 






Doktorska naloga obravnava podrobne raziskave in analizo gradnikov, ki so potrebni, da se 
postavi ekspertni sistem sprotne oziroma "On-line" simulacije montažnega in strežnega 
sistema ter procesa linijske proizvodne. Glavni namen doktorske naloge je bil poleg razvoja 
ekspertnega sistema "On-line" simulacije, razviti inteligentni optimizacijski algoritem, ki se 
lahko uporablja za sprotno optimiranje proizvodnega procesa.  
 
 
6.1. Opravljeno delo 
V doktorski nalogi smo izdelali ekspertni sistem, ki s pomočjo digitalnega dvojčka (DD) in 
digitalnih agentov (DA) nenehno nadzoruje in sproti optimira montažni in strežni sistem in 
proces (MiSSP) linijske proizvodnje. Po raziskavah in pregledu trenutnega stanja sprotne ali 
"On-line" simulacije smo ugotovili, da bo eden izmed glavnih izzivov čas izvedbe 
posameznih optimizacijskih korakov. Zato smo se odločili, da posamezne optimizacijske 
korake skrajšamo na način, da razvijemo inteligentni algoritem, ki bo deloval izjemno hitro 
v primerjavi z obstoječimi algoritmi in s tem omogočil krajše čase računanja tudi do 10-krat, 
odvisno od kompleksnosti problema. 
 
Naš algoritem premešaj in vstavi (FI iz Ang. Flip and Insert) je nadgradnja algoritma, ki se 
imenuje Odstrani in vstavi (Ang. Remove and Reinsert). Ideja samega algoritma je, da ne 
rešuje celotnega problema naenkrat, vendar se osredotoči na več manjših problemov. Z 
eksperimenti smo ugotovili, da algoritem FI poišče zelo dobre (v nekaterih primerih celo 
boljše) rešitve od veliko bolj znanih genetskih algoritmov. 
 
Pri razvoju ekspertnega sistema za sprotno ali "On-line" simulacijo smo v prvem koraku 
zgradili ne-sprotni ali "Off-line" digitalni dvojček (DD) MiSSP linijske proizvodnje. Pri 
gradnji digitalnega dvojčka smo upoštevali vse lastnosti, resurse in omejitve realne 
proizvodne linije. DD smo zgradili na način, da se vede popolnoma enako, kot se vede realni 
MiSSP. Delovanje oziroma čas, ki ga DD potrebuje, da izračuna en scenarij, smo skrajšali 





V naslednjem koraku smo zgradili za sprotno simulacijo MiSSP nekaj nujno potrebnih 
digitalnih agentov (DA) in jih združili z digitalnim dvojčkom. Vsak digitalni agent ima svojo 
nalogo ali zadolžitev. Naloga digitalnega agenta je, da takoj, ko od digitalnega dvojčka dobi 
zahtevo za rešitev problema, hitro in samodejno poišče rešitev in to rešitev pošlje nazaj DD. 
Za pravilno in kronološko delovanje vseh agentov skrbi globalni digitalni agent. Z uporabo 
in razvojem digitalnih agentov smo še dodatno pohitrili delovanje DD za 10 do 20%. Po 
uspešni validaciji in verifikaciji DD in DA smo združili DD še z inteligentnim algoritmom 
FI. V ta namen smo zgradili še dodatnega digitalnega agenta. Eksperimenti so pokazali, da 
smo z digitalnim sistemom (DD+DA) zmožni optimirati realni MiSSP linijske proizvodnje, 
kar smo dokazali na realnem linijskem MiSSP tako v laboratoriju, kot tudi na realnih 
proizvodnih procesih v industriji.  
 
V zadnjem delu doktorske naloge smo razviti digitalni sistem združili z realnim sistemom 
preko oblaka. S tem smo postavili vse potrebne okvire OL-simulacije in tako razvili 
ekspertni sistem, ki je v nenehni povezavi z realnim sistemom in ga sproti nadzoruje in 
optimira. Ekspertni sistem preko oblaka dobi vse vhodne podatke o realni liniji in želenih 
naročilih (proizvodni plan). Na podlagi teh vhodnih podatkov s pomočjo DD in DA izračuna 
in ponudi optimalen proizvodni načrt. Nato vse te podatke pošlje preko oblaka nazaj v realni 
sistem. Realni sistem začne izvajanje optimalnega proizvodnega načrta. Ekspertni sistem 
preveri tudi vpliv motenj, ki se pojavljajo v realnem sistemu in če je potrebno, popravi 
proizvodni načrt na način, da odpravi vpliv motenj ali motnjo samo in ponovno pošlje preko 
oblaka podatke v realni sistem – vse to v realnem času. 
 
 
6.2. Izvirni prispevek disertacije 
Najpomembnejši prispevek doktorske disertacije k znanosti je vsekakor novo razviti 
algoritem premešaj in vstavi (FI) in pristop h grajenju ekspertnega sistema sprotne simulacije 
MiSSP linijske proizvodne. Ekspertni sistem in algoritem FI omogočata nadaljnji razvoj tudi 
v drugih proizvodnih sistemih in procesih. 
 
Posebej izpostavljamo izvirne prispevke disertacije, s katerimi tudi potrjujemo postavljene 
hipoteze dela: 
 
H1. V doktorskem delu je bil razvit nov optimizacijski algoritem, ki najde primerljivo dobro 
oz. skoraj optimalno rešitev (Ang. near optimal solution) v manj iteracijah in krajšem 
času, kot obstoječi znani algoritmi. 
 
H2. Za primer linijskega montažnega in strežnega sistema in procesa je bil razvit nov 
ekspertni sistem, ki sproti zajema vse potrebne parametre stanja. Te nato uporabi kot 
vhodne podatke simulacijskega modela. Dobljene rezultate simulacije nato primerja s 
stanjem realnega sistema, se samodejno odloči s pomočjo digitalnih agentov ali je 
potrebna optimizacija oz. sprememba v linijskem MiSSP. Vse to se izvaja brez 
poseganja operaterja v realni proces.  
 
H3. Uporabnost novo razvitega ekspertnega sistema smo razširili tudi na druge proizvodne 
sisteme in procese (celična proizvodna, procesna proizvodna in optimiranje tlorisov), 
kar smo preverili tudi z aplikacijami v realnih proizvodnih procesih. 
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6.3. Pomen doktorskega dela za industrijo in nadaljnje 
raziskave 
Z izdelavo ekspertnega sistema in z njegovo nadaljnjo uporabo je postavljena metodologija 
in izdelano programsko orodje, ki omogoča podjetjem skrajševanje pretočnih časov, 
dobavnih terminov, povečanje izkoriščenosti opreme itd. Vse to pomeni, da podjetja s tem 
zmanjšajo potrate in povečajo konkurenčnost ter dobiček. 
 
Posamezni segmenti ekspertnega sistema (algoritem premešaj in vstavi, digitalni dvojčki in 
digitalni agenti), ki smo jih razvili v okviru doktorskega dela, se uspešno uporabljajo v 
realnem industrijskem okolju.  
 
Dokazali smo, da je ekspertni sistem z določenimi spremembami možno uspešno postaviti 
v katerokoli industrijsko okolje (ne glede na tip proizvodnje ali tip logističnega sistema). 
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8. Priloga 1 
V prilogi je priložen referenčni model razvrščanja naročil s pripravljalnimi časi (JSSP 
SDST). V poglavju 4.3 smo že predstavili proizvodni proces. 
 
V prilogi prilagamo tehnološki postopek, čase prehoda med stroji, pripravljalne čase strojev 
in čase izvedb operacij na strojih. 
 
Preglednica 8.1: Tehnološki postopek referenčnega modela razvrščanja naročil s pripravljalnimi 
časi. 
 Stroj (i) 
Naročilo 
(j) Stroj 1 Stroj 2 Stroj 3 Stroj 4 Stroj 5 Stroj 6 Stroj 7 Stroj 8 Stroj 9 
N1 X X X X X    X 
N2 X    X X X X X 
N3 X    X X X X X 
N4 X X X X X    X 
N5 X    X X X X X 
N6 X    X    X 
N7 X    X    X 
N8 X X X X X    X 
N9 X    X    X 




































 5:00 / / / / / / / / / 
Stroj 1   3:00 / / 4:00 / / / / / 
Stroj 2    2:00 / / / / / / / 
Stroj 3     2:00 / / / / / / 
Stroj 4      3:00 / / / / / 
Stroj 5       3:00 / / 4:00 / 
Stroj 6        2:00 / / / 
Stroj 7         2:00 / / 
Stroj 8          3:00 / 
Stroj 9           5:00 
Skladišče 
izdelkov 
           
 
Preglednica 8.3: Pripravljalni časi naročil na stroju 1. 
     Trenutno 
Prejšnje 
N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 
N1 0 16:00 16:00 18:00 11:00 17:00 11:00 13:00 15:00 6:00 
N2 20:00 0 18:00 5:00 9:00 11:00 9:00 17:00 8:00 5:00 
N3 16:00 12:00 0 18:00 13:00 15:00 5:00 16:00 10:00 13:00 
N4 5:00 20:00 10:00 0 20:00 17:00 16:00 13:00 9:00 9:00 
N5 20:00 9:00 19:00 18:00 0 17:00 6:00 7:00 20:00 19:00 
N6 11:00 18:00 14:00 14:00 5:00 0 17:00 5:00 6:00 5:00 
N7 18:00 16:00 6:00 11:00 19:00 14:00 0 20:00 14:00 5:00 
N8 19:00 12:00 10:00 12:00 8:00 7:00 6:00 0 10:00 8:00 
N9 19:00 6:00 12:00 10:00 16:00 8:00 5:00 12:00 0 18:00 
N10 14:00 19:00 14:00 7:00 12:00 11:00 18:00 8:00 5:00 0 
- 7:00 8:00 15:00 8:00 7:00 5:00 9:00 7:00 7:00 5:00 
 
Preglednica 8.4: Pripravljalni časi naročil na stroju 2. 
       Trenutno 
Prejšnje 
N1 N4 N8 N10 
N1 0 18:00 8:00 19:00 
N4 17:00 0 20:00 7:00 
N8 7:00 5:00 0 16:00 
N10 5:00 9:00 6:00 0 






Preglednica 8.5: Pripravljalni časi naročil na stroju 3. 
       Trenutno 
Prejšnje 
N1 N4 N8 N10 
N1 0 19:00 20:00 6:00 
N4 14:00 0 16:00 16:00 
N8 6:00 8:00 0 18:00 
N10 8:00 8:00 17:00 0 
- 12:00 18:00 8:00 15:00 
 
Preglednica 8.6: Pripravljalni časi naročil na stroju 4. 
       Trenutno 
Prejšnje 
N1 N4 N8 N10 
N1 0 14:00 12:00 10:00 
N4 5:00 0 13:00 5:00 
N8 20:00 14:00 0 17:00 
N10 11:00 18:00 14:00 0 
- 7:00 12:00 9:00 11:00 
 
Preglednica 8.7: Pripravljalni časi naročil na stroju 5. 
       Trenutno 
Prejšnje 
N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 
N1 0 12:00 18:00 13:00 19:00 5:00 15:00 6:00 18:00 16:00 
N2 13:00 0 15:00 18:00 15:00 15:00 17:00 15:00 20:00 5:00 
N3 5:00 7:00 0 10:00 20:00 13:00 19:00 8:00 14:00 9:00 
N4 17:00 20:00 8:00 0 12:00 15:00 18:00 17:00 15:00 7:00 
N5 19:00 7:00 15:00 11:00 0 6:00 19:00 18:00 17:00 6:00 
N6 20:00 13:00 16:00 11:00 18:00 0 16:00 8:00 10:00 19:00 
N7 14:00 13:00 10:00 5:00 11:00 9:00 0 16:00 16:00 5:00 
N8 10:00 9:00 13:00 8:00 19:00 5:00 20:00 0 14:00 20:00 
N9 13:00 19:00 17:00 19:00 11:00 12:00 19:00 5:00 0 7:00 
N10 20:00 18:00 12:00 5:00 12:00 8:00 7:00 14:00 20:00 0 
- 12:00 7:00 10:00 11:00 9:00 7:00 17:00 11:00 16:00 20:00 
 
Preglednica 8.8: Pripravljalni časi naročil na stroju. 
       Trenutno 
Prejšnje 
N2 N3 N5 N10 
N2 0 7:00 12:00 11:00 
N3 7:00 0 5:00 14:00 
N4 14:00 15:00 0 11:00 
N10 8:00 16:00 8:00 0 
- 7:00 13:00 12:00 15:00 
Priloga 1 
 
Preglednica 8.9: Pripravljalni časi naročil na stroju 7. 
       Trenutno 
Prejšnje 
N2 N3 N5 N10 
N2 0 5:00 9:00 19:00 
N3 8:00 0 11:00 16:00 
N4 7:00 20:00 0 8:00 
N10 8:00 12:00 14:00 0 
- 20:00 14:00 19:00 10:00 
 
Preglednica 8.10: Pripravljalni časi naročil na stroju 8. 
       Trenutno 
Prejšnje 
N2 N3 N5 N10 
N2 0 15:00 9:00 5:00 
N3 10:00 0 7:00 9:00 
N4 7:00 15:00 0 5:00 
N10 5:00 19:00 18:00 0 
- 8:00 20:00 20:00 5:00 
 
Preglednica 8.11:Pripravljalni časi naročil na stroju 9. 
       Trenutno 
Prejšnje 
N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 
N1 0 18:00 20:00 20:00 17:00 9:00 20:00 17:00 8:00 14:00 
N2 19:00 0 17:00 10:00 19:00 11:00 11:00 13:00 20:00 19:00 
N3 10:00 12:00 0 20:00 15:00 10:00 17:00 13:00 5:00 16:00 
N4 18:00 20:00 15:00 0 17:00 18:00 20:00 17:00 6:00 16:00 
N5 18:00 19:00 18:00 17:00 0 16:00 15:00 13:00 9:00 9:00 
N6 12:00 13:00 15:00 5:00 18:00 0 14:00 19:00 20:00 16:00 
N7 16:00 18:00 8:00 8:00 18:00 12:00 0 15:00 16:00 16:00 
N8 7:00 20:00 20:00 19:00 12:00 6:00 18:00 0 9:00 20:00 
N9 17:00 14:00 13:00 18:00 5:00 8:00 5:00 20:00 0 13:00 
N10 5:00 10:00 13:00 16:00 20:00 16:00 19:00 13:00 13:00 0 














Preglednica 8.12: Časi izvedbe operacij naročil. 
 Naročilo 
Stroj N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 
Stroj1 2:26:00 3:17:00 1:04:00 43:00 4:23:00 48:00 48:00 3:05:00 1:47:00 3:34:00 
Stroj2 45:00   2:06:00   
 2:11:00  3:23:00 
Stroj3 4:21:00   1:10:00   
 4:40:00  1:26:00 
Stroj4 3:46:00   3:13:00   
 1:59:00  3:32:00 
Stroj5 2:13:00 2:02:00 37:00 57:00 4:44:00 4:55:00 3:48:00 50:00 3:35:00 2:00:00 
Stroj6  4:42:00 4:44:00  3:18:00  
   3:57:00 
Stroj7  2:16:00 1:48:00  59:00  
   39:00 
Stroj8  3:09:00 2:59:00  1:18:00     4:23:00 
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