Ontologies are key to information retrieval, semantic integration of datasets, and semantic similarity analyses. Evaluating ontologies (especially defining what constitutes a "good" or "better" ontology) is therefore of central importance for the Semantic Web community. Various criteria have been introduced in the literature to evaluate ontologies, and this article classifies them according to their relevance to the design or the implementation phase of ontology development. In addition, the article compiles strategies for ontology evaluation based on ontologies published until 2017 in two outlets: the Semantic Web Journal, and the Journal of Web Semantics. Gaps and opportunities for future research on ontology evaluation are exposed towards the end of the paper.
INTRODUCTION
Ontologies are one of the basic components enabling the Semantic Web vision. They have both theoretical and practical relevance. On the one hand, they are theories (the grail of researchers), a point that is reflected in Guarino's definition: "[a]n ontology is a logical theory accounting for the intended meaning of a formal vocabulary" [16] . On the other hand, they are implementable, that is, they can (when encoded in one or more ontology implementation languages) be processed by machines, and be used in a number of applications such as knowledge management systems, semantic portals and recommender systems, to mention but a few.
Since ontologies are of great relevance to the Semantic Web, the importance of ontology evaluation cannot be overstated. Ontology Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Semantics2017, September 11-14, 2017 , Amsterdam, Netherlands © 2017 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5296-3/17/09. https://doi.org/10.1145/3132218.3132219 evaluation assesses how good an ontology performs with respect to specific criteria, and is necessary for tasks such as ontology ranking or ontology re-use. Despite various proposals for ontology evaluation, there is still a need for discussions and reflections about what to consider while assessing ontology (i.e., evaluation criteria), and how best to carry it out (i.e., evaluation strategies and best practices). As Ferrario and Grüninger [8] recently pointed out: "We have not yet reached a consensus about ontology evaluation". This work aims at informing ongoing discussions on ontology evaluation, through a look into the practice of ontology evaluation in the Semantic Web community. Investigating the practice of ontology evaluation is necessary (and useful) for an evidence-based discussion of the topic. The article looks at the following four research questions: The first research question (RQ1) is answered through a review of criteria for ontology evaluation suggested in previous work. Strategies for ontology evaluation extracted from ontologies published until 2017 in the Semantic Web Journal, and the Journal of Web Semantics are useful to provide a preliminary answer to the second research question (RQ2). Putting findings from the first two research questions in relation sheds some light on the relationship between theory and practice of ontology evaluation (RQ3), and the relevance of the design vs. implementation distinction in practice (RQ4). Section 2 motivates the use of the design vs. implementation distinction in this paper. Section 3 compiles criteria for ontology evaluation from the literature, and organizes them according to their relevance to the design or the implementation phase of ontology development. Section 4 presents ontology evaluation strategies obtained by examining articles of the two outlets mentioned above. Section 5 discusses possible answers to RQ3 and RQ4. Related work is introduced in Section 6 before Section 7 concludes the paper.
BACKGROUND
A discussion of ontology evaluation necessitates an explicit commitment to a method for ontology development. There is, as [30] recently indicated, no agreed upon method for ontology development. Despite the variety of these methods (for examples, see [6, 21, 30, 34] ), it can be argued that two recurrent tasks during ontology building are of primary importance for the Semantic Web: modelling semantics, and encoding it. The former is a design task, and the latter an implementation task (see [27] ).
Calls for the distinction between design tasks and implementation tasks in the context of ontology building were also implicit in [1, 20] . Bittner and Donnelly [1] argued for the need to understand a computational ontology as consisting of two complementary components: (i) an expressive ontology specified in first-order logic, and (ii) an ontology developed in description logics, which is computationally efficient, and thus useful for computer implementations. Likewise, Guizzardi [20] called for two classes of ontology languages for the discipline of ontology engineering: 'well-founded ontology representation languages' (with a focus on representation adequacy regardless of the consequent computational costs), and 'lightweight representation languages' (with a focus on adequate computational properties for the ontologies encoded in these languages). Guizzardi also indicated that the name 'ontology representation languages' when applied to the so-called Semantic Web languages (e.g., OWL) is a misnomer, since these languages are motivated by epistemological and computational concerns, not ontological ones. Table 1 presents the peculiarities of each of the tasks of ontology design and ontology implementation. The table is based essentially on discussions provided in [20, 27] . Some comments on the table are in order at this point. First, that some languages are classified as implementation languages in the table implies by no means that they cannot be (or have not been) used for design, but such a use might come at the expense of greater expressiveness and understanding. Reasons why OWL may not be expressive enough for modelling were discussed in [27] . Second, it must be admitted that ontology implementation languages need also expressiveness to a certain degree. Nonetheless, the key feature of ontology implementation languages is not expressiveness per se, rather it is the compromise between expressiveness and efficient reasoning support. This has been the reason for not explicitly mentioning 'expressiveness' in the column implementation of the table. The characteristics of the design, and the implementation stages of ontology development are briefly introduced next.
Design (or modelling) stage
The steps of the design stage mentioned here are partially modified from the seminal work of Grüninger and Fox [15] . The design stage is an iterative process consisting of three steps: (i) identification of a motivating scenario, (ii) identification of the terms of the ontology, and (iii) formal specification of the terms of the ontology.
Identification of a motivating scenario. A motivating scenario is a story problem or example which is not adequately addressed by existing ontologies (see [35] ). A motivating scenario provides a set of intuitively possible solutions to the scenario problem, and helps to understand the motivation for the proposed ontology in terms of its applications. Given the motivating scenario, a set of questions to be answered by the ontology (i.e., competency questions) is extracted. Competency questions specify the (expressiveness) requirements for an ontology, and are a means to give an informal justification of the necessity of the ontology to be developed (see [15, 35] ). Overall, the specification of a motivating scenario, and of competency questions helps to delineate the scope of the ontology.
Identification of the terms of the ontology. At this stage, terms from existing ontologies are considered for re-use and new terms introduced (if necessary), to cover the needs arising from the motivating scenario. The terms of the ontology are the objects, relations and attributes that are required to answer the competency questions. Once the terms have been identified, they can be aligned to a foundational ontology. Brodaric and Probst [5] point out that an alignment is realized by establishing an is-a relation between an ontology element and a foundational ontology element. Some benefits of ontology alignment presented in [29] are: (i) conceptual disambiguation, (ii) increased axiomatization, (iii) improved design, and (iv) possible comparison of several aligned ontologies.
Formal specification of the terms of the ontology. At this step of the design stage, axioms are provided, and the terms of the ontology are specified using an ontology design language. An axiom "contains formulas which are considered to be always true (and therefore sharable among multiple agents), independently of particular states of affairs" [17] . Axioms are useful to specify the definitions of terms in the ontology, and constraints on their interpretation (see [15, 35] ). The whole obtained by putting together terms and axioms is a logical theory, and this theory represents the outcome of the design stage.
Implementation (or encoding) stage
As Bittner et al. [2] pointed out: "[o]nce one has developed a highly expressive theory, less expressive logics with better computational properties can be used to implement certain portions of the full theory for specific purposes". The goal of the implementation stage is to isolate portions of the theory that have some desired computational properties (e.g., tractability). The terms of the ontology identified during the design stage (all or some of them) are re-used during the implementation stage. A subset of the axioms from the design stage is isolated and implemented in an ontology implementation language. A distinguishing criterion between ontology implementation language and ontology design language is that the former must be machine-readable, whereas the latter needs not be. The outcome of the implementation stage is a computational artifact that can be used in practical tasks such as query disambiguation, query term expansion, relevance ranking and web resource annotation. The design and implementation phases, as described above, are used in the remainder of this article to frame the discussion on ontology evaluation.
ONTOLOGY EVALUATION CRITERIA
Ontology evaluation is defined in this work after Gómez-Pérez et al. [13] as a technical judgment of the ontology with respect to a frame of reference. The frame of reference, as Gómez-Pérez et al. point out, can be requirements specification, competency questions, and the real world. Ontology evaluation can be carried out for two major goals mentioned in [39] : tracking progress in ontology development, and ontology selection. The distinction mentioned in [11] between technical evaluation, and user evaluation fits with these two goals. Technical evaluation is carried out by ontology developers and aims at tracking progress during ontology development; user evaluation is done by end-users of the ontology, and aims at selecting an ontology for a given purpose. There has been work covering technical evaluation only (e.g., OntoClean [19] ) or focusing solely on user evaluation (e.g., ON-TOMETRIC [28] ). Examples of work covering both technical and user evaluation are [10, 25] . Kehagias et al. [25] proposed a set of criteria to ensure ontology validation. The authors distinguish between internal measures concerned with the ontologies themselves (e.g., density, cognitive adequacy), and external measures concerned with their take-up and use within user communities (e.g., availability, ease and effectiveness of access). Gangemi et al. [10] identified three types of measures for ontology evaluation: structural measures, functional measures, and usability-related measures. Structural and functional measures are pertinent to both technical and user evaluation, usability measures are relevant to user evaluation. Reviews of approaches for ontology evaluation can be found in e.g., [3, 23, 32] .
The works on ontology evaluation aforementioned have one point in common, namely that they have not discussed ontology evaluation in relation to the design-implementation distinction. To fill this gap, the following repartition of previous criteria is suggested. The criteria listed below were extracted from the existing literature on ontology evaluation. They can be used for both technical and user evaluation. Since the design stages yields a theory (see Section 2.1), criteria suitable for this stage are those which assess theoretical properties of the ontology. On the contrary, the implementation stage results in a computational artifact (see Section 2.2). That is, criteria useful for the evaluation of the implementation stage assess computational properties of the ontology. Knowing how the criteria are related to specific phases is vital for the development of tools which support automatic evaluation of either the design, or the implementation (or both phases) of ontology building.
Design evaluation: criteria possibly relevant for the evaluation of the design stage of an ontology development process include:
• accuracy [36] (i.e., correct representation of aspects of the real world) • adaptability [14, 36] The criteria listed above provide an answer to RQ1.
ONTOLOGY EVALUATION STRATEGIES
Section 3 has discussed what aspects could be evaluated during the design or implementation of ontologies. The focus of this section is on how evaluation can be done (i.e., approaches and strategies 1 ). Previous work has discussed various approaches for the evaluation of ontologies. For example, Hammar and Sandkuhl [22] differentiate validation by example from empirical validation. Validation by example happens when one or more examples are presented in natural language to illustrate the relevance of the concepts of the ontology in a theoretical manner. Empirical validation occurs when some sort of experimental procedure or case study is performed to assess the ontology. Hoehndorf et al. [23] distinguish between direct evaluation, application-based evaluation, and analysis-based evaluation of ontologies. A direct evaluation assesses intrinsic properties of the ontology (e.g., consistency, expressivity) via peer-review; an application-based evaluation assesses the ontology, based on an application that makes use of it; and an analysis-based evaluation performs a scientific data analysis that relies on an ontology, and evaluates the success of the analysis using criteria established in a scientific domain. According to Hoehndorf et al., these three evaluation approaches play distinct roles and are complementary:
peer review can assure the ontology's adherence to scientific reporting standards; an application-based evaluation ensures that ontologies can be used efficiently; and the evaluation using a scientific analysis ensures that ontologies lead to verifiable novel insights in science. Obrst et al. [32] listed five approaches for the evaluation of ontologies in the life sciences: (i) evaluation with respect to the use of an ontology in an application, (ii) evaluation with respect to domain data sources, (iii) assessment by humans against a set of criteria, (iv) evaluation of ontologies in terms of their impact on natural language processing tasks, and (v) the use of 'reality itself' as a benchmark. Brank et al. [4] mentioned four approaches: gold-standard-based (i.e., comparing the ontology to a gold standard which may itself be an ontology); application-based (i.e., using the ontology in an application and evaluating the results); data-driven (i.e., comparison with a source data about the domain that is to be covered by the ontology); and human-based (i.e., humans try to assess how well an ontology meets a set of predefined criteria). There are some similarities between the two lists of [4] and [32] : gold-standard-based approaches are related to (v) above; application-based approaches are equivalent to (i); data-driven ones are similar to (ii); and human-based approaches correspond to (iii). Despite much theoretical and conceptual work on ontology evaluation, empirical assessments of ontology evaluation within the Semantic Web community have not been often undertaken. To get a glimpse of how ontology evaluation has been practiced so far, this article offers an assessment of articles published in the Journal of Web Semantics (JWS) and the Semantic Web Journal (SWJ). These two outlets were chosen because (i) they focus on Semantic Web research and development, and (ii) they are currently the two most visible and influential journals within the community 2 . Given their good standings, it seems reasonable to assume that (i) their published ontologies have undergone some rigorous evaluation, and (ii) the evaluation criteria used are meaningful for the community. The value of insights from an empirical assessment is that they highlight areas, if any, where theoretical and applied work on ontology evaluation can learn from each other.
Data collection: Two inclusion criteria were defined for the selected papers as follows: (i) the paper should be about ontology, and (i) the paper should describe the process of ontology development. Articles which (i) described other aspects of Semantic Web research (e.g., ontology ranking, ontology tools, ontology matching, ontology-based systems), (ii) focused solely on ontology acceptance by the community, or (iii) only described an ontology without the process of obtaining it, were excluded from the analysis. Ontology papers from the JWS were retrieved using the query http://www.websemanticsjournal.org/index.php/ps/ search/search?type=Ontology+Paper. Ontology papers from the SWJ were collected by applying keyword search (i.e., "ontolog" & "Ontolog") over http://www.semantic-web-journal.net/issues. "ontolog" & "Ontolog" were used as keywords to take into account variants of the word such as 'ontology', 'ontologies', 'Ontology' and 'Ontologies'. The searches returned in total 74 articles (N=26, JSW; 
N=48, SWJ). The data was collected in March 2017.
Data analysis: After application of the inclusion and exclusion criteria mentioned above, 26 papers were left (N=11, JWS; N=15, SWJ) which are summarized in Table 2 . The papers cover the timeframe 2003-2017. Though ontology evaluation criteria are the main focus of the work, they are strongly tied to the method of ontology development as mentioned in Section 2. For this reason, the 26 papers were annotated taking into account: presence (or absence) of a design/implementation phase, ontology language(s) used for the design/implementation phase (if any), and criteria used for evaluation of each of the phases (if any). Since there is currently no consensus regarding what ontology evaluation is (let alone how to document it), the 'principle of charity' from [37] was adopted when annotating the 26 articles from the sample. That is, articles which followed the steps of ontology design/implementation (as described in Section 2), and used the criteria described in Section 3 were labelled as having a design/implementation stage, and having used the criteria (even if the terminology used in these articles was different from the terminology introduced in this paper). Table 2 shows that expressiveness stands out from the criteria for ontology design evaluation suggested in the literature. The works examined used different strategies: J1, J2, J9, S1, S3, S6, S14 used diagrams to show how the ontology can be used to model some illustrative examples; S2 described in natural language how the ontology concepts can be used to model relevant examples; J3, S5, S11, S12, and S13 presented Turtle excerpts to illustrate the use of the ontology to describe resources; S7 used both diagrams and RDF serializations; J7 explicitly listed competency questions, and discussed how the ontology can be used to answer them; S8 translated all the competency questions of the ontology into SPARQL and offered an endpoint against which they could be tested; and S10 provided examples of queries, both in natural language and SPARQL which the ontology can help to answer. With respect to ontology implementation, practical usefulness is by and large the criterion often used. Most ontology papers mentioned one (or several) applications which use the ontology. Furthermore, J7 compared the performance of a baseline application with an ontology-based application. In addition to practical usefulness, S2 took computational efficiency into account by providing some data about the time needed for reasoning when applying the rules of the ontology. A criterion (which is not on the list from Section 3), but was discussed by J7, S10, S11 is adoption of the ontology by the community. Ontology adoption is a useful evaluation criterion which is not specific to design or implementation, but applies to both taken together. The strategies articulated in this paragraph offer a beginning of an answer to RQ2.
Results:

DISCUSSION
The analysis of the sample ontology papers leads to some observations which are discussed in this section.
Theory vs. practice of ontology evaluation: there is a recognizable gap between the theory and practice of ontology evaluation. Apart from expressiveness and practical usefulness, very few of the criteria suggested by previous work have been often used. There is therefore a clear evidence that practice still needs to make more use of the criteria suggested by theory (i.e., the literature). This poses also the question of the actual relevance of criteria other than expressiveness and practical usefulness for ontology evaluation in the Semantic Web community.
Regarding the approaches for ontology evaluation listed in Section 4, Hammar and Sandkuhl's distinction between validation by example and empirical validation seems to be the best fit for the current practice of ontology evaluation in the Semantic Web. As observed in the previous section, design is often validated by examples and implementation by some experimental procedure (i.e., application development). Hoehndorf et al.'s distinction between direct evaluation and application-based evaluation is also appropriate for ontology evaluation practice. Direct evaluation touches on the intrinsic properties of the ontology and happens during the design stage; application-based evaluation is relevant for the implementation stage. However, (and contrary to Hoehndorf et al.'s suggestion) direct evaluation needs not happen through peer-review. J2 and S4 provided examples of evaluation of ontologies in terms of their impact on natural language processing tasks. J7 used a baseline application as gold standard. There is no documentation of analysisbased evaluation, evaluation with respect to domain data sources, assessment by humans against a set of criteria, and 'reality itself' used as benchmark, in the sample analyzed. In sum (and apropos RQ3), there seems to be a gap between theory and practice, with only few of the criteria suggested in the literature being actually used while evaluating existing Semantic Web ontologies.
Design vs. implementation of ontology in practice:
In practice, design and implementation of ontologies seem to be intertwined: that is, design is almost always followed by implementation for Semantic Web ontologies. This could be because OWL is a language that can be used for both purposes. It is also striking to observe that languages such as Haskell, first-order logic or Isabelle which are used for ontology design in other communities (cf. [1, 2, 9, 23, 33] ) are barely present in Table 2 . One way to identify the reasons for this, is to look at why some of the papers analyzed went beyond OWL. S1 (from Table 2 ) used first order logic to model some statements which could not be expressed within OWL 2 DL. This suggests that more expressive languages than OWL are needed in some cases. Nevertheless, the apparent rarity of these cases is a signal that additional empirical investigations are needed to find out the extent to which they actually matter for the Semantic Web. Finally, Table 2 suggests no apparent relationship between language for ontology design/implementation, and criteria used. In summary (and with respect to RQ4), the design and implementation stages of ontology building seem interwoven during Semantic Web ontology development, with OWL often being used for both stages.
Limitations: despite the large timeframe (2003-2017) covered and the prominent outlets selected, the relatively small sample of papers analyzed suggests that caution should be made generalizing the observations of this article. Future work could replicate this work using a larger sample including articles from the International Semantic Web Conference (ISWC), and/or the Extended Semantic Web Conference (ESWC). Focusing only on ontologies published in the JWS, and the SWJ has also put some constraints on the number of papers selected. Therefore, the sample can also be enlarged through the inclusion of vocabularies from the JWS, the SWJ, the ISWC, and the ESWC (provided documentation about the creation process of, and evaluation of these vocabularies is available). Furthermore, ontologies may be distinguished into three types, after [18] : lightweight ontologies (which mainly focus on machine interoperability); reference ontologies (which carefully aim to avoid misunderstandings among humans); and foundational ontologies (which provide the basic common vocabulary for conceptual modeling and ontological analysis). Traditionally, lightweight ontologies have attracted more attention in the Semantic Web community. Outlets such as the Formal Ontology in Information Systems, or the Applied Ontology journal have a traditional focus on reference ontologies, and foundational ontologies. Analyzing articles from these outlets may have produced another picture of ontology evaluation criteria and strategies. At last, it has been partly subjective to classify the papers analyzed, because they were described at different levels of granularity. Involving the authors of the surveyed papers in the classification process may have refined the outcomes of the analysis.
RELATED WORK
A recent ontology summit on ontology evaluation [30] has suggested a model of the ontology life cycle with eight phases. Design & Implementation which were discussed here correspond to one phase of [30] , namely the "Ontology Development Phase". By focusing solely on this phase, and discussing it in greater detail, this work has aimed to provide a greater understanding of how ontology development is currently applied in the Semantic Web community. Moreover, Neuhaus et al. [30] suggested questions that an assessment of the "Ontology Development Phase" could answer. Examples of these questions include: Does the formalization capture the intent of the competency question appropriately? Does the ontology support operational requirements (e.g., performance, precision, recall)? The criteria listed in Section 3, and the strategies identified in Section 4 provide an indication of how the Semantic Web community has approached these questions.
As discussed in Section 3, several criteria for the evaluation of ontology were proposed in existing work (e.g., [10, 25] ). A discussion of how these criteria relate to design and implementation activities was still missing. This article introduced a proposal to fill this gap. In practice, the transition between design activities and implementation activities may not be clear-cut (see [30] , and also Section 5). However (and in line with [30] ), the conceptual distinction between design evaluation criteria, and implementation evaluation criteria remains useful because both activities have different goals, and lead to different outcomes. From a researcher's point of view (and as indicated in [7] ), ontology design is useful to explore possible coherent ways of approaching an issue; ontology implementation is helpful to expose areas for future investigations regarding available technologies. In addition, Janowicz and Hitzler posed the question "where is the sweet spot for ontologies that go beyond surface semantics?" [24] after reflecting on the relation between linked data, semantic annotations and ontologies. They added that the question has no simple answer. The design vs. implementation distinction may help make some guesses. According to Section 2, Design & Implementation yield two outcomes: logical theories of a domain, and computational artifacts. Since implementation concerns (i.e., computational artifacts) are not the main focus of ontologies going beyond surface semantics (i.e., foundational ontologies or reference ontologies), their attractiveness might reside in the logical theories they produce. Theories are vehicles for thought in a community (see [38] ). The call to arms 3 in Frank van Harmelen's keynote address at the 10th International Semantic Web Conference recently reminded that theories of the information universe are still needed. As a result, the sweet spot for ontologies that go beyond surface semantics may be their supply of a greater human understanding of the information universe and/or a scientific domain.
Finally, syntheses of ontology evaluation practices for other communities exist. Hoehndorf et al. [23] scoped out biomedical ontologies, while Obrst et al. [32] focused on the life sciences. By looking at articles from the JWS and the SWJ, this article has offered a starting point for a better understanding of the practice of ontology evaluation in the Semantic Web community.
CONCLUSION
Despite much theoretical and conceptual work on ontology evaluation, consensus is yet to be reached regarding ontology evaluation. Through a clear commitment to an ontology development method, and an empirical assessment of ontology evaluation within the Semantic Web community, this article has made the following contributions to the ongoing discussion on ontology evaluation:
• Organization of existing evaluation criteria according to their relevance for the design/implementation activities during ontology development: ontology evaluation is necessarily tied to an ontology development method (and its corresponding phases). Since design and implementation are recurrent activities in existing methods, they could offer a useful frame for further discussions on the road towards a consensus on ontology evaluation criteria and strategies; • Elicitation of strategies for ontology evaluation based on practice:
expressiveness has often been demonstrated in practice through the use of diagrams and/or turtle excerpts, while practical usefulness is often assessed through one or more applications which use the ontology; • Identification of links between theory and practice of ontology evaluation: among the several possible ways of characterizing ontology evaluation, the distinctions between validation by example vs. empirical validation, and direct evaluation vs. application-based evaluation seem the most promising to describe the practice of ontology evaluation in the Semantic Web community. In addition, expressiveness and practical usefulness seem to be often used in practice, whereas several other criteria (e.g., conciseness, grounding, precision, recall) seem to have had lower adoption by the community so far; • Opportunities for future research: these include the need to develop strategies to broaden aspects of ontologies considered during evaluation; investigating when criteria other than expressiveness and practical usefulness are sensible for ontology evaluation in practice; and increasing the understanding of ontology evaluation by observing its practice in additional prominent outlets of the Semantic Web.
