Abstract-The design of reduced order controllers under specific performance and structure requirements is dealt in this contribution. Two controllers are designed and compared. The first one was designed using H ∞ theory whereas the latter one is designed departing from a parametric-optimization via a two-stage algorithm. The time spent by the designer using our second approach is largely reduced. An active suspension system is selected as a case of study. The performance of both controllers is tested experimentally in the active suspension set-up. The experimental results show that the parametricoptimization controller practically meets the desired performance specifications. Meanwhile, the H ∞ controller cannot accomplish the imposed constraints just in the low-frequency range.
I. INTRODUCTION
In any control design scheme, there are certain performance specifications that should be addressed for the suitable operation of the feedback loop. Such restrictions change accordingly with the problem in hand and with the configuration of the control loop. All these could be translated by the designer into several time and frequency response restrictions. In the literature, there are several techniques available to address these time and frequency restrictions. However, if the order of the resulting controllers is crucial for the real time implementation, the designer should look for the minimal order controller that could satisfy the performance restrictions. There are several techniques to overcome this situation. On the one hand, the controller could be synthesized by using the high order model followed by a controller order reduction scheme always looking to preserve the performance of the closed-loop system, or model reduction can be applied to the high order model first and then the controller is synthesized based on the low order model. In addition to these strategies, parametricoptimization, which is an heuristic approach, can be carried out to design the controller parameters and structure. However, the resulting nonlinear optimization is non-convex and present multi-modal characteristics.
In recent years, evolutionary schemes have been extensively used to solve nonlinear constrained optimization problems where multi-local minima can restrict global convergence. Evolutionary schemes are inspired by the natural selection criteria where the stronger organisms are likely to survive after generations. Two evolutionary schemes, evolution algorithms and genetic algorithms, are most commonly used. These algorithms present two main characteristics: a multi-directional (random) search and an information exchange among best solutions. These properties can generate new search directions in order to avoid local minima. Applications of evolution/genetic algorithms to control and signal processing have been reported in literature: digital IIR filter design [9] , adaptive recursive filtering, active noise control, systems model reduction [5] , weighting function design for H ∞ loop-shaping [12] , etc. Moreover, if an evolution algorithm is used in conjunction with a gradient-based approach (see [11] and references therein) a powerful two-stage optimization method is derived.
A benchmark problem related to active suspension is dealt in this contribution. Active suspension is an interesting system which has several technological applications. For instance, suspension of ground vehicles aims to support the vehicle body. An appropriate active suspension design must resolve the inherent tradeoffs between ride comfort, road holding quality and suspension travel [6] . The design of controllers for such systems involves all steps of a standard control design: modelling and identification, robust (or optimal) control design and experimental testing.
The paper has been organized as follows. Section 2 illustrates two methods for the synthesis of reduced order controllers. The problem formulation and controller synthesis are detailed for the active suspension system in Section 3. Section 4 shows the controller implementation, and the contribution is closed with some concluding remarks in Section 5.
II. SYNTHESIS OF REDUCED ORDER CONTROLLERS
Two procedures were explored and they are detailed in this section. The first procedure consists in the design of a controller based on the high-order model and in the reduction of the controller order. The main reason to adopt this strategy is that it is more appealing to use the model with the full-dynamics to synthesize the controller. In this way, the controller captures the full spectrum of interactions of the plant. Next, the high order controller is reduced to the minimal order that preserves the desired performance. The second procedure comprises a parametric-optimization for the controller parameters and structure. This procedure allows to avoid the step of the reduction of the controller order.
The control problem approached in the paper is the SISO output disturbance rejection with control penalty for discrete time systems (see Figure 1) . Thus, the objective of the controller is to attenuate the effect of the output disturbance, p, in the system output, y, while keeping the control signal, u, limited. These control objectives can be posed as frequency-domain restrictions on the output and input sensitivity functions: S yp = 1/1 + KP and S up = −K/1 + KP . Consequently, S yp and S up will represent frequency domain templates for the desired closed-loop performance. Any other specific control problem can be approached with the same techniques that are going to be presented in this paper. Moreover, extensions to MIMO problems can be easily deduced. 
A. H ∞ Design
The design of reduced order controllers under this framework is presented. The controller synthesis involves a minimization process of some · ∞ of the closed-loop system. Thus, a controller that minimizes this index, but also keeps internal stability is pursued [13] . This norm is appealing to controller design where the closed-loop specifications are expressed in terms of frequency response performance. Now, the first step in the synthesis procedure is to identify the signals that are to be minimized and their corresponding performance weights. The control problem in hand is the output disturbance rejection with control penalty, so the closed-loop scheme of Figure 1 is followed. The output and control performance weights, W y and W u , are design parameters during the synthesis procedure. Therefore, the controller looks to minimize the gain from the output disturbance w = p to the weighted signals z 1 = W y y and z 2 = W u u, while maintaining closedloop stability.
Next, the closed-loop system is put into the LFT framework [13] . The generalized plant G is then written for this problem
Thus, the controller can now be synthesized using the procedure presented on [13] , which is based on the solution of two Riccati equations. Note that the resulting controller has the same order as the generalized plant G. Consequently, if G is high-order, the controller K will be also high-order. However, model-reduction methods based on the · ∞ norm can be applied: Balanced truncation, Weighted balance truncation, or Hankel norm approximation [13] . Finally, the performance with the reduced orderK controller must be checked. The main steps are then summarized: 1) Identify the control problem in hand: input signals w and weighted outputs z, 2) Obtain the generalized plant G in the LFT framework, 3) Perform a controller order reduction to obtainK by the Balanced truncation, Weighted balance truncation or Hankel norm approximation, 4) Check the performance with the reduced controllerK. Note that if hard constraints are imposed into the closedloop frequency response, an iterative procedure is necessary in order to find the correct weights that satisfy the closed-loop constraints.
B. Parametric Optimization
A discrete-time controller prototype is proposed with the structure given in eq. (2). More terms could be introduced into the controller prototype, but at the expense of increasing the number of parameters in the optimization and consequently the complexity of the optimization itself. For this optimization problem, the structure (order of numerator and denominator) as well as the parameters of the controller itself are being optimized. For simplicity, it was decided to limit the controller to two first and two second order terms in the numerator and denominator. In the first order terms, the parameters (a 1 , a 2 ) are related to real zeros and (b 1 , b 2 ) to real poles of the controller. In the second order terms, one parameter is related to the damping, (a 3 , a 5 , b 3 , b 5 ), and the other to the natural frequency, (a 4 , a 6 , b 4 , b 6 ). The overall gain of the controller is fixed by k 0 . The controller is assumed to be stable, but can be non-minimum phase. Consequently, in order to enforce stability, the roots of the denominator must be inside of the unit circle. So, the interval of variation can be set for the denominator terms
On the other hand, there are no restrictions on the zeros of the controller, the following intervals were chosen arbitrarily
The variation of the gain, k 0 , can be set to any interval, except if there is a saturation limitation. In that case, a maximum value that could keep the control signal inside the linear part of the saturation must be set. Consequently, a small value must be set first and it could be increased according with simulation. The structure of the controller is also optimized in the algorithm. Hence the extra parameters c i (structure parameters) with i = 1, . . . , 8 are included in the optimization to activate or omit each term in the transfer function of K(z):
). These parameters, c i 's, can only take two values 0 or 1 in order to include or omit the term. Finally, all the parameters in the optimization are stacked into a vector X, which is given by
It is left to define a cost function in the optimization to address the output disturbance rejection with control penalty problem. The performance restrictions are assumed to be given in terms of frequency templates S up (e jωi ) (input sensitivity) and S yp (e jωi ) (output sensitivity) at some specific number of frequencies ω i ∈ [0, π]. Note that first of all, the controller must always guarantee closed-loop stability. It is important to point out that, since K is stable, the stability of the transfer function T up = −K/(1 + KP ) is implied by the stability of T yp = 1/(1 + KP ). Therefore, the cost function J in eqs. (8) , (9) , and (10) was proposed where |λ max (·)| denotes the maximum absolute value for the poles of the given transfer function, and M is a large positive number (on the order of 1 × 10 4 ).
A brief explanation of the cost function J is:
• M exp |λ max (T yp )|: this term is active if the closed-loop is unstable and looks to move the unstable poles back inside the unit circle. Since M is a large number, this evaluation will always return a much larger positive value than M. As a result, the cost function J in (8) was defined such that, as the conditions are being satisfied its value was decreasing constantly. The controller is now designed with the criteria min X J(X), where the controller is constructed from X according to the pole-zero structure of K(z) in (2) 
If after the first optimization the resulting controller K 0 cannot satisfy the constraints, it is proposed to perform a second iteration. Therefore, the initial controller is set K 0 and a second transfer function K 1 is optimized now, so the complete controller is composed of two transfer functions in series, K = K 0 K 1 . Note that during each iteration of the optimization, the structure of each controller is also optimized. Hence, the controllers K 0 and K 1 do not necessarily have the same orders.
1) Optimization Scheme: In general, nonlinear constrained optimization problems are difficult to solve with standard gradient-based approaches [10] . Recently, intelligent optimization techniques [4] as evolution schemes [2] , simulated annealing, tabu search, etc., have been suggested to deal with this kind of problems successfully. In the optimization presented in (8), a nonlinear and discontinuous cost function is proposed for the controller synthesis. Hence, through the minimization problem posed: min
the controller parameters and structure are pursued, and since the optimization has to be restricted to internally stabilizing controllers, the complexity of the cost function is raised. Therefore, it is not feasible to solve the optimization by a gradient-based approach. However, an evolution algorithm presents nice characteristics that made possible to reach a satisfactory solution, as it will be seen in the next sections. Therefore, the evolution algorithm was applied first to perform a global search in the parameters space and find a minimum solution. Next, a local search was conducted to obtain the optimal solution. It is assumed that the minimum solution obtained by the evolution algorithm is not close to the discontinuous points of the cost function. Consequently, the gradient-based approach should not be affected in the local search. Thus, the best solution coming from the evolution algorithm was used as a starting point for the gradient-based search. A brief description of the evolution algorithm used in the paper is presented next. The gradient-based optimization was carried out by using the Optimization Toolbox [3] of MATLAB c .
2) Evolution Algorithm: Consider a function that has to be optimized with m inputs and one output. The output of this function is referred as its fitness. The idea is now to adjust the input parameters in order to find an optimum in the fitness. One combination of m input parameters is called an individual. A group of n individuals is a population. The idea is to start with a randomly selected initial population (mutation), creating a group of children out of their parents. The fitness of the children is now evaluated and compared with their parent's fitness, and the best of both are selected to be the next generation of parents. This procedure will go on until an optimum is found, or a given termination criterion is fulfilled. Following these ideas, the evolution algorithm EVAOCP (Evolution Algorithm for Optimization of Continuous Parameters) is proposed for the optimization process and coded as a MATLAB c m-file.
III. PROBLEM FORMULATION AND CONTROLLERS SYNTHESIS
An active suspension system is chosen as a case of study in this paper. This system was chosen as a benchmark problem and performance objectives were imposed into the frequency response of the input and output sensitivity transfer functions of the closed-loop system (i.e., S up and S yp ). There are two input signals and one measured output in the system. One input u p corresponds to the driving signal of a shaker that represents an input disturbance to the active suspension system (primary path). The control input u s drives the position of the piston via the DC motor (secondary path). The output y is the measured voltage corresponding to the residual force. This is illustrated in a block diagram form in Figure 2 .
Two models were identified in order to obtain the system realization of the active suspension system, corresponding to the primary and secondary path, respectively. The model for the primary path is used for simulation purposes and the model for the secondary path is used for control design purposes (see Figure 2) . The identification procedure was carried out by using the Matlab's System Identification Toolbox T M [8] , based on experimental data extracted from the benchmark system.
A. Control objective
For the active suspension system, the control objectives were defined in the benchmark problem. Thus, the control goal can be expressed as to compute a linear discrete-time controller which minimizes the residual force around the first and second vibration modes of the secondary path model, and to distribute the amplification of the disturbances over the higher frequencies. In addition, the controller gain should be equal to zero at the frequency of Fs 2 , and consequently the term 1 + z −1 must be incorporated into the controller structure. In addition, the control signal should not exceed -0.2 and 0.2 (saturation constraint). Closed-loop performance constraints were imposed in terms of the sensitivity functions S up and S yp (see Figure 3) . The constraints on the output and input sensitivity functions were provided by Laboratoire d'Automatique de Grenoble. Now, the controller complexity will be evaluated according to the following criterion:
where n r and n s are the orders of the controller numerator and denominator respectively. From the spectral density of the experimental data, one can observe that the main requirements in frequency response are approximately located at 31 and 160 Hz. From this fact, the sampling rate F s was fixed at 800 Hz, which is far enough from above critical frequencies.
B. Synthesis of the H ∞ -based controller
The steps outlined in Section 2.1 were followed to design an H ∞ -based controller for the benchmark problem. The weighting functions W y and W u were selected in order to stress the frequency requirements in continuous-time version of the controller and then converted to discrete-time by 'bilinear' transformation.
The output weighting W y presents two resonances at ≈ 31 Hz and 160 Hz. Therefore, it is stressed the importance of attenuating those frequencies. In regard to the weight in the control signal W u , two ideas are considered: (1) to maintain the control signal inside interval [-0.2,0.2] and (2) to ensure that the resulting controller is stable.
On the other hand, since the controller is required to include the dynamics of K im (z), therefore this term is appended to the plant during the design. The secondary path model, which corresponds to the plant P in the design, is of 14 th order, the weights W y and W u are of 7 th and 2 nd , order respectively, and finally the internal model is of 1 st order. Therefore, the generalized plant G in the LFT framework becomes
In this way, G is a transfer matrix of 24 th order. The controller was computed using the LMI Control Toolbox of MATLAB by the command dhinfric. As a result, a 24 th order controller K(z) was obtained. The controller K(z) was reduced using Balance Truncation Method [13] to a 7 th order controller K(z), which was the minimum order under which the performance was still preserved. Alternatively, other model-reduction methods could be applied to compare the performance obtained, however this is out of the scope of the paper.
In this manner, the final controller is constructed K(z) = K(z)K im , whose transfer function is given in eq. (14). In addition, the final closed-loop performance for the output and input sensitivity functions T yp and T up is shown in Figure  3 . Note that the closed-loop restrictions are not completely satisfied. The restrictions for T up are satisfied but not for T yp . The frequency gain for |T yp | is raised above the restriction S yp in the low-frequency. This means that during the synthesis procedure there could not be found a pair a weights W y and W u that could yield a controller that satisfied all the restrictions in a strict sense. In Table 1 , the final order and performance index C are shown for the H ∞ controller.
C. Controller from Parametric Optimization
The design procedure to obtain a controller based on a parametric optimization is presented now. The design steps and justification were introduced in Section 2.2. This design involves an optimization scheme for the controller parameters and structure in order to satisfy some performance requirements. The optimization is computed by a two-stage algorithm where a global search is performed by an evolution algorithm, followed by a local-search computed with a gradient-based algorithm.
This design presents a nonlinear optimization which is certainly non-convex and presents a discontinuous behavior in the cost function. However, the two-stage optimization proposed was capable to solve efficiently this problem. Initially, the gain of the controller was set to vary in the interval that restriction. If after the first optimization the controller, say K 0 (z), cannot satisfy the closed-loop restrictions, then a second iteration is allowed for K 1 (z) where the controller is now constructed by K(z) = K 1 (z)K 0 (z). Hence, K 0 (z) is fixed and the parameters of K 1 (z) are optimized now. Just one change is made in the optimization, since the gain of K 1 (z) is varied only in the interval [0.25 < k 0 < 1.25]. Furthermore, since the controller must include the dynamics (z + 1)/z, this term is appended to the controller during the optimization. In the first iteration, the resulting controller was of 5 th order and in the second iteration just a gain adjustment was obtained. However, after this two iterations the controller could not satisfy completely the frequency restrictions. However, important improvements were observed compared with the H ∞ design. The final controller from parametric optimization is given in eq. (15). In Figure 3 , the closed-loop performances for the output and input sensitivity functions T yp and T up are shown. Note that two advantages of this controller are seen compared to the H ∞ design: (a) the order of the controller (15) is smaller than H ∞ -based controller (14), and (b) the closed-loop performance is slightly improved.
IV. CONTROLLER IMPLEMENTATION
For the experimental testing, the controllers were implemented on the active suspension system by Laboratoire d'Automatique de Grenoble. The sampling frequency was Figure 4 .
Note that experimental results agree with the predicted performance obtained in Figure 3 . Moreover, the control signal is practically within the linear part of the saturation [−0.2, 0.2] (the time trace plot of the experimental response was removed due to space limitations). As a result, there is no degradation of performance due to induced nonlinearities. Thus, the parametric-optimization controller practically meets the desired performance specifications. Meanwhile, the H ∞ controller cannot accomplish the imposed constraints just in the low-frequency range for the output sensitivity function. However, note that both controllers present small orders: 5 th (parametric-opt.) and 8 th (H ∞ ).
V. CONCLUSIONS
This contribution dealt with the problem of designing reduced order controller under specific control performance requirements. Two designs were presented: H ∞ synthesis and parametric-optimization. The optimization proposed for the parametric-optimization presents nonlinear characteristics and a discontinuous cost-function. However, the two-stage optimization suggested was capable of reaching a satisfactory solution. The designed controllers were experimentally tested and compared for an active suspension system. Some advantages of the controller synthesized by Parametric-optimization over the H ∞ -based can be observed. First and according to Table 1 , the order of the controller based on parametricoptimization is less than the order of the H ∞ controller. In addition, the controller based on parametric-optimization was relatively much easier to compute since there is no iterative process of selection of extra parameters as in the case of the H ∞ controller, which requires to adjust continuously the frequency response of the weight functions W y and W u in order to satisfy the requirements. Thus, the time spent by the designer using the parametric-optimization approach is largely reduced. Nevertheless, the control goals have been practically achieved for both designed controllers, i.e., the residual force around first and second vibration modes of the primary path is minimized and the amplification of the disturbances over high frequencies is distributed. Only the H ∞ -based controller cannot accomplish partially the low-frequency bound for the output sensitivity function.
