Large animal toxicology studies generally contain small numbers of animals, 3-5/sex/group. Traditionally, people do not take the multivariate and multifactor aspects of the design into consideration while analyzing the parameters of interest of such studies. As a consequence, many investigators reach inappropriate and sometimes incorrect statistical conclusions from their analyses. The main purpose of this article is to show how, given the typically minimal sample sizes, one can reach more meaningful conclusions from such studies if one takes into consideration the factorial and multivariate nature of the design. The secondary purpose is to point out the need of careful examination of model speci cation and use of some popular statistical software. Examples are given to demonstrate the points.
Large animal toxicology studies, typically ranging from 14 days to generally a maximum of 26 weeks, pose different types of statistical problems and open up new possibilities in terms of statistical evaluations. Standard statistical methods used for chronic toxicology studies, such as one-way designs, often do not provide any meaningful insights because of small sample sizes used in large animal studies. The designs for such studies are, generally speaking, nonoptimal. As a consequence, an investigator must attempt to use optimal statistical methods to evaluate such studies. Fortunately, for many of the relevant parameters for such studies, there are fewer-to-none dropouts (if one is careful) and there are repeated measurements on the same parameters of interest, both pre-and post-treatment intervals. Optimality of statistical methods for such studies is then achieved by making use of the longitudinal observations in the analysis. The opti-mality can be further enhanced by introducing sex as a factor in the evaluation of the data in many such studies.
Many of the standard assumptions in both parametric and distribution-free statistical methods cannot be meaningfully tested in large animal studies because of extremely small sample sizes (which is not necessarily dictated by scienti c doctrine, but by economic and minimum regulatory requirements). Fortunately, by making use of solid biological as well as statistical judgements, we seem to have made many discoveries in terms of human safety and ef cacy in large animal toxicology.
Instead of conventional textbook-type layout, this discussion will try to focus on various issues in large animal toxicology experiments with plausible examples. One word of caution before we get deeper into our discussion: Like in most areas of applied statistics, there really is no gospel in what we will be discussing today. Many statisticians may have variations of the theme to be brought out here.
in the eld do not take advantage of this important design feature of such studies. Instead, one nds the literature is full of simple parametric or distribution-free one-way techniques such as Student's t test, Wilcoxon-Mann-Whitney rank test, one-way analysis of variance (ANOVA) methods, etc., widely being used, sometimes without satisfaction. The argument then is given that "although there is apparent biological effect (or lack of it), because of small sample sizes and poor statistics, no signi cant effects can be determined from these data," or something like that. If truth be known, the small sample size part of this argument may be correct; however, no attempts were made to optimize on the statistical methods above using the various pieces of the particular design. The repeated-sampling part of the design (repeated measures) is very important for such studies and therefore should be incorporated in the analysis of the data. After all, design of experiment and analysis of data are inseparable. There are advantages and disadvantages of such analyses (the advantages generally outweigh the disadvantages) as described below.
Repeated Measures: Advantages
1. Between-subject variations are excluded from the experimental and stochastic errors. 2. Only the within-subject variation is included in the mean square error (MSE) term. 3. Each subject becomes its own control. 4. Economizes on the number of subjects in an experiment. 5. Minimizes both type I (false positive) and type II (false negative) error rates, thereby increasing power of the test statistic to be employed while decreasing inconsistent signi cant effects.
Repeated Measures: Disadvantages
1. Order of the treatment may cause interference which can be avoided by appropriate randomization. 2. There is the possibility of carry-over effects. This is more crucial in Latin square and other cross-over designs. Knowledge of pharmacokinetics and metabolism of a compound under study generally helps in avoiding this problem. 3. Exact permutation and distribution-free techniques are not as widely developed as in the cases of one-way methods. 4. Power and sample size computations are a little more dif cult to compute than for one-way designs. 5. Generally requires computers for performing the analyses using specialized software (not a major issue in most societies nowadays). 6. A little more dif cult to interpret the results than their oneway counterparts.
COMMON PRACTICES IN LARGE ANIMAL TOXICOLOGY
As mentioned earlier, older (and some newer) literature in large animal toxicology is full of two-sample, one-way parametric, and distribution-free techniques. Some of the newer works use repeated-measures and even multivariate techniques. The following is a brief exposé of various methods used in the eld: We will skip 1 and 2 above as methods not to be preferred as global analyses. Graphical displays have tremendous values as exploratory data analysis (EDA) techniques with the type of data one encounters in these studies. For formal analyses, one should weigh univariate repeated and other factorial designs against their true multivariate counterparts. Examples from two widely used statistical packages are shown in Table 1 . With such an array of test statistics, the general advice given in standard multivariate texts is "Consult a statistician when there is disagreement in results from these different statistics"!
Univariate (Repeated-Measures ) Techniques: Advantages

SOME OTHER DESIGN FACTORS TO BE CONSIDERED IN ANALYSIS
Most of the toxicological studies are designed to evaluate efcacy and safety in both sexes. With small sample sizes, one can increase the power-ef ciency of the particular test statistic by including sex as a factor in a full factorial analysis (not combining the two sexes) where appropriate. The factorial analysis will reveal whether there is any need to separate the two sexes. The other design fact that should be weighed carefully is the presence of any concomitant variables or covariates. For example, most large animal studies will involve collection of Table 3 , clearly indicates that the two sexes started with approximately the same means ( p = .5598).
Moreover, there were no differences between the group means in either sex as indicated by the large tail probabilities for treatment ( p = .8823) and sex £ treatment interaction ( p = .6532). These facts justify using sex as a factor in the analysis, as was done here.
There are various other ways of examining the variate in question in this case. Let us rst examine simple one-way ANOVA of the variate by sex as in Table 4 . In neither of the two cases was there any indication of signi cant treatment differences at any reasonable level. Because the two sexes did not show any pretreatment differences based on the two-factor analysis of the covariate, let us combine the two sexes and analyze the data by one-way ANOVA as in Table 5 . In this case, because of the increased sample sizes for combining the two sexes, there was indication of some treatment differences ( p = .0454). Unfortunately, this analysis assumes that because there was no pretreatment differences between the two sexes, that pattern will hold during the posttreatment period. That often may not be the case because of biological reasons.
Let us now investigate whether there is any major sex difference in the effect on the variate by a two-factor ANOVA as in Table 6 .
The above analysis establishes that there was no signi cant sex difference, as indicated by the tail probabilities for sex ( p = .2667) and sex £ treatment interaction ( p = .9784). There was also some indication that there may have been some treatment effect across the treatment groups in both sexes ( p = .0559). Examination of the variate means indicated that both sexes seemed to have lower means than their respective controls. The picture was clouded by the fact that there was such a slightly lower tendency, though not very consistent, in the covariate means as well. Under this circumstance, it is more appropriate to take both the covariate and the variate into any optimal analysis. Table 7 shows an analysis of covariance for the factorial model. As the ANCOVA table indicates, there was de nite signicant treatment effect ( p = .0104), but this effect was not sex speci c because there was no signi cant sex £ treatment interaction ( p = .7613). Furthermore, there was a signi cant difference between the two sexes in terms of magnitude but not in the direction of the effect. These ndings are apparent in the covariate-adjusted means in all groups in both sexes. The magnitude of the treatment effect became ampli ed by introducing the covariate in the model. As can be seen from the two ANOVA and ANCOVA tables above, despite the fact that the ANCOVA error term lost one degree of freedom (df = 23) as opposed to the ANOVA error term (df = 24), the former gains some edge over the latter because of increased precision. Precision in this context is de ned as the ratio between the MSEs of ANOVA and ANCOVA. For this example:
In other words, we have gained about 2.3-fold precision by ANCOVA over ANOVA in resolving treatment effect.
WHAT ONE GETS MAY NOT BE WHAT ONE ASKED FOR
With the advent of powerful personal computers and the availability of sophisticated "Do-it-all" statistical packages, there is a trend among nonstatisticians (even some statisticians) to accept the results from these packages without contemplating twice. Many of these packages have exible features that allow one to perform different types of analyses with the same data set, inappropriately or appropriately sometimes. What popular statistical packages give is not necessarily correct statistics or they may not be correct under speci c designs. Some programs, for example BMDP's 2V (1992), have "intelligence" built into them whereby they can identify the design based on the data matrix. By following the data matrix setup speci ed in the manual correctly, one can simple press the button and get the appropriate analysis needed. On the other hand, incorrect speci cation of the data matrix will produce incorrect results (although some programs, such as 2V, will often give an error message or prompt to make sure one wants what one is asking for; some such as SAS's PROC GLM (1996) , may not, and give results that are not even remotely related to the design). In other words, one must know some statistics and must be well versed in the features of the particular package before using them. The one-time famous mathematician-statistician-composer-pianistsinger-producer-recordin g artist Tom Leher (1959) , in one of his famous monologues said, "Life is a sewer; what one gets out of it depends on what one puts into it." Statistical packages are exactly like that. In any case, the example of a simple repeatedmeasures analysis as in Table 8 demonstrates a classic example of what has just been said. The results in Table 8 exempli es what we discussed earlier. PROC GLM (SAS 1996) produced an extra source of error (shown in bold) by splitting the error sum of squares into twoa one-degree of freedom for an extra interaction term (in bold) and the standard error term for this repeated-measures block with one less degrees of freedom (5 instead of 6). Because the covariate is xed for this data set, this interaction term may have a statistical meaning (hard to explain), but no physical meaning (1996) , on the other hand, gives the same answer as Winer (1971) and BMDP 2V and 4V (1992), rightfully so. In this case, the results of the multivariate tests mentioned earlier are the same as in the case of univariate analysis and all the test statistics provide the same tail probabilities, because as there are only two repeated measures in two groups, they all reduce to the univariate F-statistic. Here too, PROC GLM (SAS 1996) shows the same discrepancy.
MISSING VALUES
All investigators know that missing values are a nuisance. They also create statistical nightmares. Classical statistical techniques were not geared towards having missing values in experiments. Unfortunately, in real life situations, it just happens. Animals may die, or are censored for various reasons. There are various techniques of calculating missing values for speci c designs (Miller 1981) just like there are for extreme values or outliers (SAS 1996) . In neither case there is any unique way of handling them that is completely agreed upon by statisticians. One should remember that every time a missing value is computed and used in statistical analyses, one looses a degree of freedom. In large animal toxicology, with small sample sizes, one must be very careful about dealing with missing values. In a repeated-measures analysis, if one observation is missing from an animal during one interval, classical techniques automatically will exclude observations from that animal for all remaining intervals. Newer techniques based on regression or imputation have been developed in recent years and have been implemented in popular packages such as BMDP (5V) (1992), or SAS (PROC MIXED) (1996) . Within a single package, there may be various techniques based on assumptions on covariance structures (unstructured, compound symmetry, etc.) and statistical algorithms (maximum likelihood, restricted maximum Table 9 demonstrates this phenomenon: As is seen in Table 9 , given the same compound symmetry assumption and using the same restricted maximum likelihood (REML) algorithm, two well-known programs give different quantitative results. These methods are still experimental in nature and should not be taken for granted. Actually, the BMDP manual clearly warns users about the nature of this method. Consequently, the best way to avoid confusion is to try to make sure that missing values do not occur in important parameters in large animal toxicology.
MISCELLANEOUS TOPICS
So far we have discussed about global hypothesis testing. Choosing the appropriate error mean squares, one can perform both preplanned and post hoc tests for pairwise comparisons and various types of trend evaluation. The idea is to make use of the purpose and experimental design for particular studies. A whole array of multiple comparison tests (Winer 1971) and regression based tests can be speci ed in most software packages. One should be careful about asking a statistical package while performing these tests. For example, in SAS's PROC GLM or PROC MIXED (1996) , one must rst ask for the program to compute the least-squares means (covariate-adjusted means) before asking for any contrasts or multiple comparison tests. Otherwise, the program will perform these tests on the unadjusted means, thereby defeating the purpose of analysis of covariance. Furthermore, one should ask any of these programs to provide tests for equality of regression slopes and linearity of regression. Many programs do not provide these automatically; one has to ask for them.
Finally, there may often be serious variance heterogeneity and/or lack of normality in large animal toxicology data. The robustness of the types of univariate statistics described here is not well understood under small sample sizes. For the multivariate methods, although underlying heteroscedasticity may not be a serious problem, the lack of normality may create even more serious problems. Transformation of the data may sometimes help in this respect. Simple residual plot analyses will provide evidence for heterogeneity of variances and lack of normality. Formal statistical tests with such sample sizes are never warranted. Figure 1 shows the schematic of statistical strategy one may be able to use in large animal toxicology and other studies. One may nd parts or variations of Figure 1 useful for his/her particular purpose.
DISCUSSION
Several of the design factors can be taken into consideration while trying to optimize statistical methods for large animal toxicology studies, which traditionally involve small sample sizes. They are, but may not be, limited to, sex, repeated sampling, covariates, etc. On occasions, investigators use randomized block designs as opposed to completely randomized designs for such experiments. Appropriate statistical methods should be used to include blocking in the model. In such split-plot designs, there may be reasons to understand and contrast both main and subplot effects. Many of these designs fall under nested or mixed effect designs with random factors. Statistical packages such as BMDP (1992) and SAS (1996) will effectively provide analyses of such models. Because of the complexities and nonuniqueness of solutions encountered in such methods, toxicologists should consult experienced statisticians for interpreting such results.
