A cloud computing resource clustering framework based on fuzzy theory is constructed. In the clustering partition, the transitive closure method is improved, and the special elements in the fuzzy similarity matrix are used as the control points to simplify the optimization process and improve the optimization accuracy. The experimental results show that the cloud computing resource based on the improved transitive closure method is fast and the resource utilization rate is high after clustering.
Introduction
Cloud computing technology as commercial implementations of the grid computing, distributed computing, utility computing and other traditional technologies has been used by many IT companies and research institutions, and the application throughout all walks of life [1, 2] .
With the cluster scale of cloud computing environment is continually expanding, how to allocate resources and schedule tasks effectively and reasonably have became the emphasis and difficulty of affecting the application efficiency in cloud computing and directly affect the overall performance of the cloud platform and user satisfaction [3] . We need to find a suitable way to partition the target resources to narrow the search space. Cluster analysis has been widely used in decision support, data mining, pattern recognition and machine learning and other traditional areas all the time. In recent years, many scholars at home and abroad have applied the method of cluster analysis in grid computing, resource partitioning and task scheduling in the field of cloud computing [4] .
Cluster analysis is also known as point group analysis, it is a kind of unsupervised learning method, in which according to the relation between individual objects and the degree of similarity to distinguish and classification [5] .. The characteristics of the clustering results are that the individuals are similar to each other in the classes, and the individual differences are relatively large among the classes [6, 7] .
From the existing research results show that, the classification of cloud resources based on traditional serial fuzzy clustering algorithm will be faced with the problem of excessive scheduling time consuming and excessive scheduling overhead, and may be faced with the usability problems that unable to cluster the large scale cluster resources.
Ant Colony Algorithm with Three Constraint Conditions
Let the cloud cluster node set is } , , , { . The calculation methods for building fuzzy similar matrix are the correlation coefficient method, the distance method, the quantity product method, the arithmetic average minimum method, the exponential similarity coefficient method, the included angle cosine method, the maximun-minimum method, the geometric mean minimum method, the absolute reciprocal method etc. Because the different columns in the original data matrix come from different host nodes, the exponential similarity coefficient method is used to calculate the level of similarity ) , ( According to the above analysis, the fuzzy similarity matrix is reflexive and symmetric.
Experiment Result and Analysis
Experimental environment: Using sixteen core servers, server host with different processing capability (dual-core, quad-core, 8 core, 16 core) is formed by dynamic opening and closing a plurality of cores, other hardware and software configurations and data are not described in detail here. Resource data of different scale clusters on the server host with different cores respectively perform the traditional transfer closure method resource clustering and improved transfer closure method resource clustering, clustering time by 5 times the average value to calculate, the results are as shown in Figure 2 From the results of Figure 2 can be seen: the horizontal axis represents the number of node resources, start from 400, with 400 as incremental, and gradually increased to 3200 nodes; the vertical axis represents the clustering time, in seconds; with the increase of the number of resource nodes, the clustering time is also increasing; traditional transitive closure method increases rapidly, when it added to 3200 resource nodes, the clustering time is 3.4 seconds; the clustering time of the improved transitive closure method increases slowly, and increases to 3200 resource nodes, and the clustering time is only 1.2 seconds.
The results in Figure 2 are fully illustrated that because of the decrease of computational complexity, the improved transitive closure method performs the same number of nodes in the cluster, and the clustering time is greatly reduced.
Conclusions
Aiming at the problem of cloud computing resource clustering, the framework of resource clustering is constructed. The experimental results show that compared with the traditional transitive closure method, the improved method has higher clustering efficiency and higher utilization of hardware resources.
