Abstract. The paper presents a hybrid adaptation method that combines a knowledge-based approach with reinforcement learning and a simulated annealing technique, and is applied in the navigation of an educational mobile robot. The experimental results of simulations showed a good behaviour of the robot when doing an adaptive navigation in a dynamic environment by using the proposed hybrid method.
Introduction
The improvement of a navigation system performances can be achieved by using different artificial intelligence (AI) techniques such as knowledge-based approaches [11] , adaptation methods [2] , genetic algorithms, genetic programming [1] and so on. Moreover, the navigation task in a dynamic and uncertain world is a key challenge for mobile robotics [5] , [15] . In this paper it is proposed a hybrid adaptation method for the navigation of an educational mobile robot that works in a dynamic environment. The hybrid adaptation method combines a knowledge-based approach with a reinforcement learning technique (RL) and a simulated annealing technique (SA). Our research work involves the application of such a hybrid method in educational mobile robotics for two main types of navigation experiments: simulations and real-world experiments that use a toy mobile robot, ROBO, developed at University of Ploiesti. In our experiments we have considered indoor environments such as offices and homes.
The paper is organized as follows. Section 2 describes the robot navigation task. The intelligent educational mobile robot system is presented in section 3. The architecture of the system as well as the ontology with its associated knowlede base, and adaptation method are detailed. Some experiments and preliminary results are discussed in section 4. The last section concludes the paper and highlights some future work.
The navigation task has to direct the robot to a given location, avoiding obstacles. Its input is a path plan. Basically, navigation is the process of finding clear paths, avoiding collisions with obstacles and calculating the robot's current velocity and orientation. A plan for the navigation problem is a path through the world from the initial state (start state) to the goal state (fmal state). Usually, the initial state include the complete map of the world. During navigation some unexpected situations may arise, and the robot cannot follow the plan, so it needs to replan starting from the current position as the new start position. In real-time systems it is necessary to tradeoff the quality of a plan against the computational cost of planning, and it is necessary to interleave planning and execution, to combine reactive with deliberative capabilities. Several classes of planning algorithms are used in robot navigation [11] : cell decomposition methods, skeletonization methods, online algorithms, boundederror planning methods, landmark-based navigation methods.
The intelligent educational mobile robot system
For academic and research purposes we have developed an intelligent educational mobile robot system, ROBO, that has a virtual implementation for simulations and a physical implementation for real-world experiments. The robot is used as a testbed for the study of different AI and machine learning techniques teached at the courses of Artificial Intelligence and Intelligent Agents to different categories of students, undergraduate, masterate, and postgraduate. In this section we shall focus on the architecture of the system, on the domain knowledge base and its associated ontology, and on the adaptation method.
The architecture
The architecture of the intelligent educational mobile robot is composed by the following subsystems: the reactive subsystem (RS), the navigation subsystem (NS), the planning subsystem (PS), the adaptation subsystem (AS), and a knowledge base (KB). Figure 1 shows this architecture. The reactive subsystem performs collision avoidance and in collaboration with NS path following. It consists of several processes for perception and action. For example, RS will include the basic four actions (move forward, turn left, turn right, move backward) and sensors related processes. Basically, RS contains a set of behaviours for coordinating perception and action. The navigation subsystem, which works together with RS, performs the robot positioning and path following and has to deal with sensor and actuator uncertainty. The control system is composed by the planning subsystem, the adaptation subsystem and the knowledge base, including also the ontology used. The planning subsystem computes the optimal path that connect the starting position and the destination position. In the planning process several rules from KB are used. The adaptation subsystem will help the robot when unexpected obstacles occur, suggesting solutions to various situations. The main adaptive method used is reinforcement learning [14] . Also, a simulated annealing technique is used in order to help the robot moving out from deadlock locations. The knowledge base contains facts and rules that could be used in both planning, and adaptation processes during the mobile robot navigation.
The ontology
Built on a particular domain of knowledge, an ontology [4] contains the terminological primitives of the domain structured in a set of concepts (terms) which represent the objects of the domain, and a set of relations between these concepts. All the concepts related to a mobile robot navigation (i.e. directly related to the robot and its environment) were grouped in an ontology named O n t o R o b o t i c . Each term is defined, characterized by its properties, constraints, and classified in a hierarchy of classes that form the ontology tree. The ontology O n t o R o b o t i c was developed in Protege [10] , an ontology editing environment based on Java. Starting from the ontology it is generated a knowledge base specific to the mobile robot navigation tasks.
The knowledge base
The knowledge base contains the knowledge that is used in the navigation task. The knowledge representation method used is the production rule form, i.e. if-then rules. KB includes rules generated from the O n t o R o b o t i c ontology as well as rules that are directly connected with typical situations that may arise during robot navigation.
Examples of rules:
Situation The knowledge base includes also a group of rules related to different adaptation situations. In the next subsection we shall focus on the reinforcement learning technique that is used by the educational mobile robot system.
The adaptation method
The successful applications of reinforcement learning technique to navigation tasks (see e.g. [3] , [12] , [16] ) has determined us to use as adaptation method a reinforcement learning technique. The basic concept behind reinforcement learning technique is that if an action is followed by a satisfactory response, then the tendency to produce that action is stengthened, i.e. reinforced. The learning system receives state information about the environment by means of its sensors, and this state information is used by a reasoning process to determine the action to be taken in the given state. The goal of the learning task is to associate with each state the best action to be selected such that the reward from the environment is maximized [7] .
The combination of the navigation and learning methods reported in [8] and [9] had generated the hybrid adaptation method that is used by our educational mobile robot. The reinforcement learning technique was adapted to ROBO and it is briefly presented. Let's consider that a mobile robot RoboS has to fmd the optimal path in a grid world. The actions set A is composed by the following operators: move_north, move_south, move_est, move_west^ move_NE, move_NW, move_SE, move_SW, hold. The action hold means that the robot will stay at the current location. The goal of RoboS is to learn moves that quickly takes it to its respective goal destination without colliding with the obstacles (static or dynamic) that are or arise in the environment. As the robot knows its current position and the goal position, it can recognize if it moves to or away from the destination. The feedback comes from the robot's sensors via the embedded adaptation subsystem. Thus, the robot R receives a feQdhack, feedback(R), based on its movement as given by relation (1).
1, move toward R' s goal
1-1, move away from R's goal feedback(R) = <
(1) 0, no change
fc(R, O), a coUision arise
The feedback is 1 in case the robot moves toward its goal. If it moves away from its goal, the feedback is -1 . In case there is no change of the distance between the robot and the goal, the feedback is 0. If a collision arise between the robot R and an obstacle O, then it is used the collision function,/c(i?, O) given by relation (2) . When the robot is located next to an obstacle, it is very likely to produce a collision. Figure 3 shows the three types of possible collisions. Fig. 3 . The possible collisions.
Preliminary experimental results
The current research work involves two types of experiments, simulations, and real world experiments in indoor environments with the educational robot system, ROBO, developed in the Department of Informatics, University of Ploiesti. The toy mobile robot ROBO (presented in Figure 4 ) has three sensors, two collision sensors, and one IR sensor. So far, it was studied the application of the hybrid adaptation method in a simulated environment in which a simulated mobile robot is doing navigation tasks. In this section we shall present the simulation results. The first set of experiments considered an analysis of behaviour-based navigation (with no map of the environment) and an A*-like navigation (with a topological map of the environment). Let's consider the navigation scenario presented in Figure 5 . We assume that the mobile robot has 16 sonar sensors arranged in a ring and the following set of possible actions are allowed: Two existing planning methods are analysed on different situations that simulate a dynamic and uncertain world in which the robot has to do its mission. Both methods use sensor model (actually, sensor fusion) that include the possibility of failure. The first method A will make a behaviour-based planning that has no map of the world, but instead it has a knowledge base that include if-then rules (with uncertainty factors) that characterize different behaviours, given a policy to the planner. The second method B, similar with that described in [13] , uses a topological map and an A* algorithm to generate several paths that will be used in conjunction with some behaviours by the replanning algorithm. A complete set of behaviours is developed, considering all the possible situations that may arise (including the worst cases). In order to reduce the complexity (i.e. the number of behaviours) we have made a partition of the possible situations. Figure 5 shows the experimental results obtained for the case in which door D2 is closed. Method A will give the solution Path A (the best solution in that particular case), while method B will give path B, much longer than path A. In this case method A worked better than method B. A possible solution is to extend the behaviour set with a number of negative behaviours [16] that will be used by the planning/replanning algorithm of method B. Critical situations such as closing a door, blocking at an obstacle avoidance are managed by special rules that exists in the knowledge base of the navigation system. These rules will lead to better solutions. The method will give the safest or the shortest path according with the needs of the navigaton task. This specification, shortest or safest path, will be used to choose the admissible heuristic function for the A* algorithm. The modified version of method B gave a reliable and robust navigation in the case of a simulation of the navigation task with a mobile robot that moves around in a simulated dynamic and uncertain environment.
Experiment 2 (the use of reinforcement learning):
Let's consider the scenario from Figure 6 , where a moving object will lock the first attempt of the robot movement, that of going in the north direction. Two solutions could be adopted. In case of the second solution (use of RL&SA), as the obstacle will move into the room, it will clear the way of the robot to its destination, and the robot will take the best decision. The path will be determined by the following sequence of operators {movejsouth, hold, hold, movejiorth,...], while simultaneously, the moving obstacle will do the sequence of actions {move_sw, move_west, hold]. Therefore, the lessons learned during adaptation (i.e. to hold one one or two times) help the robot to have a better behaviour, that of choosing solution 2. During experiment 2 we have analysed the Q-leaming performance in terms of the average number of steps followed in the robot navigation task. The experimental results obtained are averaged over 50 runs. In order to attain convergence we have set the number of trials at 1000. As shown in Figure 7 the average number of steps is acceptable. Graphic 1 shows the average number of steps in the robot navigation task, in case the system parameters setting is P=0.3, Y=0.5, while graphic 2 corresponds to the system parameters P=0.4, y=0.7. Fig. 7 . The performance of Q-leaming.
Conclusion and future work
The inclusion of an adaptation capability in the architecture of a mobile robot can improve the robot navigation tasks in terms of time and path length. In this paper we have presented a hybrid adaptation method that combines a knowledge based approach with a reinforcement learning technique and a simulated annealing technique. The adaptation method was applied to an intelligent educational mobile robot. The control system of the mobile robot has a knowledge base that includes knowledge under the form of facts and production rules that specify the robot behaviour in certain situations such as obstacle avoidance, crossing doors, U-shaped traps. Basically, the robot guidance during navigation is realized by the rules from the knowledge base that apply also simulated annealing techniques and/or reinforcement learned behaviour rules by taking into account the current state of the mobile robot navigation. The simulations made so far showed a good performance of the hybrid adaptation method in a dynamic and uncertain world. As a future work, we shall analyse the use of the hybrid adaptation method in a real-world indoor environment navigation made by the educational toy mobile robot, ROBO.
