Parametric studies using numerical simulations are being performed to assess the performance capabilities and limits of active neutron interrogation for detecting shielded highly enriched uranium (HEU). Varying the shield material, HEU mass, HEU depth inside the shield, and interrogating neutron source energy, the simulations account for both neutron and photon emission signatures from the HEU with resolution in both energy and time. The results are processed to represent different irradiation timing schemes and several different classes of radiation detectors, and evaluated using a statistical approach considering signal intensity over background. This paper describes the details of the modeling campaign and some preliminary results, weighing the strengths of alternative measurement approaches for the different irradiation scenarios.
I. INTRODUCTION
etecting well-shielded, highly-enriched uranium (HEU) is difficult. The natural neutron emission rate of HEU, owing to spontaneous fission and (Į,n) reactions is small; estimated in [1] to be 1.60 s -1 kg -1 for typical samples of HEU metal. Prior work has demonstrated the feasibility of using this signature for characterizing multiplying assemblies of shielded HEU [2] - [3] . However, the equipment needed for these measurements is large and difficult to envision using in many field-deployed applications. For passive measurements seeking to detect shielded HEU in field measurements photonbased measurements are the most used approach. The salient photon signatures for detecting shielded HEU are the 0.186-MeV gamma-ray from the decay of 235 U, the 0.766-MeV and 1.001-MeV gamma rays from the decay of 234m Pa (a daughter product of 238 U, which reaches equilibrium with its parent in approximately 168 days [4] ), and occasionally a 2.614-MeV gamma-ray of 208 Tl (a decay product of 232 U, which is present in uranium derived from materials formerly used in nuclear reactor fuel [5] - [6] ). The 1.001-MeV photons are more penetrating then the lower-energy 0.186-MeV gamma rays but their abundance in HEU is not as high. Photons of 2.614 MeV are present in the environment naturally, since 208 Tl is a product in the decay chain of naturally occurring 232 Th, joining the chain at 228 Th [7] . These photons cannot, in and of themselves, be relied on as a unique indicator of HEU and they are not present at all in fresh HEU produced in modern, uncontaminated gas centrifuges.
Shielding greatly complicates the detection of HEU using passive gamma-ray measurements. Unfortunately, when considering the detection of shielded HEU, studies in this area often consider only minimal shielding, ~0.5 cm of lead, which is insufficient for fully attenuating even the low-energy gamma-rays of HEU [8] - [12] . Further, much of this prior work is predicated on the presence of 232 U contamination to allow passive HEU detection. Fig. 1 Gamma-ray emission spectra, measured using a high-purity germanium spectrometer, for bare HEU and HEU shielded behind steel or tungsten. Also shown is the room background.
Although passive measurements can detect HEU under some conditions with light shielding (0.5 cm of lead (U = 11.34 g cm -3 ) has an areal density of ~5.67 g cm -2 ), they are not generally an effective technique for detecting HEU behind heavier shielding [13] . This can be understood by considering Fig. 1 which shows the passive gamma-ray spectra of a large mass of HEU bare, shielded with steel (7.8 g cm -3 ) of thickness 1.27 cm (9.9 g cm -2 ) or 2.54 cm (19.8 g cm -2 ), or shielded with tungsten (19.2 g cm -3 ) of thickness 5.04 cm D (96.8 g cm -2 ). It is clear that shielding with up to 2.54 cm of steel can still permit detection of both the 0.185-MeV and 1.001-MeV gamma rays of HEU but that 5.04 cm of tungsten is truly opaque to these HEU signatures.
A close examination of the tungsten-shielded spectrum indicates a tell-tale perturbation exists, due to persistent Compton-scattered radiation and x-rays exiting the shield, but this would be very difficult to use to conclusively declare the presence of shielded HEU, or to differentiate between a shielded HEU source of radiation and other sources. Depending on other complicating factors including the background radiation environment, the presence of more complicated shields, the presence of mixed radiation sources (masking), detection time, and stand-off distance, our work has shown that shielding with an areal density of 60 to 80 g cm -2 is a conservative upper-boundary on the effective use of passive gamma-ray spectrometry for detecting HEU using a high-purity germanium spectrometer with measurement times on the order of an hour. In most instances considerably less shielding can effectively hide HEU from passive detection, especially for HEU-to-detector separation distances grater than a few tens of centimeters.
Active neutron interrogation (ANI) has the capability of sensing further into a shielded assembly to detect HEU [14] - [19] . ANI involves the use of a pulsed neutron source, most often an accelerator-based electronic neutron generator (ENG), to irradiate a suspect object (e.g., shipping container, pallet, storage drum, vehicle, wall, floor, etc.) with the intention of inducing fission in special nuclear material if it is present. The aim is to generate emission signatures, neutrons and photons, with sufficient intensity to be detected outside of the object. Prior work has shown that ANI can detect HEU shielded with the 'heavy' shielding defined above in short time periods of minutes to tens of minutes. However, as for passive screening, ANI also faces a limit beyond which the technique becomes ineffectual.
Recognizing that a comprehensive experimental program would be an impractical approach for trying to understand the performance capabilities and limits of ANI for detecting shielded HEU, a parametric simulation and modeling campaign is underway at Idaho National Laboratory (INL) as an alternative. This paper summarizes the parametric variables of the study, the approach used for manipulating the simulation results to represent different interrogation schemes, and the approach used for analysis. As an example, preliminary results are presented for the delayed neutron emission signature and concrete shielding.
II. SIMULATIONS
Using the MCNP family of radiation transport codes [20] [21] , studies were carried out to assess the neutron and photon emission signatures of fission emitted from HEU in a variety bulk shields.
A. The Model
A schematic layout of the model geometry used for the simulation is shown in Fig. 1 . A 3 u 3 u 3 m 3 cube of bulk shielding material was used in each case. Seven shield matrices were studied including air, concrete, wood, polyethylene, borated polyethylene, aluminum, and steel. Highly-enriched uranium was simulated at different depths into the material from one face of the cube, from 0.2 m to 1 m. The HEU ranged in mass from 1 kg to 20 kg. Simulations were run for the HEU in the different shields alone and when surrounded by different engineered shields immediately surrounding the HEU; the engineered shields included 0.05 m of steel, 0.05 m of lead, 0.001 m of cadmium, and 0.05 m of lead surrounding the 0.001 m of cadmium. The interrogating neutron source, either monoenergetic 2.5-MeV or 14.1-MeV neutrons, was located 0.1 m outside of the cube, centered on the face closest to the HEU. A summary of the different shielding parameters is provided in Table 1 . 
HEU locations
Bulk shield a polyethylene matrix, surrounded with neutron absorbing materials, to eliminate room-return thermal neutron sensitivity; a square 0.15 m u 0.15 m u 0.08 m liquid scintillator detector, and a round 5 inch u 5 inch NaI scintillator detector. For all cases results were tallied with high-resolution energy and time bins. The simulations were all run with 5 u 10 9 source particles. This number of particles was sufficient to ensure the simulations' precision was better than a few percent for all relevant bin tallies (time and energy) to mimic irradiations involving neutron sources with intensities 10 8 n s -1 with realistic background levels.
B. Modifications to Represent Interrogation
The output from the simulations corresponds to one instantaneous pulse of the interrogation source. These results must undergo several modifications to be useful for analysis. First, the time tallies are aggregated into more useful time bins, as shown in Fig. 2 . Following this, the time tallies are convolved with a square pulse, to represent the duration of an actual ENG pulse, as shown in Fig. 3 . Lastly, these realistic single-pulse tallies are sequentially added to one another in time to simulate the evolution of the measured signatures over the duration of a measurement. In this process, it is possible to simulate an interrogation and log the simulate/measured data as would be done in an actual measurement. Often, the signals from detectors used in active interrogation measurements are recorded using a multichannel scalar (MCS), where counts are sequentially added together in discrete time bins after a time index, usually the start of a pulse of the interrogating radiation source [18] . Using an MCS, each new pulse of the interrogation source resets the time index so that each new pulse is additive to the data of the previous pulse. In some cases all of the data is added together for the entire measurement while in other cases data might be summed together for some finite number of pulses and then reset (e.g., allowing visualization of the build-up of the delayed emission signatures). The simulation reconstruction employed here allows for the replication of the experiments when using an MCS. Rather than using an MCS, experimental data from active interrogation measurements is sometimes tabulated individually, as 'list-mode' mode data. The summations performed for this analysis do not allow for re-analysis in list mode. measurements made with the 3 He detector module. The ENG pulsed at a frequency of 1000 Hz with a duty cycle of 1% (100 Ps pulse width). For analysis different time and energy cuts may be made on the tally data, to represent the real-world performance of different types of detectors. For the simulation shown in Fig.  4 , for example, a time cut has been introduced at 2 ms after the start of the ENG pulses. The net signal would then be calculated on a second-by-second basis from 2 ms to 10 ms to indicate the intensity and statistical precision of an observation to observe delayed neutrons (in this case). For active interrogation it is possible to perform a passive background measurement prior to an interrogation but it is not possible to perform an active background measurement; that is, one cannot measure the scenario in a known empty configuration. Therefore, it is important to choose detectors and observables where the background signals in the observed region (both energy and time) are invariant to local irradiation conditions. This is often easily done when measuring ȕdelayed neutrons using detectors shielded against thermal neutrons. For ȕ-delayed gamma rays this often necessitates waiting longer than 10 ms (at a minimum) to allow residual thermal neutrons present in the shield, and their associated capture gamma rays, to be completely gone prior to the collection of data.
III. ANALYSIS APPROACH
The modeling approach has been designed to generate a simulated count signal versus time which evolves over the course of each simulated experiment. Our approach for analyzing the results of the simulations is based upon the concept of setting a threshold signal value referred to as a decision level. Measurements above the decision level are classified as a positive detection measurement, while those signals below the threshold are considered a negative detection. Fig. 5 Probability distribution functions for a 7 count background and a 5 count signal (12 counts total). A decision level of 9 counts is implemented in the figure to demonstrate how probabilities for each of the four detection outcomes are calculated. This is illustrated by considering an example measurement where a background measurement of 7 counts is compared to an interrogation value of 5 counts (measured as 12 total counts including background).
For these two measurements probability distributions may be determined following Poisson statistics such that the probability of measuring n counts, given a mean signal value of S (7 and 12 in this case), is given by (1) . Unlike standard Gaussian (Normal) probability distributions, the Poisson distribution is not continuous, but provides discrete probabilities for whole-integer measurement totals. These two distributions are shown in Fig. 5 . 
A decision level of 9 counts was implemented for the example shown in Fig. 5 , marked by a green line. Measured totals of 9 counts and above fall into the positive detection category, highlighted with orange in the figure. Conversely, counts of 8 and below fall into the green highlighted negativeoutcome portion of figure. Once a decision level is set, a given inspection measurement can have four possible detection outcomes.
• True Negative: Clandestine material is not present. The signal is measured below the decision level and correctly identified as a negative detection. • False Negative: Clandestine material is present. The signal is measured below the decision level and misclassified as a negative detection. This is also referred to as a "Miss." • True Positive: Clandestine material is present. The signal is measured above the decision level and correctly identified as a positive detection. • False Positive: Clandestine material is not present. The signal is measured above the decision level and misclassified as a positive detection. This is also referred to as a "False Alarm." The likelihood for each of these four outcomes can be determined using the calculated probability distributions. Integrating the background and signal distributions below the decision threshold provides the negative outcome probabilities, while integrating above it will give the probabilities for the positive outcomes.
From a computational standpoint, these integrations can be determined by implementing numerical methods to solve the incomplete gamma function. However, we have found no benefit to calculation speed or accuracy for such an implementation.
Thus, simple summing methods were employed for these calculations. Fig. 5 also demonstrates how the outcome probabilities are interrelated. With properly normalized distributions the sum of true negative and false positive probabilities and the sum of false negative and true positive probabilities should both be equal to unity.
A. The ROC Curve
The proper choice for the decision level is often a compromise between the operational requirements for a given detection application. An increase in decision level will reduce false alarms at the cost of sensitivity. Conversely, a decrease in decision will reduce the number of missed detections, but increases the operational burdens of false alarm escalation. Hence, decision is often a dynamic and somewhat arbitrary quantity, adjusted to suit measurement scenario parameters.
A measurement-to-measurement comparison should take into account all circumstances, providing a complete evaluation of overall "detectability." The receiver operating characteristic (ROC) analysis, commonly employed in medical research communities, is just such a method that graphically summarizes the four detection outcome probabilities for all possible decision conditions. A ROC curve is essentially a plot of false positive versus true positive detection rates, yet the complementary nature of the four detection outcome probabilities allows for the concurrent demonstration of false negative and true negative rates as well. Examples of these types of plots are shown in Fig. 6 . Absolute detectability can be defined as having a 100% probability rate for both of the true detection outcomes with no chance for the false outcomes. On a standard ROC scale this is represented by the upper-left most corner of the plot. Hence, a ROC curve's level of concavity in this quadrant is indicative of the corresponding measurement scenario's sensitivity. The ROC analysis method can also be useful in determining an application-appropriate decision level, since each point on the curve corresponds to a single decision level setting. Advancing the decision is equivalent to a movement in outcome-probability space, along the ROC curve, toward the false positive-true positive origin. This analysis can therefore be used as a guide for adjusting the decision to meet the situational requirements of a given measurement.
Receiver operating characteristic curves are being generated for each simulation in this project, for different signatures, under different irradiation and background conditions. The Poisson nature of the generated probability distributions limits decisions to nonnegative integer values. Once a decision level is reached that corresponds to a null false positive fraction, all subsequent decision values will result in the same. Hence, distributions that span a greater number of counts, that is those distributions with higher mean values, offer a larger number of possible decisions with which to sample and construct the ROC curve. This trend is demonstrated clearly in Fig. 6 , it contains time evolving ROC analyses for the 14.1 MeV neutron interrogation (DT generator source) of a 10-kg mass of highly enriched uranium (HEU) hidden at a depth of 50 cm within a bulk concrete volume.
B. Decision Criteria
While insightful and informative, the receiver operating characteristic method provides a somewhat abstract analysis of measurement sensitivity. In field deployable detection applications, decision levels are often calibrated to acceptable operational costs incurred from false alarms. Hence, a pragmatic analysis approach is to hold either the false positive or the false negative probability constant, and monitor how the other false fraction behaves as a function of measurement time. This is a variation on the methods presented by Currie [22] . Such an analysis was performed, holding the false positive rate at 5, 2, 1, and 0.1%, and reporting false negative rates for each of the four cases in Fig. 6 . With decision levels restricted to integer values, convergence routines must be employed to solve the inverse incomplete gamma function for the decision value that most closely results in the assigned false positive rate without surpassing it. Hence, the declared false positive values serve more as a maximum limit rather than a constant in this analysis. Fig. 7 contains four examples of the data sets generated by this analysis. These plots of miss rate versus measurement time are for a 5-kg mass of HEU hidden at a depth of 0.2 m in the concrete volume, with the false positive limit set at 1%. On the macroscopic scale, as measurement times increase beta-delayed signature intensities increase, statistical uncertainties are reduced, and false negative rates drop dramatically. However, these plots also contain some level of microstructure that stems from the noncontinuous Poisson-nature described above. As measurement time increases, the probability-distribution mean values (averages), which are not restricted to integer values, increase as well. Hence, for a given decision value, the false positive rate slowly increases closer to the limiting value. Once that limit is reached, the decision value must be incrementally increased for false alarm rates to stay below this limit, forcing steep and regular decreases in the calculated false positive fractions. As illustrated in the figure, the results of these decision shifts are observed as periodic jumps in the reported false negative rates. Following the generation of the time-dependent false negative distributions, several miss rate thresholds were selected to serve as stop triggers for a time based analysis process. Each distribution was evaluated for the measurement time in which the false negative values fall below each of the thresholds. This allowed for the accumulation of groups of data sets into mass-variable, time-dependent distributions. Examples of these data sets are provided in Fig. 8 and Fig. 9 . Fig. 8 Detectable mass versus measurement time for false negative confidence levels of 5% (black), 1% (red), 0.1% (blue), 0.01% (orange), and 0.001% (green) with a false-positive detection rate held below 0.1%. HEU masses were simulated at a depth of 0.2 m within the cement volume and were interrogated with 14.1 MeV neutrons with a passive background rate of 10 counts per minute. Each plot of the figure corresponds to a different nearshield configuration. Fig. 9 The same as Fig. 8 but with a passive background rate of 100 counts per minute.
These figures contain plots of detectable mass versus measurement time for several miss rates. This presentation of the statistical data clearly illustrates measurement sensitivity in a manner that emphasizes accessibility and practicality.
Detectable mass versus measurement time plots for the 14.1 MeV neutron interrogation (yield = 10 8 n s -1 , frequency = 100 Hz, duty cycle = 10%) of HEU hidden at a depth of 20 cm in the concrete volume is shown in Fig. 8 . These data sets assume a passive background level of 10 counts per minute, and false alarm rates were held at or below 0.1%. Each plot of this figure contains data for a single near-shield configuration. The calculations used here are for the delayed neutron signature, as measured with a polyethylene-moderated helium-3 detector, using 4 atm. tubes, a detector surface area of approximately 0.22 m 2 , and an intrinsic detection efficiency of approximately 10.8% for bare, fission-spectrum neutrons.
A single kilogram of HEU can be detected in 70 s with a false negative fraction of 5% but to decrease the miss rate down to 0.001% the inspection time must be increased to at least 350 s under these measurement parameters. It is clear here again that with a 14.1 MeV source neutron energy, the implementation of a 5-cm thick lead shield around the HEU does little in the way of retarding the beta-delayed neutron signature. Indeed, the neutron multiplicative nature of lead actually aids in the detection process for smaller HEU masses. The steel and cadmium near-shields push required inspection times for 1-kg sensitivities beyond the 600 s boundary of this analysis in all but the 5% false negative case for 5 cm of steel.
The data sets presented in Fig. 9 are similar to those shown in Fig. 8 but with an increase in passive background levels from 10 to 100 counts per minute. This has a dramatic effect on the minimal detectable mass limits within the 600 s inspection time constraint of this analysis. A single kilogram is no longer detectable in these measurement scenarios with the reported confidence levels. Only with the presence of a 5cm lead shield can 2 kg be detected with a 0.001% miss rate. The use of 5 cm of steel, or 1 mm of cadmium, reduces the minimal detectable mass to 5 kg for all the false negative condition levels.
IV. SUMMARY
A research program is underway at Idaho National Laboratory to investigate the bounds of applicability for active neutron interrogation to detect shielded highly-enriched uranium. This analysis is focused on conditions relevant for the use of portable instrumentation for field applications, which limits the choice of interrogating radiation to the use of compact electronic neutron generators producing either 2.5-MeV or 14.1 MEV neutrons. Recognizing that highresolution gamma-ray spectrometers are frequently used in passive screening, and that reasonably long measurement times would be available for using an HPGe detector to screen a suspected object to detect the 1.001-MeV or 0.766-MeV gamma-rays associated with the decay of the 234m Pa daughter product, ANI should at a minimum be able to detect HEU behind more 100 g cm -2 of shield material in order to be relevant for field use. Unfortunately, research in this area frequently fails to focus on this level of shielding in assessments of ANI for field work.
Acknowledging the complexity of carrying out a comprehensive experimental campaign to study this topic, we have initiated a simulation and modeling campaign to help understand the far bounds of ANI, beyond the 100 g cm -2 level. This modeling considers a number of different bulk shield-engineered shield combinations, as well as multiple interrogation signatures including prompt (die-away) and ȕdelayed neutrons and delayed gamma-rays. Analysis of the results of these simulations is performed using statistics familiar to those understanding the ROC curve methodology for signal analysis. As a figure of merit for comparing different problems the time needed to detect a shielded mass of HEU is being used, with either the maximum acceptable false-positive rate or the maximum acceptable false-negative rate being used as a constraint. A preliminary result, which is shown here, is that in a concrete shield with an HEU mass hidden 0.2 m inside, detection of 2 kg or more of HEU can be achieved within 300 seconds with a very low false positive rare, and reasonably false-negative probabilities, using one small detector (having a 10 count per minute background rate) observing the delayedneutron signature, even with the presence of several different types of engineered shields. If the background rate is ten times larger, however, the minimum detectable mass under the same conditions is generally degraded to 5 kg. It should be highlighted that, for these examples, a very low false-positive (FP) rate was chosen as the constraint. This low FP rate, perhaps suitable for high through-put screening, may not be suitable for situations where only one or two measurements may be needed. In such cases the minimum detectable mass in the same measurement periods would be much lower.
Preliminary tests have shown the correctness of the simulation approach used for this work. An example of these results is shown in Fig. 10 . As a part of this project further benchmarking experiments are planned at INL to help validate the modeling used in these studies. These experiments will be performed at INL using large 1 m u 1 m u 1 m cubes specifically designed for this purpose with HEU masses varying from 1 kg to 10 kg. Polyethylene-moderated helium-3 neutron detectors, liquid scintillators, and sodium iodide scintillators will be used as detectors. Fig. 10 Comparison of the simulated and measured die-away response of a polyethylene-moderated helium-3 detector system to irradiation with a deuterium-tritium ENG.
