Pairwise clustering, in general, partitions a set of items via a known similarity function. In our treatment, clustering is modeled as a transductive prediction problem. Thus rather than beginning with a known similarity function, the function instead is hidden and the learner only receives a random sample consisting of a subset of the pairwise similarities. An additional set of pairwise side-information may be given to the learner, which then determines the inductive bias of our algorithms. We measure performance not based on the recovery of the hidden similarity function, but instead on how well we classify each item. We give tight bounds on the number of misclassifications. We provide two algorithms. The first algorithm SACA is a simple agglomerative clustering algorithm which runs in near linear time, and which serves as a baseline for our analyses. Whereas the second algorithm, RGCA, enables the incorporation of side-information which may lead to improved bounds at the cost of a longer running time.
Introduction
The aim of clustering is to partition a set of n items into k "clusters" based on their similarity. A common approach to clustering is to assume that items can be embedded in a metric space, and then to (approximately) minimize an objective function over all possible partitionings based on the metric at hand. A quintessential example is the k-means objective. An alternative is to assume only the existence of a similarity function between the pairs. Examples of this approach include spectral [19] and k-median [18] , as well as correlation clustering [2] .
Our approach to clustering is most similar to correlation clustering. Correlation clustering was introduced in the seminal paper [2] . In this setting, a complete graph of similarity and dissimilarity item pairs is given. The goal is to find a disjoint partition ("clustering" ) which minimizes an objective that counts the total number of "incorrect" similarity and dissimilarity pairs in the resulting clustering. A pair of items is incorrect with respect to the clustering if it was given as similar while they appear in distinct clusters, and vice versa. In [2] an efficient algorithm with a guaranteed approximation ratio was given for this NP-hard problem.
Although inspired by these results, our focus is slightly different: we seek to provide efficient algorithms that compute a clustering, as well as to provide predictive performance guarantees for these algorithms.
We treat pairwise clustering as a transductive prediction problem. Given a set of unlabeled items, the aim is to predict their class labels. As input to our algorithms, firstly we have a training set of similarity and dissimilarity item pairs. Secondly, we have a set of soft similarity pairwise constraintsthe side-information graph. The side-information graph determines our inductive bias, i.e., our output clustering will tend to (but need not) place each softly constrained item pair into the same cluster. We give bounds for a batch learning model where the learner samples uniformly at random a training set of m similarity/dissimilarity pairs from a ground truth clustering. Given these m pairs and the side-information graph, the learner then outputs a clustering. The quality of the resulting clustering is measured by the item misclassification error which is essentially the number of items in the learner's output clustering that are misclassified as compared to the ground truth. We describe and analyze two novel algorithms for pairwise clustering, and deliver upper bounds on their expected misclassification error which scale to the degree that a clustering exists that reflects the inductive bias induced by the side-information graph at hand. We complement our upper bound with an almost matching lower bound on the prediction complexity of this problem.
The paper is organized as follows. In Section 2 we review notation as well as formally introduce our learning models. In Section 3, we present our two clustering algorithms RGCA and SACA, along with their analyses. Our fastest algorithm is quite efficient, for it requires only a linear time in the input size up to a sub-logarithmic factor to compute a clustering with small error. We give concluding remarks in Section 4. Finally, below we provide pointers to a few references in distinct but closely related research areas.
Related work
The literature most directly related to our work in perspective is the literature on clustering with side information, as well the literature on semi-supervised clustering. Some of the references in this area include [3, 25] . Secondarily, our work is also connected to the metric learning task. Metric learning is also concerned with recovering a similarity function; however, in this literature the similarity is treated as a real-valued function often identified with a positive semi-definite matrix as opposed to our binary model. Some relevant references here include [30, 21, 4] . What distinguishes our work from the past literature is that we are aimed at constructing clusterings with side information, not just similarity functions, with an associated tight misclassification error analysis.
Preliminaries and Notation
We now introduce our main notation along with basic preliminaries. Given a finite set V = {1, . . . , n}, a clustering D over V is a partition of V into a finite number of sets D = {D 1 , . . . , D k }. Each D j is called a cluster. A similarity graph G = (V, P) over V is an undirected (but not necessarily connected) graph where, for each pairing (v, w) ∈ V 2 , v and w are similar if (v, w) ∈ P, and dissimilar, otherwise. Notice that the similarity relationship so defined need not be transitive. We shall interchangeably represent a similarity graph over V through a binary n × n similarity matrix Y = [y v,w ] n×n v,w=1 whose entry y v,w is 1 if items v and w are similar, and y v,w = 0, otherwise. A clustering D over V can be naturally associated with a similarity graph G = (V, P D ) whose edge set P D is defined as follows: Given v, w ∈ V , then (v, w) ∈ P D if and only if there exists a cluster D ∈ D with v, w ∈ D. In words, G is made up of k disjoint cliques. It is only in this case that the similarity relationship defined through G is transitive. Matrix Y represents a clustering if, after permutation of rows and columns, it ends up being block-diagonal, where the i-th block is a d i × d i matrix of ones, d i being the size of the i-th cluster. Given clustering D, we find it convenient to define a map µ D : V → {1, . . . , k} in such a way that for all v ∈ V we have v ∈ D µ D (v) . In words, µ D is a class assignment mapping, so that v and w are similar w.r.t. D if and only if µ D (v) = µ D (w).
Given two similarity graphs G = (V, P) and G = (V, P ), the (Hamming error) distance between G and G , denoted here as HA(P, P ), is defined as
where |A| is the cardinality of set A. The same definition applies in particular to the case when either G or G (or both) represent clusterings over V . By abuse of notation, if D is a clustering and G = (V, P) is a similarity graph, we will often write HA(D, P) to denote HA(P D , P), where (V, P D ) is the similarity graph associated with D, so that HA(P D , D) = 0. Moreover, if the similarity graphs G and G are represented by similarity matrices, we may equivalently write HA(Y, Y ), HA(Y, D), and so on. The quantity HA(, ) is very closely related to the so-called Mirkin metric [24] over clusterings, as well as to the (complement of the) Rand index [27] , see, e.g., [23] .
Another "distance" that applies specifically to clusterings is the misclassification error distance, denoted here as ER(, ), and is defined as follows. Given two clusterings C = {C 1 , . . . , C } and D = {D 1 , . . . , D k } over V , repeatedly add the empty set to the smaller of the two so as to obtain
the minimum being over all bijections from D to C. In words, ER(C, D) measures the smallest number of classification mistakes over all class assignments of clusters in D w.r.t. clusters in C. This is basically an unnormalized version of the classification error distance considered, e.g., in [22] .
The (Jaccard) distance DIST(A, B) between sets A and B, with A, B ⊆ V is defined as
Recall that DIST(, ) is a proper metric on the collection of all finite sets. Moreover, observe that DIST(A, B) = 1 if and only if A and B are disjoint.
Since our clustering algorithms will rely upon side information in the form of undirected graphs, we also need to recall relevant notions for such graphs and (spectral) properties thereof. Let Y be a similarity matrix and G = (V, E) be a graph, henceforth called side-information graph. G is assumed to be undirected, unweighted and connected.
As is standard in graph-based learning problems (e.g., [12-14, 16, 15, 6-8, 28, 10] , and references therein), graph G encodes side information in that it suggests to the clustering algorithms that adjacent vertices in G tend to be similar. The set of cut-edges in G w.r.t. Y is the set of edges (v, w) ∈ E such that y v,w = 0, the associated cut-size (i.e., their number) will be denoted as
If G is viewed as a resistive network where each edge is a unit resistor, then the effective resistance r G (v, w) of the pairing (v, w) ∈ V 2 is a measure of connectivity between the two nodes v and w in G which, in the special case when (v, w) ∈ E, also equals the probability that a spanning tree of G drawn uniformly at random from the set of all spanning trees of G includes (v, w) as one of its n − 1 edges (e.g., [20] ). As a consequence, (v 
for brevity) will denote the sum, over all cut-edges (v, w) in G w.r.t Y , of the effective resistances r G (v, w). This sum will sometimes be called the resistance-weighted cut-size of G (w.r.t. Y ). Notice that if G is a tree we have
The basic inductive principle underpinning RGCA is the assumption that Φ R G (Y ) is small. 1 Both Φ R G and Φ G can be considered as complexity measures for our learning problems, since they both depend on cut-edges in E. However, unlike Φ G , the quantity Φ R G enjoys properties of global densityindependence (Φ R G is at most n − 1, hence it scales with the number of nodes of G rather than the number of edges), and local density-independence (Φ R G suitably discriminates between dense and sparse graph topology areas -see, e.g., the discussion in [7] ). As such, Φ R G is more satisfactory than Φ G in measuring the quality of side information at our disposal.
Learning setting
We are interested in inferring (or just computing) clusterings over V based on binary similarity/dissimilarity information contained in a similarity matrix Y , possibly along with side information in the form of a connected and undirected graph G = (V, E). The similarity matrix Y itself may or may not represent a clustering over V . The error of our inference procedures will be measured through ER(, ). We shall find bounds on ER(, ) either directly, by presenting specific algorithms, or indirectly via (tight) reductions from similarity prediction problems/methods measured through HA(, ) to clustering problems/methods measured through ER(, ). More specifically, given a set of
Algorithm 1 The Robust Greedy Clustering Algorithm
Input: Similarity graph (V, P); distance parameter a ∈ [0, 1].
3. Set A 1 ← V , and t ← 1; //Second stage 4. While A t = ∅:
items V = {1, . . . , n} and a similarity matrix Y representing a clustering D, our goal is to build a clustering C over V with as small as possible ER(C, D). We would like to do so by observing only a subset of the binary entries of Y . Notice that the number of clusters k in the comparison clustering need not be known to the clustering algorithm.
In the setting of RGCA, we are given a side information graph G = (V, E), and a training set S of m binary-labeled pairs (v, w), y u,v ∈ V 2 × {0, 1}, drawn uniformly at random 2 from V 2 . Our goal is to build a clustering C over V so as to achieve small misclassification error ER(C, Y ), when this error is computed on the whole matrix Y .
Algorithms and Analysis
We start off with a clustering algorithm that takes as input a similarity graph over V , and produces in output a clustering over V . This will be a building block for later results, but it can also be of independent interest. Our algorithm, called Robust Greedy Clustering Algorithm (RGCA, for brevity), is displayed in Algorithm 1. The algorithm has two stages. The first stage is a robustifying stage where the similarity graph (V, P) is converted into a (more robust) similarity graph (V, Q) as follows: Given two distinct vertices v, w ∈ V , we have (v, w) ∈ Q if and only if the Jaccard distance of their neighbourhoods (in (V, P)) is not bigger than 1 − a, for some distance parameter a ∈ [0, 1]. The second stage uses a greedy method to convert the graph (V, Q) into a clustering C. This stage proceeds in "rounds". At each round t we have a set A t of all vertices which have not yet been assigned to any clusters. We then choose α t to be the vertex in A t which has the maximum number of neighbours (under the graph (V, Q)) in A t , and take this set of neighbours (including α t ) to be the next cluster.
From a computational standpoint, the second stage of RGCA runs in O(n 2 log n) time, since on every round t we single out α t (which can be determined in log n time by maintaining a suitable heap data-structure), and erase all edges emanating from α t in the similarity graph (V, Q). On the other hand, the first stage of RGCA runs in O(n 3 ) time, in the worst case, though standard techniques exist that avoid the all-pairs comparison, like a Locality Sensitive Hashing scheme applied to the Jaccard distance (e.g., [26, Ch.3] ). We have the following result.
3 Theorem 1. Let C = {C 1 , . . . , C k } be the clustering produced in output by RGCA when receiving as input similarity graph (V, P), and distance parameter a = 2/3. Then for any clustering
2 For simplicity of presentation, we will assume the samples in S are drawn from V with replacement. 3 All proofs are contained in the appendix.
Hence, if the chosen D is the best approximation to P w.r.t. HA(, ), and we interpret (V, P) as a noisy version of D, then small HA(P, D) implies small ER(C, D). In particular, HA(P, D) = 0 implies ER(C, D) = 0 (simply pick j = 1 in the minimum). Yet, this result only applies to the case when the similarity graph (V, P) is fully observed by our clustering algorithm. As we will see below, (V, P) may in turn be the result of a similarity learning process when the similarity labels are provided by clustering D. In this sense, Theorem 1 will help us to deliver generalization bounds (as measured by ER(C, D)), as a function of the generalization ability of this similarity learning process (as measured by HA(P, D)).
The problem faced by RGCA is also related to the standard correlation clustering problem [2] . Yet, the goal here is somewhat different, since a correlation clustering algorithm takes as input (V, P), but is aimed at producing a clustering C such that HA(P, C) is as small as possible.
In passing, we next show that the construction provided by RGCA is essentially optimal (up to multiplicative constants). Let G D = (V, E D ) be the similarity graph associated with clustering D.
We say that a clustering algorithm that takes as input a similarity graph over V and gives in output a clustering over V is consistent if and only if for every clustering D over V the algorithm outputs D when receiving as input G D . Observe that RGCA is an example of a consistent algorithm. We have the following lower bound.
Theorem 2. For any finite set V , any clustering D = {D 1 , D 2 , . . . , D k } over V , any positive constant σ, and any consistent clustering algorithm, there exists a similarity graph (V, P) such that
or ER(C, D) ≥ n 2 , where C is the output produced by the algorithm when given (V, P) as input, and
From the proof provided in the appendix, one can see that the similarity graph (V, P) used here is indeed a clustering over V so that, as the algorithm is consistent, the output C must be such a clustering. This result can therefore be contrasted to the results contained, e.g., in [23] about the equivalence between clustering distances, specifically Theorem 26 therein. Translated into our notation, that result reads as follows:
. Our Theorem 2 is thus sharper but, unlike the one in [23] , it does not apply to any possible pairs of clusterings C and D, for in our case C is selected as a function of D.
Learning to Cluster
Suppose now that our clustering algorithm has at its disposal a side information graph G, and a training set S of size m. Training set S is drawn at random from V 2 , and is labeled according to a similarity matrix Y representing a clustering D = {D 1 , . . . , D k } with cluster sizes d i = |D i |, i = 1, . . . , k, and having resistance-weighted cutsize Φ R G (Y ). A Laplacian-regularized Matrix Winnow algorithm [29] , as presented in [10] , is an online algorithm that sweeps over S only once, and is guaranteed to make O(Φ R G log 3 n) many mistakes in expectation (see Theorem 5 therein). In turn, this algorithm can be used within an online-to-batch conversion wrapper, like the one mentioned in [11] , or the one in [5] to produce a similarity graph (V, P) (which need not be a clustering) such that
Algorithm 2 The Simple Agglomerative Clustering Algorithm. Input: Item set V = {1, . . . , n}; training set S.
1. Initialization: C = {{1}, . . . , {n}} ; 2. For any v ∈ V , let C v denote the cluster of C containing v ; 3. For each (v, w) ∈ S:
Output: Clustering C .
Then, in order to produce a "good" clustering C out of P, we can apply RGCA to input (V, P).
Invoking Theorem 1, we conclude that
The training time of the whole procedure is dominated by the O(n 3 ) time per round required by Matrix Winnow, which is thus O(mn 3 ). In what follows, we take a more direct (and time-efficient) route to obtain alternative statistical guarantees in the simplest case when the side-information graph is absent.
Algorithm 2 displays the pseudocode of SACA (Simple Agglomerative Clustering Algorithm). SACA takes as input the item set V and a training set S. The algorithm operates as follows. It starts by assigning a different cluster to each vertex in V , and sequentially inspects each (v, w), y v,w ∈ S aiming to merge clusters. In particular, whenever v and w currently fall into different clusters but y v,w = 1, the two clusters are merged, as in a standard agglomerative clustering procedure. Finally, SACA outputs the clustering C so computed. Notice that, unlike the Matrix Winnow-based algorithm, no side-information in the form of a graph over V is exploited.
The following theorem quantifies the performance of SACA.
Theorem 3. Given similarity matrix Y encoding a clustering over V with k clusters, SACA returns a clustering C such that ER(C, Y ) is bounded as
the expectation being over a random draw of S.
It is instructive to compare the upper bounds contained in Theorem 3 to the one in Eq. (2). The two bounds are in general incomparable. While Φ R G is always at least as large as k − 1 (recall that G is connected), the bound in Theorem 3 does also depend in a detailed way on the sizes d i of the underlying clustering D. For instance, if d i = n/k for all i then (2) is sharper in the presence of informative side-information than the bound in Theorem 3. This is because, up to log factors, the resulting bound is of order n k m Φ R G which is no larger than the bound in Theorem 3 since k − 1 ≤ Φ R G ≤ n − 1. Thus in the case of maximally informative side-information (Φ R G = Θ(k)) and balanced cluster sizes the bound is improved by a factor of k n . On the other hand, SACA is definitely much faster than the Matrix Winnow-based algorithm since, apart from the random spanning tree construction, it only takes O((n + m) log * n) time to run if implemented via standard (union-find) data-structures, where log * n is the iterated logarithm of n.
We complement the two upper bounds with the following lower bound result, showing that the dependence of ER(, ) on Φ R G (or k) cannot be eliminated. 
Conclusions and Ongoing Research
We have investigated the problem of learning a clustering over a finite set from pairwise training data and side-information data. Two routes have been followed to tackle this problem: i. a direct route, where we exhibited a specific algorithm, called SACA, operating without side information graph, and ii. an indirect route that steps through a reduction, called RGCA, establishing a tight bridge between two clustering metrics, that takes the side-information graph into account. We provided two misclassification error analyses in the case when the source of similarity data is consistent with a given clustering, and complemented these analyses with an involved construction delivering an almost matching lower bound.
Two extensions we are currently exploring are: i. extending the underlying statistical assumptions on data (e.g., sampling distribution-free guarantees) while retaining running time efficiency, and ii. studying other learning regimes, like active learning, under similar or broader statistical assumptions as those currently in this paper.
A Proofs

A.1 Proof of Theorem 1
The following two lemmas are an immediate consequence of the triangle inequality for DIST. Lemma 5. Let a, b ∈ [0, 1] be such that a + b ≥ 3/2, and sets U, W, X, Y, Z satisfy
Proof. We can write
, the last inequality using the assumption a + b ≥ 3/2. This concludes the proof. 
Proof. We can write 
The following definition will be useful. Definition 7. A b-anomaly in the similarity graph (V, P) is a vertex v ∈ V for which
. We denote by Λ b the set of all anomalies. A centered round of RGCA is any t ≤ in which N t (α t ) ⊆ Λ b . We denote by Ω b the set of all centered rounds. A centered label is any class i ∈ {1, . . . , k} such that D i ⊆ Λ b . We denote by ∆ b the set of all centered labels. Lemma 8. For any round t ≤ , there exists a class j ∈ {1, . . . , k} such that for every vertex
Proof. Suppose, for the sake of contradiction, that we have v, w ∈ N t (α t ) with v, w / ∈ Λ b and
Since v, w ∈ N t (α t ), by the way graph (V, Q) is constructed, we have both DIST 
We are therefore in a position to apply Lemma 5 verbatim, from which we have DIST(Y, Z) ≥ 1 − b, i.e., w ∈ Λ b . This is a contradiction, which implies the claimed result.
Lemma 8 allows us to make the following definition. Definition 9. Given a centered round t ∈ Ω b , we define γ(t) to be the unique class j such that for every vertex v ∈ N t (α t ) \ Λ b we have µ D (v) = j. Lemma 10. For any round t ≤ and vertices v, w ∈ A t with v / 
Lemma 12. For any centered round
Proof. Since t ∈ Ω b there must exist a vertex v ∈ N t (α t ) with v / ∈ Λ b , so let us consider such a v. Note that by the way the algorithm works, we have
Now suppose we have some vertex w ∈ (A t+1 ∩ D γ(t) ) \ Λ b . For the sake of contradiction, let us assume that w / ∈ N t (v). Then w ∈ A t+1 implies w ∈ A t which, combined with Lemma 10 together with the fact that µ D (v) = γ(t) = µ D (w), implies that w ∈ Λ b , which is a contradiction. Hence we must have w ∈ N t (v). Moreover, since w ∈ A t+1 we must have w / ∈ N t (α t ). We have hence shown
Combining with (4) concludes the proof.
We now turn to considering centered labels. Lemma 13. For any centered label i ∈ ∆ b there exists some round t ≤ such that γ(t) = i.
Lemma 13 allows us to make the following definition. Definition 14. Given a centered label i ∈ ∆ b , we define ψ(i) := min{t : γ(t) = i}. Lemma 15. For any centered label i ∈ ∆ b , we have
Proof. Suppose, for contradiction, that there exists some v ∈ D i \ Λ b with v / ∈ A ψ(i) . Then, by definition of A ψ(i) there exists some round t o < ψ(i) with v ∈ C t o . As v / ∈ Λ b we have t o ∈ Ω b and, by Lemma 8 
which, due to the condition t o < ψ(i), contradicts the fact that ψ(i) := min{t : γ(t) = i}.
Lemma 16. For any centred label
Proof. Suppose we have some v ∈ D i \ C ψ(i) , and let us separate the two cases:
By Lemma 12 the number of such vertices v is hence upper bounded by |C ψ(i) ∩ Λ b |.
Case (ii). In this case, we simply have that v ∈ D i ∩ Λ b , so the number of such vertices v is upper bounded by |D i ∩ Λ b |.
Putting the two cases together gives us
Having established the main building blocks of the behavior of RGCA, we now turn to quantifying the resulting connection between ER and HA. To this effect, we start off by defining a natural map Υ associated with the clustering {C 1 , . . . , C } generated by RGCA, along with a corresponding accuracy measure. Definition 17. The map Υ : {D 1 , . . . , D k } → {C 1 , . . . , C } is defined as follows:
We have the following lemma.
On the other hand, for i ∈ ∆ b we have Υ(D i ) = C ψ(i) so that, by Lemma 16, we can write
Hence, in both cases, for all i ∈ {1, . . . , k} we have
Now, both {D 1 , . . . , D k } and {Υ(D 1 ), . . . , Υ(D k )} are a partition of V , implying
Plugging back into (5) yields the claimed result.
Next, observe that, by its very definition, HA(P, D) can be rewritten as
Lemma 19. We have
Proof. Fix class i ∈ {1, . . . , k} and vertex
thereby concluding that for all fixed i
Thus, from (6) , and the fact that Λ b ⊆ V the result immediately follows.
Lemma 20. The number |Λ b | of b-anomalies can be upper bounded as
Proof. For any j = 1, . . . , k we can write
so all that is left to prove is that the last sum in the right-hand side is at most
where the last inequality derives from Lemma 19. This concludes the proof.
We are now ready to combine to above lemmas into the proof of Theorem 1.
Proof. (Theorem 1) Direct from Lemmas 18 and 20 we have
We then optimize for b by selecting b = 1+a 2 , and then for a by setting a = 2/3, so as to fulfil conditions (3). The result follows by the fact that ER(C, D) ≤ M(Υ), for ER(C, D) is a minimum over all possible cluster maps D → C, while Υ is just the one in Definition 17.
A.2 Proof of Theorem 2
Proof. For ease of proof, we assume that d j is even for all j (adapting the proof to the general case is trivial). We consider two cases:
For the first case we choose, for every j = 1, . . . , k, sets P + j and P − j such that |P
We then construct the similarity graph (V, E P ), where clustering P is made up of the 2k clusters {P + j : j = 1, . . . , k} ∪ {P − j : j = 1, . . . , k}. Since the algorithm is consistent, we must have C = P. Now, let f be an injection from D to C, and consider any j = 1, . . . , k. If
Since f is arbitrary, this shows that ER(C, D) ≥ n 2 . Moreover, we observe that the only incorrect similarity/dissimilarity predictions of P with respect to D are those between P + j and P − j , for every j, which gives us 2|P
, which is no greater than σ, thereby completing the proof for the first case. We now turn to the second case. Let j o ∈ {1, . . . , k} be such that
and ω := σ − 1 2
We choose, for every j < j o , sets P + j and P − j such that |P
We construct the similarity graph (V, E P ), where clustering P is made up of the k + j o clusters
Again, since the algorithm is consistent, we must have C = P. As before, let f be an arbitrary injection from D to C, and consider any
Finally, notice that the only incorrect similarity/dissimilarity predictions of P with respect to D are those between P + j and P − j , for every j < j o , and those between X and Y , which gives us 
which is in turn bounded from above by σ. This completes the proof for the second case.
The following simple lemma is of preliminary importance for the proof of Theorem 3. Lemma 21. Let H = (V, E) be an Erdos-Renyi G(n, p) graph. For each subgraph H (V , E ) ⊆ H with n = |V | nodes, when p = λ log n n the following separation property holds: As n approaches infinity, the expected number z of isolated vertices in G equals (n ) 1−λ . Furthermore, in the special case when n = Proof. In order to prove these properties, it suffices to observe that, given any node in V , the probability that it is isolated in G is equal to (1−p) n −1 , which in turn is equal to e −λ log n = (n ) 
A.3 Proof of Theorem 3
Proof. Let G = (V, E ) denote the undirected graph whose edge set E is made up of all pairs of vertices drawn in S. Since S is drawn uniformly at random, G turns out to be an Erdos-Renyi graph G (n, p).
Setting λ = 2 in Lemma 21, we have that for all clusters C ∈ C such that 2 log |C| |C| ≤ p, cluster C can be completely detected by SACA (line 3 in Algorithm 2), with probability at least 1 |C| . Hence, the expected number of misclassification errors made when detecting such clusters is upper bounded by 1 per cluster. In order to satisfy the assumption 2 log |C| |C| ≤ p, the size of these clusters must be equal to a value τ = Ω (ρ log ρ), where we set ρ = 1 p . Finally, we can conclude the proof observing that the total number of misclassification errors is bounded in expectation by the sum of the following two quantities: (i) the number of clusters larger than τ , which in turn is bounded by k, and (ii) the total number of nodes belonging to the clusters smaller or equal to τ , which in turn is bounded by kτ :
thereby concluding the proof.
A.4 Proof of Theorem 4
Proof. As in the proof of Theorem 3, we denote by G = (V, E ) the undirected graph whose edge set E is made up of all pairs of vertices drawn in the training set S. Since S is drawn uniformly at random, G turns out to be an Erdos-Renyi graph.
The basic idea in this proof is to construct a collection H of z disjoint subsets of V , call them H 1 , H 2 . . . , H z , and, for all j ∈ {1, . . . , z}, to randomly label all nodes of each subset H j using only a pair of classes of {1, . . . , k}. These z pairs of classes must be distinct and disjoint. The random labeling is accomplished in such a way that no algorithm can exploit the training set nor the information carried by G to guess how each H j is labeled, while we always guarantee Φ R G (Y ) ≤ b. More specifically, H is created so as to satisfy the following three properties:
Property (i) For all j = 1, . . . , z, no pair of nodes in H j are connected by an edge in the training graph representation G , i.e. for each pair of nodes u, v ∈ H j , we have (u, v) ∈ S.
Property (ii) Consider any possible vertex labeling from {1, . . . , k} of all sets in H that uses at most k − 1 classes, say 1, . . . , k − 1. Then if we assign label k (which is never used for vertices in the sets of H j , to all the remaining nodes in V , i.e. those in V \ ∪ z j=1 H j , we can always ensure that Φ R B ≤ b. Property (iii) For all j = 1, . . . , z, we have that the expected size of H j (over the random draw of the training set S) is larger than Figure 1 provides a pictorial explanation of the randomized labeling strategy we are going to describe.
We now describe in detail the randomized labeling strategy (a randomized similarity matrix Y representing a clustering with k clusters), and derive a lower bound for E Y [ER(C, Y )] when H satisfies all of the above properties.
