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5I. INTRODUCTION
The first evidence for D0−D0 mixing, which had been
sought for more than two decades since it was first pre-
dicted [1], was obtained by BABAR [2] and Belle [3] in
2007. These results were rapidly confirmed by CDF [4].
The techniques utilized in those analyses and more re-
cent, much higher statistics LHCb analyses [5–7] do not
directly measure the normalized mass and the width
differences of the neutral D eigenstates, x and y. In
contrast, a time-dependent amplitude analysis of the
Dalitz-plot (DP) of neutral D mesons decaying into self-
conjugate final states provides direct measurements of
both these parameters. This technique was introduced
using D0 → K0Spi−pi+ decays by the CLEO collabora-
tion [8], and the first measurement by the Belle Col-
laboration [9] provided stringent constraints on the mix-
ing parameters. More recent measurements with this fi-
nal state by the BABAR and Belle collaborations [10, 11]
contribute significantly to the Heavy Flavor Averaging
Group (HFAG) global fits that determine world average
mixing and CP violation parameter values [12].
This paper reports the first measurement of mixing
parameters from a time-dependent amplitude analysis
of the singly Cabibbo-suppressed decay D0 → pi+pi−pi0.
The inclusion of charge conjugate reactions is implied
throughout this paper. No measurement of CP violation
is attempted as the data set lacks sufficient sensitivity
to be interesting. The D0 candidates are selected from
D∗(2010)+ → D0pi+s decays where the D0 flavor at pro-
duction is identified by the charge of the slow pion, pi+s .
The D0 and D0 meson flavor eigenstates evolve and
decay as mixtures of the weak Hamiltonian eigenstates
D1 and D2 with masses and widths m1,Γ1 and m2,Γ2,
respectively. The mass eigenstates can be expressed as
superpositions of the flavor eigenstates, |D1,2〉 = p
∣∣D0〉±
q
∣∣D0〉 where the complex coefficients p and q satisfy
|p|2+|q|2 = 1. The mixing parameters are defined as nor-
malized mass and width differences, x ≡ (m1 −m2)/ΓD
and y ≡ (Γ1 − Γ2)/2ΓD. Here, ΓD is the average decay
width, ΓD ≡ (Γ1 + Γ2)/2. These mixing parameters ap-
pear in the expression for the decay rate at each point
(s+, s−) in the D
0 decay Dalitz-plot at the decay time
t, where s± ≡ m2(pi±pi0). For a charm meson tagged at
t = 0 as a D0, the decay rate is proportional to
∣∣M(D0)∣∣2 ∝ 1
2
e−ΓDt
{
|Af |2 [cosh (yΓDt) + cos (xΓDt)]
+
∣∣∣∣qpAf
∣∣∣∣
2
[cosh(yΓDt)− cos(xΓDt)]
− 2
[
Re
(
q
p
A∗fAf
)
sinh(yΓDt)
−Im
(
q
p
A∗fAf
)
sin(xΓDt)
]}
, (1)
where f represents the pi+pi−pi0 final state that is com-
monly accessible to decays of both flavor eigenstates, and
Af and Af are the decay amplitudes for D
0 and D0 to
final state f . The amplitudes are functions of position
in the DP and are defined in our description of the fit-
ting model in Sec. IVA Eq. (3). In Eq. (1), the first
term is the direct decay rate to the final state f and
is always the dominant term for sufficiently small decay
times. The second term corresponds to mixing. Initially,
the cosh(yΓDt) and cos(xΓDt) contributions to this term
cancel, but over time the cosh(yΓDt) contribution can be-
come dominant. The third term is the interference term.
It depends explicitly on the real and imaginary parts of
A∗fAf and on the real and imaginary parts of q/p. As
for the mixing rate, the interference rate is intially zero,
but it can become important at later decay times. The
variation of the total decay rate from purely exponential
depends on the relative strengths of the direct and mixing
amplitudes, their relative phases, the mixing parameters
x and y, and on the magnitude and phase of q/p. HFAG
reports the world averages to be x = (0.49+0.14−0.15)% and
y = (0.61± 0.08)% assuming no CP violation [12].
In this time-dependent amplitude analysis of the DP,
we measure x, y, τD ≡ 1/ΓD, and resonance parame-
ters of the decay model. At the level of precision of this
measurement, CP violation can be neglected. Direct CP
violation in this channel is well constrained [13], and in-
direct CP violation due to q/p 6= 1 is also very small, as
reported by HFAG [12]. We assume no CP violation, i.e.,
q/p = 1, and Af (s+, s−) = Af (s−, s+).
This paper is organized as follows: Section II discusses
the BABAR detector and the data used in this analysis.
Section III describes the event selection. Section IV
presents the model used to describe the amplitudes in
the DP and the fit to the data. Section V discusses and
quantifies the sources of systematic uncertainty. Finally,
the results are summarized in Sec. VI.
II. THE BABAR DETECTOR AND DATA
This analysis is based on a data sample corresponding
to an integrated luminosity of approximately 468.1 fb−1
recorded at, and 40MeV below, the Υ (4S) resonance
by the BABAR detector at the PEP-II asymmetric en-
ergy e+e− collider [14]. The BABAR detector is described
in detail elsewhere [15, 16]. Charged particles are mea-
sured with a combination of a 40-layer cylindrical drift
chamber (DCH) and a 5-layer double-sided silicon vertex
tracker (SVT), both operating within the 1.5 T mag-
netic field of a superconducting solenoid. Information
from a ring-imaging Cherenkov detector is combined with
specific ionization (dE/dx) measurements from the SVT
and DCH to identify charged kaon and pion candidates.
Electrons are identified, and photons measured, with a
CsI(Tl) electromagnetic calorimeter. The return yoke of
the superconducting coil is instrumented with tracking
chambers for the identification of muons.
6III. EVENT SELECTION
We reconstruct D∗+ → D0pi+s decays coming from
e+e− → cc in the channel D0 → pi+pi−pi0. D∗+ can-
didates from B-meson decays are disregarded due to
high background level. The pion from the D∗+ de-
cay is called the “slow pion” (denoted pi+s ) because of
the limited phase space available. The mass difference
of the reconstructed D∗+ and D0 is defined as ∆m ≡
m
(
pi+pi−pi0pi+s
) − m (pi+pi−pi0). Many of the selection
criteria and background veto algorithms discussed below
are based upon previous BABAR analyses [17, 18].
To select well-measured slow pions, we require that the
pi+s tracks have at least 10 hits measured in the DCH;
and we reduce backgrounds from other non-pion tracks
by requiring that the dE/dx values reported by the SVT
and DCH be consistent with the pion hypothesis. The
Dalitz decay pi0 → γe+e− produces background when we
misidentify the e+ as a pi+s . We reduce such background
by trying to reconstruct an e+e− pair using the candidate
pi+s track as the e
+ and combine it with a γ. If the e+e−
vertex is within the SVT volume and the invariant mass
is in the range 115 < m (γe+e−) < 155MeV, then the
event is rejected. Real photon conversions in the detec-
tor material are another source of background in which
electrons can be misidentified as slow pions. To identify
such conversions, we first create a candidate e+e− pair
using the slow pion candidate and an identified electron,
and perform a least-squares fit. The event is rejected
if the invariant mass of the putative pair is less than
60MeV and the constrained vertex position is within the
SVT tracking volume.
We require that the D0 and pi+s candidates originate
from a common vertex, and that the D∗+ candidate orig-
inates from the e+e− interaction region (beam spot). A
kinematic fit to the entire decay chain is performed with
geometric constraints at each decay vertex. In addition,
the γγ and pi+pi−pi0 invariant masses are constrained to
be the nominal pi0 and D0 masses, respectively [13]. The
χ2 probability of the D∗+ fit must be at least 0.1%.
About 15% of events with at least one candidate satis-
fying all selection criteria (other than the final D0 mass
and Deltam cuts described below) have at least two such
candidates. In these events, we select the candidate with
the smallest χ2 value.
To suppress misidentifications from low-momentum
neutral pions, we require the laboratory momentum of
the pi0 candidate to be greater than 350 MeV. The recon-
structed D0 proper decay time t, obtained from our kine-
matic fit, must be within the time window −2 < t < 3 ps
and have an uncertainty σt < 0.8 ps. Combinatorial
and B meson decay background is removed by requir-
ing p∗(D0) > 2.8GeV, where p∗ is the momentum mea-
sured in the e+e− center-of-mass frame for the event.
The reconstructed D0 mass must be within 15 MeV of
the nominal D0 mass [13] and the reconstructed ∆m
must be within 0.6 MeV of the nominal D∗+–D0 mass
difference [13]. After imposing all other event selec-
tion requirements as mentioned earlier, these p∗(D0), σt,
m(pi+pi−pi0), and ∆m criteria were chosen to maximize
the significance of the signal yield obtained from a 2D-fit
to the m,∆m plane of data, where the significance was
calculated as S/
√
S +B with S and B as the numbers
of signal and background events, respectively.
The signal probability density functions (PDFs) in
bothm and ∆m are each defined as the sum of two Gaus-
sian functions. Them(pi+pi−pi0) background distribution
is parameterized by the sum of a linear function and a sin-
gle Gaussian, which is used to model the D0 → K−pi+pi0
contribution when we misidentify the kaon track as a
pion. We use a threshold-like function [19] to model the
∆m background as a combination of realD0 mesons with
random slow pion candidates near kinematic threshold.
For many purposes, we use “full” Monte Carlo (MC)
simulations in which each data set is roughly the same
size as that observed in the real data and the background
is a mixture of bb, cc, τ+τ− and uu/dd/ss events scaled to
the data luminosity. The signal MC component is gener-
ated with four combinations of x = ±1%, y = ±1%. We
create four samples for each set of mixing values except
x = y = +1% which has ten samples.
Based upon detailed study of full MC events, we have
identified four specific misreconstructions of the D0 can-
didate that we can safely remove from the signal region
without biasing the measured parameters. The first mis-
reconstruction creates a peaking background in the cor-
ner of the DP when the K− daughter of a D0 → K−pi+
decay is misidentified as a pion. To veto these events, we
assign the kaon mass hypothesis for the pi+pi− candidates
and calculate the m(K−pi+) invariant mass. We remove
more than 95% of these mis-reconstructions by requiring∣∣m(K−pi+)−m(D0)∣∣ > 20 MeV.
The second mis-reconstruction occurs when theD0 sig-
nal candidate shares one or more tracks with a D0 →
K−pi+pi0 decay. To veto these decays, we create a list of
all D0 → K−pi+pi0 candidates in the event that satisfy∣∣m(K−pi+pi0)−m(D0)∣∣ < 20 MeV, |∆m−∆mPDG| < 3
MeV, and χ2veto < 1000, where
χ2veto(m,∆m) =
(
m(K−pi+pi0)−mPDG(D0)
σm
)2
+
(
∆m−∆mPDG
σ∆m
)2
, (2)
where mPDG denotes the nominal value for the mass
taken from Ref. [13] and σm (σ∆m) is the m (∆m) un-
certainty reported by the fit. Such an additional veto
is applied for the specific case when the pi+pi0 from a
D0 → K−pi+pi0 decay is paired with a random pi− to
form a signal candidate. We can eliminate more than
95% of these mis-reconstructions by finding the K− can-
didate in the event that yields a m(K−pi+pi0) invari-
ant mass closest to the nominal D0 mass and requir-
ing
∣∣m(K−pi+pi0)−m(D0)∣∣ > 40MeV. The background
fromD0 → K−pi+pi0 due to misidentifying the kaon track
7as a pion falls outside the signal region mass window and
is negligible.
The third mis-reconstruction is the peaking back-
ground when the pi+pi− pair from aD0 → K0
S
pi+pi− decay
is combined with a random pi0 to form a signal candi-
date. To veto these events, we combine the pi+pi− from a
D0 → pi+pi−pi0 candidate with K0
S
→ pi+pi− candidates
in the same event and require
∣∣m(K0
S
pi+pi−)−m(D0)∣∣ >
20 MeV for each.
The fourth mis-reconstruction is pollution from D0 →
K0
S
pi0 → (pi+pi−)pi0 decay. Although a real D0 decay,
its amplitude does not interfere with those for “prompt”
D0 → pi+pi−pi0. We eliminate ∼ 99% of these events by
removing candidates with 475 < m(pi+pi−) < 505MeV.
The K0
S
veto also removes other potential backgrounds
associated with K0
S
decays.
Figure 1 shows the m(pi+pi−pi0) and ∆m distributions
of D0 candidates passing all the above requirements ex-
cept for the requirement on the shown variable. We relax
the requirements on ∆m and m(pi+pi−pi0) to perform a
2D-fit in the m(pi+pi−pi0)–∆m plane, whose projections
are also shown in Fig. 1. The fit determines that about
91% of the ∼ 138,000 candidates satisfying all selection
requirements (those between the dashed lines in Fig. 1),
including those for m(pi+pi−pi0) and ∆m cuts, are signal.
IV. MEASUREMENT OF THE MIXING
PARAMETERS
A. Fit Model
The mixing parameters are extracted through a fit to
the DP distribution of the selected events as a function of
time t. The data is fit with a total PDF which is the sum
of three component PDFs describing the signal, “broken-
charm” backgrounds, and combinatorial background.
The signal DP distribution is parametrized in terms
of an isobar model [20–22]. The total amplitude is a
coherent sum of partial waves Wk with complex weights
ck,
Af (s−, s+) = Af (s+, s−) =
∑
k
ckWk(s+, s−) , (3)
where Af and Af are the final state amplitudes in-
troduced in Eq. (1). Our model uses relativistic
Breit-Wigner functions each multiplied by a real spin-
dependent angular factor using the same formalism with
the Zemach variation as described in Ref. [23] for Wk,
and constant WNR = 1 for the non-resonant term. As in
Ref. [23], Wk also includes the Blatt-Weisskopf form fac-
tors with the radii of D0 and intermediate resonances set
at 5 GeV−1 and 1.5 GeV−1, respectively. The CLEO col-
laboration modeled the decay as a coherent combination
of four amplitudes: those with intermediate ρ+, ρ0, ρ−
resonances and a uniform non-resonant term [24]. This
form works well to describe lower statistics samples. In
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FIG. 1: (Color online). (a) The reconstructed D0 mass dis-
tribution of data (dots) with its fit projection (blue line), re-
quiring |∆m−∆mPDG| < 0.6 MeV; (b) The ∆m distribution
of data (dots) with its fit projection (blue line), requiring∣
∣m(pi+pi−pi0)−mD0
∣
∣ < 15 MeV. The underlying histograms
shown in shaded bands represent contributions from differ-
ent background categories defined in Section IV. The vertical
dashed lines mark the actual m(pi+pi−pi0) or ∆m requirement
for the DP analysis.
this analysis we use the model we developed for our
higher statistics search for time-integrated CP viola-
tion [18], which also includes other resonances as listed in
Table I. The partial wave with a ρ+ resonance is the refer-
ence amplitude. The true decay time distribution at any
point in the DP depends on the amplitude model and the
mixing parameters. We model the observed decay time
distribution at each point in the DP as an exponential
with average decay time coming from the mixing formal-
ism (Eq. (1)) convolved with the decay time resolution,
modeled as the sum of three Gaussians with widths pro-
portional to σt and determined from simulation. As the
ability to reconstruct t varies with the position in the
DP, our parameterization of the signal PDF includes σt
functions that depend on m2(pi+pi−), defined separately
in six ranges, each as an exponential convolved with a
Gaussian. Efficiency variations across the Dalitz-plot are
modeled by a histogram obtained from simulated decays
8generated with a uniformly populated phase space.
In addition to correctly reconstructed signal decay
chains, a small fraction of the events, < 1%, contain
D0 → pi+pi−pi0 (D0 → pi+pi−pi0) decays which are cor-
rectly reconstructed, but then paired with false slow pion
candidates to create fake D∗+ (D∗−) candidates. As
these are real D0 decays, their DP and decay time dis-
tributions are described in the fit assuming a randomly
tagged flavor. The total amplitude for this contribution
is A′f (s+, s−) = fRSAf (s+, s−) + (1 − fRS)Af (s−, s+),
where fRS is the “lucky fraction” that we have a fake slow
pion with the correct charge. As roughly half of these
events are assigned the wrongD flavor, we set fRS = 50%
in the nominal fit. We later vary this fraction to deter-
mine a corresponding systematic uncertainty.
Backgrounds from mis-reconstructed signal decays and
other D0 decays are referred to as “broken-charm”. In
the fit, the Dalitz-plot distribution for this category is
described by histograms taken from the simulations. The
decay time distributions are described by the sum of two
exponentials convolved with Gaussians whose parameters
are taken from fits to the simulations.
We use sideband data to estimate combinatorial back-
ground. The data are taken from the sidebands with
m
(
pi+pi−pi0
)
< 1.80GeV or m
(
pi+pi−pi0
)
> 1.92GeV,
and outside of the region 0.144 < ∆m < 0.147 GeV,
where most of the broken-charm background events re-
side. The weighted sum of the two sideband regions is
used to describe the combinatorial background in the sig-
nal region. The sideband weights and their uncertainties
are determined from full MC simulation. We model these
events in t similarly to the broken-charm category. The
decay time is described by the sum of two exponentials
convolved with Gaussians. As an ad hoc description of
σt between 0 and 0.8 ps, the σt function for the combi-
natorial background is an exponential convolved with a
Gaussian, but we use different values in six ranges of |t|.
The best-fit parameters are determined by an unbinned
maximum-likelihood fit. The central values for x and
y were blinded until the systematic uncertainties were
estimated. Because of the high statistics and the com-
plexity of the model, the fit is computationally intensive.
We have therefore developed an open-source framework
called GooFit [25] to exploit the parallel processing power
of graphical processing units. Both the framework and
the specific analysis code used in this analysis are pub-
licly available [26].
B. Fit Results
The time-integrated Dalitz-plot for the signal region
data is shown in Fig. 2(a). The amplitude parameters de-
termined by the fit described above are listed in Table I.
Our amplitude parameters and the associated fractions
are generally consistent with the previous BABAR results
based on a subset of our data [18]. The normalized dif-
ference between the signal DP and the model is shown
in Fig. 2(b). The m2(pi±pi0) and m2(pi+pi−) projections
of the data and model are shown in Fig. 2(c)–(e). Differ-
ences between the data and the fit model are apparent in
both the Dalitz-plot itself and the projections. Large pull
values are observed predominantly near low and high val-
ues of m2 in all projections. However, we understand the
origin of these discrepancies, and the systematic uncer-
tainties induced on the mixing parameters are small, as
discussed below. Our fit reports the raw mixing param-
eters as x = (2.08± 1.17)% and y = (0.14± 0.89)%. The
correlation coefficient between x and y is −0.6%. The
measured D0 lifetime is τD = (410.2± 3.8) fs, and agrees
with the world average of (410.1± 1.5) fs [13]. The cen-
tral values of x and y are later corrected by the estimated
fit biases as discussed in Sec. V.
V. SYSTEMATIC UNCERTAINTIES
Most sources of systematic uncertainty are studied by
varying some aspect of the fit, measuring the resulting
x and y values, and taking the full differences between
the nominal and the varied results as the corresponding
systematic uncertainty.
To study instrumental effects that may not be well-
simulated and are not covered in other studies, we divide
the data into four groups of disjoint bins and calculate
χ2 with respect to the overall average for each group for
both x and y. Within a group, each bin has roughly the
same statistics. Four bins of m(pi+pi−pi0) give χ2 = 3.9
(0.2) for x (y); five bins of each of D0 laboratory mo-
mentum plab, cos θ, and φ give χ
2 values of 1.5, 1.2, and
3.2 (5.9, 5.1, and 6.9) for x (y), respectively. Altogether,
the summed χ2 is 27.9 for ν = 37 degrees of freedom. Ig-
noring possible correlations, the p-value for the hypoth-
esis that the variations are consistent with being purely
statistical fluctuations around a common mean value is
≈ 85%. Therefore, we assign no additional systematic
uncertainties.
Table II summarizes the systematic uncertainties de-
scribed in detail below. Combining them in quadrature,
we find total systematic uncertainties of 0.56% for x and
0.46% for y.
As mentioned earlier, one source of background comes
from events in which the D0 is correctly reconstructed,
but is paired with a random slow pion. We assume the
lucky fraction fRS to be exactly 50% in the nominal fit.
To estimate the uncertainty associated with this assump-
tion, we vary the fraction from 40% to 60% and take the
largest variations as an estimate of the uncertainty.
The detector resolution leads to correlations between
reconstructed D0 mass and the decay time, t. We divide
the sample into four ranges of D0 mass with approxi-
mately equal statistics and fit them separately; we find
the variations consistent with statistical fluctuations. Be-
cause the average decay time is correlated with the re-
constructed D0 mass, we refit the data by introducing
separate time resolution functions for each range, allow-
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FIG. 2: (Color online). The (a) Dalitz-plot and (b) difference between the Dalitz-plot and fit model prediction normalized by
the associated statistical uncertainty in each bin, both time-integrated for the data. Also shown underneath are the projections
of (c) m2
pi+pi0
, (d) m2
pi−pi0
, and (e) m2
pi+pi−
for our data (points) and fit model (blue solid lines), together with the fit residuals
normalized by the associated statistical uncertainties. The PDF components for signal (red dotted) and background (green
dashed) events are shown. Note the narrow gap in (e) due to the K0S veto.
ing the sets of parameters to vary independently. The
associated systematic uncertainties are taken as the dif-
ferences from the nominal values.
The DP distribution of the signal is modeled as a co-
herent sum of quasi-two-body decays, involving several
resonances. To study the sensitivity to the choice of
the model, we remove some resonances from the coher-
ent sum. To decide if removing a resonance provides a
“reasonable” description of the data, we calculate the χ2
of a fit using an adaptive binning process where each
bin contains at least a reasonable number of events so
that its statistical uncertainty is well determined. With
1762 bins, the nominal fit has χ2 = 2794. We separately
drop the four partial waves that individually increase χ2
by less than 80 units: f0(1370), f0(1500), f0(1710), and
ρ(1700). We take the largest variations as the systematic
uncertainties. The other partial waves individually when
removed produce ∆χ2 > 165. Additional uncertainties
from our amplitude model due to poor knowledge of the
mass and width of f0(500) are accounted for by float-
ing the mass and width of f0(500) in the fit to data and
taking the variations in x and y. The default resonance
radius used in the Breit-Wigner resonances in the isobar
components is 1.5 GeV−1, as mentioned earlier. We vary
it in steps of 0.5 GeV−1 from a radius of 0 to 2.5 GeV−1
and again take the largest variations.
The efficiency as a function of position in the DP in
the nominal fit is modeled using a histogram taken from
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TABLE I: Results of the fit to the D0 → pi+pi−pi0 sample showing each resonance amplitude magnitude, phase, and fit fraction
fr ≡
∫
|ckAk (s+, s−)|
2
ds−ds+. The uncertainties are statistical only. We take the mass (width) of the f0(500) to be 500 (400)
MeV. In the fit, all resonance masses and widths are fixed to the listed values, which are taken from earlier world averages
produced by the Particle Data Group [13].
Resonance parameters Fit to data results
State JPC Mass (MeV) Width (MeV) Magnitude Phase (◦) Fraction fr (%)
ρ(770)+ 1−− 775.8 150.3 1 0 66.4±0.5
ρ(770)0 1−− 775.8 150.3 0.55±0.01 16.1±0.4 23.9±0.3
ρ(770)− 1−− 775.8 150.3 0.73±0.01 −1.6±0.5 35.6±0.4
ρ(1450)+ 1−− 1465 400 0.55±0.07 −7.7±8.2 1.1±0.3
ρ(1450)0 1−− 1465 400 0.19±0.07 −70.4±15.9 0.1±0.1
ρ(1450)− 1−− 1465 400 0.53±0.06 8.2±6.7 1.0±0.2
ρ(1700)+ 1−− 1720 250 0.91±0.15 −23.3±10.3 1.5±0.5
ρ(1700)0 1−− 1720 250 0.60±0.13 −56.3±16.0 0.7±0.3
ρ(1700)− 1−− 1720 250 0.98±0.17 78.9±8.5 1.7±0.6
f0(980) 0
++ 980 44 0.06±0.01 −58.8±2.9 0.3±0.1
f0(1370) 0
++ 1434 173 0.20±0.03 −19.6±9.5 0.3±0.1
f0(1500) 0
++ 1507 109 0.18±0.02 7.4±7.4 0.3±0.1
f0(1710) 0
++ 1714 140 0.40±0.08 42.9±8.8 0.3±0.1
f2(1270) 2
++ 1275.4 185.1 0.25±0.01 8.8±2.6 0.9±0.1
f0(500) 0
++ 500 400 0.26±0.01 −4.1±3.7 0.9±0.1
NR 0.43±0.07 −22.1±11.7 0.4±0.1
TABLE II: Summary of systematic uncertainties. The various
sources are added in quadrature to find the total systematic
uncertainty.
Source x [%] y [%]
“Lucky” false slow pion fraction 0.01 0.01
Time resolution dependence
0.03 0.02on reconstructed D0 mass
Amplitude-model variations 0.31 0.12
Resonance radius 0.02 0.10
DP efficiency parametrization 0.03 0.03
DP normalization granularity 0.03 0.04
Background DP distribution 0.21 0.11
Decay time window 0.18 0.19
σt cutoff 0.01 0.01
Number of σt ranges 0.11 0.26
σt parametrization 0.05 0.03
Background-model MC time
0.06 0.11distribution parameters
Fit bias correction 0.29 0.02
SVT misalignment 0.20 0.23
Total 0.56 0.46
events generated with a uniform phase space distribution.
As a variation, we parameterize the efficiency using a
third-degree polynomial in s+, s− and take the difference
in mixing parameters as the uncertainty in the efficiency
model. Normalization over the DP is done numerically
by evaluating the total PDF on a 120× 120 grid. To find
the sensitivity to the accuracy of the normalization inte-
gral, we vary the granularity of the grid from 120× 120
to 240 × 240 and take the largest variations as system-
atic uncertainties. The combinatorial background in the
DP is modeled by sideband data summed according to
weights taken from simulation. We repeat the fit using a
histogram taken from simulation and vary the weights by
±1 standard deviation. Additionally, we vary the num-
ber of bins used in the “broken-charm” histograms.
In the nominal fit, we consider events in the decay time
window between −2 and +3 ps, i.e. about −5 to +7 τD0 .
To test our sensitivity to high-|t| events, the window is
varied, with the low end ranging from −3.0 ps to −1.5 ps
and the high end ranging from 2.0 ps to 3.0 ps. We assign
an uncertainty of 0.18% to x and 0.19% to y, the largest
variations from this source. We vary the maximum al-
lowed uncertainty on the reconstructed decay time σt to
study the effect of poorly measured events. The nomi-
nal cutoff at 0.8 ps is relaxed to 1.2 ps in steps of 0.1
ps and we use the largest variations as the uncertainties
from this source. To account for the variation of σt across
the DP, the nominal fit has six different σt distributions,
one for each range of m2(pi+pi−). We reduce the num-
ber of ranges to two and increase it to eight, and use the
largest difference as the uncertainty associated with the
number of ranges. Additionally, instead of using a func-
tional form to describe the σt distribution in each range,
we repeat our nominal fit using a histogram taken from
simulation. This produces extremely small changes in the
measured mixing parameters; we take the full difference
as an estimate of the uncertainty.
In the nominal fit, the background components have
their decay time dependences modeled by the sums of two
exponentials convolved with Gaussians whose parameters
are fixed to values found from fits to simulated data. We
vary each parameter in sequence by ±1 standard devia-
tion and take the largest variations as estimates of the
systematic uncertainty.
Our fits combine two effects: detector resolution and
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efficiency. We ignore the migration of events which are
produced at one point in the DP and reconstructed at
another point; we parameterize detection efficiency from
simulated events, generated with a uniformly populated
DP using the observed positions, in the numerator. As
noted earlier, this leads to discrepancies between fit pro-
jections and data for simulated data which are very sim-
ilar to those observed for real data as observed in Fig. 2.
We believe this is due to ignoring the systematic migra-
tion of events away from the boundaries of phase space
induced by misreconstruction followed by constrained fit-
ting. We have further checked the migration effect by
fitting the data in a smaller DP phase space with all
the boundaries shifted 0.05 GeV2 inwards. In addition,
detector resolution leads to a correlation between recon-
structed D0 mass and t, also noted earlier. To estimate
the level of bias and systematic uncertainty introduced by
these factors, we studied the full MC samples described
in Section III. The fit results display small biases in x
and y. From the fit to each sample, we determine the
pull values for x and y, defined as the differences of fit-
ted and input values. We then correct for fit biases by
subtracting +0.58% from x and −0.05% from y where the
numerical values are the mean deviations from the gener-
ated values. The assigned systematic uncertainties are
half the shifts in each variable.
To test the sensitivity of our results to small un-
certainties in our knowledge of the precise positions of
the SVT wafers, we reconstruct some of our MC sam-
ples with deliberately wrong alignment files that produce
much greater pathologies than are evident in the data.
We again create background mixtures and fit these mis-
aligned samples. Four samples are generated, all with
x = y = +1%. Each sample has roughly the same mag-
nitude of effect caused by the five different misalignments
considered. As the misalignments used in this study are
extreme, we estimate the systematic uncertainties as half
of the averages of the absolute values of the shifts in x
and y.
VI. SUMMARY AND CONCLUSIONS
We have presented the first measurement of D0–D0
mixing parameters from a time-dependent amplitude
analysis of the decay D0 → pi+pi−pi0. We find x =
(1.5 ± 1.2 ± 0.6)% and y = (0.2 ± 0.9 ± 0.5)%, where
the quoted uncertainties are statistical and systematic,
respectively. The dominant sources of systematic uncer-
tainty can be reduced in analyses with larger data sets.
Major sources of systematic uncertainty in this measure-
ment include those originating in how we determine shifts
for detector misalignment and the choice of decay time
window. We estimated conservatively the former as it is
already small compared to the statistical uncertainty of
this measurement. The latter can be reduced by more
carefully determining the signal-to-background ratio as
a function of decay time. However, since the systematic
uncertainties are already small compared to the statisti-
cal uncertainties, we choose not to do so in this analysis.
Similar considerations suggest that systematic uncertain-
ties will remain smaller than statistical uncertainties even
when data sets grow to be 10 to 100 times larger in ex-
periments such as LHCb and Belle II.
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