Abstract. The use of a deterministic fractal-multifractal (FM) representation to model high-resolution rainfall time series via projections of fractal interpolating functions weighed by multifractal measures is reported. It is shown that the intrinsic shape and variability of an 8-hour Boston storm recorded every 15 s on October 25, 1980, may be encoded wholistically, employing the fractal geometric methodology. It is illustrated that the FM methodology provides very faithful descriptions of both major trends and small (noisy) fluctuations for this storm, resulting in preservation of not only classical statistical characteristics of the records but also rnultifractal and chaotic properties present in them. These results, and those for other storms, suggest that a stochastic framework for rainfall may be bypassed in favor of a deterministic representation based on projections.
In this work, a new procedure for the quantification of hydrologic (geophysical) phenomena is reviewed and a particular application to temporal rainfall for a high-resolution storm is given. The procedure to be used is the fractal-multifractal representation (FM), as introduced by Puente [1992 Puente [ , 1994 . The basis for developing such an approach is the fact that latest developments in physics recognize (1) the relevance of details in our ability to predict and (2) the possibility of describing apparently random sets by means of simple deterministic rules [e.g., Moon, 1987] .
The idea behind the FM approach is to think of the complex, jagged, and intricate hydrologic patterns as projections of fractal functions which are "illuminated" via simple multifractal measures. An important trait of the FM approach is that it is entirely deterministic. Also, it does not require any statistical assumptions such as stationarity or ergodicity or a minimal length for the records under study. As will be illustrated, the FM representation results in "random-looking" outcomes which are not random at all and which resemble actual rainfall (geophysical) records, not only in their appearance but also in {heir statistical, multifractal, and chaotic properties. This last point will be shown finding a FM approximation of an 8-hour storm recorded in Boston every 15 s.
The Fractal-Multifractal Approach
A large number of deterministic measures may be obtained using the FM methodology [Puente, 1992 [Puente, , 1994 . These measures dy are defined following a classical derived distributions approach, using a generic multifractal dx as the parent distribution and a fractal interpolating function f as the transformation (dy = dx o f-•). The two components that make up the 9onstruction, dx and f, and how they are combined are re- it is singular and contains (in the limit) infinitely many layers which correspond to intertwined Cantor sets in x. General deterministic multifractals may be constructed by splitting the mass into more than two pieces and by using different length scales [Mandelbrot, 1989] 
Yn-1/ ' and 0 -< I dnl < 1, for n = 1,..., N.
These previous equations allow solving for the parameters an, C n, e n, and fn in terms of the interpolating points' coordinates and the "free" scaling parameters dn. The fractal dimension D of the graph of an interpolating function is (1) D > D--1 1, if Eldnl > 1, and (2) 1 if 1, the solution of X;Idnla n -•ldnl -< 1 [Barnsley, 1988] . A great variety of derived measures are obtained by varying the parameters off and dx [Puente, 1992 [Puente, , 1994 . Depending on the nature of the fractal interpolating function, the following overall behavior is found. When the fractal dimension D is close to one, the derived measures are (1) singular (i.e., multifractal) and (2) not strictly self-similar nor self-atfine. As D grows from one to two, the measures (1) progressively become absolutely continuous (i.e., have a density) and (2) in the limit become Gaussian.
Given the relevance of multinomial multifractals to represent intermittent natural phenomena, [e.g., Meneveau and Sreenivasan, 1987; Sreenivasan, 1991] , the derived measures have a physical interpretation: They could be thought of as images or "projections" of turbulence. The seemingly random appearance and the complex intermittency of the measures dy (e.g., see Figure 1 ) represents the basis for trying to use the FM approach to model complex series, as the ones given by rainfall. It is worth emphasizing that having dy not strictly selfsimilar or self-atfine is a welcomed property, since a common objection against the use of fractal geometry has been that natural objects do not exhibit such geometric behavior ad in- approach is entirely deterministic: Both the parent multifractal measure and the transforming mapping may be uniquely obtained via simple recursive procedures [Puente, 1994] . The data at hand are interpreted as a normalized distribution, a probability measure, which is encoded via a parent multifractal measure and a unique fractal interpolating function. Second, instead of concentrating on the statistics of the actual realization(s), the FM approach focuses on a wholistic description of geophysical patterns. Rather than concentrating on describing or characterizing the distribution of the data, the FM approach uses derived distributions to describe the data. It appears that the FM procedure, or others based on a similar idea, may provide a very parsimonious representation of natural data sets. In summary, the FM approach relies on the description of intermittent (normal•ed) data sets as weighted projections of fractal interpolating functions. The relevant parameters that need to be specified for a given data set are (1) the points by which the fractal interpolation function passes (localization parameters); (2) the scalings (and rotations) (regularity param- Numbers correlat e with panels in Figure 4 , starting at the top. eters), and (3) the parent multifractal redistributions (intermittency parameters).
Preservation of Overall Features
It is shown in this section that it is possible to find parameter combinations, both for two-and three-dimensional fractal interpolating functions, such that the derived distributions they produce resemble actual rainfall records. In order to illustrate this point, a variety of derived measures are shown in Figures 3 and 4 for two-and three-dimensional fractal interpolating functions, respectively. So that comparisons could readily be made, these measures were generated having the same size of an October 25, !980, storm gathered in Boston every 15 s (i.e., 1990 data points) and were scaled so that they all have the same intensity range as the actual storm (in 100 x millimeters per 15 s). In both figures, made of six series, the data set depicting the Boston storm is included in the third panel from the top. As may be seen, all "storms" have features which are similar to those of the Boston data: They have a large peak, few intermediate ones, and low intensities which appear to contain noise. Observe that the deterministic FM representations result in measures which resemble the details present on actual records at a wide range of scales. In fact, it is not easy to discriminate between the real series and those that were generated, as these latter representations do share similar statistical and multifractal characteristics. A complete comparison between the first deterministic storm in Figure 3 , which captures well the timing of the major peak, and the actual records from the Boston storm will be given in the next section.
All projections in Figure 3 were obtained from a twodimensional fractal interpolating function that passed by five data points. Table 1 Table 1. passed by three data points. Table 2 
A Fitted Storm for the Boston Records
It is easy to verify that the FM approach is continuous with respect to its parameters, i.e., small changes in either dx or f yield a small change in the outcome dy. Unfortunately, there is no simple analytical formula that gives the derived measure dy, or its most common statistics, in terms of these parameters. This implies that the inverse problem of finding the FM parameters for a given data set cannot be obtained analytically (1) For the moments they decrease linearly as the order of the moment increases and (2) for the mass exponents they are constant. In addition to the individual weights just explained, a set of four extra weights was defined in order to properly give emphasis to the four classes of attributes considered. These were determined using the initial FM parameters around which the initial simplex was built, in such a way that at that point in space, all four sets of attributes contribute to the objective function equally. In order to have a dynamic procedure that builds on current knowledge, these four weights were modified before starting the second stage in the optimization procedure. The best parameter values found via the multidimensional simplex method were used to redefine such quantities. Clearly, the procedure used for assigning weights is by no means unique, as it may be modified in a number of ways. It is worth remarking, however, that the objective function selected did not account explicitly for the autocorrelation or power spectra of the real and FM records. In regards to usage of the optimization algorithms, it should be added that no particular care must be exercised other than demanding that the mathematical structure of the model be preserved, for example, Idnl < 1, •Pn = I, etc.
The "optimal" fit obtained for the storm in Boston was already included as the top storm in Figure' 3. Figure 5 shows the whole FM construction and the Boston records, for the best fitted parameters as reported in the first row of Table 1.  Table 3 [Feder, 1988] . The mass exponents above were computed fitting the best regression to equation (6) using four consecutive resolutions & in powers of 2. As may be seen, the FM description (having 17 parameters: 10 coordinates, 4 scalings, and 3 independent intermittencies) not only matches well the actual records pictorially, but it also preserves the optimized statistical and multifracta! characteristics of the Boston storm. As observed in Table 3 Notice the similarity in the shapes of these functions, with the autocorrelation of the actual data being rougher than the one predicted by the FM approach, which qualitatively maintains the delays where the autocorrelation equals e -• and 0, and with the power spectrum of the predicted records exhibiting a less stable power law behavior than the actual records (in terms of regression fit).
For the data histogram (f(dy)), there is indeed a good visual agreement and excellent fit of the moments as previously reported in Table 3 . Overall, the moments in both time'and This means that the FM approach preserves the codimension function Of the data, i.e., the scaling structure which corresponds to large singularities. As real and fitted mass exponents deviate for large magnitudes of the exponent q, the multifractal spectra of both series differ in both their tails. It is clear that the right-hand portion of the predicted multifractal spectrum is not pres6rving the scaling on the very small values present in the data, even while changing the number of resolutions considered to define the number of regression points nr used in equation (6). This fact and the observation that many multifractal models exhibit instabilities on the right-hand side branch of the spectrum suggest that negative values of q may have been omitted from the optimization exercise. Overall, the entropy dimension, a stable qualifter of the spectrum, is well preserved by the FM measure. This is particularly true for regressions made with four and seven resolutions. .
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• 20 , , i , , , i , , , i , , , i (2) the first ten central moments of the records as seen from the intensity axis; and (3) the mass exponents function of the data. The FM representation also captured (1) higher-order moments along both the time and intensity axes; (2) the overall shape of the autocorrelation and histogram functions for the records; (3) the scaling properties present in the power spectrum of the data; and (4) the chaotic nature of the set of observations. Since similarly faithful FM representations (to be reported elsewhere) have also been found for a couple of the highresolution storms (one having two peaks) gathered in Iowa City every 5 s by Georgakakos et al. [1994] , these results imply that there may be no need in separating trends and (arguably unimportant) small fluctuations when dealing with rainfall records. In fact, this work suggests a new global perspective for understanding rainfall, a perspective in which major features and noisy details are captured jointly. Clearly, the presented analysis hints that a stochastic framework for rainfall modeling may not be necessary and reveals that the notion of projections may provide the proper alternative. The FM procedure is indeed quite general, as it may generate patterns of arbitrary lengths with a multitude of peaks and records which contain periods of no rain. This last point is easily made using a Cantorian measure to compute weighted projections.
There are of course unanswered questions regarding the FM methodology, which need to be studied in the future. These include (1) the complete understanding of the kinds of measures that may be generated by the FM procedure; (2) the search for efficient algorithms (including the proper objective function) to properly describe real hydrologic (geophysical) data sets like the one analyzed here; (3) the identification of the most parsimonious representation (with the least possible number of interpolating points) of a given data set; and (4) the determination of the physical meaning that the FM parameters may possess.
Clearly, the merit of the FM methodology to represent data sets will rest on our ability to solve the proper inverse problem in the least possible amount of time. As argued by Puente [1996] , rainfall (geophysical) data sets are unique "signatures" of the physical, chemical, and biological processes taking place within the atmosphere, and understanding the geometry of these records may be very valuable for rainfall modeling and prediction. It is envisioned that once FM parameters are available for subsequent data sets, such surrogate geometric information may be useful to study the dynamics of rainfall. If trends in FM parameter space may be elucidated, this may lead to predictions of rainfall by chunks. Instead of allowing predictions few time steps ahead at a time (e.g., minutes, hours, or days ahead), the FM approach may result in wholistic representations of rainfall records at the same timescale as the input data used and with a size equal to the sizes of the records used to obtain the relevant trends on FM parameters. A plausible interpretation of the FM parameters should be elucidated when the ideas are tested under alternative climatic conditions.
It is important to emphasize that the present work, although dealing with the concept of multifractality in rainfall, is not fully comparable to the work on rainfall that relies on parameterizations of the record's multifractal spectrum in terms of stochastic cascades, for example, Lovejoy and Schertzer [1990] , Rajagopalan and Tarboron [1993] , and Over and Gupta [1994] . Although such models are more parsimonious than the FM procedure, they treat the data as a realization of a stochastic process whose prevalent characteristic is the multifractal spectrum and therefore cannot account for the uniqueness of the data at hand. The deterministic FM approach, on the other hand, seeks understanding of the whole and unique data set, leading to an approach which preserves the multifractal spectrum, other important qualifters of the records, and the overall geometric appearance of the data.
