INTRODUCTION
In industrial production, the annual production of welded structure is about 45% of steel's, due to the inherent defects in welding technology and the characteristics of metal, there are always certain flaws in welding structure. In addition, welded structure is often used in more important equipment and structure. Therefore, nondestructive testing (NDT) of welded structures is very necessary and important. In the detection of welding defects, it is universally acknowledged that ultrasonic testing is one of the most effective conventional nondestructive testing methods, and has obvious advantages compared with other methods. [1] - [4] . With new materials, new technologies widely used, various welding parts have developed in the direction of high parameters and large capacity, and it is imminent to realize the digital, imaging, real-time and intelligent welding seam nondestructive testing. Therefore, people have been exploring the principles and methods of ultrasonic imaging, and applied it into welding seam inspection. [5, 6, 7, 8] Ultrasonic imaging technology is a new remarkable technology in modern nondestructive testing, but the existing ultrasonic imaging equipments have difficult access to high-resolution images because of the restrictions of imaging conditions and methods, and its identification capability for welding defects, especially for fine defects such as tiny cracks, is less subtle. However, lateral resolution of ultrasonic plays a vital role for the quality of the ultrasound image for ultrasound imaging systems, and it is of great significance to enhance lateral resolution. Due to the problems associated with manual detection, there is currently a great deal of work and research on non-destructive testing (NDT) methods for detecting welding defects. The objective is to develop an automated method for the detection of defects that is precise and objective. [8] Some of the most important achievements in this area are presented below search for potential defects in the X-ray image: Assuming that the defects will be smaller than the regular structure of the test piece, potential defects are classified as those regions of the image where higher frequencies are significant. [5] The spectrum of the X-ray image is determined with the help of a fast Fourier transformation, which is calculated either row by row or column by column in small 32 × 32 windows. When the sum of the higher frequencies of a window is greater than a given threshold value, the entire window is marked as potentially defective. There are structures that use welds for critical functions, such as high pressure equipment, chemical compounds, etc, where any kind of flaw can trigger catastrophic consequences. Because of this, there are conventional forms for detecting welding flaws by means of visual inspection of radiographic images. These images are generated by means of X-rays and -rays which penetrate the material generating a radiological image on a photographic plate. Flaws are detected due to variations in the density of the material . Nonetheless, manual interpretation of flaws generates subjective and imprecise results which require a great deal of time and are inconsistent in that they depend on an inspector for their analysis (Liao, 2003) . Due to the problems associated with manual detection, there is currently a great deal of work and research on non-destructive testing (NDT) methods for detecting welding defects. [8] .
SYSTEM METHODOLOGY
The objective is to develop an automated method for the detection of defects that is precise and objective. An image processor does the functions of image acquisition, storage, preprocessing, segmentation, representation, recognition and interpretation and finally displays or records the resulting image. The following block diagram gives the fundamental sequence involved in an image processing system. The image processing method involves five steps through which the defects are classified . 
EM ALGORITHM
An expectation-maximization (EM) algorithm is used in statistics for finding maximum likelihood estimates of parameters in probabilistic models, where the model depends on unobserved latent variables.
EM is an iterative method which alternates between performing an expectation (e) step, which computes an expectation of the log likelihood with respect to the current estimate of the distribution for the latent variables, and a maximization (m) step, which computes the parameters which maximize the expected log likelihood found on the e step.
These parameters are then used to determine the distribution of the latent variables in the next e step.
Given a likelihood function L(θ; x , z), where θ is the parameter vector, x is the observed data and z is the unobserved data, the maximum likelihood estimate (MLE) is determined by the marginal likelihood of the observed data L(θ ; x), however this quantity is often intractable.
The EM algorithm seeks to find the MLE by iteratively applying the following two steps:
1. Expectation step: Calculate the expected value of the log likelihood function, with respect to the conditional distribution of z given x under the current estimate of the parameters θ (t) :
2. Maximization step: Find the parameter which maximizes this quantity:
Speaking of an expectation (E) step is a bit of a misnomer. What is calculated in the first step are the fixed, data-dependent parameters of the function Q. Once the parameters of Q are known, it is fully determined and is maximized in the second (M) step of an EM algorithm.
Although EM iteration does not decrease the observed data likelihood function, there is no guarantee that the sequence converges to a maximum likelihood estimator.
For multimodal distributions, this means that an EM algorithm may converge to a local maximum (or saddle point) of the observed data likelihood function, depending on starting values.
There are a variety of heuristic approaches for escaping a local maximum such as random restart (starting with several different random initial estimates θ (t) ), or applying simulated annealing methods.
E-STEP
Given our current estimate of the parameters θ (t) , the conditional distribution of the Z i is determined by Bayes theorem to be the proportional height of the normal density weighted by τ:
Thus, the E-step results in the function:
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M-STEP
The linear form of Q(θ|θ (t) ) means that determining the maximizing values of θ is relatively straightforward. Firstly note that τ, (μ 1 ,Σ 1 ) and (μ 2 ,Σ 2 ) may be all maximized independently of each other since they all appear in separate linear terms.
Firstly, consider τ, which has the constraint τ 1 + τ 2 =1:
This has the same form as the MLE for the binomial distribution, so:
For the next estimates of (μ 1 ,Σ 1 ):
This has the same form as a weighted MLE for a normal distribution, so and and, by symmetry: and .
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The Expectation-maximization algorithm can be used to compute the parameters of a parametric mixture model distribution . It is an iterative algorithm with two steps: an expectation step and a maximization step.
THE EXPECTATION STEP
With initial guesses for the parameters of our mixture model, partial membership of each data point in each constituent distribution is computed by calculating expectation values for the membership variables of each data point. That is, for each data point xj and distribution Yi, the membership value yi,j is:
THE MAXIMIZATION STEP
With expectation values in hand for group membership, plug-in estimates are recomputed for the distribution parameters. The mixing coefficients ai are the means of the membership values over the N data points.
The component model parameters are also calculated by expectation maximization using data points xj that have been weighted using the membership values.
RESULT -OUTPUT-1 Detection of porosity

Output-2
Detection of Slag inclusion
CONCLUSION
It is a new approach to classify the weld defect for radiogram images using EM algorithm. The EM algorithm is very sensitive to the choice of the initial values of parameters. The k-means algorithm is used for initialization. The main contribution is a comparison between EM and FCMI algorithms. The experimental results show that the proposed algorithm has given better results than FCMI algorithm.
Other methods in statistical pattern recognition can be used for classification, the application of them in weld defects classification is one of the future research focuses. And also, FNN is recommended to increase the size of the features vector and the data base in order to identify great classes of weld defects which exist in industry.
