Abstract. We obtain the existence of the weak Green's functions of parabolic equations with lower order coefficients in the so called parabolic Kato class which is being proposed as a natural generalization of the Kato class in the study of elliptic equations. As a consequence we are able to prove the existence of solutions of some initial boundary value problems. Moreover, based on a lower and an upper bound of the Green's function, we prove a Harnack inequality for the non-negative weak solutions.
Introduction
In recent years, there have been many results in the study of elliptic equations with singular lower order terms in the Kato class. We recall that for n ≥ 3, a function V ∈ L 1 loc (R n ) is said to belong to the Kato class K n provided that In their celebrated work [AS] , using probabilistic ideas, Aizenman and Simon proved that the class K n is the natural replacement of the Lebesgue class L p , with p > n/2, in order for solutions of −∆u + V u = 0 to satisfy a Harnack inequality. As a consequence, they obtained a modulus of continuity for such solutions. Subsequently, using PDE methods, the authors of the paper [CFG] generalized the results in [AS] to elliptic equations in divergence form with bounded, measurable coefficients. In both works an important role was played by an embedding result for the class K n due to Schechter.
In contrast to the elliptic case there is not much investigation (known to the author) on parabolic equations with lower order coefficients in a class parallel to the Kato class. In this paper we will take up this problem. As the reader will see, this task presents some notable differences from the elliptic situation. To clarify the point we mention that it is not clear whether a version of Schechter's embedding theorem holds in the parabolic setting. Therefore, we had to work around this obstacle. We benefited from the ideas in [FS2] , in which Fabes and Stroock deduced the Harnack inequality for parabolic equations from lower and upper bounds of the fundamental solutions. We succeeded in obtaining similar lower and upper bounds for the fundamental solutions of the parabolic equations with a singular lower order term in the parabolic Kato class, which is being proposed as a natural generalization of the Kato class in the elliptic case. Based on these bounds, a Harnack inequality was established. It is interesting to note that the results of the paper recapture those in [AS] , [CFG] when one deals with time-independent solutions.
We shall study the parabolic equation (x, t) ) is positive definite uniformly in (x, t) . This means the existence of a number λ > 1 such that λ −1 I ≤ a ≤ λ I. For the function V we will impose the following condition which will be called condition K. Let The space of all L 1 loc functions satisfying condition K will be called the parabolic Kato class.
In section 2 we will show that the parabolic Kato class is a natural generalization of the Kato class in the study of elliptic equations. Note that the parabolic Kato class depends on the parameter α. For our purpose α can be any positive number so that the following inequality holds:
for some C > 0 and 0 < t − s ≤ T . Here Γ 0 is the fundamental solution of the unperturbed operator H 0 defined by
∂ ∂x i (a ij (x, t) ∂u ∂x j )(x, t) − ∂u ∂t (x, t).
Before stating the results of the paper we need to give a few more notations and definitions.
Green's functions. From now on we will use G (x, t; y, s) and G 0 (x, t; y, s) to denote the weak Green's functions of operators H and H 0 for the initial-Dirichlet problem on Q respectively. The precise definition of the weak Green's function is standard and can be found in [A] . The symbols ∇ x G and ∇ y G mean the gradient with respect to the first and the second space variables of G respectively.
W eak solutions. Given f ∈ L 1 (Q), a weak solution of Hu = f in Q is a function u satisfying: 
Here the constant C depends on λ, p, Q and on V in terms of the rate of convergence of (1.4).
A direct consequence of Theorem A is the next
, the following initial boundary value problem has a unique bounded weak solution.
Theorem C (Harnack inequality). Let 0 < α 2 < β 2 < α 1 < β 1 < 1 and δ ∈ (0, 1) be given. Then there are M > 0 and R 0 > 0 such that for all (x, s) ∈ R n × R, all positive R < R 0 and all non-negative weak solutions u of
As we will see in the next section, functions satisfying condition K are in general more singular than L p,q functions when n 2p + 1 q < 1. Therefore the theory in [A] of uniformly parabolic equations does not cover the results in this paper. Moreover the parabolic Kato class we are proposing reduces to the Kato class in the elliptic case when the function V is independent of t.
The main body of the paper is organized as follows. In section 2 we will give a brief discussion of the parabolic Kato class. In section 3 we will give an L p (0, T ; W 1,p (D)) estimate of the Green's function of (1.1) when the lower order coefficient V is an L ∞ function. The key argument is to show that the estimate depends on the rate of convergence of N h (V ) + N * h (V ) to zero when h approaches zero, and not on the L ∞ norm of V . The proof of Theorem A is presented in section 4. The strategy is to approximate V by a sequence of L ∞ functions V k . The Green's function of (1.1) is then defined as the limit of the Green's functions of (1.1) when V is replaced by V k . Using the estimates in section 3, we will be able to show that the function thus defined is indeed the Green's function. In section 5 a lower and an upper bound of the Green's function is established. Based on these bounds, we will prove Theorem C, i.e. the Harnack inequality, in section 6.
Note. In a recent work [S] , K. Sturm investigated properties of weak solutions of equations similar to (1.1), but with smooth coefficients (a ij ). The weak solution in [S] is defined by a probabilistic means and is in general different from the weak solution in the distributional sense used in this paper.
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The Parabolic Kato Class
In this section we will provide some further analysis of Condition K and show that the condition is indeed the natural extension of the elliptic Kato class. Since much of the argument is elementary, we tend to be brief. 
Here C h is a constant which depends on p, q and h and which goes to zero when h → 0. We refer the reader to [S] 
Proof. By direct calculation, when n ≥ 3,
The result of the proposition immediately follows. q.e.d.
In this sense
Making the change of variables s = −s we obtain
Remark. We note that the parabolic Kato class depends on the constant α, which appears in (1.2) and (1.3). This is a new situation that does not happen in the elliptic case.
Basic estimates
Unless stating otherwise we assume that V is an L ∞ function throughout this section. With this additional assumption on V the existence and uniqueness of the Green's function G of (1.1) are provided by the standard theory of parabolic equations (see [A] ). The next three propositions will give the L p estimates of G and its gradient. These estimates will be independent of the L ∞ norm of V and will play a critical role in the proof of Theorem A in the next section. We start with Proposition 3.1, which is essentially a special case of Theorem A when the cylinder Q is thin enough.
In this and the following sections we will use C to denote a generic constant that may vary in value. In general C always depends on p, n and Q. 
Here ∇ is applied to the second space variable y.
Throughout the section we shall use G (x, t; y, s) and G 0 (x, t; y, s) to respectively denote the Green's functions of operators H (defined in (1.1)) and H 0 on domain
Using the standard parametric method, we have the integral equation:
Hence we know the following is true at least formally:
where
Next, we shall prove that the right-hand side of (3.1) is convergent in the sense of L p norm for an adequate p. We will divide the proof into several steps.
Step
. For a fixed (x, t) we first give an upper bound of
First we know from [A] that
for a positive constant α, which implies
Now by (3.2) and by exchanging the order of integrals we have
It follows that
Step 2. Since
we have, by an easy induction, (3.4)
This yields
It follows that (3.5)
Going back to (3.1), we obtain
The right-hand side of (3.6) will be convergent if one has
Since V is in the parabolic Kato class, (3.7) can be satisfied if 0 < h ≤ h 0 which is chosen sufficiently small. Therefore we have
This implies (a).
Proof of (b). Formally differentiating both sides of (3.1) with respect to y we obtain
Following the proof of part (a) step by step, we know that the right-hand side of (3.9) is convergent in L p norm when p < (n + 2)/(n + 1) and that
This proves (b).
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Proof of (c). Our starting point is again (3.1). It is clear that
An induction yields
where k = 1, 2, ... and C 0 is a constant. Now from (3.1) we have
This finishes the proof of Proposition 3.1. q.e.d.
The remaining two propositions in the section deal with the first variables of the Green's function.
Following the above argument and replacing N h (V ) by N * h (V ), we have Proposition 3.2. There exists h 0 > 0 such that the following statements are true when
and h 0 , C 0 , C 1 and C 2 depend only on G 0 and on the rate of convergence of N * h (V ) to zero when h → 0. In the next proposition we will extend the estimates in Proposition 3.
Proof. We will only give a proof of (b). Statements (a) and (c) 
. Here the last two inequalities are derived from Proposition 3.2. It follows that
Here C 2 depends only on h 0 , T , and G 0 . This proves the proposition. q.e.d.
In the remainder of the section we will consider some comparison properties of the Green's function. We will use G to denote the Green's function of equation (1.1) with V replaced by another function U . Unless stated otherwise, all the constants C depend on the rate of convergence of 
Proof. We will only prove the first inequality. The second one can be proven similarly. By (3.1) we know that G and G respectively satisfy the next two relations:
and formally we have that
Following the derivation of (3.6) in Proposition 3.1, we obtain (3.13)
where p is a number larger than 1, τ ≥ s and 0 < T − s ≤ h. Since U is in the parabolic Kato class, the right-hand side of (3.13) is convergent when h is sufficiently small. To estimate ||F || L p let us recall from (3.11) that
So by Proposition 3.2 (3.14)
when h is sufficiently small. Coupling (3.13) and (3.14) we obtain (3.14')
where s j+1 − s j ≤ h for j = 1, 2, ..., m − 1. The lemma will be proven if we can show that
By the reproducing property of the Green's functions we obtain
Hence we have, for any φ
where we used (3.14') and Proposition 3.2. Finally with the help of Proposition 3.3 and the next lemma we have that
which is (3.15). q.e.d.
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In particular, if we take
Proof. Let us prove the first statement.
Step 1. By (3.11) 
by (3.12).
To control the last two terms of (3.16) we observe that
Following the argument in Proposition 3.1 we obtain, for a C 1 > 0, that
we can deduce, by an induction, that
when 0 < t − s ≤ h, which is sufficiently small. Note that in order to go from the third from last to the second from last term in (3.18) we used the fact that
Combining (3.16), (3.17) and (3.18) we have
Step 2. 
(by (c) of Proposition 3.1)
Similarly we have
This concludes the proof. q.e.d.
We conclude this section with a corollary about the case when V is not an L ∞ function.
Corollary 3.6. Suppose that V is in the parabolic Kato class. Then there exists h 0 > 0 such that the following statement is true. When 0 < t − s ≤ h 0 the function G(x, t; y, s) given by (3.1) is well defined in the sense that
(a) G(., .; y, s) ∈ L p (s, s + h 0 ; W 1,p (D)) for a p > 1; (b) G(x, t; ., .) ∈ L p (t − h 0 , t; W 1,p (D)) for a p > 1; (c) G(., t; y, s) ∈ L 1 (D) and G(x, t; ., s) ∈ L 1 (D).
Moreover, all conclusions of Proposition 3.1, Proposition 3.2, Proposition 3.3, Lemma 3.4 and Lemma 3.5 still hold for G.
Proof. Going through the argument of Proposition 3.1, Proposition 3.2, Proposition 3.3, Lemma 3.4 and Lemma 3.5, one finds that the boundedness of V is irrelevant when 0 < t − s ≤ h 0 . Hence the corollary is true. q.e.d.
Proof of Theorem A: The initial-Dirichlet problem
Proof of Theorem A.
Step 1. Construction of the Green's function. For any positive integer k define
By the standard theory we know the existence and uniqueness for the Green's function G k (x, t; y, s) of the operator H k defined by
In view of Lemma 3.4, for a p > 1 and h > 0 and positive integers k and k 1 ,
Hence the sequence {G k (., .; y, s)} is convergent in L p (s, T ; W 1,p (D)) norm for a p > 1. Moreover there is a constant C independent of k and p such that
Definition. Our candidate G(x, t; y, s)
for the Green's function of (1.1) is defined in the following way.
(i). Let h 0 be the positive number in Corollary 3.6. When
Note that the limit exists by Corollary 3.6.
(ii). When t ∈ (s + jh 0 , s + (j + 1)h 0 ] for a positive integer j,
By Corollary 3.6, in the case 0 < t − s ≤ h 0 , G(x, t; y, s) is explicitly given by (3.1), which means G = ∞ k=0 G 0 * (−V G 0 ) * k . We also need some explanation about the integrals in (ii).
Claim. The integrals are well defined for for a.e x and a.e. y with respect to ndimensional Lebesgue measure respectively.
Proof of the claim. Without any loss of generality let us show that the claim is true for G(x, t; y, s 
G(x, t; z, s
Therefore we know that the claim is true by Fubini's theorem once again. This proves the claim.
In view of Corollary 3.6 and the last claim, we know that G thus defined satisfies all the properties given by Propositions 3.1, 3.2, 3.3 and Lemmas 3.4, 3.5. In fact all arguments in the last section can be made for G without a change. So when we use these propositions and lemmas from section 3, we will include G. For convenience we list some of the properties:
We are going to show that G is indeed the Green's function of the operator in (1.1). To this end we need to show, for a function f ∈ C 
(ii).
The proof of the statements above is divided into several steps.
Step 2. Proof of (4.2). Let us verify (4.2) first. By the standard theory in [A] , the function
is a weak solution of H k and hence satisfies (4.4)
Hence there is a constant C independent of k such that
On the other hand
In view of (4.5) and (4.6) we can find a subsequence of {u k }, which is still called
This immediately tells us that (4.7) lim
Next we notice that
Here the last inequality is obtained by using Lemma 3.5 with an adequate positive number h. Now it is clear that
Finally, it is easy to see that (4.9) lim
Substituting (4.7), (4.8) and (4.9) into (4.4), we deduce (4.2).
Step 3. Proof of (4.3). Next we will show that (4.3) is valid. When 0 < t − s < h 0 , clearly we have the following expansion (see (3.1)): (4.10)
G(x, t;y, s) 
Next,
An easy induction yields
It follows that (4.13) lim
Combining (4.10) with (4.11) and (4.13), we obtain
Step 4. Proof of (iii). In view of (3.9') we have
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According to Theorem 9 in [A] , G 0 (x, t; z, τ) is continuous as a function of (x, t)
To control the last term of (4.14), recall that there is a constant C such that
Hence for any > 0, there is an η > 0 such that, for all (
On the other hand, the dominated convergence theorem implies
whenever m is sufficiently large. But then we have
This shows, via (4.14), that
for t such that 0 < t − s ≤ h, which is sufficiently small. In the case when t − s > h we can choose an s 1 > s such that 0 < t − s 1 ≤ h. Then by the reproducing formula of the Green's function we have that
The last term of the above inequality can then be treated in the same way as before.
Step 5. Proof of (iv). First we show that u ∈ L 2 (0, T ; W 1,2 0 (D)). Recall from step 1 and step 2 that
From Lemma 3.5 we know the existence of a constant C independent of k such that
is the weak solution of the following problem:
Proceeding along the lines of [A] by choosing adequate test functions, we have
Taking into account (4.17), we conclude from the previous inequality that
Here C is independent of k. Now we know that {u k } is a weakly compact sequence in L 2 (0, T ; W 1,2 0 (D)). On the other hand we know from (4.6) that lim k→∞ u k (x, t) = u(x, t).
Since u k is a weak solution of (4.18), we know it is continuous in D × (0, T ). By (4.6), lim k→∞ u k (x, t) = u(x, t) uniformly. Hence u is also continuous in D × (0, T ). Moreover u is bounded because u k is uniformly bounded. Now it is clear that
). This proves (iv) and Theorem A. q.e.d.
Finally we would like to explain why Theorem B is an immediate consequence of Theorem A.
Proof of Theorem B. Following the argument in the proof of Theorem A, we know a weak solution of the initial-boundary value problem is given by (x, t; y, s)g(y, s) dyds.
Hence we only need to show the uniqueness. More specifically we need to show that the only bounded weak solution to the following problem is zero:
We can rewrite (4.21) as
Since V u ∈ L 1 (Q), we have that
Here we have used Lemma 6.4 at the end of the paper to justify (4.22). We reassure the reader that the proof of Lemma 6.4 is independent of any arguments that precede it.
Since V is in the parabolic Kato class, N t (V ) < 1 when t is sufficiently small. In this case, (4.23) implies M (t) = 0. Applying this process repeatedly, we find that u ≡ 0. q.e.d.
An upper and a lower bound for the Green's function
The proof of the Harnack inequality depends heavily on an upper and a lower bound for the Green's function of our equation. These bounds are given in the next few lemmas.
Lemma 5.1. There exist positive constants C and h 0 such that
Proof. We again start with formula (3.1), which is
y, s).
We would like to show, for a constant C 0 and k = 1, 2, ..., that
We shall use induction.
First of all there is a constant A such that
This means
Now assuming, for a constant C 0 and when 0 < t − s ≤ h,
we get (5.5)
t+s 2 ], we have, by (5.4),
, t] we have τ − s ≥ (t − s)/2, and hence
Going back to (5.5) we obtain the inequality (5.6)
To estimate the last term of the preceding inequality, let's observe that
Therefore an easy induction gives us, for k = 1, 2, ...,
Combining (5.6) with (5.7), we deduce that (5.8)
Here C 0 is chosen as a number larger than or equal to 2 max{2 n/2 A, 2 n/2 A 2 }. This proves (5.1).
The rest of the proof is straightforward. Invoking (3.1) and (5.8), we obtain
Since V belongs to the parabolic Kato class, we can find a positive constant h 0 such that
This proves the lemma. q.e.d.
Based on the method used in Lemma 5.1 we will be able to give a lower bound for the fundamental solution and the Green's function.
Lemma 5.2. Suppose Γ(x, t; y, s) is the fundamental solution of (1.1). Then there is a C such that
Proof. It is clear that (3.1) and (5.8) remain valid when G(x, t; y, s) is replaced by Γ(x, t; y, s). Moreover there is a B > 0 such that
when |x − y| 2 ≤ t − s. This yields, via (3.1) and (5.8),
We can therefore take a constant h so that
whenever |x − y| 2 ≤ t − s and 0 < t − s ≤ h. As indicated in [FS2] (cf. Theorem 2.7), an estimate such as (5.12) implies the desired lower bound. We refer the reader to that source for details. q.e.d.
In what follows, G (ξ,R) (x, t; y, s) denotes the Green's function of (1.1) with zero boundary data on ∂B(ξ, R) × (0, ∞). 
for all, x, y ∈ B(ξ, δR) and s < t satisfying γR
Proof. The proof of the lemma is a copy of that of Lemma 5.2.
By Lemma 5.1 in [FS2] ,
Using (3.1) and (5.8) we obtain
When R is sufficiently small we know that
q.e.d.
Proof of Theorem C: The Harnack Inequality
In the following we use the notation m(R) and M(R) to denote, respectively, the minimum and maximum values of
In the next lemma we will make the additional assumption that V ∈ L ∞ . However as demonstrated in the proof, all the constants involved are independent of the L ∞ norm of V . This independence is crucial in the proof of Theorem C later on, when we will remove the extra assumption on V via a limiting argument.
Lemma 6.1. Suppose u is a non-negative weak solution of (1.1). For each δ ∈ (0, 1) there is a ρ ∈ (0, 1) such that for all (ξ, s) ∈ R n × R:
whenever R is sufficiently small.
Here all the constants depend on the rate of convergence to zero of
Proof. By translation and rescaling we may and will assume that (x, s) = (0, 0) and R = 1. Also, we assume that u(0, 0) = 1. From Lemma 5.3 we know that there is an > 0 such that for all r ∈ [−1, α] and λ > 0: Proof of Theorem C (Harnack inequality). Note that Theorem 6.2 is not in its most general form, since V needs to be an L ∞ function. However, to remove this extra assumption and to obtain the Harnack inequality in its entirety (Theorem C) we only need the following lemma about approximation. If we assume for the moment that the lemma is true, we have thus completed the proof Theorem C. q.e.d. Proof. According to the definition of weak solutions, [a, b] . So except for verifying (6.8), we have thus proved Lemma 6.3. q.e.d. Equation (6.8) is a direct consequence of the following Lemma 6.4, whose proof is independent of any arguments we have made so far.
Lemma 6.4. Assume that V ∈ L ∞ (Q) and f ∈ L 1 (Q), and suppose
is a weak solution of 
