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Abstract
A recent paper (Phys. Rev. Lett. 109, 173201, 2012) has introduced the concept of vibrational
conical intersections as a potential source of ultrafast vibrational relaxation, using the coupling
between high-frequency OH modes and low-frequency intramolecular hydrogen bonding modes of
malonaldehyde as an example. Here, the question is addressed whether such conical intersections
may also appear for intermolecular hydrogen bonds. To that end, the water dimer is studied as a
minimal model for the hydrogen bonding in liquid water. Although a signicant separation of time
scales between intra- and intermolecular degrees of freedom exists in (H2O)2, a standard normal
mode description is found to lead to a complete break-down of the adiabatic ansatz. This is due to
strong nonlinear couplings between high- and low-frequency normal modes, which in turn give rise
to large overall nonadiabatic couplings. A valid adiabatic picture is obtained, on the other hand,
when internal coordinates are employed. The resulting adiabatic potential energy surfaces indeed
exhibit low-lying conical intersections, whose possible relevance for ultrafast relaxation and energy
transfer in water is discussed.
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I. INTRODUCTION
Conical intersections are true crossings of two Born-Oppenheimer potential energy sur-
faces (PESs), which may lead to extremely fast and ecient transfer of population between
the two coupled electronic states. Although conical intersections were already predicted
more than 80 years ago [1], their ubiquity and utmost importance in ultrafast photochemi-
cal and photophysical processes has been recognized only much later (see Refs. [2, 3] for a
timely overview). In a recent paper [4], we have shown that the concept of a conical intersec-
tion may also apply for vibrational adiabatic states. That is, while the Born-Oppenheimer
ansatz is based on the adiabatic separation of time scales between the fast motion of the
light electrons and the slow motion of the heavy nuclei, a similar situation also arises in
the vibrational dynamics of larger molecules, e.g., when a high-frequency mode (such as a
OH stretch vibration) is coupled to a low-frequency mode (such as a hydrogen bond mode)
[5]. Adopting an adiabatic perspective, one may solve the Schrodinger equation for the
high-frequency mode with the low-frequency coordinate introduced parametrically [6{11].
In direct analogy to the Born-Oppenheimer approximation for electronic states, this leads
to PESs for the vibrational states of the high-frequency modes as a function of the low-
frequency coordinates.
In Ref. [4], we derived the conditions that vibrational conical intersections occur and pre-
sented quantum-dynamical model calculations to show the consequences for the vibrational
dynamics and spectra. As a rst simple example, we considered malonaldehyde which is a
prototype molecule with a medium strong intramolecular hydrogen bond [10, 12{16]. We
showed that a conical intersection exists between the rst excited states of the OH stretch
and the OH bend modes, respectively, which might provide an explanation for the ultrafast
(a few 100 fs) vibrational relaxation and the complex oscillatory features found in infrared
time-resolved pump-probe experiments for this type of molecular systems [17{21].
Another paradigm of ultrafast vibrational dynamics is water in its various condensed
phase forms [22{29]. In isotope diluted water, where the OH (or OD) vibration is spec-
trally and spatially isolated, vibrational relaxation times in the order of 1-2 ps have been
observed [30, 31], which is still within the \normal" range of vibrational relaxation. In neat
water, in contrast, vibrational relaxation appears to be even faster both in the liquid [32, 33]
and the icy [34] state. An extremely fast initial signal on the order of 200 fs is found, which
tentatively has been attributed to vibrational energy relaxation. However, in both cases, this
assignment to vibrational energy relaxation is no longer clear since the signal does not decay
to zero, but into a \heated" state, which dissipates energy from the OH-excited state into
intermolecular degrees of freedom. The distinction of what is called \OH excited state" and
\heated" state breaks down as the adiabatic approximation breaks down. When vibrational
energy relaxation occurs on timescale of a few 100 fs, which comprises only a few tens of
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oscillation periods of an OH-stretch vibration, a perturbative treatment, which works well
for most vibrations with somewhat longer relaxation times [29, 35{38], does no longer seem
to be appropriate.
In the case of neat water, the situation is further complicated by the presence of energy
transport along coupled (and approximately resonant) high-frequency OH vibrations. This
kind of vibrational energy transfer is conceptually similar to excitation transport via exci-
tonic coupling [23, 39{41]. As both processes, vibrational energy relaxation and transport,
in an adiabatic perspective are viewed as nonadiabatic transitions between coupled high-
frequency vibrational states [42, 43], the question arises if vibrational conical intersections
may also be responsible for the ultrafast relaxation and energy transfer in water.
As a rst step towards this question, in this work we consider the water dimer (H2O)2
as minimal model for the hydrogen bonding in liquid water, whose potential energy surface,
structure and and vibrational spectroscopy has been studied in great detail [9, 44{52]. The
hydrogen bond in the water dimer in the gas phase is relatively weak, and the IR spec-
tra do not yet evolve the same complicated structure as stronger intramolecular hydrogen
bonds [17{21]. Nevertheless, because of its obvious importance for the understanding of
liquid water, whose peculiar properties have their origin in hydrogen bonding, the \water
dimer serves as a sort of hydrogen atom, or prototype, of hydrogen bonding" [44].
Employing a recently published water potential of Bowman and coworkers [53{55], we
determine the adiabatic PESs pertaining to the rst few eigenstates of the OH bend and
stretch vibrations of (H2O)2 via direct diagonalization of the six-dimensional Hamiltonian
pertaining to these high-frequency vibrations [7{9]. As a standard normal-mode representa-
tion of (H2O)2 is found to lead to a complete break-down of the adiabatic ansatz, we adopt
internal coordinates, i.e., we use normal modes of each monomer to describe the intramolec-
ular motion of each water molecule and intermolecular coordinates to describe the relative
motion of the two molecules. One and two-dimensional plots of the resulting adiabatic
PESs along selected intermolecular coordinates clearly exhibit energetically low-lying coni-
cal intersections. The possible relevance of these intersections in the discussion of ultrafast
relaxation and energy transfer in water is discussed.
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II. THEORY AND METHODS
A. Adiabatic ansatz
The adiabatic description of vibrational dynamics follows in direct analogy the standard
Born-Oppenheimer approach to separate electronic and nuclear degrees of freedom. In
order to introduce a separation between fast and slow degrees of freedom, we partition the
vibrations into M high-frequency modes q = fqng and N low-frequency modes Q = fQig,
and write the Hamiltonian as
H = Tq + TQ + V (q;Q): (1)
Here Tq and TQ denote the kinetic energy of the high- and low-frequency modes, respectively,
and V (q;Q) represents the electronic ground state potential energy surface. By keeping the
low-frequency modes Qi xed to a constant value, we rst solve the Schrodinger equation
for the high-frequency modes
[Tq + V (q;Q) Wk(Q)] jki = 0; (2)
which yields the vibrational adiabatic PESs Wk(Q) and the corresponding adiabatic vibra-
tional states jki. We now expand the total vibrational wave function as
j(Q)i =
X
k
	k(Q)jki; (3)
where the dynamics of the low-frequency modes is represented by the wave functions 	k(Q).
Insertion into the Schrodinger equation for the total system (1) yields the coupled-channel
equations
[TQ +Wk(Q)  E] 	k(Q) =
X
k0
kk0	k0(Q); (4)
where the operator kk0 = hkjTQjk0i accounts for the nonadiabatic coupling between the
adiabatic vibrational states jki and j0ki. In the Born-Oppenheimer approximation, one
assumes that kk0 = 0, which leads to independent low-frequency vibrational dynamics on
the adiabatic PESs Wk(Q).
B. Normal-mode model
To discuss the main features of the nonadiabatic dynamics exhibited by Eq. (4) and
to introduce the concept of a vibrational conical intersection, it is instructive to employ a
simple model for the vibrational system. To this end, we assume that the high-frequency and
low-frequency modes are well described by dimensionless normal-mode coordinates (again
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FIG. 1: Displacements, harmonic frequencies and symmetries of the normal modes of the lowest
energy structure of the water dimer. Top row: intramolecular, high-frequency degrees of freedom
q1 to q6. Bottom row: intermolecular, low-frequency degrees of freedom Q7 to Q12.
denoted by fqng and fQig). For the example of the water dimer, the normal modes are
comprised in Fig. 1. We perform a Taylor expansion of the potential energy, which allows
us to rewrite the Hamiltonian (1) as (h  1)
H = H0 +Hanh; (5)
H0 =
X
n
!n
2
(p2n + q
2
n) +
X
j

j
2
(P 2j +Q
2
j); (6)
where H0 contains the harmonic part and Hanh all anharmonic couplings. For interpreta-
tional purposes, it is furthermore advantageous to expand the total vibrational wave func-
tion j(Q)i = Pk	k(Q)jki in terms of the zero-order harmonic basis states jki, with
k = (k1 : : : kM) comprising the quantum numbers of the M high-frequency modes. Repre-
sentation of Hamiltonian (5) in this basis yields
H = h0 1+
X
k;k0
jkihkk0hk0j;
h0 = hkjH0jk0i = kk0"k + kk0
X
j

j
2
(P 2j +Q
2
j);
hkk0 = hkjHanhjk0i; (7)
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where 1 is the unit matrix and "k =
P
n(kn+1=2)!n (kn = 0; 1; 2; : : :) denotes the harmonic
energy of the high-frequency modes. Containing a diagonal kinetic energy and a nondiagonal
potential energy matrix hkk0(Q), Hamiltonian (7) can be regarded as a diabatic representation
of the vibrational problem.
To characterize the matrix elements of Hamiltonian (7) and to explain how they give rise
to vibrational conical intersections, it is helpful to restrict ourselves to the couplings
Hanh =
X
n;m;j
fnm;j qnqmQj +
X
n;j
gnn;jj q
2
nQ
2
j ; (8)
where fnm;j = 1=3! @
3V=@qn@qm@Qj and gnm;ij = 1=4! @
4V=@qn@qm@Qi@Qj are the cubic
and quartic coecients of the Taylor expansion, respectively. Insertion into Eq. (7) yields
hkk =
X
j
k;jQj +
!k;j
2
Q2j ; (9)
hkk0 =
X
j
kk0;jQj (k 6= k0); (10)
where nonresonant terms were neglected. The coupling constants are given by
!k;j =
X
n;m
6gnn;jjhkjq2njki; (11)
k;j =
X
n
3fnn;jhkjq2njki; (12)
kk0;j =
X
n;m
6fnm;jhkjqnqmjk0i = k0k;j; (13)
where the prefactors account for the fact that there are 3 and 6 possibilities to permute the
order of the dierent vibrational modes in the Taylor expansion, respectively.
The rst term [Eq. (11)] simply describes the frequency shift !k;j of low-frequency mode
Qj in high-frequency state jki, which is caused by quartic coupling. The other two couplings
are only nonzero, if the corresponding matrix elements h	kjQjj	ki and h	kjQjj	k0i do not
vanish by symmetry. This means that the low-frequency mode Qj needs to be totally
symmetric to obtain non-zero diagonal couplings k;j. According to Eq. (9), these modes
modulate the vibrational excitation energy of the high-frequency modes and are therefore
referred to as \tuning coordinates". Nonzero o-diagonal couplings kk0;j, on the other hand,
require that the direct product of the symmetry representations pertaining to 	k, Qj, and
	k0 includes the totally symmetric representation  A, that is,  k   j   k0   A [56].
These modes couple the high-frequency modes, with the amount of the mixing depending
on Qj (i.e., the mixing vanishes for Qj = 0). They are therefore referred to as \coupling
coordinates". In molecules with low symmetry, vibrations may exist that simultaneously act
as tuning and coupling modes. Moreover, higher-order couplings (e.g., / qnqmQ2j) of various
symmetries may exist.
6
The model dened by Eqs. (7) - (13) has several interesting features. First we notice that
due to the harmonic ansatz the matrix elements of the Hamiltonian (7) are readily obtained
in analytic form, which facilitates the interpretation of the vibrational interactions, e.g., in
terms of tuning and coupling modes. Most interestingly, we note that the above model of
vibrational coupling between high- and low-frequency modes is formally entirely equivalent to
the standard linear vibronic-coupling Hamiltonian [56], which accounts for excited electronic
states that interact via vibrational tuning and coupling coordinates. That is, the model may
give rise to a conical intersection of the adiabatic PESs Wk(Q), which are obtained through
diagonalization of the diabatic potential-energy matrix hkk0 . As a simple illustration, we
consider the case of two coupled high-frequency vibrations with excited states jki = j10i
and j01i. The corresponding two adiabatic PESs are given by
W(Q) = V (Q)
q
V 2(Q) + V 2C(Q); (14)
where V = (h10;10+h01;01)=2, V = (h10;10 h01;01)=2 and VC = h10;01 = h01;10. A conical
intersection of these two surfaces arises forW  = W+, that is, if V (Q) = 0 and VC(Q) = 0.
In the simplest case of a single tuning and a single coupling coordinate (i.e., N=2), we obtain
a crossing point, in general we have a (N 2)-dimensional intersection surface.
C. Internal coordinate representation
Being concerned with the vibrational dynamics of the water dimer, we need to describe the
coupled motions of two molecules. Due to the absence of strong through-bond interactions,
these molecules may perform large-amplitude motions with respect to each other. Using
normal coordinates of the complete system (dened with respect to the overall potential
energy minimum), these motions are only poorly described. That is, one typically obtains
strong nonlinear couplings between the normal modes [57], which hamper a simple and
correct picture of the vibrational motion.
As an alternative, one may invoke a set of internal coordinates of a multi-molecular
system. That is, we use the normal modes of each monomer (i.e. symmetric stretch,
asymmetric stretch and bend) to describe the intramolecular motion and the intermolec-
ular coordinates dened in Fig. 2 to describe the relative motion of the molecules. This
procedure again partitions the vibrations into M high-frequency coordinates x = fxng and
N low-frequency coordinates X = fXig. In the case of the water dimer, it yields M = 2 3
modes (x1; x2; x3) and (x4; x5; x6) to describe the intramolecular normal modes of each of the
two water molecules, and N = 6 low-frequency degrees of freedom to account for the inter-
molecular motion. The latter are dened by the curvilinear coordinates X = (X7; : : : ; X12)
shown in Fig. 2, i.e., the O-O distance ROO and ve rotational angles y, z, x, y, and
7
α
z
β
z
α
y
β
y
β
x
x
y
z
OOL
R
FIG. 2: Intermolecular coordinates dening the structure of the water dimer, i.e. the O  O
distance ROO, the rotation angles y and z of the hydrogen-bond donating water, and rotation
angles x, y and z of the hydrogen-bond accepting water around axis's x, y, and z.
z. For a given geometry X, the associated modes xn are dened in a coordinate system
that is xed to the corresponding monomer. As one of the monomers rotates along one of
the angles y, z, x,y, and z, the three monomer-mode vectors (x1; x2; x3) or (x4; x5; x6)
of the corresponding water molecule are rotated as well (see Fig. 3c). The monomer modes
therefore become a function of the rotational low-frequency degrees of freedom, xn = xn(X).
The translation of a molecule along the O-O vector ROO, in contrast, has no eect on the
monomer mode vectors xn.
In the discussion below, we wish to compare adiabatic PESs that were calculated in the
internal-mode representation (using x;X) and in the normal-mode representation (using
q;Q) [58]. To obtain a suitable transformation between the two sets of coordinates, we rst
calculate the normal modes in the fxng-subspace by diagonalizing the corresponding Hessian
matrix, which yields the normal modes fq0ng as linear combinations of the monomer modes
q0n =
X
m
anmxm: (15)
Moreover, we introduce low-frequency normal modes fQ0jg dened in terms of the inter-
molecular coordinates fXjg. Since the latter are curvilinear coordinates, we need to invoke
nonlinear transformation operators ~Xj, which account for the translation or rotation as-
sociated with coordinate Xj. For example for X2 = y, ~X2 is a rotation matrix Dy(y)
around the y-axis with angle y, which acts on the Cartesian coordinates R = fRg of the
hydrogen-bond donating water molecule. The desired normal mode coordinates are then
given by Q0j = ~QjR with
~Qj =
X
i
Aji ~Xi: (16)
In order to determine the transformation matrix Aij, we rst linearized the transforma-
tions ~Xi for small displacements and removed the center-of-mass motion and the angular
momentum from the coordinates. This yields linear vectors Q0j that can be compared to Qj.
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FIG. 3: (a) The symmetric stretch vibration of the hydrogen-bond accepting water (mode q3,
indicated by blue arrows) for the dimer in its minimum energy conguration. (b) In a normal-mode
representation, when the molecule is displaced with respect to Q10 (indicated by green arrows for
Q10=2.0, the minimum energy conguration is shown in the background for comparison), normal
mode q3 (in blue) no longer displaces the hydrogens parallel to the OH bonds, but with an angle
 out of the plane of the hydrogen-bond accepting water. (c) The same in an internal mode
representation, where the high-frequency mode q03 is xed to the monomer and hence rotates as
the molecule rotates.
Close to the minimum energy conguration, we nd Q0j  Qj and q0n  qn. This is no
longer the case, when the system is displaced from its minimum energy conguration, where
on the one hand we have fqng = const:, and on the other hand we have q0n = q0n(Q0), i.e.,
the high-frequency modes q0n become a nonlinear function of the low-frequency modes. The
low-frequency coordinates fQ0ig agree with fQig as long as the former can be approximated
by their linearized counterparts.
The eect is illustrated in Fig. 3, adopting q3 and Q10 as a representative example. Fig. 3a
shows the displacement vector of mode q3 for the dimer in its minimum energy conguration,
while Fig. 3b shows the same high-frequency mode for the dimer displaced along Q10. As Q10
includes a rotation of the hydrogen-bond accepting water molecule, the normal-mode q3 no
longer displaces the proton parallel to the OH bond, but with an angle  out of the plane of
the hydrogen-bond accepting water. Hence, normal-mode q3 to a certain extent rotates the
water molecule back, so the high-frequency modes q3 start to include low-frequency degrees
of freedom. In contrast, in an internal coordinate representation (Fig. 3c), the mixing of
low- and high-frequency degrees of freedom is avoided by construction, since we rotate the
high-frequency coordinate q03 as the water rotates along the low-frequency coordinate Q
0
10.
9
D. Calculation of adiabatic potential-energy surfaces
The electronic PES of the water dimer was calculated at two levels of ab initio theory. As
a state-of-the-art description of the water dimer, we used a parameterized multidimensional
water potential derived from aug-cc-pVTZ/CCSD(T) ab initio calculations, which was made
available by Bowman and coworkers [53{55]. In this case, the potential V (q;Q) was used
in Schrodinger equation (2) directly. For a more qualitative discussion, we also used a
Taylor expansion which directly gives the coupling terms [cf. Eq. (8)] of the simple model of
nonadiabatic coupling introduced above. Harmonic frequencies and anharmonic terms up
to the 4th-order were calculated with the Gaussian program package [59] on the MP2/6-
311++g(2df,2pd) level of theory. The normal modes calculated from both levels of theory
were virtually the same (Fig. 1).
In the next step, we calculated the vibrational adiabatic PESs associated with the ground
and lowest excited states of the high-frequency modes. In the case of the parameterized water
potential of Bowman [53{55], we need to numerically solve the Schrodinger equation (2) for
the high frequency modes qn in order to obtain the eigenstates k and the eigenenergies (or
adiabatic PESs)Wk, which both depend parametrically on the low frequency coordinates Qj.
The potential energy is given in the corresponding set of coordinates (normal or internal
coordinates, respectively). In case of the internal coordinates, the intramolecular normal
modes of the two monomers are used for the kinetic energy operator of the high-frequency
modes (which are the only ones needed at this stage). We dene a basis f'kg by the product
ansatz
'k =
Y
n=1;6
'i;kn(qn); (17)
where k = (k1 : : : k6) comprises all quantum numbers. For a given set of xed coordinates
fQjg, the single-coordinate function 'i;kn(qn) is the knth eigenstate of high-frequency mode
qn with respect to the one-dimensional (1D) Schrodinger equationh!n
2
p2n + V(qn)
i
'i;kn = i;kn'i;kn ; (18)
where V(qn) denotes a 1D cut of the potential energy along qn with all other coordinates qj 6=i
set to zero. To solve the 6D Schrodinger equation (2), the Hamiltonian Hq = Tq + V (q;Q)
was represented by the basis functions 'k, where the potential energy matrix was calculated
by full quadrature and the associated kinetic energy matrix according to Ref. [60]. We
included all 1D functions with up to 6 excitations in total in the OH stretches and/or 12
excitations in the OH bends, thus yielding  2300 basis functions. The Hamilton matrix was
diagonalized and the resulting adiabatic states are characterized according to their largest
overlap with the zero-order states 'k (which is used for the coloring in Figs. 4, 5 and 6).
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FIG. 4: Normal-mode calculation of the adiabatic PESs, represented by 1D cuts along the low-
frequency normal modes Q7 to Q12. Shown are all states of the water dimer with either one
quantum in the OH stretch modes or two quanta in the OH bend modes, that is, j100000i
(black), j010000i (red), j001000i (green), j000100i (blue), j000020i (magenta), j000011i (yellow),
and j000002i (cyan). Curves colored in gray correspond to lower or higher lying states.
Convergence was tested with respect to the number of excitations, as well as the step size
and the total size of the 6D grid.
III. RESULTS AND DISCUSSION
A. Normal-mode representation
In what follows, we focus on the seven states in the 1=2-diad, i.e., all states with either
one quantum in the OH stretch modes or two quanta in the OH bend modes. For the lowest
energy conformation of the water dimer, the energy ordering of the fully anharmonic states
remains the same as for the normal modes in Fig. 1. By sorting the vibrational states from
high to low energy, we nd: j100000i is the asymmetric OH stretch of the hydrogen-bond
accepting water, j010000i the dangling OH stretch of the hydrogen-bond donating water,
j001000i the symmetric OH stretch of the hydrogen-bond accepting water, j000100i is the
stretch of the hydrogen-bonded H group; j000020i has two quanta of the OH bend of the
hydrogen-bond donating water, j000002i two quanta of the OH bend of the hydrogen-bond
accepting water, and j000011i is a combination mode with one quantum each of the two OH
bends.
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To discuss the adiabatic PESs Wk(Q) of these states, we rst adopt the the normal-mode
representation fqn; Qjg of the parameterized water potential of Bowman [53{55]. Figure 4
shows 1D cuts of the resulting PESs along the low-frequency modes (Q7; : : : Q12). The curves
along Q7 appear as expected, i.e., (i) they exhibit a minimum at the equilibrium geometry
Q7 = 0, (ii) the four states reecting the OH stretch excitation are close in energy, as well
as (iii) the three states reecting double excitations of the OH bends are close. Surprisingly,
though, the adiabatic PESsWk(Qi) along the other normal modes (Q8; : : : ; Q12) lead mostly
'down-hill', meaning that Wk(Qi) is not minimal at the equilibrium geometry as expected.
In fact, these curves would predict a red-shift of the infrared excitation for increasing values
of Qi, thus rendering the breaking of the hydrogen bond energetically favorably. As this is
against common physical intuition, we repeated the calculations using the simple quartic
Taylor expansion (Sec. II B) to represent the potential. The results were quite similar and
revealed that the negative curvature of the adiabatic PES along the normal modes Q9 to Q12
is caused by very large negative anharmonic couplings / q2nQ2j [cf. Eq. (8)]. For example, the
term that couples modes q3 and Q10 amounts to 6g33;1010 =  378 cm 1. Together with the
also negative zero-point energy contributions of all other high-frequency modes, it accounts
for the negative curvature of state j001000i as a function of Q10 (green line in Fig. 4)
according to Eq. (9). The spurious behavior of the adiabatic PESs shown in Fig. 4 is not an
artifact of the electron-structure theory (because we compare the aug-cc-pVTZ/CCSD(T)
calculation by Bowman [53{55] with a MP2/6-311++g(2df,2pd) calculation for the Taylor
expansion) or a low-order Taylor expansion (because the calculation based on Bowman's
potential implicitly includes all terms).
B. Internal mode representation
Alternatively, we may employ internal modes (Sec. II C) which treat the high-frequency
modes in normal mode coordinates that are dened in the frame of the individual water
monomers, and thus rotate as the water molecules rotate along the low frequency degrees of
freedom (Fig. 2). Proceeding this way, the resulting adiabatic PESs shown in Fig. 5 appear
to be quite reasonable, i.e., they exhibit minima very close to the equilibrium geometry
Xj = 0.
To facilitate the comparison of the adiabatic PESs calculated in normal modes (Fig. 4)
versus those calculated in internal coordinates (Fig. 5), we expand the intermolecular coor-
dinates fXig in terms of the low-frequency normal modes fQ0jg [cf. (Eq. (16)]. This allows
us to represent the internal-coordinate PESs in terms of the normal modes fQ0jg, which is
shown in Fig. 6. Again, these adiabatic PESs look very reasonable and clearly conrm the
misconception of the PESs calculated directly from normal modes in Fig. 4.
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FIG. 5: Internal mode calculation of the adiabatic PESs of the water dimer, using the color code
of the states as in Fig. 4. Shown are 1D cuts along the intermolecular coordinates dened in Fig. 2.
C. Nonadiabatic couplings
The comparison of Figs. 4 and 6 poses the question of what goes wrong in the normal-
mode representation. After all, normal modes represent a complete set of coordinates of the
system, hence {at least in principle{ the problem should be describable also in normal modes.
However, one needs to recall that the concept of independent adiabatic PESs rests on the
adiabatic approximation, which assumes that (at least for the most part) the nonadiabatic
couplings given in Eq. (4) can be neglected. These couplings are given by kk0 = Fkk0 +Gkk0
with
Fkk0 =  
X
j

j
2

k
 @@Qj k0

Pj; (19)
Gkk0 =  
X
j

j
2

k
 @2@Q2j k0

; (20)
and arise from the partitioning in high- and low-frequency modes fqng and fQjg. O-
diagonal couplings lead to transfer of population between adiabatic states [see Eq. (4)],
while diagonal terms may shift the energy of the states and therefore change the appearance
of the PESs in Figs. 4 and 6. The diagonal contribution of the rst derivative coupling
vanishes, Fkk = 0, but the diagonal second derivative coupling is in general non-zero. It can
be expressed as [61]
Gkk =
X
j
X
k 6=k0

j
2
hk0j@H=@Qjjki2
(Wk0  Wk)2 ; (21)
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FIG. 6: Internal mode calculation of the adiabatic PESs of the water dimer, using the color code
of the states as in Fig. 4. Shown are 1D cuts along the low-frequency normal modes dened in Eq.
(16). The encircled regions mark curve crossings; the one in the panel along Q010 (encircled in red)
is a true crossing of states j100000i (black) and j010000i (red) that leads to the conical intersection
shown in Fig. 8.
which is easier to evaluate numerically, and also shows that the diagonal nonadiabatic cou-
pling is always positive. Hence, it increases the energies of the corresponding adiabatic
states, which may explain the qualitative dierence between Figs. 4 and 6.
The eect can be illustrated most easily for the vibrational ground state, which is energet-
ically isolated and therefore does not show any curve crossings. Adopting the low-frequency
mode Q10 as a representative example, Fig. 7 compares the PES (top panels) and the nona-
diabatic coupling (bottom panels) as computed in the normal-mode representation (left)
and the internal-mode representation (right). The latter shows the familiar adiabatic pic-
ture, that is, the PES accounts for the variation of the potential energy along this mode
(Fig. 7b), while the nonadiabatic coupling is very small (Fig. 7d). The additional kinetic
couplings originating from the curvilinear intermolecular coordinates, not yet included in
the derivative couplings Eqs. 19 and 20, are expected to be of the same order of magnitude.
In the normal-mode representation, on the other hand, we nd a very dierent situation.
Here the diagonal nonadiabatic coupling varies even more strongly with Q10 than the cor-
responding PES (note the very dierent energy scale in Figs. 7c and 7d, respectively). In
other words, the adiabatic approximation breaks down completely. Interestingly, if one adds
in the normal-mode representation the energies of the PES and of the diagonal nonadiabatic
coupling (i.e., Fig. 7a plus Fig. 7c), the result (Fig. 7b, black line) compares quite well to
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FIG. 7: Break-down of the adiabatic approximation in the normal-mode representation (left pan-
els), illustrated by (a) the ground-state vibrational PES along Q10 showing a negative curvature
and (c) the corresponding diagonal nonadiabatic coupling which is not only non-zero but dominates
the energy. The adiabatic approximation is valid in the internal-mode representation (right pan-
els), where the nonadiabatic coupling almost vanishes (d, note the dierent energy scale). Panel
(b) compares the energy of the ground state PES in internal coordinates (red) with the sum (black)
of the PES and the nonadiabatic coupling in the normal-mode representation (i.e., the sum of the
energies shown in panels a and c).
the PES in the internal-mode representation (Fig. 7b, red line). The deviation for larger
Q010 can be explained by the approximation [Eq. (16)] of the curvilinear coordinates Q
0
10
by the linear normal coordinates Q10. For higher lying states, the picture is similar but in
detail more complicated, since curve crossings occur that lead to discontinuities due to the
denominator in Eq. (21) and also render o-diagonal couplings more important.
To illustrate the above ndings, it is instructive to revisit Fig. 3 which demonstrates the
coupling of the high-frequency mode q3 to the low-frequency mode Q10 in the normal-mode
representation. In particular, it reveals that for displaced mode Q10, the OH stretching
mode q3 no longer displaces the hydrogens parallel to the OH bonds, but with an angle 
out of the plane of the hydrogen-bond accepting water. A simple analysis suggests that a
term / cos  describes the observed negative curvature of the PES as a function of Q10. This
is because cos  accounts for the projection of q3 onto the OH bond, which corresponds to
an intramolecular displacement. In contrast, the component perpendicular to the OH bond
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FIG. 8: Conical intersection between states j100000i (A00) and j010000i (A0) as a function of
Q10 (A
0) and Q12 (A00). For better visualization, the contribution of the zero-point energy was
subtracted.
(sin ) is of intermolecular character and has a much weaker contribution to the potential
energy. This mixing of low- and high-frequency degrees of freedom is particularly problem-
atic when we wish to achieve an adiabatic separation, because that separation is no longer
well dened when the dimer is not in its lowest energy conguration.
D. Curve crossings
Because of the small nonadiabatic couplings, the internal-coordinate PESs (Figs. 6) con-
stitute a physically useful adiabatic picture, and we will focus on them in what follows. It
is seen in Fig. 6 that many of the curves are quite close to each other. When we zoom in,
we nd several crossings of the PESs within the four OH stretching modes and the three
OH bending modes, respectively, some of which are encircled. While many of these curve
crossing are avoided in 1D (the splittings are sometimes hardly visible in Fig. 6), they may
lead to 4D seams of conical intersections in full 6D space. Symmetry helps to nd such
conical intersection in lower-dimensional cuts. For example, a true crossing occurs if a A00
high-frequency state crosses an A0 state along a A0 low frequency tuning mode. Moreover,
when we add an additional A00 coupling mode to that situation in a 2D cut, this crossing
will necessarily become a point-like conical intersection, because the A00 mode couples both
states so the crossing is avoided.
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As a representative example, Fig. 6 shows a curve crossing (encircled in red in Fig. 6) of
states j100000i (A00) and j010000i (A0) as a function of normal-mode Q10 (A0). It represents
a true crossing because both states are of dierent symmetry (A00 vs. A0). Upon coupling
to another A00 low-frequency mode, such as, e.g., Q12, we obtain a conical intersection as
shown in Fig. 8.
In contrast to malonaldehyde discussed in Ref. [4], where the hydrogen bond and hence
the anharmonic couplings are much stronger, the energy of the conical intersection is not
below the Franck-Condon region, such that the crossing may not necessarily play a dominant
role in the fast dynamics. Nevertheless, the conical intersection occurs at Q10   1, which
corresponds to the classical turning point at the zero-point energy, hence the intersection will
be seen by any excited wave packet. Accounting for the interaction of the asymmetric OH
stretch vibration of the hydrogen-bond accepting water and the dangling OH stretch stretch
vibration of the hydrogen-bond donating water, this intersection leads to intermolecular
vibrational energy transport between the two water molecules.
IV. CONCLUSIONS
Vibrational conical intersections might provide an ecient mechanism to facilitate the
ultrafast vibrational dynamics experimentally found for various forms of water. In a very
rst step towards this question, we have adopted an adiabatic approach to the vibrational
structure of the water dimer, which for long has served as a minimal model for the hydrogen
bonding in liquid water. Based on a state-of-the-art potential of (H2O)2 and subsequent
vibrational-structure calculations, we have calculated the adiabatic PESs for the lowest
states of the intramolecular high-frequency modes along the intermolecular low-frequency
modes. Although a signicant separation of time scales exist between both sets of coordi-
nates, we have found that a standard normal mode description of the adiabatic PESs leads
to a qualitatively wrong picture. This complete breakdown of the adiabatic ansatz is caused
by strong nonlinear couplings between high- and low-frequency normal modes, which in turn
give rise to large overall nonadiabatic couplings. On the other hand, a valid adiabatic picture
is obtained, when internal coordinates are employed. Here we have used normal modes to
describe the intramolecular motion of each water molecule and intermolecular coordinates to
describe the relative motion of the molecules. The chosen coordinates were found to largely
decouple the high- and low-frequency degrees of freedom. Of course, the price one has to
pay in an internal coordinate representation with curvelinear intermolecular coordinates is
a rather complicated kinetic energy operator of the low-frequency degrees of freedom [9]
and additional nonadiabatic coupling terms due to kinetic couplings. We however believe
that the greatest value of an adiabatic representation lies in the mixed-quantum classical
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treatment of a larger system, e.g., in order to study the vibrational dynamics in bulk water.
In this case, that kinetic energy is needed only for the classical sub-system and hence not
so dicult to deal with.
Considering 1D and 2D cuts of the adiabatic PESs of (H2O)2 along selected intermolec-
ular coordinates, we have been able to show the existence of low-lying vibrational conical
intersections in the water dimer. By coupling the motion of the OH modes, the intersec-
tions may mediate the vibrational energy transport between the two water molecules. In
a similar vein, recent quantum-classical studies of the vibrational energy transport along
the coupled CO vibrations of a peptide chain have indicated the existence of numerous
conical intersections along the classical trajectory [43]. This excitonic-like energy transport
along coupled high-frequency oscillators corresponds to almost resonant transitions between
almost equivalent system, which means that there is only little excess energy, only little
change of the equilibrium geometry, and therefore also only little change of the vibrational
dynamics. Although conical intersections have been discussed as a possible mechanism for
excitonic energy transport [62], one might expect only minor dierences in the eect of true
and avoided crossings.
The situation is dierent if the conical intersection mediates a transition from higher to
lower adiabatic PES, thus resulting in the vibrational energy redistribution between, e.g.,
OH stretching and OH bending modes. Due to the typically shifted equilibrium geometry of
the lower state and the large excess energy after the transition, the crossing may thoroughly
change the vibrational dynamics of the system. In this scenario, a conical intersection that
eectively and rapidly transfers population to another state certainly makes a dierence to
an avoided crossing with signicantly less ecient population transfer [63]. In the case of the
water dimer, however, we have not found this type of conical intersection. When we extend
the investigations to larger water clusters or even bulk water, we will have more OH modes
and thus a higher level density, and would therefore also expect more conical intersections.
Unlike to the established role of electronic conical intersections in ultrafast photophysical
and photochemical processes, the general importance of vibrational conical intersections to
account for ultrafast vibrational dynamics remains yet to be shown.
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