Single-nucleotide polymorphisms (SNPs), believed to determine human differences, are widely used to predict risk of diseases. Typically, clinical samples are limited and/or the sampling cost is high. Thus, it is essential to determine an adequate sample size needed to build a classifier based on SNPs. Such a classifier would facilitate correct classifications, while keeping the sample size to a minimum, thereby making the studies cost-effective. For coded SNP data from 2 classes, an optimal classifier and an approximation to its probability of correct classification (PCC) are derived. A linear classifier is constructed and an approximation to its PCC is also derived. These approximations are validated through a variety of Monte Carlo simulations. A sample size determination algorithm based on the criterion, which ensures that the difference between the 2 approximate PCCs is below a threshold, is given and its effectiveness is illustrated via simulations. For the HapMap data on Chinese and Japanese populations, a linear classifier is built using 51 independent SNPs, and the required total sample sizes are determined using our algorithm, as the threshold varies. For example, when the threshold value is 0.05, our algorithm determines a total sample size of 166 (83 for Chinese and 83 for Japanese) that satisfies the criterion.
INTRODUCTION
Single-nucleotide polymorphism (SNP) data have been widely used in predicting the phenotypes such as ethnicity, quantitative traits, or risk of diseases (Guzzetta and others, 2010; Lee and others, 2008; Nunkesser and others, 2007; Wray and others, 2007; Zhou and Wang, 2007) . While a variety of population classifiers are available in the literature, for example, Support Vector Machine (SVM) (Guzzetta and others, 2010; Kuznetsov and others, 2009; Onuki and others, 2010; Davies and others, 2010) , genetic programming (Nunkesser and others, 2007) , Neural Network (NN) (Sabbagh and Darlu, 2006; Wang and Larder, 2003) , and Logistic Regression (Davies and others, 2010) , the question of how many samples are required to build an accurate predictor of class membership based on coded SNP data has not been addressed yet. Theoretically, a larger sample size leads to higher prediction accuracy, but in reality, clinical samples are often limited and/or the cost of sampling is high. This article presents an algorithm to determine a (total) training sample size that is just large enough to satisfy the prespecified accuracy of a linear classifier based on SNPs.
In the literature, there are a variety of sample size determination methods for classification of microarrays; see, for instance, de Valpine and others (2009), Simon (2005, 2007) , and Dobbin and others (2008) . However, these are developed for continuous data satisfying the normality assumption and hence cannot be applied to classifiers based on coded SNPs. There are also other sample size determination methods for microarray data that are not classifier specific. These include methods based on "learning curves" due to Mukherjee and others (2003) , and those based on sequential stopping rules proposed by Fu and others (2005) ; see Dobbin and Simon (2007) for a detailed account on all these methods.
For coded SNP data from 2 classes, we derive an "optimal" classifier based on Bayes Law and show that the standardized optimal classifier is asymptotically normal. We also construct a linear classifier and establish the asymptotic normality of the standardized "linear" classifier. These are shown to yield approximate expressions for the probability of correct classification (PCC) of the optimal classifier, PCC(∞), and that of the linear classifier, PCC(n). We then adopt the objective proposed in Dobbin and Simon (2007) (also see Lachenbruch, 1968) , to determine the total sample size such that PCC(∞) − PCC(n) < γ, for some threshold γ ∈ (0, 1). A sample size determination algorithm involving the difference between approximate expressions for PCC(∞) and PCC(n) is presented. While Monte Carlo simulations corroborate our theory, the sample size determination algorithm for the HapMap data on Chinese and Japanese populations based on a linear classifier built using 51 independent SNPs illustrates the usefulness of our methodology in applications. The R code for our computational algorithm is available at Biostatistics online.
The article is organized as follows. Section 2 introduces the theoretical underpinnings, whereas the proofs are deferred to Appendices of the supplementary material available at Biostatistics online. Numerical illustrations, including the HapMap data analysis, are given in Section 3. Finally, Section 4 summarizes our findings and suggests future research directions. We begin with basic notations and assumptions.
METHODS

Assumptions and the postulated model
In population classification scenarios, subjects belong to k distinct classes, for example, different disease groups or outcome groups or case-control groups or ethnic groups. For simplicity, we suppose that there are 2 classes (k = 2) consisting of n 1 and n 2 subjects, respectively, and refer to these classes as control group (C 1 ) and case group (C 2 ). For each subject in a class, we observe a p-dimensional SNP vector (typically p n 1 and n 2 ), denoted by x = (x 1 , . . . , x p ) , where each SNP is coded according to the number of minor alleles. That is, we code the jth SNP by the number x j (= 0, 1, 2), which denotes the number of minor alleles in the genotype "aa," "Aa," and "AA," respectively.
It is possible that some of the SNPs are highly correlated. In such a case, we choose one SNP to represent highly correlated ones. To build classifiers and determine a training sample size, we make the following assumptions:
(1) The data vector, x = (x 1 , . . . , x m ) , consists only of m ( n 1 and n 2 ) statistically "independent" SNPs; the rest of the ( p − m) SNPs are not used for classification. (2) For each k = 1, 2 and j = 1, . . . , m, we postulate the Hardy-Weinberg equilibrium, according to which the probability mass function of the coded SNP (X j ) belonging to class k is given by
where, by the definition of SNP, θ k, j ∈ (0.01, 0.5). Here, θ k, j < 0.5 because it is the minor allele frequency, and θ k, j > 0.01 ensures that the polymorphism is not a "mutation"; see http://en.wikipedia.org /wiki/SNP genotyping. Let θ 1 = (θ 1,1 , . . . , θ 1,m ) and θ 2 = (θ 2,1 , . . . , θ 2,m ) denote parameter vectors corresponding to classes C 1 and C 2 , respectively. (3) There is a percentage, ρ, of the chosen m independent SNPs with marginal effect on case-control.
Thus, there are mρ = l SNPs with marginal effect on case-control.
The optimal classifier and its PCC
By the assumptions (1)- (3), the joint mass function of X = (X 1 , . . . , X l ) conditional on the class
For any x randomly selected from the population, define π 1 = P( x ∈ C 1 ) ∈ (0, 1). Then, π 2 = P( x ∈ C 2 ) = 1 − π 1 . Therefore, the posterior probability of the class C k given x is:
As shown in Appendix 1 of the supplementary material available at Biostatistics online, this leads to the optimal classifier:
where b j = log
is the log odds ratio for x j , and K = log
. Furthermore, it is shown in Appendix 2 of the supplementary material available at Biostatistics online that the PCC for this optimal classifier is:
where ≈ denotes approximation and is the standard normal cumulative distribution function.
A linear classifier and its PCC
Consider the linear classifier, m j=1b j w j,n x j , whereb j = log
and w j,n takes values either 0 or 1, which are determined from the training set via a test of hypotheses. That is, for each j = 1, . . . , m, if the SNP x j is determined to have a marginal effect on case-control by a test of hypothesis H 0 : Note that the linear classifier defined above uses plug-in estimate,b j , of the log odds ratio (in the optimal classifier) along with w j,n (= 0 or 1), which decides whether or not the jth SNP is included in the linear classifier. When w j,n = 1,b j denotes the strength of discriminatory contribution of the jth SNP. In Appendix 3 of the supplementary material available at Biostatistics online, we use large sample theory to derive a Wald test of level α to test H 0 versus H 1 , and an expression for the power, 1−β j (n 1 , n 2 , h j ), of this test, when θ 1, j − θ 2, j = h j . The power, 1 − β j (n 1 , n 2 , h j ), of the test is determined using a noncentral chi-square distribution with a noncentrality parameter, which depends on 2n = n 1 + n 2 and h j ; see Appendix 3 of the supplementary material available at Biostatistics online for details. Henceforth, we denote the power as 1 − β j (n, h j ). In our context, we believe that the Wald test is appropriate to test H 0 versus H 1 , and we can also compute the power of the test. In other real problems, one may use a different testing procedure to select features that have a marginal effect on case-control.
, it is shown in Appendix 4 of the supplementary material available at Biostatistics online that
Note that PCC(n) depends on n because the power (henceη j ) depends on n.
Sample size determination
The objective is to find a training sample size, n, such that
where γ (> 0) is a prespecified threshold value. In practice, we determine n such that the difference between the corresponding approximations in (2.2) and (2.3) is less than γ . In the special case when
. Consequently, by (2.2) and (2.3),
) is yet to be specified. Since the aim was to determine a sample size that satisfies the criterion in (2.4), it is reasonable to maximize the right side of (2.3) overK ; see Appendix 5 of the supplementary material available at Biostatistics online for details. LetK =K 0 denote such a value. However, our simulations in Section 3 indicates that, in some cases, the approximate value of PCC(n) forK 0 might exceed that of PCC(∞) in (2.2). To avoid this, we also maximize the approximation for PCC(∞) over K , and such a value is denoted by K = K 0 .
3. NUMERICAL RESULTS
Monte Carlo simulations
Before delving into numerical illustrations of sample size determination, we conducted elaborate Monte Carlo simulations to verify the accuracy of the approximation for PCC(n) in (2.3) and study its behavior as a function of n and other parameters. Throughout this section, we consider the special case, θ 1 = (θ 1 , . . . , θ 1 ) and θ 2 = (θ 2 , . . . , θ 2 ) with θ 1 > θ 2 [see (2.5)], the sample sizes n 1 = n 2 = n, and K andK in (2.5) are replaced by their maximum values K 0 andK 0 , respectively, as mentioned in Remark 1. Table 1 compares the approximate values of PCC(n), denoted byPCC(n), with the Monte Carlo-based estimates, PCC(n)MC, for various specifications. To obtainPCC(n)MC values, for each specification in Table 1 , we simulated a "training" data and a "testing" data of SNPs, each having the same sample sizes. The training data were used to build the linear classifier using the methods described in Section 2.3, while the testing data were used to determine the frequency of correct classification of the linear classifier. This process was repeated 200 times in order to compute the average correct classification frequency,PCC(n)MC, given in Table 1 . It is evident from Table 1 that theB ias =PCC(n)MC −PCC(n) is negligible in most cases, thereby validating the use of our approximation for PCC(n). Also note that bothPCC(n)MC andPCC(n) are close toPCC(∞), approximate values of PCC(∞).
To compare the performance of our linear classifier with another classifier in the literature, such as the SVM, we also computed the PCC(n) values corresponding to the SVM for the above simulation setup. We used the R software with the svm() function available in e1071 package (Dimitriadou and others, 2005) , along with other default settings. The SVM values are given in Table 1 under the column SVM MC. Note that, unlike our linear classifier, there is no approximate formula available to calculate the PCC(n) for SVM. Therefore, we cannot comparePCC(n) values for our linear classifier (or the PCC(∞) values) with PCC(n) values for SVM. Table 1 shows that thePCC(n)MC values are essentially same as those for the SVM MC. This says that our linear classifier is as good as or slightly better than the SVM. Note that the comparison between our classifier and the SVM is based on the simulation framework, which favors our linear classifier. For other data sets, the SVM may have a better performance in terms of PCC(n).
We noted in Section 2.3 that the approximation to PCC(n) in (2.3) depends on the power of the Wald test, which increases as n increases. Due to the complicated nature of the approximate expression in (2.3), it seems challenging to theoretically establish the monotonicity of PCC(n). Hence, we study this property numerically. Table 2 shows thatPCC(n) is a monotonically increasing function of n, witĥ PCC(n) as its upper limit. However, the rate of increase ofPCC(n) also depends on various combinations of h(= θ 1 − θ 2 ), the difference between the minor allele frequencies of the 2 groups, and the number m of independent SNPs. In fact, the values ofPCC(n) (andPCC(∞)) increase more rapidly as h and m increase. This is reasonable because when h is large, the 2 groups are distinguishable, and large m implies that data contain many significant SNPs because ρ = 1 in Table 2 . Finally, in Appendices 6, 7, and 8 of the supplementary material available at Biostatistics online, we carry out further simulation studies as in Table 1 for the case ρ < 1 but [mρ] = 50, unequal sample sizes and different choices of θ 1 values, respectively, while Appendix 9 of the supplementary material available at Biostatistics online examines assumption (1), the independence of SNPs, in Section 2.1. 
, m is the number of independent SNPs, α = 0.01 is the significant level for Wald tests in Section 2.3, and ρ = 1 is the percentage of the significant SNPs.
Next, we turn our attention to determining the smallest n such that f (n) =PCC(∞) −PCC(n) − γ < 0, for any specific value of γ . We use the following algorithm to determine such an n: (i) Let n = n S and n L such that f (n S ) > 0 and f (n L ) < 0 and set n M = [(n S + n L )/2]. To begin the algorithm, select a small n S and a large n L ; (ii) if f (n M ) f (n S ) < 0, then reset n L = n M ; else, reset n S = n M . In either case, return to Step (i), unless n L − n S 1, in which case, the smallest sample n = n L ; (iii) use the smallest (total) sample of size 2n L , with half from each class, C 1 and C 2 . We implemented this algorithm for each value of h, m, and significance level α for the Wald test. Table 3 shows the determined sample sizes for each combination of parameters. From Table 3 and the plot of these values in Figure 1 , it is evident that the required sample size reduces as h increases, as expected. Also, since ρ = 1, all the SNPs under consideration are significant. Therefore, as α increases, many significant SNPs are included in the classifier, which improves the predictive ability of the classifier. Hence, f (n) < 0 for smaller sample Table 2 . The growth rate of thePCC(n) as Si ze = 2n (n for C 1 , n for C 2 ), h = θ 1 − θ 2 , and m (the number of independent SNPs) vary; θ 1 = 0.3, ρ = 1, and α = 0.01 Here, θ 1 = 0.3, h = θ 1 − θ 2 , m = the number of independent SNPs, ρ = 1, and α = 0.01.
sizes, as shown in Table 3 . However, the effect of m on the determined sample sizes is less clear. When h is large, say h = 0.2, then the required sample size reduces as m becomes large. Whereas, when h is small, say h = 0.01 or 0.05, the reverse is true as m becomes large. 
Application to the HapMap data
The aim of the International HapMap Project was to develop a haplotype map of the human genome, the so-called HapMap, which will describe the common patterns of human DNA sequence variation. Discovering the DNA sequence variants that contribute to common disease risk offers one of the best opportunities for understanding the complex causes of disease in humans (http://hapmap.ncbi.nlm.nih. gov/abouthapmap.html). The HapMap data consist of 4 populations with about p = 1.2 × 10 6 SNPs. Here, we consider the following 2 classes: C 1 -the Han Chinese individuals from Beijing (CHB) with 137 subjects and C 2 -the Japanese individuals from Tokyo (JPT) with 113 subjects, for a total of 250 subjects. Suppose, we set a value for γ = γ 0 , say, we will now illustrate how to construct a linear classifier of the form given in Section 2.3 based on pairwise independent SNPs and determine a (total) sample size such thatPCC(∞) −PCC(n) < γ 0 . Based on all the 250 available subjects, we extracted pairwise independent SNPs using the following procedure. Suppose L is a set of SNPs. Then, (I) form the set S with one SNP from L and update S after next step; (II) from the remaining SNPs in L, choose one SNP that is independent of every SNP in S using Kendall's τ coefficient as a test statistic to test pairwise independence and then add this new SNP to S. Here, we concluded independence if the Kendall's τ -value < 0.1; (III) repeat (II) until each remaining SNP in L is correlated with at least one SNP in S. This procedure yielded a set S with m = 51 pairwise independent SNPs, and with these, we built our linear classifier.
Next, we set ρ = 1 so that m = l = 51. Recall that θ 1 = (θ 1,1 , . . . , θ 1,l ) and θ 2 = (θ 2,1 , . . . , θ 2,l ) . We estimated θ 1 and θ 2 using the maximum likelihood (ML) estimates (based on 137 and 113 subjects, respectively) given in Appendix 3 of the supplementary material available at Biostatistics online. We substituted these ML estimates,π 1 = 0.548, andĥ j into the expressions forPCC(∞) andPCC(n) given in (2.2) and (2.3), respectively, and used our algorithm (see Section 3.1) to determine the total sample size satisfying the criterion,PCC(∞) −PCC(n) < γ , for various values of γ . Figure 2 shows a plot of required total sample size versus γ , when α = 0.1 and 0.2. For instance, if γ = 0.05 and α = 0.1, then the total sample of size ≈ 166 (83 for CHB and 83 for JPT) satisfies the criterion. The fact that we have an approximate expression for PCC(n) corresponding to our classifier enables us to algorithmically determine a total sample, which satisfies the criterion, for any given γ . However, although SVM is a competitive classifier, we cannot determine a total sample size that satisfies the criterion for a given γ because SVM does not have an approximate (or an exact) expression for its PCC(n). This highlights the usefulness of our linear classifier and the approximate formula for its PCC(n).
DISCUSSION
For an SNP-based classifier for 2 populations, a criterion for sample size determination based on PCC is proposed and applied to the HapMap data on Chinese and Japanese population. The postulated parametric model for the SNP data allows us to substitute the ML estimates of parameters into approximate formulas for PCC and use a simple computational algorithm to obtain the required sample size. In fact, a major advantage of our method over the learning curve methods such as the SVM or NN is that, given a threshold γ and a sample, we can algorithmically obtain a total sample size required to satisfy the criterion. Whereas, the SVM and NN would only be able to compute the PCC but not provide a total sample size required to satisfy a given criterion. Our method is transparent and easy to use, as illustrated in our HapMap data analysis.
If the data at hand are small, then the parameter estimates may be biased. In fact, in some instances, there may be no sample at hand to compute parameter estimates. In such cases, it may be better to adopt a sequential sampling method (Fu and others, 2005) for sample size determination. Also, in population classification problems, there may be more than 2 classes, for example, HapMap data. Generalizations of our method to multiple populations will be considered elsewhere.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
