We present an updated model of the cosmic ionizing background from the UV to the X-rays. Relative to our previous model ), the new model provides a better fit to a large number of up-to-date empirical constraints, including: 1) new galaxy UV luminosity functions; 2) stellar spectra including binary stars; 3) recent escape fraction measurements; 4) a measurement of the non-ionizing UV background; 5) obscured and unobscured AGN; 6) measurements of the intergalactic HI and HeII photoionization rates at z ∼ 0 − 6; and 7) the local X-ray background. In this model, AGN dominate the HI ionizing background at z < 3 and star-forming galaxies dominate it at higher redshifts. Combined with the large AGN contribution at low redshifts and the steeply declining AGN luminosity function beyond z ∼ 2, the slow evolution of the HI ionization rate inferred from the HI Lyα forest requires an escape fraction from star-forming galaxies that increases strongly with redshift. Our new UV background model implies a best-fit escape fraction of 7% at z = 3. We provide effective photoionization and photoheating rates calibrated to match the Planck 2018 reionization optical depth and recent constraints from the HeII Lyα forest.
INTRODUCTION
Galaxies and active galactic nuclei (AGN) produce a diffuse background of ultra-violet (UV) radiation that permeates the intergalactic medium (IGM). This cosmic UV background (UVB) keeps the IGM ionized following the epoch of reionization. UVB models are widely used for two purposes. The first is ionization corrections, which are necessary to convert measured abundances of ions to total masses in different elements (e.g., Stern et al. 2016; Prochaska et al. 2017; Chen et al. 2017 ). The second is to model the ionization and cooling of cosmic gas in cosmological hydrodynamic simulations (e.g., Cen & Ostriker 1992; Katz et al. 1996; Wiersma et al. 2009; Gnedin & Hollon 2012) . AGN also produce a background of X-ray radiation which can ionize heavy elements and further heat the IGM through inverse Compton scattering (Madau & Efstathiou 1999) . The cosmic X-ray background is directly measured at z = 0 by X-ray telescopes (e.g., Giacconi et al. 1962; Hickox & Markevitch 2007; Ajello et al. 2008) . For simplicity, we will generally refer to the UVB in this paper, but we also include X-rays from AGN.
Several authors have modeled the spectrum and redshift evolution of the UVB (e.g., Miralda-Escude & Ostriker 1990; Haardt & Madau 1996; Giroux & Shapiro 1996; Fardal et al. 1998; Faucher-Giguère et al. 2009 ). Of these, the series of models by Haardt & Madau (Haardt & Madau 1996, cgiguere@northwestern.edu 2001, 2012) have been the most widely used. We refer to the Haardt & Madau (2012) model as HM12. In the last decade, the Faucher-Giguère et al. (2009, hereafter FG09) model has also been used in a number of studies, e.g. in the Illustris and FIRE galaxy formation simulations (Vogelsberger et al. 2014; Pillepich et al. 2018; Hopkins et al. 2014; Hopkins et al. 2018) . Recently, Khaire & Srianand (2018, hereafter KS18) produced new synthesis models of the extragalactic background light from the far infrared to the TeV γ−rays.
Despite the fact that a UVB model is assumed in most cosmological hydrodynamic simulations and that many observational inferences from quasar absorption data require an ionization correction, there is a relative paucity of available models which take into account the most up-to-date empirical constraints on the background intensity and its sources. This not only means that widely-used models may not be consistent with all the latest observational data, but also that researchers are often unable to assess uncertainties in inferences based on these models. For example, a comparison of the ionization rate required by the low-redshift Lyα forest to the HM12 model suggested that known astrophysical sources could not explain the observationally-inferred intergalactic ionization rate, implying a "photon underproduction crisis" . However, as subsequent studies pointed out, the tension between the Lyα forest observations and UVB models could be alleviated by considering the FG09 model instead, since the latter predicted a higher UVB amplitude at z ∼ 0 − 0.5 than HM12 (e.g., Shull et al. 2015 ; Gurvich et al. 2017 Figure 1 . Comoving emissivities as a function of redshift. The total (solid) is the sum of a contribution from star-forming galaxies (dot-dashes) and AGN (dashes). The left panel shows the non-ionizing emissivities at rest-frame UV wavelength 1500Å and the right panel shows the emissivities from the same populations just above HI photoionization edge (912Å). The different relative contributions from AGN and star-forming galaxies at 1500Å and at 912Å arise primarily from different assumed escape fractions (unity for AGN but strongly increasing with redshift for galaxies; see eq. 13).
synthesis model, which provides a good match to the most recent measurements of the low-redshift ionization rate, confirms that there is at present no crisis, since most or all of the low-redshift ionization rate can be explained by AGN (see §2.5).
In this paper, we present an update of the FG09 UVB model. Our methods are similar to those described in FG09, but we incorporate several more more up-to-date empirical constraints. Specifically, our new model is informed by:
(i) Recent measurements of the galaxy UV luminosity function out to the epoch of HI reionization and of the total cosmic UV emissivity at low redshifts.
(ii) A stellar spectral template including binary stars, as well as recent observational constraints on dust attenuation and the escape fraction of ionizing photons.
(iii) An AGN spectral template including both obscured and unobscured sources and constrained to match the local X-ray background.
(iv) Updated constraints from the Lyα forest on the integrated HI photoionization rate, especially at low redshift (z < 0.5) and approaching the epoch of HI reionization (z ∼ 5 − 6).
(v) The Planck 2018 constraint on reionization from the optical depth to the surface of last scattering.
(vi) The latest observational constraints on HeII reionization.
Another important motivation for our new calculations is to provide "effective" UVB models designed to address an important issue with the use of spatially homogeneous UVB models in cosmological simulations. Namely, most current simulation codes calculate ionization states under the assumption of optically thin gas in photoionization equilibrium with an homogeneous ionizing background. While this approximation is valid in the IGM when the mean free path of ionizing photons is large, it breaks down before and during reionization events. During reionization, IGM patches are not in photoionization equilibrium but rather transition rapidly from neutral to ionized as ionization fronts propagate. As a result, simulations that use a homogeneous UVB model do not in general correctly model the timing of reionization events and the photoheating that accompanies reionization (e.g., .
This issue was briefly discussed in FG09, and was partially addressed by the 2011 release of an updated version of the FG09 UVB model modified to produce a HI reionization redshift zrei,HI ∼ 10 consistent with the WMAP 7-year optical depth (Komatsu et al. 2011) .
1 This model however produces a reionization redshift substantially earlier than the best fit zrei,HI = 7.82 ± 0.71 from the Planck 2018 results. Relative to earlier Planck results, the 2018 measurement of the electron scattering optical depth to the surface of last scattering (τe = 0.054 ± 0.007) benefited from improved measurements of the large-scale polarization of the cosmic microwave background (CMB; Planck Collaboration et al. 2018) .
Recently, Oñorbe et al. (2017) substantially developed the concepts of effective photoionization and photoheating rates and showed explicitly how to modify UVB models so that they produce a correct mean reionization history and more accurate photoheating when used in standard simulation codes. Puchwein et al. (2018) published a modified version of the HM12 UVB model incorporating similar effective rates, but calibrated to produce a slightly higher optical depth τe = 0.065, closer to the Planck 2015 results (Planck Collaboration et al. 2016) .
The plan of this paper is as follows. We review our UVB modeling methodology, model ingredients, and compare our new spectral synthesis results to observational constraints in . BPASS spectral template for star-forming galaxies. The parameters of the stellar template are motivated by observations of Lyman break galaxies at z ∼ 2−3.5 (see §2.2). We assume a "holes" model for the escape of ionizing photons, i.e. that ionizing photons escape the ISM through a fraction f esc of clear sight lines. The lightest grey curve shows the spectral template before dust attenuation and assuming an unity escape fraction. The darker grey curve assumes an extinction E(B − V ) = 0.129 and the black curve further applies an escape fraction f esc = 0.1. The spectra shown here are normalized at wavelength λ = 1500Å. §2. We then derive effective photoionization and photoheating rates calibrated to match desired reionization histories in §3. We discuss our results and conclude in §4. Throughout, we assume a standard flat ΛCDM cosmology with Ωm = 0.32, ΩΛ = 1−Ωm, Ω b = 0.049, and H0 = 67 km s −1 Mpc −1 (e.g., Planck Collaboration et al. 2018) . We use X to denote the the hydrogen mass fraction and Y for the helium mass fraction. Lower-case x and y are used to denote ionized fractions of hydrogen and helium, respectively. For example, xII is the hydrogen mass fraction in HII, and yII and yIII are the helium mass fractions in HeII and HeIII.
UV/X-RAY BACKGROUND MODELING

Radiative transfer equations
The angle-averaged specific intensity of the homogeneous background is denoted by Jν and satisfies the cosmological radiative transfer equation,
where H(t) is the Hubble parameter, c is the speed of light, αν is the proper absorption coefficient, and ν is the proper emissivity. We consider three components to the total emissivity, corresponding to star-forming galaxies (superscript ), AGN (superscript AGN), and recombination emission (superscript rec):
We discuss our assumptions for the different emissivity components in §2.2-2.4. sources. This template is a modified version of the Sazonov et al. (2004) model. Relative to the SOS04 template, the high-energy ( 2 keV) component was multiplied by a factor of 1.6 to give a better simultaneous fit to the HI photoionization rate implied by the lowredshift Lyα forest and to the local X-ray background. The E 1 parameter describing the high-energy peak was also modified, as described in §2.3.
Integrating equation (1) and expressing the result in terms of redshift gives
where ν = ν0(1+z)/(1+z0), the proper line element dl/dz = c/[(1 + z)H(z)], and "effective optical depth"τ quantifies the attenuation due to absorption in the IGM of photons of frequency ν0 at redshift z0 that were emitted at redshift z through eτ = e −τ . For Poisson-distributed absorbers, each of column density NHI,
where ∂ 2 N/∂NHI∂z is the column density distribution of intergalactic absorbers versus redshift (Paresce et al. 1980) .
The optical depth τν shortward of the Lyman limit is dominated by the photoelectric opacity of hydrogen and helium,
where the Ni and σi are the column densities and photoionization cross sections of ion i. Only the distribution of NHI is reasonably well determined over a large redshift interval so, as in previous work, we require a prescription for HeI and HeII column densities given the HI column.
We parameterize the column density distribution with power laws in NHI and z:
The transition at z low accounts for a possible change in the column density distribution at low redshifts. We can also express the evolution of the column density distribution with redshift in terms of the evolution of the total incidence of absorbers above a fixed minimum column:
The constant N0 in equation 6 is related to C by N0 = (β − 1)CN
HI,min and continuity at z low requires N 0,low = (1 + z low ) γ−γ low . For i ∈ {HI, HeI, HeII}, the photoionization rates are defined as
where σi is the photoionization cross section for the species of interest and νi is the frequency at the photoionization edge. The photoheating rates are defined similarly:
To obtain HeI and HeII columns from NHI, we define the ratios η = NHeII/NHI and ζ = NHeI/NHI, which are functions of NHI and the photoionization rates. FG09 used radiative transfer calculations to compute η and ζ over a representative range of parameters and improved analytic approximations from Fardal et al. (1998) . HM12 further improved on these results by using similar radiative transfer calculations but deriving fitting functions for η and ζ that are more accurate in the limit of optically thick absorbers. In this work, we use the improved fitting functions from HM12. We have verified, however, that we obtain nearly identical radiative transfer results using the η and ζ fitting functions from FG09 instead. This is because, in the limit of optically thick absorbers, the precise values of NHeI and NHeII do not significantly affect the radiative transfer.
Finally, we note that we have rewritten our radiative transfer solver from F09 to improve both speed and accuracy. In F09, we solved the radiative transfer equation on a fixed grid of redshifts and frequencies. Because photons redshift as the universe expands, this approach required a very large number of grid points in order to resolve fine structure in rest-frame frequency (e.g., the HeII Ly-series sawtooth). We now instead integrate the solution to the radiative transfer equation (3) along light cones using a recursive method. This method allows us to accurately compute Jν 0 at any frequency without requiring a large grid that resolves the full spectrum including all the relevant fine-scale structure at higher redshifts.
Star-forming galaxies
For the evolution of the emissivity from star-forming galaxies, we assume that the rest-UV comoving emissivity at rest wavelength ≈ 1500Å is given by log 10 ,com ν1500 = (25.62, 25.79, 25.92, 26.04, 26.15, 26.26, (10) 26. 32, 26.42, 26.48, 26.54, 26.61, 26.60, 26.60, 26.52, 26.30, 26.11, 25.90, 25.67) at z = (0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, 2, 2.1, 3, 3.8, 4.9, 5.9, 6.8, 7.9) , and interpolate linearly between these redshifts. At z 2, these values correspond to the total . Frequency-resolved comoving emissivities at low redshift. The model stellar (dot-dashes) and AGN (dashes) contributions are compared to an observational inference of the total continuum UV emissivity longward of 912Å obtained by crosscorrelating GALEX imaging data with spectroscopic objects from the SDSS (solid; Chiang et al. 2018) . The UV emissivity longward of 912Å is dominated by stars at all redshifts, even though the ionizing emissivity is dominated by AGN at all redshifts shown here (z 1.5). As in Figure 1 , this is due primarily to different escape fractions assumed for galaxies and AGN, though the intrinsic HI Lyman break in stellar spectra also contributes.
UV emissivity as function of redshift inferred by Chiang et al. (2018) by cross-correlating GALEX UV imaging with sources with spectroscopic redshifts in SDSS. The total emissivity at these redshifts is consistent with the emissivity predicted by integrating the galaxy luminosity function down to very faint magnitudes (e.g., Driver et al. 2016 ) and our results below also indicate that AGN likely contribute only a small fraction of the total 1500Å emissivity at these redshifts. At z 2.1, the above luminosity densities are inferred from measurements of the rest-UV galaxy luminosity function integrated down to -13.0 AB mag (Bouwens et al., in prep.) . Relative to the values reported by Bouwens et al., we have adjusted the luminosity density at some redshifts (within uncertainties) to avoid non-monotonic behavior with redshift. Figure 1 summarizes the comoving emissivities from star-forming galaxies and AGN adopted in our UVB synthesis model as a function of redshift, at rest-frame wavelengths of 1500Å and 912Å. We tie our ionizing background models to UV luminosity densities inferred before any correction for dust obscuration because ionizing photons are also absorbed by dust. Thus, the intergalactic ionizing background should track the emissivity of UV photons that reach the IGM. As Bouwens et al. (2015) show, the dust-corrected and dust-uncorrected UV luminosity densities diverge increasingly from high to low redshift. Galaxies contribute the most to the HI photoionization rate at high redshifts z 2, past which the quasar luminosity function begins to drop much more steeply than the nearly flat photoionization rate (e.g., Bolton et al. 2005; Faucher-Giguère et al. 2008a,b; McQuinn et al. 2009 ). We therefore base our fiducial stellar spectral template on recent results from spectroscopic surveys of z ∼ 3 Lyman break galaxies (LBGs). While star-forming populations are observed out to much higher redshifts (e.g., Bouwens et al. 2017; Livermore et al. 2017) , the stellar populations of epoch-of-reionization galaxies have not yet been studied in as much detail as those at z ∼ 3. Moreover, absorption by the intergalactic medium makes the direct detection of escaping ionizing radiation from galaxies nearly impossible past z ∼ 3.5.
For the spectra of star-forming galaxies, we use a template for a Chabrier (2003) initial mass function (IMF) produced by the BPASS stellar population synthesis model, which includes binary stars (v2.2; Eldridge et al. 2017) . Detailed observations of z ∼ 2 − 3.5 LBGs have recently shown that their nebular emission lines are better modeled by stellar populations including binaries (Bordoloi et al. 2014; Strom et al. 2017) , whose effective temperatures are higher (for an alternative interpretation of observed line ratios based on chemical abundance ratios see, e.g., Masters et al. 2014; Shapley et al. 2015) . When binaries are included, massive hot stars can persist significantly past the few Myrs predicted by single-star models. Support for the importance of stellar binaries at high redshift has also recently emerged from galaxy formation simulations, which find that longer-lived hot stars help boost the effective escape fraction to values high enough to explain HI reionization (e.g., Ma et al. 2015 Ma et al. , 2016 Rosdahl et al. 2018) .
Another recent development regarding high-redshift galaxies is the realization that their stellar and gas-phase metallicities can differ substantially. showed that the stellar and nebular spectra of z ∼ 2.4 LBGs can be reconciled if the massive stars have a metallicity Z ≈ 0.1 Z but the nebular gas has a higher metallicity, Z neb ≈ 0.5 Z . This apparent discrepancy can be explained by a ∼ 5× supersolar O/Fe abundance for the nebular gas, which is expected for enrichment dominated by core-collapse SNe. While O dominates the physics of the nebular gas observed in emission lines, Fe dominates the extreme and far-UV opacity and controls the mass loss rate from stars. Thus, the Fe abundance most strongly affects the properties of the massive stars which produce most of the ionizing photons. For our fiducial stellar template, we therefore assume a low stellar metallicity Z = 0.1 Z .
For dust attenuation, we use the Reddy et al. (2016) attenuation curve calibrated to z ∼ 3 observations:
where k(λ) is given in for 0.15 λ 2.85 µm and in Reddy et al. (2016) for λ < 0.15 µm. This provides a better match to observations of high-redshift galaxies than the Calzetti et al. (2000) attenuation curve, and implies a lower attenuation in the far-UV for a given E(B − V ). For the escape of ionizing photons (f esc ), we use the "holes" model in which f esc is determined by the fraction of sight lines from hot stars along which photons can escape unimpeded, while ionizing photons are completely absorbed along other sight lines. A holes model is supported by high-resolution galaxy formation simulations (e.g., Kim et al. 2013; Cen & Kimm 2015; Ma et al. 2015) (2017) is plotted slightly offset from z = 0 for clarity, and is shown as an upper limit to account for the possibility the Hα recombination emission on which this measurement is based is partially powered by sources other than the UVB.
We furthermore assume that no dust obscuration occurs along holes. The net angle-averaged emergent spectrum from galaxies is thus
where S nodust ν is the spectrum of the stellar population before any dust correction is applied, and S dust ν is the same spectrum but attenuated by dust.
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Figure 2 shows our stellar spectral template for fiducial E(B − V ) and f esc values. We fix E(B − V ) = 0.129 in our calculations, a value which Steidel et al. (2018) found to provide a good fit to a composite z ∼ 3 LBG spectrum.
The escape fraction is a major uncertainty in models of the ionizing background. In detail, it likely depends on galaxy properties, including redshift and mass (e.g., Gnedin et al. 2008; Xu et al. 2016) . For our purpose, we require an "effective" escape fraction weighted by the intrinsic ionizing luminosity of the sources. Although observations generally probe only a limited range of galaxy luminosities, direct measurements of escaping ionizing radiation provide useful clues regarding the redshift evolution of the effective escape fraction.
At z ∼ 3, Fletcher et al. (2018) found an average escape fraction (including non-detections) of 6% while Steidel et al. (2018) found a sample average of 9 ± 1% for the absolute escape fraction. At low redshift (z 0.3), direct
Lyman continuum detection requires space-based observations and the constraints remain relatively poor. Significant escaping ionizing radiation has been detected from ∼ 10 low-redshift galaxies (see the compilation of HST/COS detections in Chisholm et al. 2018) , but the existing detections tend to be biased toward extreme starburst galaxies with properties similar to LBGs. Heckman et al. (2011) proposed that extreme feedback by a powerful starburst may be required to enable the escape of ionizing radiation from galaxies. High star formation rates and powerful galactic winds are common at high redshift but overall less so in the nearby Universe. This is likely why many previous attempts to detect escaping ionizing radiation at low redshift primarily yielded upper limits (e.g., Leitherer et al. 1995; Heckman et al. 2001) . By combining constraints on the ionization of the IGM at z ∼ 3 from the Lyα forest and the observed UV galaxy luminosity function, Kuhlen & Faucher-Giguère (2012) found that reconciling the galaxy UV luminosity function with the reionization history inferred from the WMAP-7 optical depth could be achieved by assuming an escape fraction that increases with increasing redshift (other options are to invoke a large population of galaxies below detection limits, or a substantially higher ionizing efficiency at very high redshift). A similar conclusion is supported by more recent data. For example, Robertson et al. (2015) assume a fiducial escape fraction of 20% in z 6 reionization models constrained by HST and Planck observations.
Motivated by these results, we assume an effective escape fraction that increases continuously with redshift but constrained to stay between 1% and 50%:
, 0.5 , 0.01 .
(13) For our assumed emissivity and IGM properties, we find that . Spectrally-resolved cosmic UV/X-ray background models at different redshifts. We show the isotropic specific intensity Jν as a function of frequency in units of the HI ionization potential (1 Ry=13.6 eV), so the maximum frequency shown corresponds to 13.6 keV). The solid curves show the results from this paper (FG19). These are compared to the previous FG09, HM12, and KS18 UVB synthesis models.
f ,z=3 esc = 0.07 provides a good fit to the HI photoionization rate inferred from the Lyα forest at z ∼ 3. Reassuringly, this is consistent with the more direct escape fraction measurements from star-forming galaxies around this redshift mentioned above.
Active galactic nuclei
As in FG09, we use the best-fit quasar luminosity function from Hopkins et al. (2007, hereafter HRH07) to evaluate the rest-frame AGN emissivity at 4400Å (B band). In comoving units, it is given by:
where dφ/dLB is the B-band luminosity function. For the AGN spectral template, we use an average over Type I (unobscured) and Type II (obscured) AGN based on Sazonov et al. (2004, hereafter SOS04) . At high energies (soft to hard X-rays), the template is parameterized by
while at lower energies (near infrared to soft X-rays) FE = 1.2 159E −0.6 1 eV E < 10 eV E −1.7 e E/2 keV 10 eV E < 2 keV .
SOS04 found that the following parameters provided a good fit to a variety of observational constraints on AGN spectra, including the local X-ray background:
) , α = 0.24, β = 1.6, γ = 1.06, E1 = 83 keV, k = 4.1 × 10 −3 . We have introduced the parameter fHE (= 1 in SOS04) to allow us to renormalize the high-energy part. This allows us to effectively vary the fraction of Type I vs. Type II AGN. SOS04 estimated a factor ∼ 2 uncertainty in fHE. When using a value of fHE different from unity, we also adjust the transition energy ∼ 2 keV between different spectral regimes in equations (15-16) to ensure continuity where the powerlaws meet.
For our UVB synthesis model, we adopt the same parameters as SOS04, except for fHE and E1, which set to 1.6 and 67 keV, respectively. SOS04 calibrated the AGN template parameters to the observed X-ray background, which is an integral over AGN luminosity function. SOS04 assumed a different approximation to the redshift evolution of the AGN luminosity function than the HRH07 model used in this paper. We find that a better match to the X-ray background for the HRH07 luminosity function is obtained for E1 = 67 keV. The value of fHE = 1.6 was chosen to give a better simultaneous fit to the HI photoionization rate implied by the low-redshift Lyα forest and the local X-ray background ( §2.5). Figure 3 shows the resulting AGN spectral template.
We also considered the AGN ionizing emissivity recently derived by Kulkarni et al. (2018) from a compilation of luminosity function measurements. However, we found that for our AGN spectral template the HRH07 luminosity function provides an excellent fit to the total HI photoionization rate implied by the low-redshift Lyα forest, which is our primary constraint on the UV normalization. As Kulkarni et al. (2018) discuss, the HI photionization rate predicted by a luminosity function depends on several uncertain parameters, including the spectral template, the minimum luminosity down to which the luminosity function is integrated, and attenuation by the IGM.
Recombination emission
For the recombination emissivity, we include Lyman continuum (LyC; 1 Ry) and Lyα (0.75 Ry) recombination emission from HI; and LyC (4 Ry), Balmer continuum (BalC; 1 Ry), and Lyα recombination emission from HeII (3 Ry). For HI LyC and HeII LyC, BalC, and Lyα, we use the approximations developed in FG09.
For HI Lyα, we assume that 0.68 HI Lyα photon is produced for each ionizing photon absorbed in the ISM of a star-forming galaxy (∝ (1 − f esc )), corresponding to case B recombination. We then assume that a fraction of these Lyα photons are destroyed by dust before escaping the galaxy by applying the same dust attenuation that we use to attenuate the UV continuum of galaxies. At any redshift, the emissivity from this process is modeled as a spatially-homogeneous δ-function in frequency. Note that this is only a crude approximation for HI Lyα as it neglects resonant scattering effects, which can strongly affect the radiative transfer in this line (e.g., Dijkstra et al. 2006; Verhamme et al. 2006; Faucher-Giguère et al. 2010; Smith et al. 2018) . Moreover, we neglect Lyα photons produced by quasars and by recombinations from intergalactic clouds. Relative to FG09, we have improved our radiative transfer code to include "sawtooth" absorption by HeII Lyman series (Lys) lines between 3 and 4 Ry and the corresponding recombination emission following Madau & Haardt (2009) .
Integral constraints and synthesis results
The most stringent constraints on our UVB model are integral constraints that do not require detailed assumptions about the radiation sources. In this section, we compare our new synthesis model with several integral constraints as well as to the previous FG09, HM12, and fiducial KS18 model (their Q18 model). Figure 4 compares the frequency-resolved total UV emissivity at z 1.5 inferred by Chiang et al. (2018) to the model emissivities for galaxies and AGN based on the assumptions detailed in §2.2-2.3. Interestingly, the spectral shape of the total emissivity is in excellent agreement with the BPASS stellar template used in our UVB model (includ-ing an apparent but subtle change in spectral slope around 1216Å), providing support for this stellar template.
Figures 5 and 6 compile ΓHI (Becker & Bolton 2013; Kollmeier et al. 2014; Gaikwad et al. 2017; Viel et al. 2017; D'Aloisio et al. 2018; and ΓHeII (Khaire 2017; Worseck et al. 2018 ) measurements from quasar absorption spectra. These constraints include contributions from all ionizing sources, even galaxies or AGN too faint to be individually detected. We also include an estimate of ΓHI at z = 0 based on modeling Hα fluorescence emission from a nearby HI disk (Fumagalli et al. 2017) . Figure 7 shows the spectrally-resolved background intensity model at selected redshifts (z = 0, 1, 2, and 3) while Figure 8 compares the models with measurements of the local X-ray background from Hickox & Markevitch (2006, 0 .5-8 keV using Chandra) and Ajello et al. (2008, 15-200 keV using Swift BAT).
Overall, our new UVB model provides an excellent simultaneous match to the empirical constraints considered. This is in large part because we calibrated some model parameters to satisfy these constraints, but it is noteworthy that we were able to so by including only radiation from galaxy and AGN populations consistent with observed luminosity functions, and assuming well-motivated spectral templates for each.
One apparent exception is ΓHI at z ∼ 4.5 − 5, which our UVB model appears to underestimate relative to the inference from the Lyα forest by Becker & Bolton (2013) . However, our synthesis model agrees well with the measurements from D'Aloisio et al. (2018), which overlap at z ∼ 5 with the redshift range covered by Becker & Bolton (2013) . Since the discrepancy suggests that either the Becker & Bolton (2013) or the D' Aloisio et al. (2018) data points are affected by systematic effects at z ∼ 5, we do not require our model to match the discrepant points from Becker & Bolton (2013) .
It is noteworthy that our model provides a good fit to most ΓHI observational constraints at z < 0.5. In this regime, the UVB in our model is dominated by AGN whose contribution is calculated using relatively standard assumptions: the HRH07 luminosity function and a spectral template based on SOS04. Thus, our UVB model does not appear to require non-standard ionizing sources or modeling assumptions to explain the low-redshift HI ionizing background (cf. Kollmeier et al. 2014) . Kollmeier et al. (2014) reached a different conclusion by comparing their ΓHI measurement plotted in Figure 6 to the HM12 synthesis model. Our results suggest that the "photon underproduction crisis" noted by Kollmeier et al. (2014) can be resolved by a combination of two factors. First, our new synthesis model predicts a higher total ΓHI than HM12 at low redshift, by factor ≈ 2 at z = 0. Second, the Kollmeier et al. (2014) measurement is a factor ≈ 3 outlier in the opposite direction relative to subsequent ΓHI measurements around the same redshift (also shown in Fig. 6 ). Together, these effects account for the factor of ≈ 5 discrepancy reported by Kollmeier et al. (2014) between the HM12 synthesis model and their ΓHI measurement. Shull et al. (2015) previously noted that assuming a higher escape fraction from star-forming galaxies could also reconcile observed galaxies and AGN with the low-redshift Lyα forest. Although this is possible, our analysis suggests that this is not required since AGN can account for most of the lowredshift ionizing background. The HM12 synthesis model also significantly underpredicts the X-ray background measured by Hickox & Markevitch (2006) using Chandra data at ∼ 2 − 8 keV, by up to ≈ 30%. However, HM12 show that their model are in better agreement with the HEAO-1 measurement from Gruber et al. (1999) in this energy range. Figure 7 shows that the difference in the X-ray spectrum between our synthesis model and HM12 increases in magnitude with increasing redshift. This is thus a regime where the two synthesis models can produce different results. The KS18 synthesis model is in better agreement with our new model. The FG09 model did not include X-rays from obscured AGN and therefore under-predicts the X-ray background at all redshifts.
At the redshifts plotted in Figure 7 (z = 0 − 3), our new model generally shows a deeper spectral break at 4 Ry (the HeII photoionization edge) than the HM12 and KS18 models. As a result, our model also predicts a more prominent HeII Lyα recombination line at 3 Ry.
EFFECTIVE REIONIZATION HISTORY
We now derive "effective" photoionization and photoheating rates designed to produce reionization histories with specified parameters. While reionization is expected to be highly inhomogeneous (e.g., Barkana & Loeb 2001; Furlanetto et al. 2006; Trac & Gnedin 2011) , most simulation codes do not follow the radiative transfer necessary to model the inhomogeneities. Instead, most codes assume that the IGM is in photoionization equilibrium with a prescribed uniform homogeneous UVB. Our goal here is to provide homogeneous photoioionization rates constructed to produce a prescribed volume-averaged ionized fraction versus redshift under the assumption of photoionization equilibrium. We follow an approach similar to Oñorbe et al. (2017) , who developed some ideas introduced in FG09.
Effective photoionization rates
We begin by describing how we modify photoionization rates. In photoionization equilibrium (neglecting collisional ionization),
where αHII is the recombination coefficient of HII into HI. The ionic number densities and IGM temperature TIGM0,HI in equation (17) refer to values at the mean density of the Universe. The effects of clumping of intergalactic gas on photoionization balance are modeled through the clumping factor CHI. The HI subscripts here do not refer to the HI gas, but rather to the IGM temperature and clumping factor to use during HI reionization (recombinations require ionized gas). We assume a constant IGM temperature in constructing the effective photoionization rates, although in reality the IGM temperature changes during reionization events, e.g. owing to photoheating ( §3.2). We use the case A recombination coefficient because this is the limit normally used in cosmological simulation codes. Given a redshift-dependent hydrogen ionized fraction xII(z), we can solve for the effective Γ rei HI (z) that will produce the desired reionization history in photoionization equilibrium:
where χ = Y /4X. This result assumes that HeI is reionized simultaneously to HI (these two atoms have similar ionization potentials and can be simultaneously ionized by starforming galaxies), but that HeII reionization is delayed until the rise of the AGN luminosity function. Using an expression analogous to equation (17) for photoionization equilibrium of HeI and assuming the same clumping factor, the assumption that hydrogen and helium are first ionized in concert (xII = yII) implies an effective HeI photoionization rate during reionization
Similarly, photoionization equilibrium for HeII in the two-state approximation that all He is either in HeII or HeIII, while H is fully ionized, implies
where TIGM0,HeII is the assumed IGM temperature at mean density during HeII reionization. The effective HeII photonization rate is therefore
× CHeIIαHeIII(TIGM0,HeII)nH(z).
We parametrize reionization events using a mid-point redshift zrei,i and a redshift width ∆zrei,i. We define a smoothly varying function which tends to one for z zrei,i and to zero for z zrei,i. We choose a function with compact support, which has the advantage of unambiguously defining redshifts at which reionization starts and ends: (17) and (20)), solved for by using the post-reionization HI and HeII photoionization rates calculated in the homogeneous background approximation (to be explicit, we denote these postreionization, equilibrium rates Γ eq i below). This ensures continuity in the final effective photoionization rates
For our effective reionization models, we use ∆zrei,i values that can be smaller than the actual duration of reionization events. This is because the equilibrium ionization fraction for a spatially-homogeneous photoionization rate depends on local density. If we used a large ∆zrei,i, then low-density regions would be reionized significantly before high-density regions. This would introduce large differences in reionization time tied to local density, which is not an accurate model for the propagation of large-scale ionizing fronts during reionization (e.g., Furlanetto et al. 2004; McQuinn et al. 2007 ). It would also introduce large differences between volume-weighted and mass-weighted ionization histories. By using relatively small ∆zrei,i values, we force different gas densities to be reionized at roughly the same redshift. . Effective photoionization (top) and photoheating (bottom) rates for our fiducial UVB model and reionization history (see §3.3 for reionization parameters). The sharp rises in the HI and HeI rates are set by the HI reionization redshift z rei,HI = 7.7 and the sharp rises in the HeII rates are set by the HeII reionization redshift z rei,HeII = 3.5. Following reionization events, the rates are direct integrals of the UVB intensity Jν modeled assuming a homogeneous background ( §2). Before reionization is complete, the rates are effective values that can be used in simulations that assume photoionization equilibrium ( §3).
Effective photoheating rates
We can also improve the accuracy of the reionization treatment in simulations that assume a homogeneous UVB by defining effective photoheating rates during reionization. This is needed because the homogeneous approximation neglects optical depth effects which significantly affect photoheating during reionization (e.g. Abel & Haehnelt 1999) . Let us first focus on HI reionization. Assuming that photoheating due to reionization is perfectly coupled to the reionization process, we postulate that the rate of change of the IGM temperature during reionization can be approximated as
where ∆THI is the total temperature increment due to reionization heating. Such an approach was suggested by FaucherGiguère et al. (2009) and implemented in more detail by Oñorbe et al. (2017) . The HI photoheating rate is defined such thaṫ
and analogous expressions define the HeI and HeII photoheating rates.
As for the effective photoionization rates in the previous section, we can use this to define an effective total photoheating rate during HI reionization (arising as the sum of photoheating from the photoionization of HI and HeI):
where n free is the total number of free particles that share the thermal energy. During HI reionization, ∆n free /n free ∆T /T since n free changes only by order unity while the IGM temperature increases from T ∼ 10 K to T ∼ 10 4 K. This implies that n free (dT /dt) T (dn free /dt) and thereforė
= 3 2 n free nHI kB∆THI dxII dt
where we have used equation (26) in the second step, and the same assumptions as before regarding the simultaneous reionization of HI and HeI in the third step.
Since we assume that HeI is reionized simultaneously to HI, we partition this total heating between the photionization of HI and HeI according to the relative number densities of H and He nuclei:q Using analogous approximations as for HI reionization but now applied to HeII reionizaiton, which we assume proceed after HI/HeI reionization has completed, we can derive a similar effective photoheating rate:
Reionization history parameters
The parameters of the reionization history are the subject of active observational research. It is also useful for theoretical studies to explore the effects of different reionization histories, e.g. on the properties of dwarf galaxies in cosmological simulations (e.g. Benítez-Llambay et al. 2015; Garrison-Kimmel et al., in prep.) . Our approach is therefore to provide a UVB model with a fiducial reionization history motivated by current constraints and to also make available, in electronic form, data for other reionization parameters. An important calibration for our UVB models is that they should produce a reionization history consistent with the electron scattering optical depth to the surface of last scattering measured from CMB observations. This optical depth is given by
where σT is the Thomson cross section. For our fiducial reionization model, we assume the following parameters for HI reionization:
∆zrei,HI = 0.25
TIGM0,HI = 10, 000 K ∆THI = 20, 000 K and the following parameters for HeII reionization:
zrei,HeII = 3.5
∆zrei,HeII = 0.25
TIGM0,HeII = 10, 000 K ∆THeII = 15, 000 K. Figure 9 shows the resulting ionization fractions of HI and HeII, assuming photoionization equilibrium. The electron scattering optical depth for this model is τe = 0.054, equal to the best fit to the Planck 2018 CMB data.
The other reionization parameters were chosen as follows. The mid-point of HeII reionization, zrei,HeII = 3.5, is consistent with simulations of HeII reionization that match the observationally-inferred HeII photoionization rate at z ∼ 2.5 − 3 (e.g., McQuinn et al. 2009; Worseck et al. 2018) and is also broadly consistent with inferences from the evolution of the IGM temperature (e.g., Lidz et al. 2010; Becker et al. 2011; Walther et al. 2019 ). We use approximate clumping factors motivated by a combination of numerical simulations and analytic arguments for the gas in which IGM recombinations take place (e.g., McQuinn et al. 2011; Finlator et al. 2012; Jeeson-Daniel et al. 2014; Kaurov & Gnedin 2014 . The mean-density IGM temperatures to use here should be representative of the redshift when most recombinations take place during reionization, i.e. around the reionization mid-point. We use a rough value of TIGM0,HI = TIGM0,HeII = 10 4 K; since the recombination coefficients scale as ∝ T −0.6 in the relevant temperature range, the exact choice has only a modest impact on the results. For HI reionization heating, we use a value ∆THI = 20, 000 K representative of standard galaxy-driven reionization (e.g. McQuinn 2012) while for HeII reionization heating we use a value ∆THeII = 15, 000 K appropriate for reionization by quasars with an extreme-UV spectrum fν ∝ ν −1.7 (e.g., McQuinn et al. 2019; FG09) . The effective photoionization and photoheating rates for this fiducial reionization model are plotted in Figure 10 and tabulated in Appendix A.
DISCUSSION AND CONCLUSIONS
In this paper, we updated the Faucher-Giguère et al. (2009) cosmic UVB model. Our goal was to incorporate several new observational constraints on the galaxy and AGN populations that putatively dominate the background, as well as some new modeling elements. Among the new modeling elements, we used the BPASS spectral model for star-forming galaxies including binary stars, a combination of obscured and unobscured AGN (necessary to simultaneously match the empirical UV and X-ray backgrounds), and the HeII Lyman-series sawtooth feature (Madau & Haardt 2009 ). We also computed effective photoionization and photoheating rates to produce a reionization history consistent with the latest electron scattering optical depth from Planck (Planck Collaboration et al. 2018 ) and constraints on HeII reionization from quasar absorption spectra in simulations that assume photoionization equilibrium with a homogeneous background. For our new model, which provides an overall good fit to a range of observational constraints, we find the following:
(i) The HI ionizing background, quantified by the photoionization rate ΓHI, is dominated by AGN at z < 3 and by star-forming galaxies at z > 3. This is the case even though the non-ionizing background at rest-frame wavelength UV 1500Å is dominated by star-forming galaxies at all redshifts.
(ii) AGN can explain the entire HI ionizing background at z < 0.5 inferred by recent modeling of the Lyα forest, assuming a standard spectral energy distribution template and unity escape fraction for AGN. Our UVB model thus suggests that there is no "photon underproduction crisis" (cf., Kollmeier et al. 2014 ).
(iii) The fact that AGN can explain the low-redshift HI ionizing background but fall increasingly short of explaining the Lyα forest transmission at z > 3 due to the steeply declining AGN luminosity function implies that the escape fraction of ionizing photons from star-forming galaxies must increase strongly from z ∼ 0 to z 6. This could be due to powerful stellar feedback clearing large "holes" in the ISM of early galaxies. At z = 3, our synthesis model implies an escape fraction of 7%, similar to recent direct measurements of escaping Lyman continuum radiation at this redshift (e.g., Steidel et al. 2018; Fletcher et al. 2018) .
(iv) The non-ionizing part of the UVB spectrum inferred from cross-correlating GALEX observations with SDSS spectroscopic objects ) is in excellent agreement with the UVB spectrum predicted using the BPASS stellar template.
(v) The low-redshift HI ionizing background and the local X-ray background can be simultaneously explained by an AGN population that includes both obscured and unobscured sources.
(vi) As in previous models, the HeII ionizing background is dominated by AGN at all redshifts due to the strong spectral break at the HeII photoionization edge in stellar spectra. While star-forming galaxies drive HI reionization, AGN thus drive HeII reionization at lower redshifts.
One motivation for updating our UVB model was to better understand the uncertainties in available UVB models. We find that different recent synthesis models (e.g., HM12, KS18, and this work) are qualitatively similar in their predicted spectra and redshift evolution. However, important quantitative differences remain. Relative to HM12, our new model provides a better match to recent measurements of the low-redshift Lyα forest (higher ΓHI) as well as to the local X-ray background determined by Chandra. Furthermore, the differences in X-ray predictions increase with increasing redshift. Our model generally predicts a deeper HeII spectral break at 4 Ry and a correspondingly stronger HeII Lyα recombination feature at 3 Ry. As for the modeling of reionization, to our knowledge this work presents the first full UVB spectral synthesis model to include effective photoionization and photoheating rates that match the best-fit Planck 2018 electron scattering optical depth, corresponding to a relatively late redshift of HI reionization zrei,HI ∼ 7.7.
We plan to release in electronic form variants of our UVB model to explore the effects of different reionization histories in cosmological simulations, as well as spectral model updates as improved empirical constraints become available.
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APPENDIX A: PHOTOIONIZATION/HEATING RATES
