Variational methods for model comparison have become popular in the neural computing/machine learning literature. In this paper we explore their application to the Bayesian analysis of mixtures of Gaussians. We also consider how the Deviance Information Criterion, or DIC, devised by Spiegelhalter et al. (2002) , can be extended to these types of model by exploiting the use of variational approximations. We illustrate the results of using variational methods for model selection and the calculation of a DIC using real and simulated data. Using the variational approximation, one can simultaneously estimate component parameters and the model complexity.
Introduction
Except in the case of simple models, Bayesian posterior distributions and predictive densities are generally intractable. In recent years, the most popular approach to this problem among statisticians has involved using the Markov chain Monte Carlo (MCMC) simulation-based approximations to the incalculable distributions (Gelfand and Smith (1990) , Geyer (1992) , Tierney (1994) , Gilks et al. (1995) , Green (1995) , Gilks et al. (1996) , Robert et al. (2000) ). The use of MCMC simulation has also spread into the artificial intelligence literature (see Neal (1996) , Doucet et al. (2001) , Andrieu et al. (2003) , for example). MCMC methods are attractive since approximations are correct provided the model used for sampling does provide a good representation of the true model and the number of simulations carried out is suitably large. The drawback of these methods is that if the model is very complicated then the method can involve substantial computational time. It can also be difficult to assess the convergence of the algorithm. Variational methods are a fast, deterministic alternative to MCMC methods and recently they have been gaining popularity in the machine learning literature (for instance, Jordan et al. (1999) , Corduneanu and Bishop (2001) and Ueda and Ghahramani (2002) ). The variational Bayesian method aims to construct a tight lower bound on the data marginal likelihood and then seeks to optimise this bound using an iterative scheme.
In this paper we focus on statistical inference for finite mixture models and, in particular, we shall show how variational methods can be used to determine a suitable number of components in the case of a mixture of Gaussian distributions. When this approach is taken, it turns out that, if one starts off with a large number of components, superfluous components are eliminated as the method converges to a solution, thereby leading to an automatic choice of model complexity. When the method is applied to simulated datasets, empirical results suggest that the method is able to recover the correct number of components. Furthermore, we show how the DIC of Spiegelhalter et al. (2002) can be extended to this class of models via the variational approximation.
Finite mixture distributions provide a computationally convenient and flexible way of mod-elling complex probability distributions not well represented by the standard parametric models.
The mixture density is made up of a linear combination of K, say, simpler component densities.
Finite mixture densities with K components, for an observation y i , are of the form (Titterington et al. (1985) )
where f (·|φ) denotes a parametric-family model and ρ j is the mixing weight associated with the j th component.
With mixture data, the identity of the component which gave rise to any particular observation is unknown and so mixture models can be interpreted as missing-data models by introducing a set of missing binary indicator variables {z ij }, (j = 1, ..., K) to describe which component gave rise to a particular observation, y i : if observation y i is from component m, say, then z ij = 1 if j = m and z ij = 0 if j = m. This leads to a model of the form
where n denotes the sample size, y = {y i } denotes the observed data and z = {z i } denotes missing data. The parameters θ include mixing weights and parameters of the component densities.
It is well known that, with mixture data, posterior densities are complicated. The main problems of inference for these models are estimation of the number of components in the model and estimation of the component parameters. Recently approaches have been developed which use MCMC schemes and which are capable of comparing models with different numbers of components; these include the reversible jump Markov Chain Monte Carlo (MCMC) method of Richardson and Green (1997) and the birth-death MCMC method, based on a continuous-time Markov birth-death process, of Stephens (2000) . As we shall show, variational methods can also be used simultaneously to perform model selection and estimate model parameters.
In Section 2 we outline the variational method for approximate Bayesian inference and in Section 3 we describe how the DIC can be extended to missing data models via the variational approximation. In Section 4 we specify the form of the mixture model, obtain the form of the variational posterior distribution and derive formulae for the DIC. The results from our applications are presented in Section 5.
The Variational Approach to Approximate Bayesian Inference
Suppose we have observed data y, that we assume a parametric model with parameters θ and that z denotes missing or unobserved values. Of interest is the posterior distribution of θ given y. The idea of the variational approximation is to approximate the joint conditional density of θ and z, given y, by a more amenable distribution q(θ, z), chosen to minimise the KullbackLeibler (KL) divergence between the approximating density q(θ, z) and the true joint conditional density, p(θ, z|y). The motivation for this is that we wish to obtain a tight lower bound on the marginal probability density p(y) of y. We can establish a lower bound for p(y) as follows:
The difference between the right-and left-hand sides of equation (4) is the KL divergence, given by
We want the lower bound to be as close as possible to p(y) and clearly, because of the positivity of the KL divergence, maximising the lower bound, (4), corresponds to minimising the KL divergence.
The KL divergence is actually minimised by taking q(θ, z) = p(θ, z|y), but this does not simplify the problem. We require a q(θ, z) which provides a close approximation to the true joint conditional density and yet is simple enough to be computed. Usually q(θ, z) is restricted to have the factorised form q(θ, z) = q θ (θ)q z (z). The factors are chosen to minimise the KL divergence and, in view of the relationship
this results in the approximations
As a general rule, if the complete-data model corresponds to an exponential-family model and if the appropriate conjugate prior is chosen, then the optimal q θ (θ) belongs to the conjugate family and the relevant optimal hyperparameters are obtained by solving a set of coupled nonlinear equations. Although it is clear that the 'correct' posterior density does not belong to the conjugate family, such approximations have been found to be very useful in many contexts. For more general background on this type of variational approximation, see for example Ghahramani and Beal (2001) and Titterington (2004) , and see Jordan (2004) for insight into a more general approach to variational approximations based on the duality theory of convex analysis.
Variational methods for inference about mixture models have been appearing in the machine learning literature over recent years. Waterhouse et al. (1996) proposed estimating the parameters and hyperparameters of a mixture model by using a Bayesian framework based on the variational approximation as an alternative to the maximum likelihood approach which tends to over-fit the model. Attias (1999) extended the variational Bayes technique to perform model selection as well as estimating parameters by introducing a prior over the model structure which results in a variational posterior distribution over the model structure. For mixture models this leads to a posterior distribution over the number of components in the model. Waterhouse et al. (1996) and Attias (1999) Corduneanu and Bishop (2001) also apply the variational learning technique to the analysis of a finite mixture of Gaussians considering an approach which estimates the number components as well as estimating component parameters. They do this by optimising the mixing co-efficients using type-2 maximum likelihood and marginalising out the model parameters using variational methods. This leads to automatic recovery of the number of components given a fixed maximum potential number of components. Optimising the mixing co-efficients using type-2 maximum likelihood causes the mixing weights of unwanted components to go to zero and they removed components when the expectations of the mixing co-efficients were less than 10 −5 . Starting their program with initial means which were equal or too similar to each other made differentiation between components during the optimisation stage difficult and led to slow convergence and removal of too many components. To address this problem, the authors used K-means clustering to set the initial means. They assigned large initial covariance matrices to the components, which they opine is enough to avoid local maxima.
The model hierarchy used in our implementation of the variational method is different from that used in the above papers, but we also observe the component elimination property noted
by Attias (1999) and Corduneanu and Bishop (2001) .
The practical utility of the variational approach is illustrated in all of these papers. 
The Deviance Information Criterion (DIC)
The classical For a long time Bayes factors have been the standard tools for performing Bayesian model comparison. Usually the Bayes factor has to be approximated, the simplest approximation being the Bayesian Information Criterion (BIC), also known as the Schwarz criterion (Schwarz 1978 ).
There are other methods for approximating Bayes factors, but when the dimensionality of the parameter space is high, as is often the case in modern applications, the computational expense involved often makes them impractical. Han and Carlin (2001) provide further discussion of some of the theoretical and computational barriers associated with using Bayes factors for the comparison of hierarchical models. For complex models, the DIC has the advantage that it is relatively straightforward to compute and, unlike the BIC, one does not have to specify the number of unknown parameters in the model in order to calculate it. This has made it an attractive option for modern applications; for instance, Berg et al. (2004) apply the DIC to model selection for stochastic volatility models, Zhu and Carlin (2000) apply the DIC to model selection for hierarchical models in medical applications and Green and Richardson (2002) use the DIC as a model selection tool in an application involving hierarchical modelling of the spatial heterogeneity of the rare count data arising in disease mapping.
As the DIC was introduced fairly recently, its potential for application and its properties are still being investigated. Spiegelhalter et al. (2002) concentrate on the application of the DIC to exponential-family models, with little said about other scenarios such as models for incomplete data. We consider how this criterion can be extended to these types of model by exploiting the use of variational approximations.
The selection criterion devised by Spiegelhalter et al. (2002) combines Bayesian measures of model complexity and fit. They derive a complexity measure, p D , which is based on a deviance, the key term of which is
where y denotes data and θ are parameters within the parametric density p(·|θ). The measure p D is defined as the difference between the posterior mean of the deviance and the deviance evaluated at the posterior mean or mode, θ, say, of the relevant parameters:
This p D is a measure of the effective number of parameters in a model. To measure the fit of the model, the posterior mean deviance,
is used. Using the posterior mean deviance as measure of fit was suggested by Dempster (1974) who proposed using the posterior mean of the classical deviance statistic to perform Bayesian model selection. It has been used since then by other authors for informal model comparison, but none of these has proposed any formal method of trading off this quantity against the model complexity. Spiegelhalter et al. (2002) propose such a formal comparison criterion and their Deviance Information Criterion, or DIC, is formed by adding p D and D(θ):
Models which provide a good fit to the data should have larger likelihood, so, since the measure of fit, D(θ), is minus twice the posterior mean log-likelihood, a natural choice for a suitable model is one that minimises the DIC. An alternative, equivalent version, reminiscent of Akaike's AIC,
Spiegelhalter et al. (2002) justify the use of the DIC via a decision-theoretic argument and draw parallels between the DIC and other non-Bayesian selection criteria. They point out that the DIC and the AIC are approximately equivalent for models having negligible prior information.
The DIC can be thought of as a generalisation of the AIC as it is motivated in a similar way but it can be applied to any type of model.
As previously mentioned, Spiegelhalter et al. (2002) say little about using the DIC to compare models such as those for incomplete data. Celeux et al. (2006) 
where we takeθ to be the posterior mean. The DIC value can then be obtained by substituting the exact formula for p(y|θ) and hence we have extended the DIC to missing data models.
Application of the Variational Method and Calculation of the DIC for Mixtures of Gaussian Distributions
Consider a mixture of K multivariate Gaussian distributions with unknown means, variances and mixing weights. In this case we have
where N d denotes the multivariate Normal density with dimensionality d and T j denotes the j th precision matrix, equal to the inverse of the j th covariance matrix.
Assigning the Prior Distributions
The mixing weight coefficients are assigned a Dirichlet prior distribution
The means are assigned independent multivariate Normal conjugate priors, conditional on the covariance matrices, so that
where µ = (µ 1 , ..., µ K ) and T = (T 1 , ..., T K ). The precision matrices are given independent Wishart prior distributions,
Thus, the joint distribution of all of the random variables is given by
The quantities {α
j } and {Σ
j } are hyperparameters.
Form of the Variational Posterior Distributions
For the variational approximation to p(z, θ|y) we take q(θ, z) to have the factorised form q(θ, z) = q θ (θ)q z (z). The posterior distributions which maximise the right-hand side of (4) are then
with hyperparameters given by
say, where
Here q ij is the probability that z ij = 1, corresponding to q z , and the notation '< · >' denotes expectation.
The expectations are given by
where Ψ is the digamma function. These coupled equations can be solved by choosing initial values for the sufficient statistics and then iteratively updating until convergence to find the optimal hyperparameters.
Obtaining Formulae for p D and the DIC
Now we derive formulae for calculating p D and DIC. We have
where we useρ
From the variational approximation, p D is approximated as
Note that n i=1 q ij provides a 'weighting' for the j th component as a 'pseudo' number of observations associated with the component. We can then obtain a value for the DIC through the formula DIC = 2p D − 2 log p(y|θ).
Performance of the Method on Simulated and Real Datasets
In our experience, application of the method leads to an automatic choice of model complexity, as follows:
• The algorithm is initialised with a number of components larger than one would expect to find.
• If two or more Gaussians with similar parameters seem to be representing the same component of the data then one Gaussian will dominate the others causing their weightings to go to zero.
• When a component's weighting becomes sufficiently small, taken to be less than one observation in our approach, the component is removed from consideration and the algorithm continues with the remaining components until it converges to a solution.
• At each step the DIC value and p D value are computed. In our results, these decrease as the algorithm converges so that the model chosen by comparing the DIC values corresponds to the model chosen by the variational method.
Results of Analysis of Simulated Data from Mixtures of Multivariate Gaussians
We first consider multivariate datasets simulated from the three models analysed by Corduneanu and Bishop (2001) . As mentioned previously, Corduneanu and Bishop (2001) take an approach based on optimising the mixing co-efficients using type-2 maximum likelihood and marginalise out the model parameters using variational methods which leads to automatic recovery of the number of components. Their approach is based on a different prior for the component means than that used in our approach. Corduneanu and Bishop's (2001) prior for the component means is not conditional on the precision matrix of the component as ours is. Another difference in their prior structure is that they assign a discrete distribution to the latent variables, conditioned on the mixing co-efficients. No prior is assigned to mixing co-efficients and the joint distribution over all the random variables is conditioned on them. Datasets 1, 2 and 3 comprise 600, 900 and 400 data points, respectively, from mixtures of bivariate Gaussians. The means and covariances of the true models from which the data were generated and the variational posterior means we obtained for each dataset are displayed in Tables 1, 2 and 3. In each case the correct number of components is automatically found by our method and it is clear that the method obtains good posterior estimates of the component parameters. All three datasets are generated from models with equal mixing weights and we find good estimates of these also (the variational posterior means of the mixing weights for dataset 1 were 0.20,0.20,0.20,0.23,0.17, for dataset 2 they were 0.31,0.37,0.32 and for dataset 3 they were 0.34,0.30,0.36). We applied our method to these datasets, initialising the program with 7 components (a maximum above the number of components we knew to be present), and in each case our method automatically recovered the correct number of components for the model. However, with our approach it turned out not to be necessary to use clustering methods to assign the initial means, as was done by Corduneanu and Bishop(2001) . In our approach, the means were assigned independent bivariate Gaussian priors, conditional on the precision matrices, and the initial means were all set to zero. The parameter β initially implemented with a number of components which is smaller than the correct number.
In general, if we begin with fewer components than we would reasonably expect to discover, or fewer than the number automatically selected, the algorithm does converge to a solution with this number of components, but one can see that, in the examples we considered, the DIC value is higher, reflecting the 'incorrect' choice. In this way, DIC values are useful for validating the model selected using the variational method.
Comparing the DIC's and considering the model with the lowest value to be the most suitable also indicates the correct number of components for all three datasets, so that the two methods of selection are in agreement for these examples. In general we have found that there is agreement between models selected by the variational scheme and the DIC. Looking at Table 4 , one can see that the DIC values calculated at each stage of the iterations are decreasing as the variational scheme throws out components and converges to a solution. Solutions with fewer components than that selected by the variational approach also have higher DIC's. We found this pattern repeated with other examples we considered. 
Results of Analysis of Simulated Data from Mixtures of Univariate Gaussians
The following example is taken from the paper by Celeux et al. (2006) . Celeux et al. (2006) consider Figure 4 displays a kernel plot of the simulated data used in the four-component mixture examples. Superimposed is a plot of the exact density from which the data were generated and the density which was fitted. 
Analysis of Real Datasets
The real data used here are the familiar examples of the galaxy, acidity and enzyme data analysed by Richardson and Green (1997) and Corduneanu and Bishop (2001) , among others.
The Galaxy dataset comprises the velocities (in 10 3 km/s) of 82 distant galaxies, diverging from our own galaxy. Multimodality of the velocities is of interest as it might suggest the presence of superclusters of galaxies which are surrounded by large voids (more detail is given in Roeder (1990) ). The original dataset, analysed by Postman et al. (1986) , contained 83 observations but when it was analysed by Roeder (1990) one of the observations was removed. It is this dataset which was subsequently analysed under different mixture models by several authors including Richardson and Green (1997) and Stephens (2000) . We analyse this same dataset to allow comparison of results.
The Acidity data involves an acid neutralising capacity (ANC) index measured in a sample of 155 lakes in North-central Wisconsin, United States. Acidification is an environmental problem and identifying different subpopulations of lakes (e.g. at-risk lakes, not-at-risk lakes) can be useful in determining which lake characteristics, if any, can be used to predict higher acidification.
The Enzyme dataset concerns the distribution of enzymatic activity in the blood, for an enzyme involved in the metabolism of carcinogenic substances, among of group of 245 unrelated individuals. The study was undertaken to validate caffeine as a probe drug to establish the genetic status of rapid metabolisers and slow metabolisers and to use such subgroups as a marker of genetic polymorphism in the general population.
We display the results we obtained for each of these datasets when our program was started with 7 initial components. We chose 7 as the maximum number of components as it seemed unlikely that we would fit any more components than this to any of these datasets. Upon convergence, the method finds 3, 2 and 4 components for these datasets, respectively. The variational posterior means of all parameters are given in Table 6 and the DIC and p D values are displayed in Table 7 . For some datasets, there will occasionally be convergence to another solution for certain values of the initial starting weights given to the components. However, it is important to note that these alternative solutions have higher DIC values. Also, we found that the occurrence of alternative solutions seems to become less frequent as the initial number of components increases and eventually we obtained the same answer for any initialisation. If one begins with a number of components which is less than the number selected via the variational approach then the program will still converge but without changing the number of components.
In this case the results obtained had a higher DIC value, reflecting this. The DIC's given below correspond to the lowest that one could possibly obtain by starting with any number of components for each dataset.
The treatment of the enzyme data by Richardson and Green (1997) produced similar results to our method. Their method, which produced a set of probabilities associated with different numbers of components, favoured a choice of between 3 and 5 components for the data, the highest posterior probability being for 4 components, which is the same as the number of components selected by our method. Their analysis of the galaxy and acidity datasets favoured a slightly higher number of components than was selected here. They estimated there to be between 5 and 7 components for the galaxy data, the highest probability being for 6 components.
For the acidity data their posterior distribution estimated between 3 and 5 components, with 3 having the highest probability.
Corduneanu and Bishop (2001) also analysed these three datasets with results similar to those of Richardson and Green (1997) . Celeux et al. (2006) analyse the galaxy dataset with several versions of the DIC. Each version indicates that there are 3 components in the mixture, which corresponds to our selection. Stephens (2000) analyses the galaxy data by fitting a mixture of t densities and a mixture of Normal densities, and the posterior over the number of components selects 4 and 3 components for each fit, respectively. This is also similar to our result.
Figures 5-7 show plots of kernel-based density estimates based on the actual data and use a kernel smoothing function with constant bandwidth. Superimposed upon this is the exact density fitted using the program, constructed using the posterior means and variances fitted to the parameters and the mixing weights which were assigned to each component as given in 
Conclusions
We have shown how the variational approach to model selection in the case of mixtures of Gaussian distributions leads to an automatic choice of model complexity. For the simulated datasets considered, our variational scheme was able to recover the correct number of components in the model and find good posterior estimates of component parameters. For the real datasets, we obtained results which seem to be reasonable fits to the observed data and which are comparable to models fitted via other methods.
We have also shown how variational techniques can be used to extend the DIC framework to include the comparison of mixture models. Furthermore, in the examples we considered, the models indicated as being most suitable according to the DIC values correspond to the models automatically selected through the variational approach. It therefore seems feasible that DIC values could be used to validate the model selection. 
