Abstract. We prove that the composition of a quasi-nearly subharmonic function and a quasiregular mappings of bounded multiplicity is quasi-nearly subharmonic. Also, we prove that if u • f is quasi-nearly subharmonic for all quasi-nearly subharmonic u and f satisfies some additional conditions, then f is quasiconformal. Similar results are further established for the class of regularly oscillating functions.
Introduction and results
Let Ω be a domain in the Euclidean space R n . If h is a function harmonic in Ω, then the function |h| p , which need not be subharmonic in Ω for 0 < p < 1, behaves like a subharmonic function: the inequality (1.1) |h(a)| p ≤ C r n B(a,r) |h| p dm, B(a, r) ⊂ Ω, 0 < p < ∞, holds, whenever 0 < p < ∞, B(a, r) = {x : |x−a| < r} ⊂ Ω, and dm is the Lebesgue measure normalized so that |B(0, 1)| := m(B(0, 1)) = 1. The constant C in (1.1) depends only on n and p when p < 1, and C = 1 when p ≥ 1. This fact is essentially due to Hardy and Littlewood (see [5, Theorem 5] ), although they never formulated it. The proof was first given by Fefferman and Stein [4] , and independently by Kuran [11] . It follows from Fefferman and Stein's proof that (1.1) remains true if |h| is replaced by a nonnegative subharmonic function. Hence: Theorem 1.1. If u ≥ 0 is a function subharmonic in a domain Ω ⊂ R n , then (1.2) u(a) p ≤ C r n B(a,r) u p dm, B(a, r) ⊂ Ω, 0 < p < ∞,
where C depends only on p and n, when p < 1, and C = 1 when p ≥ 1.
Let u ≥ 0 be a locally bounded, measurable function on Ω. We say (see [12] , [13] ) that u is C-quasi-nearly subharmonic (abbreviated C-qns) if the following condition is satisfied:
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of second order elliptic equations, see [6] . In fact, (1.3) is typically proven as a step towards Harnack inequalities for second order elliptic equations, using the Moser iteration scheme. Notice that u is quasi-nearly subharmonic if and only if u is everywhere dominated by its centered minimal function [2] .
Our first result is an invariance property. Theorem 1.2. If u ≥ 0 is a C-qns function defined on a domain Ω ′ ⊂ R n , n ≥ 2, and f is a K-quasiregular mapping, with bounded multiplicity N , from a domain Ω onto Ω ′ , then the function u • f is C 1 -qns in Ω, where C 1 only depends on K, C, N , and n. Remark 1.1. The hypothesis of bounded multiplicity of f is necessary as the following example shows. Let
and u(w) = χ E (|w|). Then it is easy to check that u is quasi-nearly subharmonic in Ω ′ but u • f is not quasi-nearly subharmonic in Ω.
Above quasiregularity requires that f is continuous, the component functions of f belong locally to the Sobolev class W 1,n and that there is a constant
holds almost everywhere in Ω. Injective quasiregular mappings are called quasiconformal. It was previously only known that the invariance holds under conformal mappings in the planar case [10] and under bi-Lipschitz mappings [3] in all dimensions. Let us consider the above morphism property in more detail. Definition 1.1. Let Ω and Ω ′ be subdomains of R n . A mapping f : Ω → Ω ′ is a qns-morphism if there is a constant C < ∞ such that for every qns u defined in Ω ′ we have u • f qns ≤ C u qns , where
If the above holds with a constant C, we call f a C-qns-morphism. Finally, f is a strong qns-morphism if there is a constant C so that f restricted to any domain
′ is a strong qns-morphism if and only if f is quasiconformal.
If we assume sufficient a priori regularity for f, a version of Theorem 1.3 holds also for qns-morphisms. The reader may wish to compare this with related quasiconformal invariance properties for other function classes [1] , [14] , [16] , [17] , [18] . Theorem 1.4. Let n ≥ 2 and let f : Ω → Ω ′ be a qns-morphism that belongs to W 1,n loc . If, additionally, J(x, f ) ≥ 0 almost everywhere, then f is quasiregular. Each quasiregular mapping f is either constant or both open and discrete; in the latter case the multiplicity of f is locally finite. The condition J(x, f ) ≥ 0 in Theorem 1.4 cannot be dropped, as the mapping f (x, y) = (x, |y|) is a planar (strong) qns-morphism. The Sobolev regularity assumption can be slightly relaxed: if f above is a C-qns-morphism, then local p-integrability of the distributional derivatives suffices for p = p(n, C) < n; this can be inferred from the proof of Theorem 1.4 using [9] . In the planar, injective setting, even W 1,1 loc suffices. Let us close this introduction by commenting on the invariance of a related function class, introduced in [12] .
where C ≥ 0 is a constant independent of x and r. Here
Note that Lip u(x) = |grad u(x)| if u is differentiable at x. The smallest C satisfying (1.4) will be denoted by u ro .
We have the following invariance.
Theorem 1.5. Let f : Ω → Ω ′ be quasiregular, regularly oscillating and of bounded multiplicity in Ω. If u is regularly oscillating in Ω ′ , then u • f is regularly oscillating in Ω with u • f ro ≤ C ′ u ro , where C ′ depends only on the multiplicity of f .
The assumption that f be regularly oscillating is necessary, as seen by noticing that the coordinate projections are regularly oscillating; not all quasiregular mappings are regularly oscillating. In the case of an analytic function, this can naturally be dropped. Similarly to Theorem 1.4, quasiregularity is necessary if we assume that J(x, f ) ≥ 0 almost everywhere, but no a priori Sobolev regularity is needed because regularly oscillating functions and mappings are locally Lipschitz continuous. The invariance property of Theorem 1.5 was established in [10] when f is conformal (and n = 2). Remark 1.2. The assumption of bounded multiplicity of f in Theorem 1.5 is necessary as in the case of Theorem 1.2. To see this simply let f (z) = e z , Ω = C,
and v(w) = |w| 0 χ E (t) dt. Then v is regularly oscillating but v • f is not.
Proof of the theorem 1.2
For the proof we need some lemmas. The first says that if u p is qns for some p, then so is u.
Lemma 2.1. [12]
If u is C-qns, and p > 0, then u p is C 1 (C, n)-qns.
We also need the following lemma that can be distilled from the arguments in [7] . For the sake of completeness, we give a short proof below. 
Proof. Let
for some z ∈ ∂B(x, r), and
for some ω ∈ ∂B(x, r).
Let E = [f (x), f (ω)] be the segment between f (w) and f (ω), and F be a segment that joins f (z) to ∂Ω ′ (or to infinity) outside the ball
We may assume that
Then, by a change of variables, see page 21 in [15] ,
On the other hand, since f is open, the set f −1 ([f (x), f (ω)]) contains a continuum joining x to ∂B(x, r), and f −1 (F ) a continuum joining ∂B(x, r) to ∂B(x, 3 2 r). By usual capacity estimates, see e.g. [6 ]
The claim follows.
As an immediate consequence of Lemma 2.2 we have:
Lemma 2.3. Let B = B(0, 1) and let f : 2B → Ω ′ be a K-qr mapping with bounded multiplicity N and such that f (0) = 0. Then there exist ρ ∈ (0, 1) and R > 0 such that B(0, R) ⊃ f (B) ⊃ B(0, ρ), where R/ρ ≤ 1/δ, and δ depends only on K, n, N. 
where p depends only on K, N and n.
Proof of Theorem 1.2. As is easily seen, the proof reduces to the case Ω = B(0, 2), f (0) = 0. Let B = B(0, 1) and write v = u • f. By using translations and rotations, we see that it is enough to prove that
where C = C(K, n, u qns ). By Lemma 2.1, it suffices to find q = q(K, N, n) ≥ 1 so that
To prove this, we start from Hölder's inequality:
. By a change of variables, see page 21 in [15] , we have
Here we have used Lemma 2.3 and the hypothesis that u is qns. On the other hand, by Lemmas 2.4 and 2.3, we have
Combining these inequalities, we obtain
. Now the desired result follows from the inequality R/ρ ≤ 1/δ, where δ depends only on K, n, N.
Proof of Theorem 1.4
Even though our definition of quasiregular mappings requires them to be continuous, this condition is superfluous and it suffices to show that there exists K ≥ 1 so that |Df (x)| n ≤ KJ(x, f ) holds almost everywhere, see e.g. page 177 in [15] . Next, every mapping f with Sobolev regularity W 1,1 loc is approximatively differentiable almost everywhere. That is, for almost every x 0 and every ǫ > 0, the set
has density one at x 0 , see e.g. page 140 in [19] . Because of our a priori Sobolev regularity, it thus suffices to show the above distortion inequality at every such point x 0 . For simplicity, we only give the proof in the planar case, assuming differentiability instead of approximate differenentiability. The higher dimensional setting and the switch to approximate differentiability only require technical modifications that should be obvious to the reader after examining the argument below. Thus suppose that f is differentiable at x 0 .
Case (a). Suppose f is differentiable at x 0 with J f (x 0 ) = 0. In some coordinate systems we have
Assume 0 < a < b. We want to show that b/a is bounded. Consider the function
Then u qns = 8. Now
for the linear transformation T associated to Df (x 0 ). Now u • f (x 0 ) = 1. If r > 0 is such that B(x 0 , r) ⊂ Ω, we conclude from the morphism property of f that
when r → 0, where C > 0 comes from the morphism property. Hence b/a ≤ C/2.
Case (b). Now suppose that f is differentiable at x 0 with J f (x 0 ) = 0. We want to prove that Df (x 0 ) = 0. We argue by contradiction: suppose Df (x 0 ) = 0. We may assume
Then u qns = 4, and
where lim t→0 s 2 (t) s 1 (t) = 0. But then there is no C > 0 such that
for all small r > 0, which contradicts the morphism property of f.
Proof of Theorem 1.3
It is an immediate consequence of Theorem 1.2 that quasiconformality of the homeomorphism f is a sufficient condition for f to be a strong qns-morphism.
In the other direction, it suffices to prove that f −1 : Ω ′ → Ω is quasiconformal. Thus it suffices to verify the existence of H < ∞ such that
for all y ∈ Ω ′ , see page 64 in [8] . To simplify our notation, we write x ′ = f (x) for x ∈ Ω, in what follows. Fix y ′ ∈ Ω ′ and let r > 0. Towards proving (4.1), we may assume that r is so small that
Since f is is C-qns-morphism in G, we conclude that u • f (y 1 ) ≤ C3 This completes the proof of the theorem.
