Abstract
Introduction
The opinions, expectations and behaviors of citizens are increasingly reflected online -therefore, mining the internet for such data can enhance decisionmaking in public policy, communications, marketing, finance and other fields. However, despite the abundance of user-generated content online, few decision makers feel comfortable basing their judgments on opinions expressed on the web. In fact, there is a lack of knowledge about the sociodemographics characteristics of those voicing opinions online. Hence, for stakeholders depending on detailed socio-demographic information of opinion holders, the harvesting of online opinions so far remains of little use.
This paper outlines the conceptual approach for a broader research project that addresses the shortcomings of existing and commercially available opinion mining solutions regarding the contextualization and representativeness of online opinion mining. To become effective, the methodologies presented in this paper must be integrated into a coherent decision support system.
The approach not only consists of calibrating online opinions with traditional surveys that gather rich socio-demographic information in order to provide insights into which opinions are being expressed on the internet by a specific segment of society. It also includes the use of agent-based simulations of online diffusion models to forecast the development of sentiment and other important indicators.
The impetus to extend this type of research stems from previous collaborations of the authors and discussions with policy makers and government agencies [7] . Based on this work, several use scenarios and use cases were defined in order to address to the following research questions:
x How to guarantee that analyzed online opinions are representative of the general population or predefined subgroups in order to base real-world decisions on these data? x How can user-generated online data be used to gauge sentiment and forecast the development of leading indicators?
The research tackles a number of real-world challenges by applying and extending:
x The current research on big data integration approaches; x Sentiment analysis, Linked Open Data (LOD) interlinking, and opinion learning; x Online opinion representativeness and calibration; x Opinion diffusion simulations and opinion prediction methods. The research outcomes aim at supporting a large number of stakeholders both from public and private sectors to improve decision-making processes (in terms of accuracy and responsiveness) as well as the quality of their decisions (in terms of related and context knowledge).
Some of the use scenarios and use cases are briefly described in the following callouts.
Consumer 'buzz' on reputation and products or services Decision problem: While needs and expectations expressed online are increasingly exploited, existing social media analysis technologies lack the representativeness and reliability required as basis for business decisions. Decision question: How can online opinions become a more accurate and more reliable source of information for real-world business decisions? Example: Much can be learned about products, features and brands by tracing and aggregating opinions about them. But few decision makers feel comfortable basing their judgements on results from online opinion mining, because it is unclear to what extent the online population represents the actual or potential share of buyers of the product or service. Background: Many actors in the private sector and in public institutions are strongly interested in measuring the buzz around products, ideas or protagonists. A potential end user expressed interest in developing the instrument while benefiting from the research outcomes for their clients' strategic marketing and product development strategy. Solution: Understanding the needs and preferences of consumer groups during a product launch phase by mapping the frequency and sentiment of mentions and thereby creating a 'web footprint' in order for marketing strategists to adapt their product's features and optimise their communications efforts. A detailed analysis supports marketing intelligence and helps anticipating opinion trends and dynamics necessary to foster innovations and develop products addressing tomorrow's constituencies' needs.
Public opinions on policy making
Decision problem: Approval or disapproval score of policy actors and policies are used to guide future actions but the lack of representativeness of online opinions constraints their use in real-world scenarios. Decision question: How make online opinions representative and accessible as basis for real-world policy decisions? Example: Due to the tremendous growth in usergenerated content, most of which contain opinions, policy actors are unable to make sense of this 'opinion overload' not only in terms of aggregating the data but also -and more importantly -in terms of ensuring that online results are representative and thus reliable for decision making. Background: The aim of an United Nations agency is to complement traditional polls by properly mapping the topics and prejudices associated to migration and migrant groups in online discussions as well as analysing the discourse and measuring the change of relative importance of concepts and subtopics within a given topic. This information helps them understand public fears, negative attitudes and hostility, address citizens' concerns, and redress misinformation. Solution: By developing a trusted and calibrated way of analysing online opinions on migration issues, the research supports the work of policy actors and analysts to place rationality above fear at low costs for opinion research.
Sentiment analysis for economic forecasting
Decision problem: When setting interest rates, central banks study closely the sentiment towards the economy. For this, central banks typically rely on surveys and economic statistics which are available with significant time lags. Decision question: How can user-generated online data used to gauge and forecast economic sentiment? Example: The Financial Times (13 Jun 2011) reported that the Bank of England (BoF) uses Google searches for specific terms in order to track economic conditions in real time. BoF found that searches for "unemployment benefits" are at least as reliable for estimating current unemployment rates as are the actual number of benefit claimants. Background: The institute is interested in the research as an additional and, more importantly, timely source of information for its own regular forecasts. Solution: One of the key outcomes concerns the timeliness of reports given that results are available immediately and each day in contrast to official statistical data: "Monitoring current economic activity closely is an important aspect of policymaking, but official economic statistics are generally published with a lag" [17] .
Opinion mining and data interlinking
This section presents the steps of opinion mining and data interlinking to identify in the extracted content the opinions towards relevant issues and their connections to each other as well as to other topics and content available as structured Linked Open Data in the internet. Based on available metadata, feature interlinking is used to identify relationships and correlations between content items (opinions) based on shared metadata.
Opinion mining and interlinking is mainly concerned with large-scale opinion harvesting. In its most basic form, opinion mining corresponds to sentiment analysis, i.e. the identification of a positive, neutral or negative tone about the topic discussed by the author of the document, post or tweet. Interlinking concerns the contextualization of extracted opinions to add more detail for both the human analyst as well as for the machine learning methods. While the amount of harvested opinions is huge, the data is still sparse as individuals only express their opinions about a limited number of topics. Hence, the challenge is to capture correlations between topics, so that they can be better understood and monitored over time by human analysts.
Sentiment analysis
Sentiment analysis focuses on the automatic identification and extraction of opinions, emotions, and sentiments from text and multimedia [2] . Motivation for this task comes from the desire to automatically recognize stances (opinions) in online debates and user generated content to be used by aggregators (see the subsection below on Opinion learning) [29] . For example, opinion detection and sentiment analysis has been proposed as a key enabling technology in eRulemaking, allowing the automatic analysis of the opinions that people submit about pending policy or government-regulation proposals [ 
The approach is based on a combination of machine learning methods with dedicated background information, such as dictionaries and labeled examples and sentiment words as features. After an initial training phase based on a supervised classification of regression technique, the polarity of the opinion expressed in free texts can be automatically estimated, enabling large-scale analyses of opinions [25] . With the rapid growth of online media and user-generated content, it has been demonstrated that relatively simple methods can be used to estimate the political orientation of people [22] or legislative speeches [15] . Contextual knowledge embedded in online social networks can significantly improve accuracy of opinion mining systems. For example, the social relation graphs increases classification accuracy in an opinion detection algorithm [9] .
The goal of content extraction and analysis is to create a knowledgebase containing online opinions in a more explicit form. This is accomplished through Natural Language Processing (NLP) based on a syntax analyzer and machine learning techniques that detect which part of the sentence corresponds to the expression of an opinion, and on which specific topic. For each text, the identified opinion is represented as a list of pairs (rhetorical concept, keyword) mentioned in the text, such as ("dislike", "BP"), ("agree", "Obama"), ("support", "government"), etc. The pairs corresponding to someone else's opinion are discarded (e.g. a text such as "My father does not like BP"). The rhetorical concept is defined a priori by linguists. To start with, the vocabulary will be simplified into four categories, such as 'positive opinion', 'neutral opinion', 'negative opinion' and 'information' (e.g. fact-like information such as weather).
The representation of the domain knowledge is centered on named entities, as they are mostly at the heart of online discussions. The knowledgebase for a specific domain contains for each entity a list of relations between them (represented as triples, see interlinking below), a list of attributes (e.g. name, age, location), as well as a list of entities that may be addressed in online discussions (e.g. known people or organizations, locations, or major events). In addition, the knowledgebase contains the domain knowledge data which is required to relate similar opinions. For example, the extracted pairs ("support", "government") and ("agree", "Obama") are both counted as positive opinions when aggregating data to measure the public opinion about the current U.S. government: The presence of the triple ("Obama" -"is part of" -"government") in the knowledgebase will be used to improve the measure of positive opinions.
Linked Open Data (LOD) interlinking
The next step concerns transforming the extracted content -enriched, as described above, with rich metadata on topics, entities, and stance (e.g. pro/positive, contra/negative) -into an openly available and reusable Linked Open Data (LOD) format following Open Government Data Principles [24] . This step also extensively reuses existing LOD sources because extracted content and metadata must put in context to increase value and provide unambiguous results. In the past years, billions of triples were published creating a cloud of semantic information often called LOD Cloud, mainly through applied research projects (e.g. LOD2, LACT, PlanetData). Taken together, the web-harvested extracted data provides the terms and metadata to be interlinked with same and similar terms/knowledge thereby contributing to as well as exploiting the ever growing LOD cloud by:
x enriching the extracted content with existing information available in the internet; x interlinking as much information as possible to increase the value of knowledge extraction; x exploiting available public sector resources in Semantic Web and LOD format. Many of the above mentioned and similar projects use RDF (Resource Description Framework) as its data model and started to bootstrap the web of data. To combine text mining and entity extraction with public data sources, semantic web technologies such as RDF are used.
The power of the semantic web lies in two things: A simple, scalable data model combined with links (Uniform Resource Identifiers, URIs) to uniquely describe and identify digital data. The data model is using a simple subject-predicate-object combination to form so-called triples. RDF is the preferred data model for triples in the semantic web and makes it possible to store this knowledge in both human and machine usable form. The fact that machines can access and 'understand' RDF makes it possible to automate certain tasks on huge amounts of data which otherwise would have to be carried out by human experts. Even though data sets may specialize on a certain set or domain of information, interlinking different data sets alone enables creating additional knowledge. This interlinked knowledge can again be consumed by the provider of the data itself.
The real value of interlinking data from semistructured sources (e.g. online comments, Twitter messages) and structured sources (e.g. LOD) lies in the representation of the relationships between topics, opinions and individuals. This requires a data model which is able to represent this complex graph-based information and maintain and express the semantics of the relationship between entities in an unambiguous and machine-readable form. It is also important to be able represent the time-aspect of information in such a system. Topics, opinions and individuals evolve over time and semantics capable of tracking this change can help to understand trends in the future.
For opinion mining to be meaningful and contextualized, the extracted and enriched data is therefore linked with topics, opinions and individuals referenced by the LOD cloud. This makes it possible to uniquely identify and contextualize the extracted data. This enables cross-referencing topics, opinions and individuals worldwide to the correct identifier, which is also independent of a specific language. RDF thus enables storing data independent of a specific use case or application, which facilitates reuse and archiving of data. The strength of RDF lies in the used vocabularies for the relationship between two entities based on existing light-weight ontologies to solve specific problems of storing our data:
x Dublin Core provides basic provenance and metadata attributes like creator, subject, and publisher. The use of RDF allows us to store it independent of a specific application or use case, which makes it also possible for external parties to consume, link and grind with/on our data. Getting links back from external entities will also improve our data set as we might find new relationships between topics, opinions and individuals. The more we know about the relationship between things, the more additional data we can crunch on top of the data set. This can radically improve the value of the outcome of opinion mining.
Opinion learning
Opinion learning goes beyond sentiment analysis by discovering emerging topics with their associated opinions, trends in opinions, and, importantly, their semantic organization. Opinion learning will use the output of sentiment analysis and data interlinking to aggregate opinions and enable opinion monitoring. It is a prerequisite for opinion prediction (described in the next section), where the goal is to infer opinions that are not expressed (data imputation) and to predict opinions about emerging topics (forecasting).
Large-scale probabilistic models of opinions are used because they enable dealing with uncertainty in a principled way. Uncertainty does not only occur because the opinions are not always expressed clearly or because they may vary across documents, but also because of ambiguity in the network and the interlinking process. While the amount of harvested opinions is huge, the data is still sparse as individuals only express their opinions about a limited number of topics. Hence, the challenge is to capture correlations between topics, links and anonymized individuals. This requires the use of large-scale latent variable models and probabilistic graphical models to aggregate opinions and capture these correlations [11] .
The advantage of graphical models is that they are a natural tool for dealing with complexity. They can be built in a modular way by combining simpler parts. Probability theory connects the different parts, ensuring that the whole system is consistent. This modular approach is useful for fusing and combining different data sources and domain knowledge in a principled way. The problem of making wrong model assumptions is avoided by using non-parametric Bayesian methods [25] . These techniques can capture complex patterns with arbitrary precision as long as enough data are available. Prediction is then implemented in two steps. First, a posterior distribution is computed for the model parameters by conditioning to the data. This posterior distribution represents our current beliefs about the correct value of the model parameters. Second, the value of interest is computed by averaging with respect to the posterior distribution. Computation of the posterior is performed using algorithms for large scale approximate Bayesian inference. However, in practice no model is fully reliable and the uncertainty of the predictions has to be incorporated in the analysis and the visualization of the results. Uncertainty measures are a natural output of Bayesian learning methods. These uncertainty measures are visualized in the diagrams, which will be used to interpret the results.
Online opinion representativeness
Besides the interlinking, contextualization, and learning of opinions, this paper identifies another key challenge that existing and commercially available opinion mining solutions fail to address. In order to reach the representativeness of classic opinion surveys, socio-demographic characteristics of those voicing opinions on the internet must be obtained. This section describes the approach to calibrate online opinions against standard opinion polls and to use machine learning methods to compute representativeness. The problem of representativeness has not been addressed adequately if at all [16] . In the context of online opinion mining, it sometimes also refers to the representativeness of summaries obtained from individual reviews (i.e. how far the summary resembles the original meaning) [12] .
Opinion calibration
When opinions are harvested, they are blindly extracted from the web. In general, the extraction and the models do not take into account the fact that these opinions are originating from specific population categories. For example, young people are overrepresented in social media. Similarly, minorities, political activists or religious groups tend be overrepresented on forums and blogs [23] . Hence, there is a need for calibrating opinions collected online so that they reflect reality. In fact, their distribution can be far from the opinion distribution of the global population. The goal here is to confront opinions harvested off the web with traditional opinion polls to reduce discrepancies and -in turn -to help design targeted questions for surveys.
Opinion calibration intends to create a feedback loop between large-scale online opinion mining, which is expected to exhibit a small variance, but a potential large bias, and small-to medium-scale opinion polls, which are expected to have a large sampling variance, but a small bias. The most important difference between online opinion mining and standard opinion polls is that with the latter the demographics of respondents are known. In other words, the strength of probability samples is that sampling theory can be used to estimate the accuracy or representativeness of the sample. Hence, opinion polls can be used to de de-bias large-scale opinion mining form online resources. Figure 1 illustrates how a concrete application of this process would look: if the example of economic outlook expressed in a representative Gallup survey is chosen for a case study, then the probabilistic model filters out the online opinions dealing with economic topics from the country where the survey was conducted. Opinion learning would allow assessing whether the opinions held on the country's economy are more positive or more negative. In order to assess the representativeness of online opinion mining, the subsequent and -from an analytical point of viewmost complex step of the modeling process investigates whether the results of the opinion learning can be shaped to resemble the survey results representative of a given population, i.e. perform advanced matching of characteristics underlying online and offline results. The model may be further developed to account for 'rational ignorance' of people who choose not to be informed about an issue because the 'costs' of doing so (e.g. time, energy) outweigh the perceived benefits of being informed. Professor Fishkin of Stanford University argued that George Gallup, the pioneer of survey sampling, developed public opinion polling based on the inherently democratic assumption that citizens regularly gather together, make and hear political arguments, and vote for or against policies directly [17] . But in populations with high levels of rational ignorance, public opinion polling may be skewed by 'non-attitudes' or 'phantom opinions' on issues [4] [5] . This can be tested by asking people the same questions before becoming informed and after providing the opinions and arguments around an issue.
The Gallup surveys to be used include, but might not be limited to following:
x Gallup Daily, a daily telephone survey among 1,000 US adults measuring their sentiment towards matters of economy and wellbeing, because this is the biggest daily survey with such a frequency; x Gallup-Healthways Well-being Index, a monthly survey undertaken in the United Kingdom and Germany investigating respondents' wellbeing; x Gallup World Poll a series of global surveys asking representative samples in more than 150 countries worldwide at least annually about health and wellbeing issues as well as opinions on societal matters such as politics, values and material satisfaction. In addition, specific questions can be added to these ongoing surveys.
Survey optimization
The information gathered from the web can also be exploited to guide additional surveys. Indeed, Gallup Daily is repeated at a relatively high frequency. Repeated small-scale well-targeted opinion polls of this kind can be used to confirm the opinion trends observed on the web and to verify sudden opinion changes. They can also be used as a sanity check when there is a relatively large uncertainty on the opinion of certain subpopulations and/or about specific topics. It is expected that a balanced combination between traditional opinion polls and online opinion harvesting will lead to opinion models of unprecedented representativeness and reliability.
The Gallup Daily tracking methodology relies on live interviewers, dual-frame random-digit-dial sampling (which includes landline as well as cellular telephone phone sampling to reach those in cell phoneonly households), and uses a multi-call design to reach respondents not contacted on the initial attempt. Gallup interviewers employ a "most recent birthday" selection method for choosing adult respondents within a household. Gallup Daily tracking includes Spanishlanguage interviews for Spanish-speaking respondents and interviews in Alaska and Hawaii. The data are weighted daily by number of adults in the household, number of phone lines in the household, and the respondents' reliance on cell phones, to adjust for any disproportion in selection probabilities. The data are then weighted to compensate for nonrandom nonresponse, using targets from the U.S. Census Bureau for age, sex, region, gender, education, ethnicity, and race. The resulting sample represents an estimated 95% of all U.S. households. Data that are summarized at the state, congressional district, and Metropolitan Statistical Area (MSA) level are weighted at each of these levels twice per year (for states) or once per year (for congressional districts and MSAs) to ensure that samples are representative of these areas.
One of the most salient features of the described approach is that we do not assume that data are provided by a source that cannot be controlled (i.e. not random data sources). This means, that data collection can generate predictions about what data points to collect in the next step so that the system can make the most of the new data inputs (e.g. in terms of learning from data and alignment with the opinion polls). This is especially important if collecting some of the new data points is very expensive, as is often the case with opinion polls. The framework of probabilistic graphical models enables the system to evaluate the expected information gain obtained by each candidate measurement and then select the most informative one.
Opinion diffusion and prediction
In order to expand the lead time and enable proactive decision making, simulation and prediction of the diffusion of opinions within selected communication networks are performed (such as distribution of opinions, changes of opinions over time, ratio of active vs. passive participants). This is based on rules observed from communication patterns in complex systems in order to model the further diffusion of observed parameters. For example, based on the rate of activity burst (short-term decision scenario) or based on the diffusion of opinions (medium-term decision scenario), it could trigger an alarm if a clear trend is detected that observed parameters will reach the specified threshold.
Opinion diffusion simulation
The goal of agent-based simulations in analyses of public opinion is to trace and forecast trend changes. The opinions harvested off the web are fed into the simulations thereby providing an understanding of the key factors driving opinion trend changes. Simulations are not aimed at perfect modeling of details, but at predicting general characteristics. As such, the agentbased simulations complement statistical analyses and machine learning methods by providing a different perspective and deeper understanding. The model combines three key areas that determine opinion diffusion. The first concerns nonlinear descriptions of individual reactions to influences, including aspects such as commitment to previously held opinions, persuasion and emotions. The second concerns communication modes (one-to-one messages, one-tomany communication, mass media influence) with their different characteristics. The third concerns descriptions of social communication networks, including factors such as time evolution and role of strongly linked sub-communities. Bringing the three aspects together in a single model enables creating simulation environments corresponding to different types of real-life situations and use cases.
Within a simplified framework focusing on selected aspects (such as interpersonal communication network, susceptibility to influences, contrariness etc.), it is possible to derive general trends of communication behavior. However, one of the major problems with opinion modeling by computer simulation is the lack of access to real-life data to test the simulations [29] . The steps outlined above to harvest and analyze continuous and real-life data streams make it possible to test the opinion diffusion simulation and prediction so as to learn and adapt simulations based on real-life data.
There are, however, examples of systems where the abstract models enabled discovery of unexpected universality of opinion change processes. An example of such discovery is the existence in the voting process of a general microscopic dynamics that does not depend on the historical, political, and/or economical context where voters operate [6] . The figures above show how the diffusion and prominence of opinions changes over time is outlind by agent-based simulations. Figure 2 shows the initial state with a large majority of undecided participants without a specified opinion on an issue in question (grey), and smaller groups of proponents and opponents concerning the issue (respectively light grey and black). The social links enabling information flow and opinion influences exist between all groups. Figure  3 shows the final state of simulated opinion diffusion with most of the participants having adopted the proponents' position (light grey). However, small minorities persist, mainly because they have severed and cut most of the information flow links with the majority [29] (see also [21] for an example).
Opinion prediction
A characteristic of the opinion diffusion process described above is that some of the social links enabling information flow may not be directly observable or are corrupted by noise, for example, some users may have already adopted a position before starting the observation and running the simulation or the diffusion process may require knowledge about the probability with which two specific users that hold a social connection and opposite views may end up adopting the same opinion. Machine learning methods are used to estimate these quantities whenever they are not directly observable. Additionally, they can also provide reliable estimates when the required quantities are observable but are very noisy. The opinion prediction aims to develop reliable estimates of required quantities by using i) a probabilistic model for the data and ii) Bayesian machine learning methods.
The relationships between topics, opinions and individuals are represented using a probabilistic model in the form of a graph [18] [20] . In this graph, the different nodes correspond to topics or individuals while opinions are encoded by edges or connections between individuals and topics. In addition to the edges (opinions) that link individuals and topics, the proposed model also allows for topic to topic connections and individual to individual connections.
The probabilistic model is dynamic and evolves with time [13] [26] . As new topics emerge they are added to the graph. The same occurs with new individuals that start to produce relevant content. The model can also capture time dependencies in the network connections or opinions. This probabilistic model is combined with statistical machine learning methods [1] to implement the prediction functionality. The task here is to make use of information obtained from different heterogeneous data sources in order to infer the state of variables which are not directly observed or which are corrupted by noise. For the learning process, the framework of probabilistic graphical models is used in which all the variables, including observed data, are expressed as a graph as described in Section 2.
Discussion and next steps

Challenges of social media monitoring
The recent growth of web-based social media has resulted in a myriad of social media monitoring (SMM) solutions. They offer businesses or other actors the ability to monitor public opinion about their brand, products or services. At the end of 2011 approximately 300 SMM tools were available, among them free tools that belong to the social media platforms themselves (e.g. Google alerts, Facebook Insights or Twitter analytics), applications that use free APIs that are provided by platforms (e.g. Klout, Tweetreach) and more complex software tools. These tools categorize the content and visualize the data as charts and graphs. According to industry experts, applications build for the social media analytics market reached a value of $10.5 billion in 2010, expecting strong, steady future growth [10] . Yet, as Grimes and other industry experts from social media agency FreshNetworks point out, the industry is still in its infancy and in a permanent state of flux and change [7] .
Some of the biggest challenges all SMM solutions still face concern sentiment analysis and the attempt to identify socio-demographics of discussants together with their different locations, not all of which may be relevant for the analyst. Automated sentiment analysis tools that aim to mark text as negative, positive or neutral would in theory be incredibly valuable, for instance if a manager wanted to know which topics are encouraging good or bad online conversations about the company. As FreshNetworks puts it: "we don't believe that the tools on the market have nailed sentiment analysis yet". For example, users of SMM tools are usually very interested in the location of the conversation they are trying to follow. But an online user has multiple locations attributed to him or her (e.g. current GPS data, location of IP provider, home address etc.).
For example, a manager interested in how a product is discussed in Brazilian social media will not be interested how the product is evaluated by social media users in Portugal. Sharing the same language, Portuguese and Brazilian internet users might use the same social media platforms to discuss this product. While social media sites have begun providing more and more geo-coding information through their API for analysts, more sophisticated solutions are needed.
The analysis of unstructured online data is more and more common in both science and technology and novel non-parametric methods are necessary for its analysis. However, the task involves many error prone steps. Therefore, the propagation and control of uncertainty is critical for success in the analysis of large-scale data streams. The Bayesian methods proposed in this paper are especially useful for reasoning and making optimal predictions in the presence of uncertainty. However, the operations required by these methods to update the current beliefs as new data becomes available are usually very costly. Some of the authors have already worked on parallel and distributed implementations of non-parametric Bayesian methods. However, these techniques are often not suited to the problems addressed in this paper or are not yet able to scale to the amount of computations needed by the system. Therefore, the implementation will require of new modeling and algorithmic developments. These contributions are expected to have a strong impact in the field of large scale Bayesian machine learning.
Privacy concerns
Since the described approach is based on the use of data related to identifiable persons, privacy concerns have to be considered. This is a subtle topic. One may look at it from a political and from a juridical perspective. Since we rely on the processing of data which were published in order to be seen by others, there is little political concern about this. In Europe, the situation is more complicated from the juridical perspective of the European Data Protection Directive (Directive 95/46/EC) and the national laws of European Member States.
There are two key arguments why the described approach is lawful although it concerns data subject to data protection laws (that is, although some form of structured storage of data which can be traced back to individual persons takes place). One is that the results obtained are on an aggregated macro-level without reference to individuals. The other is that the data used are available in public and that the concerned persons have accepted that they are accessible in public. Unfortunately, the second argument partially breaks down in situations where data are only made accessible for "friends" or was not intended to be interlinked.
Hence, there is some room for juridical debate, which goes beyond the scope of this paper. From a practical perspective, this creates no real hindrance as long as individual tracking is impossible or obfuscated. Great care is mandatory, that data created for simulations cannot be used in a context other than predictions about social phenomena. Relinking these predictions with data referring to an identifiable person may not be compliant with laws in some countries.
Next steps
Interviews with the involved stakeholders from the public and private sectors (across various departments such as marketing, communications, public affairs, strategy, planning) must further identify contexts of use.
The shift of public sector agencies to make their data available as Open Government Data (OGD) constitutes a new and growing area that can benefit this research. The research outcomes must showcase applications based on OGD and LOD (Linked Open Data).
The authors working on the optimization of machine learning methods aim at extending graphical models (a.k.a. Bayesian networks) that encode conditional independencies between random variables. These would provide an efficient "language" to express complex probability distributions. Many real world systems can be modeled using this paradigm. Many machine learning tasks can be expressed in terms of inference in a probabilistic model. In many situations (e.g. in graphical models), this problem is intractable but can be efficiently addressed using approximate solutions. Another focus is on automatic classification. In Machine Learning, generative and discriminative methods have both advantages and drawbacks. Hence, a definition of a hybrid generative-discriminative estimation technique (called Generative-Discriminative Tradeoff) is favored as well as the proof of its optimality under weak conditions.
Finally, there are at least two salient application scenarios in the context of e-government, services for policy makers and services for e-government service marketing.
The first scenario concerning support for policy makers results from the lack of acceptance and adoption of dedicated e-participation websites. Based on a review of about a dozen European e-participation projects conducted for the European Commission, we identified severe problems with creating participation and attracting the attention of politicians. At the same time, sometimes online discussions outside of dedicated e-participation websites create such an impact to successfully overthrow government decisions, as in the case of ACTA legislation. This indicates that a prediction of emerging online opinions can be much more relevant for politicians than nurturing political discourse on dedicated eparticipation websites.
The second scenario concerning e-government service marketing results from the huge acceptance problems faced by technology infrastructure initiatives such as electronic identity (eID). Although eID would provide tangible benefits if broadly used, its take-up is very slow in countries where it was introduced. For example, there is low adoption of the eID interoperability infrastructure established by the European STORK project, which enables the use of national eIDs across national borders. The key challenge here is to engage in convincing marketing activities in order to create a broader take-up. This requires a proper management of public opinions on these technologies.
