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The current study provides a simple algorithm for finding the optimal ROC curve
for a linear discriminant between two point distributions, given only information
about the classes’ means and covariances. The method makes no assumptions
concerning the exact type of distribution and is shown to provide the best possible
discrimination for any physically reasonable measure of the classification error.
This very general solution is shown to specialise to results obtained in other papers
which assumed multi-dimensional Gaussian distributed classes, or minimised the
maximum classification error. Some numerical examples are provided which show
the improvement in classification of this method over previously used methods.
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1. INTRODUCTION
A classifier or discriminant can be used to distinguish between two
groups of points in a multi-dimensional space through the use of a decision
surface. This surface separates the space into two regions, so that points
from the first region may be labelled as from class A while the remaining
points are labelled as class B. Classifiers of this kind are useful in many
applications where it is desirable to distinguish between two types of
objects or events. In this case, it is usual to reduce each object or event to a
number of measurable features, and then construct a classifier in this multi-
dimensional feature space. For example, to distinguish between a military
target in a radar image and some background clutter, one might measure
the brightness and size for use as features. In a different application, a
warning sign of engine failure might be detectable through a change in fuel
consumption or a difference in the amount of audible noise produced.
Two important difficulties arise in the construction of a classifier for
distinguishing two classes of points. First, it is usually not possible to
correctly classify every point. In this case, the decision surface should be
chosen to minimise some error metric. Second, the points from each class
will appear to come from some multi-dimensional probability distribution.
Optimal class separation would require knowledge of these distributions;
however, for real applications this is generally unknown and can only be
inferred from a finite number of points.
There are many different methods for estimating good decision surfaces
given a set of finite samples (known as the training set) from each class.
Some non-linear classifiers such as the support vector machine [2] or many
neural networks can be computationally time consuming and require
human supervision to set various parameters in order to produce useful
results. Other non-linear classifiers, such as the quadratic discriminant
function, assume models for the class distribution functions and then
threshold the resulting likelihood ratios. These discriminants, however,
tend to be sensitive to differences between the actual class distributions and
the model assumptions. While linear discriminants may not allow as great a
flexibility as their non-linear counterparts, they are usually quick, robust,
and completely automatic.
Among the many linear discriminants in existence (some of which are
discussed in Duda and Hart [4]), the one that appears to be used most is
the Fisher linear discriminant [5]. This discriminant finds a direction n
such that when each of the classes are projected onto a line in the direction
of n, then the ratio of the square of the distance between the projected
means to the sum of the projected variances is maximised. The ‘‘best’’
discriminating hyperplane is then assumed to have this n (which is given by
(S1+S2)−1 (m2−m1)) as its normal. A ROC (receiver operating character-
istic) curve for the discriminant can be generated by plotting the probabil-
ity of detection (Pd) for a class against the probability of false alarm (Pfa)
for a number of hyperplanes, each having the same normal vector. A better
classifier will result in a ROC curve which has a smaller Pfa for the same
Pd. While the Fisher discriminant produces surprisingly good results for a
linear discriminant, they can often be improved upon.
The following paper outlines a more general technique for generating
discriminating hyperplanes by using a normal vector defined by n=
(S1+cS2)−1 (m2−m1), which when c=1 gives the special case of the Fisher
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discriminant. In Section 2, this method is shown to produce optimal ROC
curves for a linear discriminant separating two normal distributions, and in
Section 3 it is shown that it also minimises the maximum weighted
misclassification rate for any type of distribution. Section 4 expands
the results of the previous two sections for a completely general distribu-
tion independent classification error while some numerical examples are
presented in Section 5.
2. OPTIMAL LINEAR DISCRIMINANT FOR GAUSSIANS
Suppose it is desired to find the linear discriminant which minimises the
weighted classification error bP1, 2+P2, 1 where Pi, j is the probability that a
point from class i is classified by the discriminant as being from class j
(throughout this paper, only two classes will be considered). Also suppose
that each class is Gaussian distributed with means m1, m2 and variances
S1 and S2 and that the decision hyperplane has equation nTx=c (where
T is the transpose operation) such that if nTx < c a point is classified as
belonging to the first class.
For the special case when S1 is a multiple of S2, it is well known that the
Fisher discriminant produces the optimal linear discriminant. When the
covariances differ, however, the solution is as derived in Anderson and
Bahadur [1] and Clunies-Ross and Riffenburgh [3]. An alternate
shortened derivation is presented here.
Suppose that each of the two classes is projected onto a line in the direc-
tion of the normal to the decision surface n. Since each class is multi-
dimensional Gaussian, then the projected distribution is also Gaussian. A
distribution having mean m=E(x) will be projected to have a mean
E(nTx)=nTm and a covariance of S=E((x−m)(x−m)T) will give a
projected variance of s2=E((nT(x−m))(nT(x−m))T)=nTSn.
The problem has now been transformed into a single dimensional
problem, and the weighted classification error will be given by
b F.
c
1
`2pnTS1n
exp 1 −(x−nTm1)2
2nTS1n
2 dx
+F c
−.
1
`2pnTS2n
exp 1 −(x−nTm2)2
2nTS2n
2 dx
=
1
2
b erfc 1 c−nTm1
`2nTS1n
2+1
2
erfc 1 nTm2−c
`2nTS2n
2 , (1)
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where erfc is the complementary error function. The linear discriminant
which minimises this expression will occur when the derivatives with
respect to n and c become zero. Differentiating with respect to c gives
b
1
`2pnTS1n
exp 1 −(c−nTm1)2
2nTS1n
2
−
1
`2pnTS2n
exp 1 −(c−nTm2)2
2nTS2n
2=0,
which after rearrangement gives
(c−nTm1)2
nTS1n
−
(c−nTm2)2
nTS2n
=ln 1b2 nTS2n
nTS1n
2 . (2)
Differentiation of (1) with respect to n (by differentiating with respect to
the individual components of n and writing the system of equations as a
vector equation) provides
b
1
`2p
exp 1 −(c−nTm1)2
2nTS1n
2
×
1
`nTS1n
1m1+(c−nTm1) S1nnTS1n 2
−
1
`2p
exp 1−(c−nTm2)2
2nTS2n
2
×
1
`nTS2n
1m2+(c−nTm2) S2nnTS2n 2=0. (3)
Substituting equation (2) for b into this formula and rearranging gives
the formula
m1−m2+
(c−nTm1) S1n
nTS1n
−
(c−nTm2) S2n
nTS2n
=0. (4)
The solution of Eqs. (2) and (4) allow a linear discriminant to be cal-
culated which optimises the weighted classification error for a given
weighting b. Equation (4) ensures that the normal vector can be written in
the form n=(S1+cS2)−1 (m2−m1) for some constant c, and this set of
normal directions is referred to in Anderson and Bahadur [1] as the set of
‘‘admissible solutions.’’Anderson and Bahadur also suggest an iterative
method for generating individual points on the ROC curve. Su and Liu [6]
consider using a single ‘‘admissible solution’’ and moving the hyperplane
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along its normal to generate an ROC curve. For this case, they show that,
of these single admissible solutions, the area under the ROC curve is
optimised by the Fisher discriminant. By using a combination of these
linear discriminants, however, an even better result may be obtained and
this is described in Section 4.
3. MINIMISING THE WORST POSSIBLE
CLASSIFICATION ERROR
The results in the previous section were derived assuming a particular
distribution type. While in many real applications the assumption of a
Gaussian distribution will be a good approximation to the actual class dis-
tributions, this is not always the case. In fact, given that two classes have
means m1, m2 and covariances S1 and S2, for a decision surface nTx=c
there will be some pair of class distributions for which the measured classi-
fication error is a maximum. This section derives an expression for the
hyperplane decision surface which minimises this worst possible error.
For the one-dimensional case, suppose a distribution of random scalars x
from some class has a known mean of m and a variance s2. The decision
surface now becomes a threshold, so that if x < c it is classified as belong-
ing to this class, but if x > c > m it is labelled as belonging to a different
class. As derived in the Appendix, this decision surface will give the highest
possible classification error when the probability distribution function is
f(x)=
s2
s2+(c−m)2
d(x−c+)
+
(c−m)2
s2+(c−m)2
d 1x−m+ s2
c−m
2 , (5)
where d is the Dirac delta function, while c+ is defined to be a number
infinitesimally larger than c. This distribution corresponds to a misclassifi-
cation rate for a single class of s2/(s2+(c−m)2).
As in the previous section, the multi-dimensional case may be reduced to
a single dimension by projecting each of the classes onto the line in the
direction of n. The two projected distributions are known to have means
nTm1, nTm2 and variances nTS1n and nTS2n. As a result, the worst possible
weighted classification error bP1, 2+P2, 1 will be
b
(c−nTm1)2
(c−nTm1)2+nTS1n
+
(c−nTm2)2
(c−nTm2)2+nTS2n
. (6)
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Minimising this by setting the derivatives with respect to c and n to zero
provides after some algebra
b
(c−nTm1) nTS1n
((c−nTm1)2+nTS1n)2
+
(c−nTm2) nTS2n
((c−nTm2)2+nTS2n)2
=0 (7)
and
5c−nTm1
nTS1n
S1−
c−nTm2
nTS2n
S26 n=m2−m1. (8)
Solution of Eqs. (7) and (8) for a particular value of b allows the com-
putation of the optimal linear discriminant. It should be noticed that
Eq. (8) is precisely the same as (4) which was obtained by assuming normally
distributed classes. As a result, the optimal solution to both will be of the
form n=(S1+cS2)−1 (m2−m1). This is not a coincidence, and the reason
for this and its consequences are discussed in the next section.
4. THE OPTIMAL ROC CURVE FOR ANY CLASSIFICATION
ERROR FUNCTIONAL
Sections 2 and 3 show how two different methods for measuring the
misclassification error gave similar solutions. This section expands on this
result to give a series of linear discriminants which will produce the optimal
ROC when only information concerning the covariance and means of each
class is available. While a better discriminant could be obtained given
information about the higher order moments or the exact locations of
points from the distribution, this would significantly increase the amount
of time needed for calculation of the decision surface.
Suppose a distribution has only a known mean m and covariance S. A
decision surface nTx=c will only have a physically meaningful measure of
the classification error for this distribution if it is translation invariant (i.e.
shifting the distribution and the hyperplane by a certain displacement
should not affect the value of the classification error). Also, if a different
set of variables are used to quantify the problem, the classification error
should not be affected, which implies there must be scale invariance.
Yet again, reducing the problem to a single dimension gives a one-
dimensional distribution with mean nTm and variance nTSn, with a decision
surface of x=c. Due to translation invariance, any term in the classifica-
tion error involving c must only include the term c−nTm and due to scale
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invariance the classification error may only be an arbitrary function of
(c−nTm)2/(nTSn). Hence, any useful error metric based only on a knowl-
edge of the means and covariances of each class distribution, must be of the
form
f(z1, z2, b), (9)
where b is a weight, and z1 and z2 are given by
z1=
(c−nTm1)2
nTS1n
, z2=
(c−nTm2)2
nTS2n
.
Any physically reasonable expression for the error should decrease as the
hyperplane decision surface moves further away from the center of the dis-
tribution. Hence, the only constraint on f(x, y, b) is that it should mono-
tonically decrease with x and y. Now the classification error is optimised
when the derivative with respect to c and n are zero. Differentiating (9)
with respect to c gives
fx 1 (c−nTm1)2nTS1n , (c−n
Tm2)2
nTS2n
, b2 2(c−nTm1)
nTS1n
+fy1 (c−nTm1)2nTS1n , (c−n
Tm2)2
nTS2n
, b2 2(c−nTm2)
nTS2n
=0,
which after simplification yields
fx(z1, z2, b)
fy(z1, z2, b)
=−
nTS1n
nTS2n
c−nTm2
c−nTm1
. (10)
Differentiating (9) with respect to n produces
fx(z1, z2, b) 1 (c−nTm1) m1nTS1n +(c−n
Tm1)2 S1n
(nTS1n)2
2
+fy(z1, z2, b) 1 (c−nTm2) m2nTS2n +(c−n
Tm2)2 S2n
(nTS2n)2
2=0.
Dividing through by fy(z1, z2, b) and then substituting Eq. (10) makes
1 (c−nTm2) m2
nTS2n
+
(c−nTm2)2 S2n
(nTS2n)2
2
−1nTS1n
nTS2n
c−nTm2
c−nTm1
2 1 (c−nTm1) m1
nTS1n
+
(c−nTm1)2 S1n
(nTS1n)2
2=0.
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After some elementary algebra, this gives
5c−nTm1
nTS1n
S1−
c−nTm2
nTS2n
S26 n=m2−m1 (11)
which is precisely the equation obtained in Sections 2 and 3 (Eqs. (4)
and (8). This is not surprising since the two previously considered cases
are special examples of this much more general result). The solution of
Eqs. (10) and (11) for the direction of the hyperplane will be
n=(S1+cS2)−1 (m2−m1) as before. The important aspect of this solution is
that Eq. (11) determines the normal to the decision surface, and only
depends on the distance from the origin c due to the presence of the ratio
a=(c−nTm2)/(c−nTm1). If a line is drawn between the two class means,
this ratio corresponds to the fractional distance between the means of the
intersection of the decision surface with this line. a=0 corresponds to a
hyperplane through the mean of the second class, while a=. corresponds
to the decision surface passing through the mean of the first class. The
particular value of a which is determined from (10) will depend on the
exact functional form.
As a result of the above observation, instead of varying the weighting in
the weighted classification error and using an iterative method to solve (10)
and (11) for c and n, the best ROC curve may be generated by varying c.
This class of hyperplanes will correspond to both maxima and minima of
the weighted classification error. Numerically, one could calculate the error
for each hyperplane, and then choose the point on the ROC curve which
produced the minimum error. This can be obviated however, since the
analysis in Anderson and Bahadur [1] shows that for normally distributed
data (in fact their argument is true for any error which decreases with
Mahalanobis distance from the mean), the minimum error occurs when
S1+cS2 is positive definite.
Now as discussed in Clunies-Ross and Riffenburgh [3], when c=0, the
solution passes through m2 and when cQ., the decision surface will go
through m1. In most instances, the region of interest will occur when the
decision surface passes between the two means, but to generate the entire
ROC curve, negative values of c must also be used. When c is negative,
then
n=(S1+cS2)−1 (m2−m1)
=S−12 (S1S
−1
2 +cI)
−1 (m2−m1)
=S−12 U(D+cI)
−1 U−1(m2−m1),
where UDU−1 is the principal value decomposition of the matrix S1S
−1
2 .
The matrix multiplying (m2−m1) becomes singular when c is the negative of
an eigenvalue of S1S
−1
2 , and so it is only necessary to consider c outside the
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range [−dl, −ds] where dl and ds are the largest and smallest eigenvalues
of S1S
−1
2 .
The ROC curve may now be generated in the following way
1. Choose N values of c in the range (0,.) (to generate the entire
curve, use c in the range (−.,.), but care should be taken to avoid the
range of negative gammas which are not admissible). This could be done
by selecting c=exp(i/C) for i=(1−N)/2 to (N−1)/2 for some constant C.
2. For each value of c, calculate n=(S1+cS2)−1 (m2−m1). Then
using c=nT(m1+S1n) (obtained by substitution of n into Eq. (11)), cal-
culate the optimum decision hyperplane nTx=c for that c and measure P1, 2
and P2, 2 for that decision surface. These probabilities can be graphed to
produce the ROC curve.
The only effect of the form of the classification error in (9) is to deter-
mine which point on the ROC is generated by which hyperplane. Each
individual hyperplane will optimise the classification error for some
weighting, but the weightings will be different for different functional forms
of the classification error. As a result, the ROC curve generated by this
method will be optimal for the case when only the means and covariances
of each distribution are known.
5. NUMERICAL RESULTS
The discrimination method explained in the previous section was applied
to a number of problems. First, several discriminants were used to generate
ROC curves for two 2D normally distributed classes with means and
covariances given by
m1=r0
0
s , S1=r1.25 1
1 1.25
s ,
m2=r2
0
s , S2=r 5 −4
−4 5
s .
For the case of two normal distributions, the discriminant described in
this paper has been shown to be optimal. This means it will give improved
results over the Fisher discriminant when the means and covariances of
each distribution are accurately known. Figure 1 shows the ROC curves
generated from a training set containing one hundred thousand points in
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FIG. 1. Comparison of linear discriminant results for Gaussians. (a) Distribution of the
classes. (b) Comparison of performance.
each class. As expected, the ROC curve for the new discriminant is always
higher than that obtained for the Fisher discriminant.
While Fig. 1 shows a good performance of the new discriminant, this
only shows the result of an ideal case where there are enough samples for
good mean and covariance estimation. Table I shows the effect of using
smaller sample sizes for solving the same problem. The measure of the
performance of each classifier is the area under the ROC curve, which
typically lies between 0.5 for a useless classifier and 1.0 for an ideal classi-
fier. To construct Table I, the area under the ROC curve was calculated
100 times for randomly chosen samples of a particular sample size. The
mean and standard deviation of these 100 values then corresponded to the
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TABLE I
The Effect of Sample Size
Number of points Area under ROC Area under ROC Curve
from each class curve for Fisher for new discriminant
5 0.76±0.10 0.85±0.12
10 0.79±0.04 0.88±0.06
20 0.80±0.01 0.88±0.02
50 0.815±0.006 0.892±0.012
100 0.817±0.003 0.893±0.006
1000 0.8189±0.0004 0.893±0.002
values displayed in the table. It can be seen that the variation in perfor-
mance for the new discriminant is generally larger than that for the Fisher
discriminant, although for this case the improvement in performance more
than makes up for this shortcoming.
In practice, the distribution types are also generally not normal. To test
the robustness of the discriminants to distribution type, the above test, for
the same class means and covariances, was repeated for a variety of distri-
bution types. The distributions were generated by taking two independent
single dimensional distributions and then shifting and scaling to give the
required mean and covariance properties. A sample size of one hundred
thousand was used for each class to remove any statistical variation. The
results of the simulations are shown in Table II. These results indicate a
significant improvement using the new discriminant.
Figure 2 shows the specific case of discriminating two negative exponen-
tially distributed classes. A number of things can be noted from this figure.
First, unlike the Fisher discriminant, it is possible for the ROC curve of the
new discriminant to decrease since the decision surfaces do not all have the
same direction. Second, there is a part of the ROC curve where the Fisher
discriminant produces better separation, although the new discriminant has
performed better in general. This is always a possibility in skewed distribu-
tions like this, but it is impossible to tell exactly when the Fisher will
perform better with only knowledge of the first and second moments of
each distribution.
Finally, an example of a test on a real data-set is given. A number of
synthetic aperture radar (SAR) images at 2m resolution were taken in the
outback of northern Australia. After some pre-processing, a series of
64×64 sized sub-images were extracted from the images. Of these sub-
images, 640 contained known targets of interest, while the remaining 11984
contained background clutter. To distinguish targets from background, the
data set was first split in half to form a training set and a separate test set
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TABLE II
The Effect of Changing Distribution Types
Distribution Area under ROC Area under ROC curve
type curve for Fisher for new discriminant
Gaussian 0.820 0.880
Exponential 0.852 0.904
Uniform 0.807 0.867
Log-normal 0.800 0.911
Rayleigh 0.821 0.895
and five features were calculated for each. The Fisher and the new discri-
minant were then applied given several subsets of these features, and the
results obtained for the area under the ROC curves are shown in Table III.
The results from Table III generally shows an improvement by using the
new discriminant. It is nowhere near as marked as for the simulated results
however. This is due to the fact that quite often in real applications, the
covariances of the distributions to be separated have similar principal
directions. In these cases, the set of hyperplanes in the new method will be
approximately the same as those of the Fisher discriminant anyway, so
there may be little advantage in using the new discriminant. In cases where
there is great change in the covariances between classes however, the new
algorithm may lead to significant improvement.
6. CONCLUSION
A new method, with similar computational complexity to the Fisher
discriminant, has been developed for linearly discriminating two point
classes in multi-dimensional space. The new method has been shown to
optimise any physically reasonable classification error when the only
information known about each class distribution is its mean and its
covariance. Simulation results indicate a significant improvement over the
Fisher discriminant in the generation of ROC curves when the covariances
of the two classes are markedly different.
APPENDIX
In this Appendix, an expression is derived for the probability density
function of the distribution having mean m and variance s2, which maxi-
mises the classification error of the decision surface x=c (where without
loss of generality, c is chosen so that c > m).
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FIG. 2. Comparison of linear discriminant results for negative exponential. (a) Distribu-
tion of the classes. (b) Comparison of performance.
An intuitive guess indicates that the required density function be of the
form
f(x)=ad(x−c+)+(1−a) d(x−A),
where 0 [ a [ 1 and A are constants and d is the Dirac delta function.
Since the mean and the variance are m and s2 respectively, then
ac+(1−a) A=m
a(c−m)2+(1−a)(A−m)2=s2
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TABLE III
The Effect of Changing Distribution Types
Feature Area under ROC Area under ROC curve
subset curve for Fisher for new discriminant
{1, 2} 0.924 0.924
{1, 3} 0.862 0.867
{2, 5} 0.708 0.707
{2, 7} 0.751 0.774
{2, 5, 7} 0.761 0.770
{2, 3, 5, 7} 0.910 0.912
which can be solved for a and A, producing
f(x)=
s2
s2+(c−m)2
d(x−c+)
+
(c−m)2
s2+(c−m)2
d 1x−m+ s2
c−m
2 . (12)
This gives a classification error of s2/(s2+(c−m)2) which is only zero
when s=0. It is now shown that this is in fact optimal.
The optimal distribution function fg(x) can be written as gg(x)+hg(x)
where gg(x)=0 for x > c and hg(x)=0 for x [ c. The functions gg(x)/
> gg(x) dx and hg(x)/> hg(x) dx will also be probability distribution func-
tions, with means of mg and mh and variances of s
2
g and s
2
h . Now the only
constraints on gg and hg are
F fg(x) dx=F gg(x)+hg(x) dx=1
F xgg(x) dx+F xhg(x) dx=m
F (x−m)2 gg(x) dx+F (x−m)2 hg(x) dx=s2.
which for a given hg(x) can be rewritten as
mg=
> xgg(x) dx
> gg(x) dx =
m− > xhg(x) dx
1− > hg(x) dx
s2g=
> (x−mg)2 gg(x) dx
> gg(x) dx =
s2− > (x−m)2 hg(x) dx
1− > hg(x) dx −(m−mg)
2.
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Hence for a given hg(x), mg and s
2
g must be fixed. The classification error
of fg(x) is a maximum, so the classification error of gg(x)/> gg(x) dx must
also maximised subject to the constraints of a mean mg and a variance s
2
g.
The guess solution, Eq. (12), shows that gg(x) can be replaced by a func-
tion g˜ with a classification error of s2g/(s
2
g+(c−mg)
2). This would lead to
the contradiction that f˜(x)=g˜(x)+hg(x) would have a larger classifica-
tion error than the optimal solution fg(x), unless sg=0. Therefore gg(x)
must be of the form ad(x−mg) where a=> gg(x) dx (and hence (1−a)=
> hg(x) dx).
The mean can now be written as
F xgg(x) dx+F hg(x) > xh
g(x) dx
> hg(x) dx dx=amg+(1−a) mh=m
so that
(mg−m)=
(a−1)
a
(mh−m). (13)
Similarly, using the fact that fg(x)=ad(x−mg)+hg(x) in the expression
for the variance gives
s2=F (x−m)2 fg(x) dx
=a F d(x−mg)(x−m)2 dx
+F (x2−2x(mh−mh+m)+(m2h −m2h+m2)) hg(x) dx
=a(mg−m)2+F (x−mh)2 hg(x) dx
+2 F (mh−m) xhg(x) dx+F (m2−m2h) hg(x) dx
=a(mg−m)2+(1−a)(s
2
h+(m−mh)
2).
Substituting equation (13) into this gives
(1−a) 1s2h+(m−mh)2
a
2=s2
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Since the classification error will be 1−a, the maximum error will occur
when a is smallest. As a tends to zero, the left hand side of the above
equation tends to increase so that the equality is impossible. a can be
reduced as mh−m is decreased. The left hand side is reduced further (allow-
ing a to be decreased even more) by reducing s2h . The maximum achiev-
able classification error must then occur when mh=c+ (mh cannot be less
than c due to the definition of hg) and s2h=0 which means h
g(x)=
(1−a) d(x−c+). This is the same as the estimated solution in equation
(12), and so the solution is optimal.
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