Recently, locally repairable codes has gained significant interest for their potential applications in distributed storage systems. However, most constructions in existence are over fields with size that grows with the number of servers, which makes the systems computationally expensive and difficult to maintain. Here, we study linear locally repairable codes over the binary field, tolerating multiple local erasures. We derive bounds on the minimum distance on such codes, and give examples of LRCs achieving these bounds. Our main technical tools come from matroid theory, and as a byproduct of our proofs, we show that the lattice of cyclic flats of a simple binary matroid is atomic.
I. INTRODUCTION
In modern distributed storage systems (DSSs) failures happen frequently, whence decreasing the number of connections required for node repair is crucial. Removing even one connection locally can easily imply huge gains in the overall system functionality, thanks to shortened queues and improved data availability. Consequently, locally repairable codes (LRCs) have gained a lot of interest in the past few years [1] - [4] . Namely, LRCs allow to repair a small number of failures locally, i.e., by only contacting few close-by nodes and hence avoiding congesting the system. Related Singletontype bounds have been derived for various cases, see [5] - [7] . The first bound on the minimum distance for fixed field size was obtained by Cadambe and Mazumdar in [8] . Recently, this bound was improved and generalized, via the observation that any log-convex bound on the "local rank" of a code can be blown up to obtain a bound on the global rank [9] . Interestingly, the bounds in [9] do not depend on the linearity of the code. However, all the bounds in [8] , [9] are implicit, except for special classes of codes.
In this paper, we consider binary codes motivated by the fact that the computational complexity when retrieving a file or repairing a node grows with the field size. We derive new, improved Singleton-type bounds for this special case alongside with sporadic examples, in particular when the local repair sets can tolerate multiple failures. In contrast to the bounds in [8] , [9] , our bounds are explicit, and do not depend on any prior bounds on binary codes of shorter length.
As our main contribution, in Theorem 6, we obtain a closedform bound on the minimum distance d of a binary (n, k)code of length n and dimension k and with all-symbol (r, δ)locality, where the local distance δ > 2. Such bounds were previously only known when δ = 2. The bound is in terms of the rank ℓ of the repair sets, but can easily be transformed to bounds in terms of the size r + δ − 1. Interestingly, while the two parameters r and ℓ can be assumed to agree when δ = 2, as well as when the field size is unbounded, this is no longer the case over the binary field with δ > 2. While both parameters are of independent interest in applications, we have chosen to focus on the number of nodes ℓ that need to be contacted for local repair, rather than on the size of the local clouds 1 .
In addition, in Section III we prove that every element of a non-degenerate binary locally repairable code without replication is contained in an atomic cyclic flat, and hence that the lattice of cyclic flats is atomic. From a practical point of view, this implies a hierarchy of failure tolerance, as explained in the end of Section III. In particular, whenever a symbol e fails, we can start by downloading nodes in an atomic cyclic flat in order to repair e. If it turns out that some other nodes in this local set have failed as well, we can repair them while still keeping the part that we already downloaded, and simply contact some more nodes in the corresponding repair set to repair all the failed symbols. Thus, we do not have to restart from the beginning if we find out during the repair process that a small amount of other nodes have failed as well.
Several constructions are known for optimal LRCs over the binary field, for specified ranges of parameters, and almost exclusively in the case δ = 2. The first such construction, for codes with exponentially low rate and locality r = 2, 3, was obtained by deleting carefully chosen columns from the simplex code [10] . These constructions are also optimal when taking the availability t, i.e., the number of disjoint sets that can recover a given symbol, into consideration. A slightly more flexible family of codes, allowing for higher rate, was given in [11] , [12] , where also a slight improvement over the Cadambe-Mazumdar bound was given for linear codes. In the realm of multiple erasures, i.e., when δ > 2, rateoptimal codes were studied in [13] . There, rate-optimal codes were characterized when δ = 3, and analogous constructions without optimality proof were given for δ > 3. However, to the best of our knowledge, no previous work has studied bounds on the global minimum distance in the regime δ > 2.
II. PRELIMINARIES OF LRCS AND MATROIDS
As is common practice, we say that C is an (n, k, d)-code if it has length n, dimension k, and minimum Hamming distance d. A linear (n, k, d)-code C over a finite field F is a nondegenerate storage code if d ≥ 2 and there is no zero column in a generator matrix of C. To study LRCs in more detail, we consider punctured codes C|Y , where Y ⊆ [n] is a set of coordinates of the code C. For a fixed code C, we denote by d Y the minimum Hamming distance of the punctured code C|Y .
Definition 2.
A linear (n, k, d, r, δ)-LRC over a finite field F n is a non-degenerate linear (n, k, d)-code C over F n such that every coordinate x ∈ [n] has locality (r, δ). In the literature, this is specifically called all-Symbol locality.
The parameters (n, k, d, r, δ) can immediately be defined and studied for matroids in general, as in [2] , [14] , [15] .
A. Matroid fundamentals
Matroids have many equivalent definitions in the literature. Here, we choose to present matroids via their rank functions. Much of the contents in this section can be found in more detail in [16] .
A subset X ⊆ E is called independent if ρ(X) = |X|. If X is independent and ρ(X) = ρ(E), then X is called a basis. A subset that is not independent is called dependent. A circuit is a minimal dependent subset of E, that is, a dependent set whose proper subsets are all independent. Strongly related to the rank function is the nullity function η : 2 E → Z, defined by η(X) = |X| − ρ(X) for X ⊆ E.
Any matrix G over a field F generates a matroid M G = (E, ρ), where E is the set of columns of G, and ρ(X) is the rank of G(X) over F, where G(X) denotes the submatrix of G formed by the columns indexed by X. As elementary row operations preserve the row space of G(X) for all X ⊆ E, it follows that row-equivalent matrices generate the same matroid.
Thus, there is a straightforward connection between linear codes and matroids. Let C be a linear code over a field F. Then any two different generator matrices of C will have the same row space by definition, so they will generate the same matroid. Therefore, without any inconsistency, we can denote the matroid associated to these generator matrices by M C = (E, ρ C ). The rank function ρ C can be defined directly from the code without referring to a generator matrix, via ρ C (X) = dim(C|X) for X ⊆ E.
One way of defining a new matroid from an existing one is obtained by restricting the matroid to one of its subsets. For a given set X ⊆ E, we define the restriction of M to X to be the matroid M |X = (X, ρ |X ) by ρ |X (Y ) = ρ(Y ) for all subsets Y ⊆ X.
Two matroids M 1 = (E 1 , ρ 1 ) and M 2 = (E 2 , ρ 2 ) are isomorphic if there exists a bijection ψ : E 1 → E 2 such that ρ 2 (ψ(X)) = ρ 1 (X) for all subsets X ⊆ E 1 .
Definition 4.
A matroid that is isomorphic to M G for some matrix G over F is said to be representable over F. We also say that such a matroid is F-representable. A binary matroid is a matroid that is F 2 -representable.
By the Critical Theorem [17] , the matroid M C determines the supports of a linear code C. Consequently, since binary codes are determined uniquely by the support of the codewords, binary matroids are in one-to-one correspondence with binary codes. This is in sharp contrast to linear codes over larger fields, where many interesting properties are not determined by the associated matroid. An important example of such a property is the covering radius [18] .
B. Fundamentals on cyclic flats
The main tool from matroid theory in this paper are the cyclic flats. We will define them using the closure and cyclic operators.
Let M = (E, ρ) be a matroid. The closure operator cl : 2 E → 2 E and cyclic operator cyc : 2 E → 2 E are defined by
A subset X ⊆ E is a flat if cl(X) = X and a cyclic set if cyc(X) = X. Therefore, X is a cyclic flat if ρ(X ∪ y) > ρ(X) and ρ(X − x) = ρ(X) for all y ∈ E − X and x ∈ X. The collection of flats, cyclic sets, and cyclic flats of M are denoted by F (M ), U(M ), and Z(M ), respectively. Some more fundamental properties of flats, cyclic sets, and cyclic flats are given in [19] .
The cyclic flats of a linear code C of F E can be described as sets X ⊆ E such that |C|(X ∪ y)| > |C|X| and |C|(X − x)| = |C|X| for all y ∈ E − X and x ∈ X.
Before going deeper in the study of Z(M ), we need a minimum background on poset and lattice theory. We will use the standard notation of ∧ and ∨ for the meet and join operator, we will denote by 0 L and 1 L the bottom and top element of a lattice L, and we will denote by ⋖ the covering
The atoms and coatoms of a lattice (L, ⊆) are defined as
respectively.
A lattice L is said to be atomic if every element of L is the join of atoms. For further information about posets and lattices, we refer the reader to [20] .
We can now give a crucial property of the set of cyclic flats.
Proposition 1 (See [19] ). Let M = (E, ρ) be a matroid. Then
C. Relation between LRCs and the lattice of cyclic flats
Recently, some work has been done to emphasise the relation between cyclic flats and linear codes over finite fields. In [14] , the authors proved that the minimum distance can be expressed in terms of the nullity of certain cyclic flats:
Moreover, [21] gives us necessary conditions on the structure of the lattice of cyclic flats when the code and hence the matroid are binary. The key results from [21] are the following proposition and theorem that constrain the edges of the associated Hasse diagram.
Proposition 3 ( [21]
). Let M = (E, ρ) be a binary matroid. Then, every X, Y ∈ Z(M ) with X ⋖ Y satisfy exactly one of the following:
We call such an edge in the Hasse diagram of Z(M ) a rank edge and label it ρ = l. • ρ(Y ) − ρ(X) = 1 and η(Y ) − η(X) = l > 1. We call such an edge a nullity edge and label it η = l. • ρ(Y ) − ρ(X) = 1 and η(Y ) − η(X) = 1. We call such an edge a elementary edge.
Theorem 1 (Announced in [21] ). Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with d > 2 and without replication. Let M = (E, ρ) be the associated matroid. Then Z = Z(M ) satisfies the following: 1) ∅ and E are cyclic flats.
2) Every covering relation Z ⋖ E is a nullity edge labeled with a number ≥ d − 1.
Proof. From non-degeneracy, it follows that ∅ and E are cyclic flats. If Z ⋖ E, then by Proposition 2, d ≤ η(E) + 1 − η(Z).
As d > 2, this means that
is a nullity edge. This proves 1) and 2).
In particular, when δ > 1, R must be a cyclic set, and its closure X is a cyclic flat with ρ(X) = ρ(R) and
Finally, assume δ > 2, and let Y ⋖ X. Since
Since there is no replication, all cyclic flats have rank at least 2, so in particular there are no nullity edges ∅ ⋖ X. Now,
III. LATTICE STRUCTURE AND REPAIR PROPERTIES
The first part of this section is devoted to understanding how restricting to binary linear codes affects the structure of the lattice of cyclic flats. We will see that Proposition 3 has a strong impact on the structure of the atoms of Z, which in return influences the whole lattice. Indeed the main result of this section consists of proving that the lattice of cyclic flats has the property of being atomic.
In the second part, we will discuss the meaning of these results for binary linear codes and LRCs. In particular, we will see that every non-degenerate binary linear (n, k, d)-code without replication is already a binary linear (n, k, d, r ′ , 2)-LRC for a certain r ′ . Furthermore, for LRCs with δ > 2, we will see that these codes have a hierarchy in failure tolerance.
A. Structural properties of the lattice of cyclic flats
We will first begin by the relation between binary linear codes and the associated matroid. The following proposition is a reformulation of Proposition 8 in [14] together with the easy observation that, in a binary linear code, two symbols are dependent if and only if they are equal. Now that we have establish the type of matroids that is revelant to our case, we can study the implications of Proposition 3 for the lattice of cyclic flats. We begin by an immediate consequence on the atoms of Z(M ). Proof. Since M is simple, it guaranties that ∅ = 0 Z . Furthermore, it also means that, for all cyclic flats Z = ∅, we have ρ(Z) > 1. Hence, by Proposition 3, every atom Z at will have a rank edge, i.e., η(Z at ) = 1.
The next two lemmas link atoms in Z(M ) to certain short circuits in M . Proof. First, the existence of a circuit containing e is guaranteed by the fact that M contains no co-loops. Let C be a minimum length circuit containing e. Now, consider a binary representation {x f } f ∈M of M . We can express x e by a linear combination of elements {x f : f ∈ C \{e}}. Since C is a binary circuit, we will need all elements in C \ {e} with coefficient equal to 1. Hence
Assume for a contradiction there exists e ′ ∈ cl(C) − C. Then
f ∈D⊆C x f . Since M is binary and simple, we have 2 ≤ |D| < |C|.
If e ∈ D, then we have found a circuit smaller than C containing e which is a contradiction to the minimality of C.
If e / ∈ D, then
Again, this is a contradiction to the minimality of C. Hence cl(C) = C.
By combining Lemma 2 and 3, we obtain the following result. Indeed, we have proven a slightly stronger property than atomicity. Namely, any element in Z(M ) is equal not only to the join, but also to the union of all the atoms that it contains.
B. Hierarchy of failure tolerance
By Proposition 4, non-degenerate binary linear (n, k, d)codes with no replication are associated with simple binary matroids that contain no co-loops. Thus, we can reinterpret these results for this type of binary codes. Probably the most significant one is Lemma 4 stating that every element of a given matroid M is contained in some atoms, meaning that every symbol of the associated code is automatically contained in a small dependent set. Furthermore, by Proposition 2, the minimum distance of an atom is 2. Thus, every symbol is directly contained in a small repair set with δ = 2, i.e., in a repair set that can correct exactly one erasure. Hence we obtain the following theorem.
Theorem 3. For every non-degenerate binary linear (n, k, d)code C with no replication, C is also an (n, k, d, r ′ , 2)-LRC for some r ′ ∈ {2, . . . , k}.
Proof. Let M = (E, ρ) be the associated matroid to C. By Proposition 4, M is simple and contains no co-loops. By Lemma 4, for all e ∈ E, there exists an atom Z e at ∈ Z(M ) with e ∈ Z e at . Define r ′ = max e∈E ρ(Z e at ). Then the collection {Z e at } gives a locality (r ′ , δ = 2) to C. Indeed, by Proposition 3 and 2 we have η(Z e at ) = 1 and d Z e at = 2, which gives us δ = 2. For the size criterion, we have
Now, if we want to be able to correct more than one erasure, then the repair sets cannot be atoms of Z(M ) as these have d Z = 2. They have to be at least one level above some atoms. However, the previous theorem still holds, meaning that for every symbol, there is also an atom containing it. Thus, we get a natural hierarchy in failure tolerance. If one node fails, then we can contact the close-by nodes in the atom to repair it. If more nodes fail, but no more than δ − 1, we can contact other repair sets to fix them. And if more than δ − 1 nodes fail, then we need to use the global properties of the code.
Moreover, by the remark following Theorem 2, it follows that repair sets are unions of all the atoms below them. Since the collection of repair sets contains every symbol, we can choose the collection of atoms that will give us the (r ′ , 2) locality to be inside repair sets. The following corollary summaries the previous observations in one statement. Corollary 1. Let C be a non-degenerate binary linear (n, k, d, r, δ)-LRC with no replication and with δ > 2. Let {Z i } i∈I be the list of repair sets. Then, there exists a collection of sets {X j } j∈J such that for all X j , there exists Z i with X j Z i such that C is also an (n, k, d, r ′ , 2)-LRC.
From a practical point of view, this reinforces the usefulness of the failure tolerance hierarchy. For example, suppose that the symbol e ∈ E fails. We can start by downloading nodes in the atom Z e at in order to repair e. Now, if we realize that some other nodes in Z e at have failed as well, we can keep the part that we already downloaded from Z e at and contact more nodes in the corresponding repair set to repair all the failed symbols in Z e at . Thus, we do not have to restart from the beginning if we find out during the repair process that a small amount of other nodes have failed as well.
IV. IMPROVING THE SINGLETON-TYPE BOUND FOR δ > 2
The goal of this section is to improve the existing bound for non-degenerate linear (n, k, d, r, δ)-codes C when the codes are binary, contain no replication and δ > 2. It has been proven in [22] that, for a linear (n, k, d, r, δ)-code over F q , we have
Remember that Proposition 2 links the minimum distance of a code to the coatoms among the cyclic flats. So we would like to construct a cyclic flat that is as close as possible to the coatoms level to give an accurate lower bound on max{η(Z) : Z ∈ Z(M ) − {E}}. We will do this by creating a chain in Z(M ) made of joins of repair sets and we will call these type of chains repair-sets-chain or, for short, rps-chain. Definition 6. Let C be a non-degenerate (n, k, d, r, δ)-code and {Z i } i∈I the collection of repair sets. Let M = (E, ρ) the associated matroid. An rps-chain
Notice that this chain is not uniquely defined since we can choose symbols and corresponding repair sets freely. Now that we have created this chain, we are interested in how the rank and the nullity can increase at each step. This will be useful when evaluating the rank and the nullity at the end of the chain. First, we will define a new parameter that represents the maximum rank of a repair set. Definition 7. Let C be an (n, k, d, r, δ)-LRC. Let {Z i } i∈I be the list of repair sets and M = (E, ρ) the associated matroid to C. We define ℓ to be ℓ := max i∈I ρ(Z i ) Lemma 5. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication and M = (E, ρ) the associated matroid. Then, every rps-chain (Y i ) m i=0 has the following properties.
Proof. Let {Z i } i∈I be the collection of repair sets and (Y i ) m i=0 an arbitrary rps-chain. By rank axioms, closure property and by Proposition 5, we have
Moreover, by nullity properties coming from rank axioms and by Proposition 5, we have
We are now ready to present the first of our main results, a Singleton-type bound on the parameters n, k, d, ℓ and δ. This will later be improved in Section V.
Theorem 4. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication. Then,
Proof. Let M = M (E, ρ) be the matroid associated to C, {Z i } i∈I the collection of repair sets and (Y i ) m i=0 an rps-chain. Our goal is to obtain a lower bound on max{η(Z) : Z ∈ Z(M ) − {E}} since it will give us a upper bound for the minimum distance by Proposition 2.
To do this, we will give a lower bound on the nullity of the penultimate set in the rps-chain using Lemma 5. Indeed, we have
Now, by Theorem 2, there exists an atom Z at below Z i . Then, max{η(Z) : Z ∈ Z(Z i ) − Z i } ≥ η(Z at ) = 1. Thus, by Proposition 2, we have
To evaluate m, we use the upper bound on the rank. We have
Combining the two previous results, we get
Applying this and Proposition 2, we obtain
Even if this bound looks graphically the same as the previous known bound with an extra −1, the meaning is truly different since the ceiling k ℓ depends on the maximum rank ℓ of the repair sets and not on the parameter r related to the size. To illustrate this, and to make the comparison easier, we will give a bound on the rank with r. This will also allow us to give as a corollary a new version of the last bound that only depends on n, k, d, r and δ.
Proposition 5. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication. Let {Z i } i∈I be the collection of repair sets. Then,
for all i ∈ I. In particular, this implies that ℓ ≤ r − 1.
Proof. We already saw in Equation (3) that η(Z i ) ≥ δ. Now, using the definition of a repair set and the lower bound for η(Z i ), we get
We can now reformulate the bound in Theorem 4: Corollary 2. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication. Then,
Compared to the previous bound (1), we have improved by dropping the +1 and by replacing r by r − 1.
V. TOOL FOR ACHIEVING A BETTER BOUND
This section is an attempt to be more precise on the evaluation of rps-chains which will lead to a further improvement in the bound. We will first discuss about the proof of Theorem 4 and Lemma 5.
The main ingredient in the previous section is the evaluation of the rank and nullity difference at each step on rps-chains in Lemma 5. Indeed, if ρ(Y i ) − ρ(Y i−1 ) = ℓ, then we must have Y i−1 ∩ Z i = ∅ and ρ(Z i ) = ℓ. In particular, the intersection condition means that η(Y i ) − η(Y i−1 ) = δ − 1. Hence, there is no code nor an rps-chain that can simultaneously achieve both bounds in Lemma 5.
The idea is to introduce an indicator function that will capture when the intersection is a coatom of a repair set. To be more concise, we will denote by A i the event when
First, this is a necessary condition to have η(Y i )−η(Y i−1 ) = δ − 1. Secondly, this will also imply that ρ(Y i ) − ρ(Y i−1 ) = 1 since every covering relation of a repair set has a nullity edge. Thus, this indicator will be able to separate the two previous extremal cases impossible to reach at the same time and allows us to have a more precise view of each of the chain step. Thus, the following lemma with the new indicator is an improvement of Lemma 5. Lemma 6. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication, and let M = (E, ρ) be the associated matroid. Let {Z i } i∈I be the collection of repair sets and (Y i ) m i=0 an associated rps-chain. Then (Y i ) m i=0 has the following properties:
Proof. Let i ∈ {2, . . . , m}. We will begin by proving the upper bound for the rank. By rank axioms, closure property and by Proposition 5, we have
When the intersection is not an coatom, we obtain the same bound as in Lemma 5. However, if Y i−1 ∩ Z i ∈ coA Z(M|Zi) , then, by Theorem 1.4 , we have ρ(
We will now prove the lower bound for the nullity. By nullity properties coming from rank axioms, we have
Thus, we obtain the same bound as in Lemma
Therefore,
In order to use Lemma 6 to get a Singleton-type bound with these assumptions, we need to define a new parameter that will count the number of times the intersection Y i−1 ∩ Z i is a coatom of Z i . Since we also want to compare different codes, we will focus on the proportion of atom intersections instead of the actual number of atom intersections.
is an rps α -chain.
We can now derive a new Singleton-type bound with the extra parameter α.
Theorem 5. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication. Let α ∈ [0, 1] be such that C has an rps α -chain. Then,
Proof. Let M = M (E, ρ) be the matroid associated to C, {Z i } i∈I the collection of repair sets and (Y i ) m i=0 an rps αchain. We can use Lemma 6 to get a lower bound on m and η(Y m−1 ). Now, the indicator ½ Ai = 1 exactly αm times in the rps α -chain. We first need to get a lower bound on m. We have,
Next, we can obtain a lower bound on η(Y m−1 ). We have,
Finally, by Proposition 2, we obtain
Since the bound is valid for all α, we can optimize α to get a bound for all type of rps-chain. Theorem 6. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication. Then,
Proof. Select any rps-chain in C, and observe that this is an rpsᾱ-chain for someᾱ ∈ [0, 1]. By Theorem 5, we then have
For fixed value of h α := k ℓ−(ℓ−1)α , the expression h α (δ−α) is clearly minimized when α takes its largest possible value, i.e.when k ℓ−(ℓ−1)α = h α , so α = ℓ ℓ−1 − k h(ℓ−1) . Now, when 0 ≤ α ≤ 1, h α can take any integer value between k ℓ and k. So we can rewrite the bound as
The coefficient of h is clearly positive, so the minimum is achieved when h = k ℓ . Hence, we get the bound
It is straightforward to verify that the term 1 ℓ−1 k − ℓ k ℓ evaluates to −1 if k = 1 mod ℓ, and 0 otherwise. Thus, we can write the bound as
Now, since we have two bounds with the same assumptions, we can compare them and find the minimum of the two, to get the best bound. It turns out that the latter of the two bounds is always at least as strong as the first one, expect when r = k.
In that case only, the first bound is stronger, and the difference between the two bounds is one. Hence, we obtain the following global bound. Theorem 7. Let C be a non-degenerate, binary linear (n, k, d, r, δ)-LRC with δ > 2 and without replication. Then, d ≤ n − k + 1 − k ℓ − 1 δ + ½ ℓ|(k−1) and (ℓ+1) =k .
We can apply the bound from Proposition 5 to obtain a bound on the parameters n, k, d, r and δ only. The following graph is a comparison of the previous known bound (1) and the new one from Corollary 3 for two different values of r. We can see that the new bound is always better than (or equivalently, smaller) or equal to the previous bound. Finally, we provide one small example that achieves the bound from Corollary 3. We can define three repair sets by their corresponding columns in G. Hence we obtain a binary linear (10, 4, 4, 4, 3)-LRC that achieves the bound from Corollary 3.
First, even if this code has not the most interesting parameters, mainly because the rate of the code is under onehalf, it proves the achievability of the bound. Secondly, it illustrates perfectly the notion of failure tolerance hierarchy mentioned in Section III. To avoid confusion, we denote now by {c 1 , c 2 , . . . , c 10 } the set of columns of G. Suppose that the column c 1 fails. Then, we can repair it by summing columns c 2 and c 4 in the corresponding atom. If c 1 and c 2 fail, then we form a basis in the repair set Z 1 and we repair both columns via the basis. For example the set {c 3 , c 6 , c 8 } is a basis of the first repair set Z 1 , and c 1 = c 6 ⊕ c 8 and c 2 = c 3 ⊕ c 6 . Finally, if the three columns c 1 , c 2 and c 5 fail, we use the global correcting properties of the code. Here, we can choose the basis {c 3 , c 4 , c 6 , c 7 } and we have c 1 = c 4 ⊕c 7 , c 2 = c 3 ⊕c 6 , and c 5 = c 3 ⊕ c 4 ⊕ c 6 ⊕ c 7 .
VI. CONCLUSION
We have derived new explicit tradeoffs between the local and global minimum distances of binary locally repairable codes, together with an example of a code meeting this bound with equality. Applications to distributed data storage were discussed, with the motivation to decrease computational complexity thanks to a small field size. Moreover, we demonstrated an intrinsic hierarchy of repair sets that naturally occurs for binary linear storage codes.
