Introduction x1
The orbit space G k n V ss k (1) x2 The orbit space G k n V ss k (2) x3 Intermediate groups x4 The xed point set of H 0 x x5 The orbit closure x6 Analogues of the Oppenheim conjecture Introduction Throughout this paper, k is a eld of characteristic zero. In this paper we consider the following three prehomogeneous vector spaces (1) G = GL(6); V =^3k 6 , (2) G = GL(1) GL(7); V =^3k 7 , (3) G = GL(2n); V =^2k 2n . For the de nition of prehomogeneous vector spaces, see 7] , 11], or 10]. The classi cation of irreducible regular prehomogeneous vector spaces is known 7] .
For any algebraic group G, we denote the connected component of 1 in Zariski topology by G 0 . If G is de ned over a sub eld of R, we denote the connected component of 1 of G R in classical topology by G 0 R+ . Let (G; V ) be one of the prehomogeneous vector spaces (1){(3). Let H = SL(n) G (n = 6; 7) or H = SL(2n). For x 2 V ss k , let G x be the stabilizer and H x = G x \ H.
Consider the case k = Q . Note that H 0 R+ = H R . Let ? H 0 R+ = H R be an arithmetic lattice. The second author pointed out in 10], as a consequence of the Moore ergodicity theorem, that for almost all x 2 V ss R such that H 0 xR has positive real rank, the set H 0 xR+ ? is dense in H R . The purpose of this paper is to nd an explicit irrationality condition on x that implies the density of this set, and to interpret the result number theoretically. This provides an answer to part (2) of Question (0.5) in 10], for the three prehomogeneous vector spaces that we consider.
The following theorem is the main result of this paper. In statements (1){(3) of the following theorem, we consider the prehomogeneous vector spaces (1){(3) respectively. Let W be the standard representation of GL (6) ; GL(7), or GL(2n). We identify^3W and^2W with^3(W ) and^2(W ) respectively. We de ne the notion of \su ciently irrational" points in De nition (5.1)(1){(3).
Theorem (6.15) Suppose x 2 V ss R is su ciently irrational and the real rank of H 0 xR is positive.
(1) For any y = (y ijk ) 2^3R 5 and > 0, there exists a Z{basis fu 1 ; ; u 6 g of W Z = Z 6 such that jy ijk ? x(u i ; u j ; u k )j < for all i < j < k 5.
(2) For any y = (y ijk ) 2^3R 6 and > 0, there exists a Z{basis fu 1 ; ; u 7 g of W Z = Z 7 such that jy ijk ? x(u i ; u j ; u k )j < for all i < j < k 6.
(3) For any y = (y ij ) 2^2R 2n?1 and > 0, there exists a Z{basis fu 1 ; ; u 2n g of W Z = Z 2n such that jy ij ? x(u i ; u j )j < for all i < j 2n ? 1. x1 The orbit space G k n V ss k (1) We describe the orbit space G k n V ss k in xx1,2. We do not need the GL(1){factor for cases (1) and (3) , because having an extra GL(1){factor does not change the orbit space G k n V ss k for these cases. Let W be as in the introduction. Throughout this paper, for a basis fe 1 ; e 2 ; g of W, we use the notation e i 1 i k = e i 1^ ^e i k . For case (3) , G k n V ss k consists of a single point due to the well known fact that over any eld two symplectic forms are equivalent. Let e 1 ; ; e 2n be the standard coordinate vectors of k 2n . Let w = e 1 n+1 + + e n 2n . Then G k n V ss k = G k w and G w = G 0 w = H w = H 0 w = Sp(2n). We consider case (1) for the rest of this section. Let G = GL(6); W = k 6 
Let Ex 2 be the set of isomorphism classes of extensions k 0 =k of degree either one or two. By the split exact sequence (1.5), we get a surjective map
For x 2 G k n V ss k , we denote the eld corresponding to V (x) by k(x). Let k( ) be the eld generated by an element of the form = p . We de ne w = g w where 2 k and is the non-trivial element of Gal(k( )=k). It is easy to see that g = g . This implies that (g w) = g w = g w. So If A is a normed k{algebra, we denote the span of 1 by Re(A) and its orthogonal complement fx 2 A j h1; xi = 0g by Im(A). Any x 2 A has a unique decomposition x = x 1 + x 2 with x 1 2 Re(A); x 2 2 Im(A). We denote Re(x) = x 1 ; Im(x) = x 2 . We de ne the conjugation by x = x 1 ? x 2 . So Re(x) = 1 2 (x + x). Given a normed k{algebra A, we make two new normed k{algebras A( ) as follows. As a vector space, A( ) = A A: We de ne the multiplication and the norm by (a; b)(c; d) = (ac db; da + b c); (2:2) k(a; b)k = kak kbk:
The algebra A( ) becomes a normed k{algebra by the above product and the bilinear form. We use the notation a The following lemma is proved in 2].
Lemma (2.4) (1) xy = y x, (2) hx; yi = Re(x y). For example, to compute Q w 0, we associate a di erential form dx 2^d x 3^d x 4 + to w 0 and the input is as follows.
> with(difforms); > defform(x1=0,x2=0,x3=0,x4=0,x5=0,x6=0,x7=0);
The result is Q w = 6(?e Since Q w is non-degenerate, the discriminant of Q x is a non-zero relative invariant polynomial of degree 21 and this reproves the existence of a relative invariant polynomial. Since Q w is irreducible, Q x is irreducible as a polynomial of v 2 W .
If Q x is divisible by a non-constant polynomial p(x) of x, p(x) is a relative invariant polynomial. Since Q w 0 is degenerate, p(w 0 ) = 0. But since Q w 0 is non-zero, this is a contradiction. So we get the following proposition.
Proposition (2.17) As a polynomial of (x; v) 2 V W , Q x (v) is irreducible.
If A is a normed k{algebra, Re(A) is contained in the center of A. So the structure of A is determined by its restriction to Im(A). On W , we de ne a product structure ( ) x depending on x by the equation Since O w is a normed k{algebra, this proves both (1), (2 Let y = (y 1 i + y 2 j + y 3 k) + (y 4 + y 5 i + y 6 j + y 7 k) . We de ne (1){(3). Let h 1 = h w and h 2 = sl(6); sl (7), or sl(2n). In this section, we consider Lie subalgebras of h 2 containing h 1 .
We rst consider case (1). Clearly, over Q whose radical is a unipotent subgroup, F = H 0 xR+ or H R . Proof. As in the previous proposition, we only have to consider the case x = w 1 . Let f be the Lie algebra of F, and F C H C the closed connected subgroup whose Lie algebra is f C . Then the radical of F C is a unipotent subgroup and F is the connected component of the set of R{rational points of F C . So by a similar argument as in Proposition (3.9), f C = h w 1 1C ; h w 1 2C ; h w 1 3C , or h w 1 4C . We show that the last two cases cannot happen. Since the argument is similar, we only consider the case f = h w 1 3C .
This implies that Next, we consider case (2) . Let h 3 = so(Q w ). Proposition (3.11) Suppose k is algebraically closed. Then if h 1 f h 2 is a Lie subalgebra, f = h 1 ; h 2 , or h 3 . Proof. Recall that h 1 is the simple Lie algebra of type G 2 and h 1 h 3 h 2 . Let W be the standard 7 dimensional representation of sl (7). As a representation of h 1 , W is irreducible and has highest weight equal to a fundamental weight 1 . There are no non-trivial representations of h 1 of lower dimension. The h 1 {invariant complement to h 1 in h 3 is 7 dimensional and non-trivial (as h 3 is simple). Therefore h 3 = h 1 W. Now consider h 3 h 2 . Let be the order two automorphism of h 2 de ned by (X) = ? X (the adjoint with respect to Q w ). Then the xed point set of is h 3 . Write h 2 = h 3 U, the 1 eigenspace decomposition for . Then U; U] is contained in h 3 and is h 3 1 . We show that the 35 dimensional representation^3W contains the trivial representation k exactly once. The weights of W are the short roots of g 2 , together with zero, so the non-zero weights form the vertices of a regular hexagon centered at 0. Therefore, by listing the non-zero weights 1 ; : : : ; 6 in the order they appear around the hexagon (with 1 = 1 ), we have i?1 + i+1 = i for 1 i 6 (with subscripts read modulo 6). So one sees that the highest weight of^3W is 2 1 (from the sum 6 + 1 + 2 ) and the multiplicity of the zero weight is 5 (from the three sums of the form ? i + 0 + i and the two sums of the form i + i+2 + i+4 ). Since the irreducible representation with highest weight 2 1 has dimension 27 and must occur, 8 dimensions remain. As the smallest non-trivial representation of G 2 has dimension 7, the only possibility is W plus one copy of the trivial representation. Thus,^3W = U W k.
The following is an immediate consequence of the above proposition.
Corollary (4.5) Let x 2 V ss k . Then if y 2 V k is xed by H 0 xk , y is a scalar multiple of x.
Finally we consider case (3). Let W be the standard representation of Sp(2n).
As we pointed out in x3,^2W is a sum of a non-trivial irreducible representation and the trivial representation. Therefore, the following proposition follows by an argument as above.
Proposition (4.6) Let x 2 V ss k . Then if y 2 V k is xed by H 0 xk , y is a scalar multiple of x. x5 The orbit closure
In this section, we formulate irrationality conditions for x 2 V ss R for cases (1){ (3) and prove that the orbit of H 0 xR+ in H R =? is dense if x 2 V ss R is su ciently irrational.
Consider case (1) . Let G; V; W; w 0 = w; w 1 , etc. be as in x1. De nition (5.1)(1) A point x 2 G R w is su ciently irrational if both E x1 ]; E x2 ] 2 Gr(3; 6) C are irrational and Gr(x) 2 ((Z=2Z)n(Gr(3; 6) Gr(3; 6))) R is irrational. A point x 2 G R w 1 is su ciently irrational if Gr(x) 2 ((Z=2Z)n(Gr(3; 6) Gr(3; 6))) R is irrational. and for x 2 G R w for case (2) .
The proof for case (2) is the same as the proof of Theorem (5.1) 10] (using Corollaries (3.12),(4.5)). The proof for case (3) is also similar using Corollary (3.14) and Proposition (4.6). So we only consider case (1 So H 0 x C = H 0 xC = H 0 xC . Since this group xes x , Gr(x) = Gr(x ) = Gr(x) by Proposition (1.20) and Corollary (4.3). Since this is the case for all , Gr(x) is a Q {rational point of (Z=2Z) n (Gr(3; 6) Gr(3; 6)), which is a contradiction.
Suppose F = H x3R or H x4R (which means x 2 G R w). Since the argument is similar, we only consider the case F = H x3R . Suppose x = gw for g 2 GL(W) C . Since this group is de ned over Q , H x3C = H x3C = H x 3C . Note that E w1 ] 2 Gr(3; 6) C is the unique point xed by H w3C . Since g E w1 ] (resp. g E w1 ]) is xed by H x3C (resp. H x 3C ), g E w1 ] = g E w1 ] = (g E w1 ]) . Since this is the case for all , g E w1 ] must be a Q {rational point of Gr(3; 6). So either E x1 ] or E x2 ] is a Q { rational point of Gr(3; 6), which is a contradiction. This proves that F = H R .
Since f 3 (z) is non-zero, we can choose (z ijk ) i<j<k 6 arbitrarily close to y and f 3 (z) 6 = 0. If f 3 (z) > 0, we choose z 127 0; z 347 z 567 < 0. If f 3 (z) > 0, we choose z 127 0; z 347 z 567 > 0. In both cases, f 1 (z) > 0; f 2 (z) < 0. Since V ss R is open dense in V R , we can replace z if necessary and assume that z 2 V ss R . In this process, the condition f 1 (z) > 0; f 2 (z) < 0 can be preserved. This completes the proof of Proposition (6.7). Now we consider case (3). So G = GL(2n); W = Q 2n ; V =^2W. In this case, V ss R is a single G R {orbit. So the following proposition is obvious.
Proposition (6.14) Let y = (y ij ) 2^2R 2n?1 , and > 0. Then there exist z = (z ij ) 2 V ss R such that jy ij ? z ij j < for 1 i < j 2n ? 1.
Now we are ready to prove our main theorem. In statements (1){(3) of the following theorem, we consider the prehomogeneous vector spaces (1){(3) of this paper respectively. Let W be the standard representation of GL(6); GL(7), or GL(2n). We identify^3W and^2W with^3(W ) and^2(W ) respectively. Proof. Since the proof is similar we only consider case (1). For cases (2), (3) the argument is similar using Theorem (5.2) and Propositions (6.7), (6.14).
By Proposition (6.1), we can choose z = (z ijk ) 2 G R x such that jy ijk ? z ijk j < 2 for 1 i < j < k 5. Since any element of G R can be written as a product of an element of H R and a scalar matrix, we can choose h 0 2 H R and 2 R n f0g so that . . . We put z 0 = h ?1 x. Then if z 0 = (z 0 ijk ), z 0 ijk = z ijk for all i < j < k 5 
