A Singularity virtual machine image has been made available to enable simple evaluation of the proposed techniques at <https://github.com/MASILab/Synb0-DISCO>. The Singularity requires only a b0 and T1 as inputs, and performs all pre-processing (T1 bias field correction and normalization, registration to MNI), image synthesis or model inference, and topup -- returning as output topup field coefficients and all intermediate data. Source code and binaries are available at <https://github.com/MASILab/Synb0-DISCO>.

1. Introduction {#sec001}
===============

The rapid echo planar imaging techniques and high gradient fields typically used for diffusion weighted magnetic resonance imaging (DW-MRI) introduce geometric distortions in the reconstructed images. Initially, both the static field distortions (e.g., interactions of fast imaging techniques with inhomogeneities) and the gradient dependent effects (e.g., gradient field disturbances given eddy current effects) were corrected along with motion through registration \[[@pone.0236418.ref001], [@pone.0236418.ref002]\]. However, image-based approaches have two central problems. First, accurate inter-modality alignment between (distorted) DW-MRI imaging and (undistorted) T1w anatomical imaging is problematic, especially in areas with limited tissue contrast. Second, image registration does not offer a mechanism for correcting signal pileup--areas of erroneous signal void and/or very bright signal. Modern approaches resolve these difficulties by acquiring additional information, either with a field map or supplementary diffusion acquisitions designed to be differently sensitive to susceptibility and eddy effects (so called "blip-up blip-down" designs). Field maps are effective, but offer limited robustness to acquisition artifacts \[[@pone.0236418.ref003]\], and the blip-up/blip-down studies are widely used, including in the Human Connectome Project \[[@pone.0236418.ref004]\].

Current tools such as FSL's topup \[[@pone.0236418.ref005]\] and TORTOISE \[[@pone.0236418.ref006]\], use minimally weighted DW-MRI images acquired with different phase-encoding parameters to estimate the static susceptibility field maps. Then, a subsequent pass uses the diffusion weighted images to model and correct for the eddy current effects (e.g., FSL's eddy \[[@pone.0236418.ref007]\] and TORTOISE's DR-BUDDI \[[@pone.0236418.ref008]\]). Techniques and datasets for benchmarking \[[@pone.0236418.ref009], [@pone.0236418.ref010]\] and quality control \[[@pone.0236418.ref011]\] are actively being explored, as obtaining a sufficiently high quality ground truth that is generalizable to clinical studies is difficult. Moreover, there is active research on correction techniques for DW-MRI outside of the brain, e.g., prostate \[[@pone.0236418.ref012]\] and spinal cord \[[@pone.0236418.ref013]\].

Despite the availability of effective tools, the supplementary information necessary for these techniques is not always available, which could be potentially due to scanner limitations, scan time constraints, acquisition difficulties / artifacts, or legacy considerations. Recently, we presented a deep learning synthesis approach, Synb0-DisCo, to estimate non-distorted (infinite bandwidth) minimally weighted images from T1 weighed (T1w) images \[[@pone.0236418.ref014]\]. Synb0-DisCo uses a 2.5D (multi-slice, multi-view) generative adversarial network (GAN) to perform the image synthesis process.

While Synb0-DisCo is a promising first approach for a deep learning solution to the DW-MRI distortion correction problem, it has several limitations. First, Synb0-DisCo does not intrinsically compensate for absolute intensities of the target minimally weighed scans, and therefore, secondary adjustment of the intensity spaces is needed. Second, patient specific contrasts seen in the acquired distorted DW-MRI cannot be learned as the network only had relatively homogeneous T1w MRI information available. Third, Synb0-DisCo is susceptible to 3D inconsistencies as the model did not have access to full imaging context.

Herein, we propose a second generation of our deep learning approach, termed Synb0, for DW-MRI distortion correction to address these limitations. Briefly, we (1) generalize the learning approach to use both T1w and distorted DW-MRI images in order to synthesize a b0 with both appropriate geometry and contrast, (2) redesign the network to use full 3-D information, and (3) train across a much larger collection of patients / studies / scanners in order to facilitate generalization across different datasets with varying acquisitions and cohorts. We evaluate Synb0 using three unique datasets with varying image quality, contrast, and acquisitions with baseline consideration of image registration, Synb0-DisCo, and no correction relative to the best available techniques using supplementary acquisitions. Finally, we show generalizability of this methodology by applying the proposed method to eleven different open-sourced datasets that were not included in the training nor testing data.

2. Materials and methods {#sec002}
========================

The high-level overall pipeline is shown in [Fig 1](#pone.0236418.g001){ref-type="fig"}. The aim is to synthesize an *undistorted* b0 from an input *distorted* b0 and a T1 anatomical image. Using the topup setting of an infinite bandwidth will correct for known deformations and movement to match the undistorted image as well as possible and provide the necessary estimations to proceed with eddy current correction (e.g., with FSL's eddy). Put another way, when application of topup and its advanced distortion correction features and assumptions would traditionally not be possible (due to the absence of reverse PE scans or field maps), we are synthesizing a geometrically *undistorted* image in order to provide topup the information necessary to correct the *distorted* diffusion data.

![Overall pipeline.\
The goal is to generate an undistorted b0 from a single blip (distorted) b0 and an anatomical T1 image through a deep learning approach. The undistorted image can then be concatenated with the distorted b0 and run through FSL's topup using a simulated infinite PE-bandwidth. This final correction can be used with FSL's eddy (or another eddy current modeling tool) to provide a full correction for diffusion data given only a single phase encoding. Note that the proposed algorithm does not seek to model/correct eddy current effects.](pone.0236418.g001){#pone.0236418.g001}

2.1 Data {#sec003}
--------

The data used for this study were retrieved in de-identified form from the Baltimore Longitudinal Study of Aging (BLSA), Human Connectome Project (HCP), and Vanderbilt University. All human datasets from Vanderbilt University were acquired after informed consent under supervision of the appropriate Institutional Review Board. All additional datasets are freely available and unrestricted for non-commercial research purposes. This study accessed only de-identified patient information. Importantly, these datasets have varying resolutions, signal-to-noise ratios, T1 and diffusion contrasts, magnitudes of distortions, and directions of distortions.

Briefly, BLSA acquisition included T1-weighted images acquired using an MPRAGE sequence (TE = 3.1 ms, TR = 6.8 ms, slice thickness = 1.2 mm, number of Slices = 170, flip angle = 8 deg, FOV = 256x240mm, acquisition matrix = 256×240, reconstruction matrix = 256×256, reconstructed voxel size = 1x1mm). Diffusion acquisition was acquired using a single-shot EPI sequence, and consisted of a single b-value (b = 700 s/mm^2^), with 33 volumes (1 b0 + 32 DWIs) acquired axially (TE = 75 ms, TR = 6801 ms, slice thickness = 2.2 mm, number of slices = 65, flip angle = 90 degrees, FOV = 212\*212, acquisition matrix = 96\*95, reconstruction matrix = 256\*256, reconstructed voxel size = 0.83x0.83 mm). HCP acquisition included T1-weighted images acquired using an 3D MPRAGE sequence (TE = 2.1 ms, TR = 2400 ms, slice thickness = 0.7 mm, flip angle = 8 deg, FOV = 224x224mm, acquisition, voxel size = 0.7x0.7mm). Diffusion acquisition was acquired using a single-shot EPI sequence, and consisted of three b-values (b = 1000, 2000, and 3000 s/mm^2^), with 90 directions (and 6 b = 0 s/mm^2^) per shell (TE = 89.5 ms, TR = 5520 ms, slice thickness = 1.25 mm, flip angle = 78 degrees, FOV = 210\*180, voxel size = 1.25mm isotropic). The scans collected at Vanderbilt were part of healthy controls from several projects a typical acquisition is below, although some variations exist across projects. T1-weighted images acquired using an MPRAGE sequence (TE = 2.9 ms, TR = 6.3 ms, slice thickness = 1 mm, flip angle = 8 deg, FOV = 256x240mm, acquisition matrix = 256×240, voxel size = 1x1x1mm). Diffusion acquisition was acquired using a single-shot EPI sequence, and consisted of a three b-values (b = 1000, 2000, 3000 s/mm^2^), with 107 volumes (11 b0 +96 DWIs per shell) acquired axially (TE = 101 ms, TR = 5891 ms, slice thickness = 1.7 mm, flip angle = 90 degrees, FOV = 220\*220, acquisition matrix = 144\*144, voxel size = 1.7mm isotropic). We again note that variations in acquisition parameters exist in this dataset (resolution up to 2.5mm isotropic).

The data for training the network consists of T1 and distorted b0 image inputs and a truth of undistorted b0 images. For HCP and Vanderbilt, the undistorted b0 images were obtained by running topup on opposite phase encoded b0 images. For HCP, these phase encodings were L-R while for Vanderbilt, the phase encoding were A-P. For BLSA, the undistorted b0 images were obtained using a multi-shot EPI acquisition. The distorted b0 images from BLSA have a phase encoding along the A-P direction. Qualitative depictions of the data (T1, distorted, and undistorted processed b0's) are shown in [Fig 2](#pone.0236418.g002){ref-type="fig"}, while the number of datasets and scan information are shown in [Table 1](#pone.0236418.t001){ref-type="table"}.

![Datasets used in this study.\
The b0's from Vanderbilt were acquired with opposite phase encodings along the A-P direction and corrected with topup. The b0s from HCP were acquired with opposite phase encodings along the L-R direction and corrected with topup. Lastly, b0s from BLSA were acquired with a single phase encoding along the A-P direction and corrected via a multi-shot EPI acquisition. The arrows in the distorted b0 columns highlight areas of visible susceptibility distortion.](pone.0236418.g002){#pone.0236418.g002}

10.1371/journal.pone.0236418.t001

![](pone.0236418.t001){#pone.0236418.t001g}

  ---------------------------------- -------------- ------------ --------------- ------
  Learning and Testing                              Vanderbilt   HCP             BLSA
  Subjects                           38             488          424             
  Sessions                           80             488          529             
  Phase Encoding                     A-P            L-R          A-P             
  Correction                         Topup          Topup        Multishot EPI   
  Resolution (mm)                    1.7--2.5 iso   1.25mm iso   0.83x0.83x2.2   
  TE/TR                              101/5891       89.5/5520    75/6801         
  Training splits (subjects)                                                     
  Learning (Training + Validation)   35             433          381             
  Testing (with-held)                3              55           43              
  ---------------------------------- -------------- ------------ --------------- ------

2.2 Preprocessing {#sec004}
-----------------

The first step for preprocessing was a special step needed for the BLSA data because the intensities for the distorted b0 and undistorted b0 were not guaranteed to match due to the fact that the undistorted b0 was a separate acquisition with a potentially different gain factor. To account for this, the median value of the masked undistorted b0 was scaled such that it matched the masked median value of the undistorted b0 (in a process similar to that done by topup with the *-scale* option). The rest of the data had undistorted b0s computed from topup, which have the same intensities as the distorted image. The rest of the preprocessing steps were applied to the rest of the data in the same manner.

A summary of the preprocessing is shown in [Fig 3](#pone.0236418.g003){ref-type="fig"}. The inputs are the T1 image, the distorted b0, and the undistorted b0, while the outputs are a normalized T1, and distorted and undistorted b0, all registered and transformed to MNI-space. To do this, the T1 image was intensity normalized using FreeSurfer's *mri_nu_correct*, *mni*, and *mri_normalize* which perform N3 bias field correction and intensity normalization, respectively on the input T1 image \[[@pone.0236418.ref015]\]. Next, the distorted b0 and undistorted b0 were coregistered to the skullstripped (via *bet*) T1 using FSL's *epi_reg* \[[@pone.0236418.ref002]\] (a rigid-body 6 degrees of freedom transformation). The T1 was then affine registered using ANTS to a 1.0 mm isotropic MNI ICBM 152 asymmetric template \[[@pone.0236418.ref016]\]. The FSL transform from *epi_reg* was converted to ANTS format using the *c3d_affine_tool* and the b0s were transformed into 2.5 mm isotropic MNI space via *antsApplyTransforms*. All transforms were saved so the inverse transform could be applied to bring the results back into subject space. Additionally, whole volume masks were created for the undistorted b0, distorted b0, and T1 and transforms were applied as needed to these masks to prevent training on regions where resampling could not be done.

![The preprocessing pipeline.\
This figure show data preparation prior to network learning ([Fig 4](#pone.0236418.g004){ref-type="fig"}). The pipeline inputs includes a T1 image as well as distorted and undistorted b0 images, and the outputs are all images aligned in MNI space.](pone.0236418.g003){#pone.0236418.g003}

Before training, the normalized 2.5 mm atlas aligned T1's intensities were linearly scaled such that intensities ranging from 0 to 150 were mapped between -1 and 1. Fixed values of 0 and 150 could be used because of the FreeSurfer T1 intensity normalization as described. The distorted b0's intensities were scaled such that 0 to the 99^th^ percentile were mapped between -1 and 1. Using the min and max of the distorted b0 was unstable due to signal pileup (which can cause localized large values). The 99^th^ percentile was close enough to get the intensity of the cerebrospinal fluid mapped to 1. For the undistorted b0, the same 99^th^ percentile value found for the undistorted image was used to scale it between-- 1 and 1. This was to ensure the same scaling was applied for the distorted and undistorted b0 since their overall intensities should be the same.

2.3 Network/training/loss {#sec005}
-------------------------

The network, inputs and outputs, and loss calculation are diagrammed in [Fig 4](#pone.0236418.g004){ref-type="fig"}. The network used to generate the undistorted b0 in 2.5 mm space was a 3D U-Net \[[@pone.0236418.ref017], [@pone.0236418.ref018]\] (2 channel input and 1 channel output), based on the original implementation in PyTorch \[[@pone.0236418.ref019]\]. Some differences were that leaky ReLU were used in place of ReLU. In addition, instance norm was used in place of batch norm since a small batch size was used. The implementation is available within a singularity container release (<https://www.singularity-hub.org/collections/3102>).

![Training logic and loss calculation.\
Each U-net has 2 input channels (a T1 image and distorted b0) and a single output channel (synthesized undistorted b0). For single blip b0's (BLSA; lower half of the decision tree), only the "truth" loss was computed. For two blip b0's (HCP and Vanderbilt; upper half of decision tree), two "truth" losses were computed, averaged, and then a "difference" loss term was added to obtain the final loss.](pone.0236418.g004){#pone.0236418.g004}

For training purposes, the data (organized in BIDS format \[[@pone.0236418.ref020]\]) was partitioned across subjects for the test/validation/training sets. The data set was first partitioned into a test set of 100 random subjects and a "learning" set of 850 subjects. The test set was completely withheld. The "learning" set was again partitioned using 5-fold cross validation into training and validation sets (i.e., randomly shuffled into 680 testing and 170 validation for each fold).

The network trained for 100 epochs with a learning rate of 0.0001. Adam optimizer was used with betas set to 0.9 and 0.999. A weight decay of 1e-5 was applied. For each fold, the network was trained and after each epoch, the validation mean squared error (MSE) was computed and stored. The network with the lowest validation was selected for each fold as the most optimal network, resulting in 5 trained networks. Training was performed on Nvidia TITAN Xp GPUs with 12 GB of memory.

The loss function depended on the input data. For the BLSA subjects, since there was only single blip b0s (a distorted b0, *b0_d*), the output of the U-Net (a synthesized b0, *b0_synth*) was compared directly to the undistorted image (*b0_u*) with MSE to generate the loss ($\mathcal{l}$). For HCP and Vanderbilt images, there were two blip b0s (*b0_d*~*1*~ and *b0_d*~*2*~). Both distorted b0s were passed through the network. Both outputs (*b0_synth*~*1*~ and *b0_synth*~*2*~) were compared with the undistorted b0 (*b0_u*) with MSE (*MSE*~*1*~ and *MSE*~*2*~) and the average of the two was stored as the "truth" loss ($\mathcal{l}_{1}$ + $\mathcal{l}_{2}$ / 2). In addition, the two outputs (*b0_synth*~*1*~ and *b0_synth*~*2*~) were subtracted and compared via MSE loss (*MSE*~*diff*~), which we consider as the "difference" loss ($\mathcal{l}_{diff}$). These two losses were summed to get the final loss ($\mathcal{l}$). The "truth" loss can be interpreted as minimizing the bias of the result (output should not deviate far from the truth). The "difference" loss can be interpreted as minimizing the variance of the result (outputs should be the same). For all losses computed, masks were used as described in the preprocessing section to only compute the loss in regions where resampling could be done. This strategy, of including both single blip data, as well as two-blip data, let's the networks learn from distortions in a number of directions. This network architecture mirrors the Siamese \[[@pone.0236418.ref021]\] and null space \[[@pone.0236418.ref022]\] network designs.

2.4 Pipeline {#sec006}
------------

For the final network, the five networks trained during cross validation were used and the ensemble average of the result was taken to get the synthesized undistorted b0 in affine MNI space. The inverse transforms were used to warp the generated undistorted b0 back into subject space. The distorted b0 was smoothed slightly to match the smoothness of the undistorted b0 because the output resolution of 2.5 mm isotropic from the network, followed by resampling back to subject space, resulting in some smoothing due to interpolation in the undistorted b0. We believe this is only required due to the fact that we are constrained to 2.5 mm isotropic for the network input due to GPU memory, so this step would be unnecessary if a higher resolution network on a GPU with more memory was used. The slightly smoothed distorted b0 and undistorted b0 were merged together and passed into topup with an acquisition parameters file containing two rows (see overall pipeline in [Fig 1](#pone.0236418.g001){ref-type="fig"}). The first row is a "dummy" row with arbitrary readout set, although care must be taken to ensure the arbitrary value is set in the correct column depending on the phase encoding direction. The second row is set with a readout of time of 0, which lets topup know that the second volume (the undistorted b0) contains no susceptibility distortion. The end result is the correction from topup which can be used as input into FSL's eddy to perform a full diffusion imaging pre-processing which includes distortion, eddy current, and motion correction.

2.5 Quantitative evaluation with cross-validation {#sec007}
-------------------------------------------------

To quantitatively investigate the geometric fidelity and contrasts of the images from the proposed pipeline, the resulting b0 images were compared to both the (undistorted) T1 image and the state-of-the art distortion correction (topup). For each of the classes of data (i.e., Vanderbilt, HCP, BLSA), 5 subjects were randomly selected from the withheld test set (i.e., had never been used in any part of the model selection process), resulting in 15 evaluations. For each, two measures were calculated. First, mutual information (MI) of the b0 with T1 was calculated as a measure of geometric similarity. Second, the mean-squared error of signal intensities between the synthesized correction and the topup correction is calculated, which assesses both distortion correction accuracy and contrast accuracy. For comparison, these measures were calculated with (A) the uncorrected b0, (B) a standard registration-based distortion correction method (that from Bhushan et al., 2012 \[[@pone.0236418.ref023]\] implemented using the default parameters in BrainSuite software toolkit \[[@pone.0236418.ref024]\]), and (C) the output from the proposed synthetic distortion correction (note that the synthesized b0 is not used for comparison, rather the acquired b0 after distortion correction is used for quantitative analysis).

2.6 Quantitative evaluation with external validation {#sec008}
----------------------------------------------------

We additionally chose a number of external validation datasets (not used in testing, training, nor validation steps) in order to validate our algorithm on data from sets entirely different from testing/training/validation. All datasets are freely available and unrestricted for non-commercial research purposes (and found through literature searches, searches through [https://openneuro.org](https://openneuro.org/), or through [https://www.nitrc.org](https://www.nitrc.org/)). These include the "MASSIVE" brain dataset \[[@pone.0236418.ref025]\], Kirby21 dataset \[[@pone.0236418.ref026]\], the age-ility project dataset, an ABIDE dataset (ABIDE I) \[[@pone.0236418.ref027]\], IXI datasets (acquired at both Hammersmith hospital and Guys hospital)(<https://brain-development.org/ixi-dataset/>), SCA2 DTI dataset \[[@pone.0236418.ref028]\], a "DWI Traveling Human Phantom" dataset \[[@pone.0236418.ref029]\], HCP Lifespan data (HCP Development \[[@pone.0236418.ref030]\], subject age = 8), MGH HCP dataset \[[@pone.0236418.ref031]\], and a Unilateral Glaucoma 3T dMRI dataset (dataset doi: [10.18112/openneuro.ds001743.v1.0.1](https://doi.org/10.18112/openneuro.ds001743.v1.0.1)). Importantly, these are all acquired with widely varying acquisition conditions for both T1 and diffusion images, on different scanners, different resolutions, with different contrasts and levels of distortions. For example, the MASSIVE dataset \[[@pone.0236418.ref025]\] was acquired on one subject over 18 sessions (T1 acquired at 1mm isotropic resolution using a 3D-TFE sequence, diffusion acquired at 2.5mm isotropic resolution, TE = 100ms, TR = 7000, flip angle = 90, PE = AP direction), Kirby 21 \[[@pone.0236418.ref026]\] is a scan-rescan reproducibility dataset (T1 acquired at 1x1x1.2mm resolution using a MPRAGE sequence, diffusion acquired at 2.2mm isotropic resolution, TE = 67ms, TR = 6281, flip angle = 90, PE = AP direction). As a final example, Age-ility \[[@pone.0236418.ref032]\] is a project that aims to investigate cognition and behavior across the lifespan (T1 acquired at 1mm isotropic resolution using a MPRAGE sequence, diffusion acquired at 2mm isotropic resolution, TE = 108ms, TR = 15,300, flip angle = 90, PE = AP direction). We refer to the appropriate references for detailed acquisitions descriptions of each dataset.

3. Results {#sec009}
==========

3.1 Results with cross-validation {#sec010}
---------------------------------

The resulting training/validation and test results are shown in [Fig 5](#pone.0236418.g005){ref-type="fig"}. There are 5 validation curves (dashed lines) and 5 training curves (solid lines) since 5-fold cross validation was used. Note that the test MSE falls within the same range of the tail end of the training/validation curves. Training took 2.5 days to complete on a single Nvidia TITAN Xp GPU.

![Training, validation, and withheld loss.\
Left: Training and validation curves for each fold (5 training loss curves and 5 validation loss curves). The solid lines are the training curves and the dashed lines are the validation curves. Right: Plot of the MSE of the withheld test set (N = 100) for each fold shown as gray dots (5 folds) against a boxplot of the tail-end of the validation curves for each fold. Note that the test loss falls within the same range of the tail-end of the validation curves.](pone.0236418.g005){#pone.0236418.g005}

[Fig 6](#pone.0236418.g006){ref-type="fig"} shows results from the withheld test set, including distorted b0 (indicated by a "D") and corrected (or undistorted) b0 after application of the proposed distorted correction (indicated by a "U"), for the Vanderbilt, HCP, and BLSA datasets. Note that the corrected b0 in [Fig 6](#pone.0236418.g006){ref-type="fig"} represents the results of the entire proposed pipeline--synthesizing an undistorted b0, then applying topup to the synthesized images. Thus, we are visualizing *corrected* b0 images and not the *synthesized* images.

In all cases, it is clear that the corrected b0 is geometrically more similar to the T1 image than uncorrected, indicating significant reductions in distortions. For Vanderbilt and BLSA data, the most pertinent region of correction is the anterior region of the brain, and mid-brain areas. For HCP, left/right distortion is clearly corrected, and is most obvious in the temporal lobe and inferior aspects of the white/gray matter boundary.

![Withheld test set results.\
BLSA (top), Vanderbilt (middle), and HCP (bottom) datasets, the distorted ("D") and undistorted (after applying the proposed pipeline) b0 ("U") are displayed along with a structurally-undistorted T1 image. This demonstrates qualitatively improved alignment to the subjects' T1 using the proposed pipeline (i.e., synthesized b0 and topup correction). Arrows highlight areas of observable improvement as described in the text.](pone.0236418.g006){#pone.0236418.g006}

To verify anatomically faithful distortion correction, it is critical to quantify geometric similarity of the resulting corrected b0 images to the co-registered (and undistorted) T1. [Fig 7](#pone.0236418.g007){ref-type="fig"} (left) shows the mutual information between a non-corrected b0 (N.C.), registration-corrected b0 (R.C.), the legacy synthetic distortion (S.D.) \[[@pone.0236418.ref033]\], and the proposed synthetic-correction (Syn.C.), where a higher value serves as an indicator of a closer match to the structural scan. It is clear that all correction methods significantly improve brain geometry. We point out that the legacy distortion correction \[[@pone.0236418.ref033]\] (S.D.) appears to show improvements mainly for the BLSA datasets (which it was trained on) and did not well generalize to additional contrasts and geometries--limitations which the currently proposed approach specifically intend to address. [Fig 7](#pone.0236418.g007){ref-type="fig"} (right) quantifies the MSE of each b0 with the state-of-the art topup-corrected b0. In this case, the synthesized method shows significant improvements in both geometry and contrast (with one outlier). Thus, results are structurally similar to T1, and on par with registration techniques (as assessed by MI to T1) and more closely match the ground truth state-of-the art topup correction (as assessed by MSE with TOPUP b0).

![Validation of geometry and contrast after distortion correction.\
Top: MI of the non-corrected (N.C), registration corrected (R.C.), legacy synthetic-distortion (S.D) and proposed synthetic correction (Syn.C.) b0 images with the structural T1 image. A higher value suggests a geometry more similar to the undistorted T1. MIddle: MI of the N.C, R.C., S.D, and Syn.C. b0 with state-of-the art topup distortion correction results. A higher value indicates geometry/contrast more similar to the goldstandard. Bottom: MSE of the N.C., R.C., S.D, and Syn.C., b0 with state-of-the art topup distortion correction results. A lower value indicates structure and image intensities more similar to the topup results. For both, solid and dashed lines indicate mean and median values, respectively. Each contains 15 datapoints, from 5 HCP subjects (blue), 5 Vanderbilt subjects (black), and 5 BLSA subjects (red).](pone.0236418.g007){#pone.0236418.g007}

3.2 Results with external validation {#sec011}
------------------------------------

We apply the proposed synthesis+topup pipeline using data from existing open-sourced diffusion datasets that were not included in training ([Table 1](#pone.0236418.t001){ref-type="table"}). [Fig 8](#pone.0236418.g008){ref-type="fig"} shows that this pipeline can correct distortions on datasets that may differ from those the networks were trained on. Specifically, we use the MASSIVE, Age-ility, and Kirby21 datasets, all of which are acquired at varying resolutions, different distortion directions, different brain sizes, and different subject ages. Most areas show significantly improved geometric match to T1's, for example frontal areas, ventricles, and brainstem indicating effective distortion correction. Quantifying MI with T1 as a proxy for geometric similarity shows statistically significant improvement in correction (paired t-test, p\<0.001), and an increased MI for all 11 samples tested (MI distorted: 0.42±0.98; MI undistorted: 0.53±0.13).

![External dataset validation.\
External validation of corrected b0's after applying the synthesized b0 distortion correction pipeline with data from open-sourced studies. The distorted ("D") and undistorted ("U") b0 images are shown alongside T1 images. In all cases, effective distortion correction is visually apparent (distortions indicated by arrows).](pone.0236418.g008){#pone.0236418.g008}

4. Discussion {#sec012}
=============

The Synb0 substantively improves upon the state-of-the art for distortion correction of DW-MRI data without supplementary acquisitions. Synb0 more accurately identifies anatomical geometry than image-based distortion correction as assessed by mutual information and mean squared error. The improvement is consistent across multiple datasets. Moreover, Synb0 runs in \~2 minutes per scan (specifically, inference, or generation of synthetic images, is \~2 minutes), versus \~10--15 minutes for image-based registration. It is important to point out that the full proposed pipeline still involves running topup, which can vary from \~20--40 minutes depending on image resolution and topup configuration.

We emphasize that correction without modern/supplementary sequences is not a first choice for study design. However, vast quantities of DW-MRI have been acquired (and are still being acquired) with classic/limited DW-MRI sequences (e.g., legacy studies, older scanners, scanners without advanced DW-MRI license keys, clinically acquired imaging). Hence, it is important to have the best possible alternative processing strategies for these data.

This effort is the second publication to examine deep learning for DW-MRI distortion correction. Mutual information is improved by a mean of 36% over the prior publication and 11% over registration correction ([Fig 7A and 7B](#pone.0236418.g007){ref-type="fig"}). On a study by study basis, these are statistically significant (p\<0.001, paired t-test) across all individual cohorts. Similarly, mean squared error is improved (decreased) by a mean of 40% over the prior publication and 63% over registration correction ([Fig 7C](#pone.0236418.g007){ref-type="fig"}), with differences in cohorts showing statistical significance (p\<0.001, paired t-test).

A Singularity virtual machine image has been made available to enable simple evaluation of the proposed techniques at <https://github.com/MASILab/Synb0-DISCO>. The Singularity requires only a b0 and T1 as inputs, and performs all pre-processing (T1 bias field correction and normalization, registration to MNI), image synthesis or model inference, and topup--returning as output topup field coefficients and all intermediate data. Source code and binaries are available at <https://github.com/MASILab/Synb0-DISCO>. These open source efforts simplify training or transfer learning with larger datasets.

10.1371/journal.pone.0236418.r001
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Reviewer\'s Responses to Questions

**Comments to the Author**

1\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: No

Reviewer \#2: Partly

\*\*\*\*\*\*\*\*\*\*

2\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: No

Reviewer \#2: N/A

\*\*\*\*\*\*\*\*\*\*

3\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

4\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: No

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: The paper describes a learning-based distortion correction framework, where the structural T1 and distorted single-blip B0 images are used to synthesize undistorted B0 images. Later, the synthesized and distorted B0 images are fed into TOPUP for further correction. Lastly, FSL\'s eddy tool is used to do complete pre-processing of the DWIs.

Primary flaws of the paper are 1) presentation of the method, 2) novelty & technical soundness.

In Section 1, the authors highlighted the limitations of their previous work (Synb0-DisCo) but didn\'t show how these limitations are addressed by the proposed approach.

The title of the paper is misleading (\"Registration-free\"..), as the method relies on TOPUP and it is not truly registration-free. Also, I really don\'t get the idea of using TOPUP on top of B0 synthesis. If the synthetic undistorted B0 image is good enough then why run TOPUP?

It is difficult to understand the loss functions in textual form, so it would be better if the authors formulate all the loss functions mathematically.

All the figures are of poor quality. The text in the boxes of Fig. 4 is illegible. There is no network architecture shown. The surface overlays in Fig. 6 & 8 are also not clear.

Reviewer \#2: The authors propose a novel method to predict an undistorted b0 from a distorted b0 and a structural image using deep learning (U-nets). This undistorted b0 is then used as a reference in FSL\'s topup to estimate the susceptibility field (i.e., fieldmap), which allows legacy data acquired without an alternative way to estimate the fieldmap to still be analysed. It\'s a well-presented and very promising approach to this problem.

My only issue is whether the algorithm will be useful in legacy datasets as this does require the U-net to generalise to other datasets. The authors claim in the abstract: \"we show generalizability of the proposed approach to datasets that were not in the original training / validation / testing datasets\". However, in the paper they only show 3 selected examples from 3 datasets, where the algorithm does indeed do a decent job. A more quantitative comparison of this claim could be easily produced from for example the distribution of the MI with the T1 (similar to what was used in the withheld dataset in the left panel in Figure 7). This would allow the authors to show whether the algorithm reliably generalizes to other dataset, which would be required before applying it to legacy datasets.

Minor issues:

1\. Please give the units of the reconstructed voxel size in the BLSA dataset (page 3).

2\. When mentioning the coregestration from b0 to T1 using epi_reg, it would be good to mention that this is a rigid-body transformation (6 degrees of freedom).

3\. Was the T1 image registered to the standard after intensity normalization (implied by the text) or before intensity normalization (implied by Figure 3)?

4\. There are many arrows missing and misplace in Figure 4. The ones I spotted are:

\- There should be an arrow from b0_d\_MNI_1 to the upper U-net (top part).

\- There should be an arrow from b0_u\_MNI to the top MSE (top part).

\- There should be an arrow from b0_m\_MNI_2 to middle MSE (top part).

\- Why is there an arrow going upwards from T1_norm_MNI (top part)?

\- In the lower part the arrow between b0_d\_MNI_1 and the U-net is shifted upwards.

5\. In the caption of Figure 6 there is no mention of which outline in the right panels is the distorted b0 and which is the undistored b0. This information is in the caption of Figure 8, but there it is the wrong way around (red is hopefully the outline of the undistorted b0). Also, in Figure 6, there are two typos, namely \"With-held\" should be \"Withheld\" and \"let\" should be \"left\".

6\. What is the legacy synthetic distortion correction (S.D.) approach mentioned in the caption of Figure 7. It might be good to mention this in the results section when discussion Figure 7.

7\. When discussing the timings in the discussion, it would be good to mention that the full pipeline of Synb0 still involves running topup, so the total runtime of Synb0 is much more than 2 minutes.

8\. The mention of Figure 4 in the discussion should actually refer to Figure 6.

\*\*\*\*\*\*\*\*\*\*

6\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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Reviewer \#2: No

\[NOTE: If reviewer comments were submitted as an attachment file, they will be attached to this email and accessible via the submission site. Please log into your account, locate the manuscript record, and check for the action link \"View Attachments\". If this link does not appear, there are no attachment files to be viewed.\]

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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Dear Dr. Schilling,

Thank you for submitting your manuscript to PLOS ONE. After careful consideration, we feel that it has merit but does not fully meet PLOS ONE's publication criteria as it currently stands. Therefore, we invite you to submit a revised version of the manuscript that addresses the points raised during the review process.

Please submit your revised manuscript by Aug 16 2020 11:59PM. If you will need more time than this to complete your revisions, please reply to this message or contact the journal office at <plosone@plos.org>. When you\'re ready to submit your revision, log on to <https://www.editorialmanager.com/pone/> and select the \'Submissions Needing Revision\' folder to locate your manuscript file.

Please include the following items when submitting your revised manuscript:

A rebuttal letter that responds to each point raised by the academic editor and reviewer(s). You should upload this letter as a separate file labeled \'Response to Reviewers\'.A marked-up copy of your manuscript that highlights changes made to the original version. You should upload this as a separate file labeled \'Revised Manuscript with Track Changes\'.An unmarked version of your revised paper without tracked changes. You should upload this as a separate file labeled \'Manuscript\'.

If you would like to make changes to your financial disclosure, please include your updated statement in your cover letter. Guidelines for resubmitting your figure files are available below the reviewer comments at the end of this letter.

If applicable, we recommend that you deposit your laboratory protocols in protocols.io to enhance the reproducibility of your results. Protocols.io assigns your protocol its own identifier (DOI) so that it can be cited independently in the future. For instructions see: <http://journals.plos.org/plosone/s/submission-guidelines#loc-laboratory-protocols>

We look forward to receiving your revised manuscript.

Kind regards,

Pew-Thian Yap

Academic Editor
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Reviewers\' comments:

Reviewer\'s Responses to Questions

**Comments to the Author**

1\. If the authors have adequately addressed your comments raised in a previous round of review and you feel that this manuscript is now acceptable for publication, you may indicate that here to bypass the "Comments to the Author" section, enter your conflict of interest statement in the "Confidential to Editor" section, and submit your \"Accept\" recommendation.

Reviewer \#1: (No Response)

Reviewer \#2: All comments have been addressed

\*\*\*\*\*\*\*\*\*\*

2\. Is the manuscript technically sound, and do the data support the conclusions?

The manuscript must describe a technically sound piece of scientific research with data that supports the conclusions. Experiments must have been conducted rigorously, with appropriate controls, replication, and sample sizes. The conclusions must be drawn appropriately based on the data presented.

Reviewer \#1: Partly

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

3\. Has the statistical analysis been performed appropriately and rigorously?

Reviewer \#1: Yes

Reviewer \#2: N/A

\*\*\*\*\*\*\*\*\*\*

4\. Have the authors made all data underlying the findings in their manuscript fully available?

The [PLOS Data policy](http://www.plosone.org/static/policies.action#sharing) requires authors to make all data underlying the findings described in their manuscript fully available without restriction, with rare exception (please refer to the Data Availability Statement in the manuscript PDF file). The data should be provided as part of the manuscript or its supporting information, or deposited to a public repository. For example, in addition to summary statistics, the data points behind means, medians and variance measures should be available. If there are restrictions on publicly sharing data---e.g. participant privacy or use of data from a third party---those must be specified.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

5\. Is the manuscript presented in an intelligible fashion and written in standard English?

PLOS ONE does not copyedit accepted manuscripts, so the language in submitted articles must be clear, correct, and unambiguous. Any typographical or grammatical errors should be corrected at revision, so please note any specific errors here.

Reviewer \#1: No

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

6\. Review Comments to the Author

Please use the space provided to explain your answers to the questions above. You may also include additional comments for the author, including concerns about dual publication, research ethics, or publication ethics. (Please upload your review as an attachment if it exceeds 20,000 characters)

Reviewer \#1: 1) Check if the statement is correct: \"To account for this, the median value of the masked undistorted b0 was scaled such that it matched the masked median value of the undistorted b0\". Distorted should be matched to undistorted B0 image?

2\) In Fig. 7, what do different colored markers represent?

3\) In Fig. 4, no input is mentioned at the beginning.

4\) Language of the paper needs significant improvement. There are many grammatical errors, such as:

\"Figure 8 shows that these can correct distortions on datasets that may differ from those the networks were trained on.\" \'These\' should be changed to \'this\'.

\"The inverse transforms were used to convert the generated undistorted b0 back into subject space.\" Geometric transforms do not \"convert\" images; transforms deform/warp images.

Reviewer \#2: The authors have addressed all my concerns.

I just have two minor comments:

1\. In the intro of section 2 the authors state: \"in order to provide topup the information necessary to perfectly correct the distorted diffusion data.\" The word \"perfectly\" is a bit of an overstatement (no tool is perfect), so I would suggest to remove it.

2\. In the right panel in Figure 5 the dots are grey, not green as stated in the caption of Figure 5.
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7\. PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/plosone/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No
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While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com/>. PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Registration is free. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email PLOS at <figures@plos.org>. Please note that Supporting Information files do not need this step.
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We're pleased to inform you that your manuscript has been judged scientifically suitable for publication and will be formally accepted for publication once it meets all outstanding technical requirements.
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An invoice for payment will follow shortly after the formal acceptance. To ensure an efficient process, please log into Editorial Manager at <http://www.editorialmanager.com/pone/>, click the \'Update My Information\' link at the top of the page, and double check that your user information is up-to-date. If you have any billing related questions, please contact our Author Billing department directly at <authorbilling@plos.org>.
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Dear Dr. Schilling:

I\'m pleased to inform you that your manuscript has been deemed suitable for publication in PLOS ONE. Congratulations! Your manuscript is now with our production department.

If your institution or institutions have a press office, please let them know about your upcoming paper now to help maximize its impact. If they\'ll be preparing press materials, please inform our press team within the next 48 hours. Your manuscript will remain under strict press embargo until 2 pm Eastern Time on the date of publication. For more information please contact <onepress@plos.org>.

If we can help with anything else, please email us at <plosone@plos.org>.

Thank you for submitting your work to PLOS ONE and supporting open access.
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Dr. Pew-Thian Yap
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