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INTRODUCTION GENERALE 
 
A l’heure actuelle, la radiothérapie externe reste l’une des techniques les plus employées pour 
le traitement du cancer. Les chances de guérison sont d’autant plus grandes que la dose de 
rayonnement ionisant délivrée est élevée et conforme à la tumeur. Par contre une dose trop 
importante, reçue par les organes à risque1 (OAR) et plus généralement les tissus sains, peut 
produire des complications et des séquelles irréversibles. Un compromis est alors établi, 
limitant la chance de guérison.  
Les évolutions des techniques du traitement en radiothérapie, observées ces dernières années, 
comme la radiothérapie conformationnelle avec modulation d’intensité (RCMI), permettent 
d’adapter la forme du volume traité à celle de la tumeur en déposant la dose prescrite tout en 
protégeant convenablement les OAR environnants. Ces nouvelles techniques nécessitent une 
précision élevée dans les différentes étapes du plan de traitement des patients. Tout traitement 
par radiothérapie externe nécessite en effet une préparation (ou planification) qui se déroule 
en trois étapes principales. La première utilise l’imagerie numérique pour la modélisation 
géométrique tridimensionnelle du patient et le contourage du volume cible (la tumeur) et des 
OAR à protéger en priorité lors de l’irradiation. La deuxième étape établit la balistique 
d’irradiation en définissant un ou plusieurs faisceaux, avec ou sans accessoires (filtres en coin, 
collimateurs multilames, etc.). La troisième étape concerne le calcul prévisionnel de la 
distribution de dose dans le patient et la détermination du temps d’irradiation nécessaire pour 
délivrer la dose prescrite par le médecin. La décision pour la réalisation du traitement planifié 
est prise suite à cette dernière étape. 
Compte tenu de son rôle déterminant, la plus grande précision possible sur la dose calculée est 
indispensable pour garantir un traitement efficace. Les systèmes de planification du traitement 
(Treatment Planning System ou TPS, en anglais) disponibles actuellement, utilisent des 
méthodes analytiques de calcul de dose rapides mais parfois imprécises, notamment lorsque la 
tumeur est située dans des zones hétérogènes. Une solution est alors de recourir aux méthodes 
Monte Carlo (MC) de calcul statistique, aptes à donner des résultats très proches de la réalité 
                                                 
1
 Les organes à risque sont les organes sains, périphériques à la tumeur, susceptibles de développer des effets 
tardifs suite aux irradiations. 
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parce qu’elles reproduisent la physique de l’interaction des rayonnements avec la matière. La 
contrepartie de cette précision, est un temps de calcul très long, rendant jusqu’à aujourd’hui 
ces méthodes inutilisables en situation clinique. 
 
Récemment, un nouveau code de calcul de dose, nommé PENFAST, a été développé dans le 
cadre du projet européen MAESTRO (LSHC-CT-2004-503564) en se basant sur le même 
modèle physique du code MC généraliste PENELOPE. PENFAST permet une simulation 
rapide de la dose absorbée dans des géométries voxélisées2 issues des images 
tomodensitométriques (TDM). Dans la même perspective, d’autres travaux dans le cadre du 
projet TELEDOS (convention ANR05RNTS01301) ont porté sur l’utilisation clinique du 
code MC PENELOPE et de sa version accélérée PENFAST en les déployant sur un 
« cluster » de calcul. Ce travail de thèse, porte sur la validation des différentes améliorations 
introduites dans ces deux codes en vue de leur accélération (techniques de réduction de 
variance et parallélisation) ainsi que l’évaluation de leurs performances techniques (gain en 
temps de calcul) et dosimétriques (précision sur la dose calculée), indispensables avant toute 
utilisation clinique. 
 
Le premier chapitre présente le contexte de cette étude et décrit les avantages des méthodes 
MC de calcul de dose par rapport aux méthodes conventionnelles actuellement utilisées dans 
les TPS. Ce chapitre fait également une revue des méthodes existantes du calcul de dose par 
MC. Il décrit les deux codes MC PENELOPE et PENFAST, utilisés dans cette étude, ainsi 
que leur rôle en dosimétrie pour la radiothérapie. Enfin, il définit la procédure de validation 
d’un outil de calcul de dose par MC avant son utilisation en routine clinique. 
 
Le deuxième chapitre expose les méthodes introduites dans ces deux codes pour réduire le 
temps de calcul. Il s’agit de leur parallélisation afin de partager le calcul sur plusieurs 
processeurs et de l’utilisation de techniques de réduction de variance implémentées dans le 
code PENELOPE. Ce chapitre présente également les résultats des tests de validation de ces 
méthodes. L’optimisation des techniques de réduction de variance afin d’obtenir le meilleur 
gain en performance est aussi décrite. 
 
                                                 
2
 Un voxel est l’entité volumique élémentaire qui permet de définir un volume. Les voxels sont généralement de 
forme parallélépipédique. 
Introduction générale 
 17 
Après un bref aperçu des travaux antérieurs sur la simulation MC des accélérateurs linéaires, 
le troisième chapitre décrit une nouvelle méthode mise au point pour la représentation du 
spectre en énergie des électrons primaires. Ce développement est fondé sur l’utilisation des 
simulations MC avec PENELOPE et le principe de l’ajustement par la méthode des moindres 
carrés. La validation de cette nouvelle méthode, appliquée à la simulation des faisceaux de 
différentes tailles issus des accélérateurs Saturne 43 (photon 12 MV et électron 18 MeV) et 
Primus de Siemens (photon 25 MV et électron 9 MeV), est également présentée. 
 
Le quatrième chapitre aborde la validation dosimétrique du code MC PENFAST. Un faisceau 
de photons 12 MV et un faisceau d’électrons 18 MeV, issus de l’accélérateur linéaire  
Saturne 43 installé au Laboratoire National Henri Becquerel (LNHB), ont été utilisés. Cette 
validation a été réalisée, en premier lieu dans un milieu homogène, puis en second lieu dans 
des fantômes hétérogènes numériques de caractéristiques réelles. Dans cette étude, un 
nouveau matériau a été ajouté dans la base de données de PENFAST afin de générer des 
géométries voxélisées de caractéristiques identiques à celles de la géométrie réelle. Les 
conséquences dosimétriques de cet ajout sont argumentées dans ce chapitre. Les distributions 
de dose calculées avec PENFAST ont été comparées à celles calculées avec PENELOPE ainsi 
qu’à celles obtenues expérimentalement. Le gain en temps de calcul obtenu avec PENFAST 
par rapport à PENELOPE a été également évalué. 
 
Le dernier chapitre est consacré à l’évaluation, en conditions cliniques, du TPS ISOgray™ (de 
la société française DOSIsoft), dans lequel la méthode de calcul de dose par MC PENFAST 
est implémentée. Les images TDM des fantômes hétérogènes ont été utilisées en vue d’une 
évaluation de la conversion des unités Hounsfield (UH) en données de simulation (matériau et 
masse volumique requis pour chaque voxel de la géométrie). Cette étude a été réalisée pour le 
mode photon 25 MV et le mode électron 9 MeV issus de l’accélérateur linéaire Primus 
installé au Centre Antoine Lacassagne (CAL) à Nice. Une attention toute particulière a été 
portée sur les champs de taille réduite3 de plus en plus utilisés avec le développement de la 
RCMI. En effet, dans certaines situations, les petits champs entraînent un manque d’équilibre 
électronique qui aboutit à des erreurs de calcul de dose avec les méthodes conventionnelles. 
                                                 
3
 Des champs de taille inférieures à 10×10 cm² mais supérieure à 3×3 cm² ont été étudiés. En effet, il n’existe pas 
actuellement de références métrologiques pour des champs de taille très réduite. Dans le contexte d’une 
validation de la physique d’un code de calcul de dose, il est préférable d’avoir une mesure de dose précise. 
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Les distributions de dose obtenues par le TPS à partir des images TDM ont été comparées à 
celles calculées à partir des fantômes numériques ainsi qu’à celles mesurées par des films 
radiographiques. L’intérêt de l’ajout de nouveaux matériaux couramment rencontrés en 
radiothérapie dans la base de données du TPS est également présenté dans ce chapitre. 
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Chapitre I 
LES METHODES MONTE CARLO POUR LE CALCUL 
 DE DOSE EN RADIOTHERAPIE 
 
1. Contexte 
Aujourd’hui, la radiothérapie est l’un des traitements les plus fréquents en cancérologie. Plus 
de la moitié des cancers est traitée par cette technique (en combinaison avec la chirurgie et/ou 
la chimiothérapie) et presque 50 % des guérisons le doivent en partie ou en totalité à la 
radiothérapie. Le principe de cette technique est d’utiliser les rayonnements pour détruire les 
cellules cancéreuses tout en épargnant le mieux possible les tissus sains avoisinants la tumeur. 
Pour ce faire, l’irradiation peut être appliquée de plusieurs manières telles que : 
− La curiethérapie : implantation des sources radioactives scellées dans la tumeur ou à son 
contact. 
− La radiothérapie métabolique : injection d’une molécule radio-marquée, non-scellée qui 
va se fixer sur les cibles tumorales. 
− La radiothérapie externe : la source radioactive est à l’extérieur du patient ; les faisceaux 
de rayonnements atteignant la tumeur en traversant les tissus sains. 
C’est cette dernière méthode qui est utilisée dans le cadre de cette étude. Ses origines 
remontent au XIXème siècle, après la découverte des rayons X par Röntgen en 1895. La 
sophistication des appareils de radiothérapie (accélérateurs linéaires à collimateur multilames) 
et le développement des moyens informatiques ont entraîné, pendant les dernières décennies, 
une évolution des techniques de traitement (comme la RCMI) et des TPS en radiothérapie 
externe. 
 
De nos jours, la planification du traitement en radiothérapie externe se déroule en plusieurs 
étapes (AAPM 1998). Elle commence par l’acquisition des données anatomiques en trois 
dimensions du patient (à l’aide de la TDM, l’imagerie par résonance magnétique IRM et/ou la 
tomographie par émission de positons TEP) qui seront utilisées pour délimiter le volume 
cible, à traiter, et les OAR, à protéger, lors de l’irradiation. Une fois ces volumes définis, les 
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faisceaux de rayonnements adaptés (type, énergie, nombre, incidences, dimensions et 
accessoires) sont choisis de façon à maximiser la dose reçue dans le volume cible et à 
minimiser celle reçue dans les OAR. Ensuite, le calcul prévisionnel de la distribution des 
doses en trois dimensions autour du volume tumoral est réalisé. Le temps d’irradiation (par 
faisceau et par séance) nécessaire pour délivrer la dose prescrite par le médecin est également 
déterminé. Cette dernière étape est très importante sachant qu’une sur-irradiation peut être la 
cause de cancers secondaires dans les tissus sains, et qu’une sous-irradiation ne détruira pas 
en totalité les cellules cancéreuses. Les algorithmes de calcul de dose doivent ainsi permettre 
un calcul précis de la dose absorbée dans les tissus en un temps raisonnable compatible avec 
la routine clinique. 
 
L’erreur globale sur la dose délivrée est l’accumulation des erreurs inhérentes à chacune des 
étapes du traitement (contourage du volume cible et des zones saines avoisinantes, calcul de la 
dose délivrée, réglage des faisceaux et mouvements du patient). Papanikolaou et al. 2004 ont 
bien confirmé que des effets cliniques sont observables à partir d’une sur-irradiation de 7 % 
par rapport à la dose prescrite. Il est donc couramment admis que pour garantir l’efficacité 
d’un traitement, l’erreur globale maximale sur la dose délivrée, en tout point du volume cible, 
doit rester inférieure à 5 % (ICRU 1978, Mijnheer et al. 1989). En conséquence, l’erreur sur 
le calcul prévisionnel de la dose dans le TPS ne doit pas dépasser 3 % (ICRU 1978, Mijnheer 
et al. 1989, Ahnesjö et Aspradakis 1999, Fraas et al. 2003). 
 
Ce travail de thèse a pour objectif d’évaluer les performances d’un nouvel algorithme de 
calcul de dose par MC intégré dans le TPS ISOgray™ de la société française DOSIsoft. Alors 
que les codes MC généralistes demandent des temps de calcul longs, ce TPS utilise un 
algorithme rapide de calcul de dose par MC. Il est alors indispensable de s’assurer de sa 
précision avant son utilisation clinique. 
 
2. Evolution des méthodes de calcul de dose en radiothérapie 
Comme nous l’avons mentionné précédemment, l’évaluation de la dose délivrée durant 
l’irradiation est une étape cruciale lors de la planification du traitement en radiothérapie. Au 
départ, les premiers plans de traitement se sont fondés sur des méthodes empiriques ou 
analytiques en utilisant une description simplifiée de l’anatomie du patient. Ces dernières 
décennies, la sophistication des algorithmes de calcul de dose implémentés dans les TPS s’est 
accrue grâce à l’amélioration de la puissance de calcul des ordinateurs et l’apparition de 
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nouveaux outils pour l’imagerie médicale, tels que la TDM au début des années 1970, et plus 
récemment, l’IRM et la TEP. Cette évolution des algorithmes de calcul de dose, allant de la 
simple correction des hétérogénéités aux algorithmes de convolution/superposition, a permis 
d’améliorer la précision sur la dose délivrée au patient. 
 
Pour la RCMI, les méthodes les plus précises mises en œuvre actuellement dans les TPS sont 
les méthodes de convolution/superposition (Mackie et al. 1985, Ahnesjö et Mackie 1987, 
Ahnesjö 1989, Keall et Hoban 1996, Ahnesjö et Aspradakis 1999). Ces méthodes sont 
fondées sur une convolution de l’énergie totale libérée par unité de masse (Total Energy 
Released per unit MAss ou TERMA), qui est analytiquement déterminée, avec des « kernels » 
de dépôt d’énergie pré-calculés par des méthodes MC pour différents milieux homogènes.  
 
A la fin des années 90, des TPS offrant des options de calcul de dose par MC (TPS-MC) sont 
apparus. La simulation MC est une méthode statistique capable de prendre en compte toute la 
physique connue des interactions des rayonnements avec la matière. Selon le principe de la 
méthode MC, le phénomène de transport de la particule est fondé sur la simulation d’une 
succession d’interactions microscopiques (appelées aussi « évènements ») reproduisant le 
parcours de la particule réelle. La succession des interactions subies par une particule depuis 
sa création jusqu’à son absorption totale dans le milieu est appelée « histoire ». La trajectoire 
de chaque particule est simulée, individuellement, en tirant au hasard à l’aide d’un générateur 
de nombres pseudo-aléatoires1 les paramètres physiques des interactions (le libre parcours 
moyen entre deux événements, le type d’interaction, l’énergie perdue et la déflexion 
angulaire, la direction et l’énergie de la particule secondaire créée, etc.), selon des 
distributions de probabilité qui décrivent les processus physiques mis en jeu. Ces distributions 
de probabilité sont déterminées à partir des différentes sections efficaces des interactions qui 
sont propres au type et à l’énergie de la particule incidente ainsi qu’à la nature du matériau 
avec lequel elle interagit. Après la simulation d’un grand nombre d’histoires, la valeur d’une 
grandeur d’intérêt macroscopique (fluence, dose absorbée, etc.) est obtenue à partir de la 
moyenne statistique des grandeurs calculées, affectée d’une incertitude statistique. A l’aide du 
théorème de la limite centrale, on montre que, pour un nombre d’histoire très grand, 
l’incertitude statistique associée à la grandeur calculée est proportionnelle à l’inverse de la 
                                                 
1
 On parle ici de nombres pseudo-aléatoires parce qu’ils sont générés par un algorithme mathématique possédant 
une période très grande mais néanmoins finie. 
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racine carré du nombre d’histoires. Le nombre d’histoires est ainsi choisi en fonction de la 
précision recherchée. 
A ce jour, dans le cadre de la physique médicale, la méthode MC est décrite comme étant la 
plus précise pour calculer la dose absorbée parce qu’elle prend en compte la physique des 
particules (Andreo 1991, Rogers et Bielajew 1990, Mackie 1990, Ma et Jiang 1999, 
Verhaegen et Seuntjens 2003, Reynaert et al. 2007). Cependant, son temps d’exécution reste 
beaucoup trop long pour une utilisation en pratique clinique. Des simplifications et des 
méthodes pour accélérer les calculs sont donc nécessaires.  
 
3. Pourquoi un système de planification de traitement par Monte Carlo ?  
Les méthodes MC occuperont, dans les prochaines années, une place privilégiée au sein des 
outils de planification de traitement en radiothérapie (Mohan 1997, Ma et Jiang 1999, Mohan 
et al. 2001, Verhaegen et Seuntjens 2003, Reynaert et al. 2007) pour plusieurs raisons. 
 
3.1. Précision 
Au niveau de la précision, les méthodes MC se démarquent par la prise en compte de façon 
quasi-complète de la physique de l’interaction rayonnement - matière. Cette caractéristique 
les distingue des autres méthodes et leur permet d’être les plus précises. De ce fait, les  
TPS-MC ont la capacité de répondre facilement au critère de tolérance de 3 % sur la dose 
calculée (qui mène à une précision globale de 5 %). En effet, la précision sur la dose calculée 
par MC dépend de plusieurs paramètres : 
− La simulation du faisceau qui dépend de la caractérisation de la source initiale d’électrons 
primaires et de la modélisation géométrique de la tête d’irradiation. 
− Les sections efficaces utilisées dans le code MC qui elles aussi sont entachées d’une 
incertitude introduisant une erreur dans le calcul de dose. 
− L’incertitude statistique associée à la dose calculée en raison du nombre forcément limité 
d’histoires simulées. 
− Les données de matériaux qui dépendent de la conversion des données de l’image TDM 
(UH) en données de simulation MC (composition atomique et masse volumique pour 
chaque voxel de la géométrie). 
Premièrement, il est possible d’avoir une précision meilleure que 1 % sur la simulation du 
faisceau (cf. Chapitre III) en respectant les caractéristiques géométriques des éléments 
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constituant la tête de l’accélérateur linéaire et en optimisant les paramètres du faisceau 
d’électrons primaires (distributions énergétique, spatiale et angulaire). 
Deuxièmement,  les conséquences de l’incertitude sur les sections efficaces utilisées dans le 
code MC est supposée par la plupart des auteurs comme étant suffisamment faible pour être 
négligeable (Fraass et al. 2003, Salvat et al. 2006). 
Troisièmement, l’incertitude statistique associée à la dose calculée dépend du nombre 
d’histoires simulées. Par conséquent, en simulant un très grand nombre d’histoires, il est 
possible de réduire cette incertitude à une valeur inférieure à 1 % (1σ) (Verhaegen et 
Seuntjens 2003, Ma et Jiang 1999, Reynaert et al. 2007). 
En dernier lieu, la caractérisation des tissus ajoute aussi une erreur sur la dose difficile à 
quantifier (du Plessis et al. 1998, Schneider et al. 2000, Verhaegen et Devic 2005, 
Vanderstraeten et al. 2007, Isambert 2009). Par exemple, au lieu d’utiliser l’eau avec 
différentes masses volumiques pour les différents types de tissu, ce qui semble arbitraire, la 
composition réelle du tissu doit être définie pour obtenir un calcul précis de la dose absorbée 
(cf. Chapitres IV et V). 
Prenant en compte tous les facteurs mentionnés ci-dessus, les TPS-MC sont capables de 
proposer un calcul de dose avec une marge d’erreur tout à fait en conformité avec le critère de 
3 % exigé pour une radiothérapie de qualité. 
 
La valeur supplémentaire des méthodes MC comparées aux méthodes conventionnelles de 
calcul de dose (semi-empiriques et analytiques) a été clairement démontrée par plusieurs 
études antérieures. Il a été démontré dans ces études que les méthodes conventionnelles ne 
font pas toujours preuve d’une grande fiabilité dans des situations complexes telles que la 
présence d’hétérogénéités ou le manque de volume diffusant, et que dans ces situations, le 
calcul de dose par MC est toujours plus précis (Mohan 1997, Solberg et al. 1998, Ma et al. 
1999, Mohan et al. 2001, Martens et al. 2002b, Carrasco et al. 2004, Heath et al. 2004, 
Krieger et Sauer 2005, Paelinck et al. 2005). 
Par exemple, Mohan (1997) a déclaré que les méthodes conventionnelles (y compris les 
méthodes de convolution/superposition) entraînent des erreurs de 5 à 10 % sur la dose 
absorbée en présence d’hétérogénéités. 
Les résultats de Ma et al. (1999) ont montré que pour les faisceaux d’électrons, l’algorithme 
conventionnel de calcul de dose Pencil Beam (TPS FOCUS) donne des erreurs allant jusqu’à 
15 % (écart en dose locale) et 1 cm (décalage en position pour une même dose) conduisant à 
des doses plus élevées dans les OAR. En RCMI, de grandes différences ont été mises en 
Chapitre I. Les méthodes Monte Carlo pour le calcul de dose en radiothérapie 
 
 24 
évidence entre le TPS FOCUS et les mesures expérimentales en présence d’hétérogénéités os 
et/ou poumon, même en utilisant l’algorithme de superposition/convolution. Ma et al. (1999) 
ont démontré que les méthodes MC sont certainement intéressantes dans ces situations. 
Plus récemment, Paelinck et al. (2005) ont effectué une comparaison entre deux algorithmes 
de convolution/superposition et les méthodes MC pour des hétérogénéités de faible densité. Il 
ressort de cette étude que l’algorithme de convolution/superposition du TPS Helax TMS 
(Nucletron) sous-estime la dose dans la cavité équivalent-poumon de 6 %, et celui du TPS 
Pinnacle (Philips) surestime la dose derrière la cavité de 4 %, alors que les résultats de la 
simulation MC sont en bon accord avec les mesures. 
Une autre comparaison intéressante entre l’algorithme Pencil Beam (TPS Helax TMS), 
l’algorithme de superposition/convolution Collapsed Cone (TPS Helax TMS), la méthode MC 
(XVMC) et les mesures expérimentales, a été effectuée par Krieger et Sauer (2005) pour un 
fantôme constitué de plaques de polystyrène et d’un matériau équivalent-poumon. Dans le 
polystyrène, l’algorithme de superposition/convolution et la simulation MC étaient en bon 
accord avec les mesures alors que l’algorithme Pencil Beam déviait de 12 %. Dans le 
matériau équivalent-poumon de faible densité, l’algorithme de superposition/convolution 
déviait aussi de plus de 8 % par rapport aux mesures et aux résultats de MC comme illustré 
dans la Figure 1. 
 
Figure 1 : Comparaison des profils de dose calculés avec l’algorithme Pencil Beam (PB), l’algorithme de 
convolution/superposition Collapsed Cone (CC), la simulation MC et les mesures expérimentales (meas.) dans 
un fantôme constitué de plaques de polystyrène et d’un matériau équivalent-poumon. Cas d’un faisceau de 
photons de 6 MV, de champ 10×10 cm², de l’accélérateur Primus (Siemens). La dose est exprimée en cGy par 
100 unités Moniteur ou Monitor units (MU) de l’accélérateur. D’après Krieger et Sauer (2005). 
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D’autres auteurs ont comparé les méthodes de superposition/convolution avec les méthodes 
MC pour des cas cliniques tels que les traitements tête-cou, sein, médiastin et RCMI de la 
prostate (Francescon et al. 2000, Laub et al. 2001, Leal et al. 2003, Chetty et al. 2005, Yang 
et al. 2005). Ils ont conclu que pour ces situations complexes, il serait avantageux de faire 
appel à la simulation MC pour augmenter la précision sur la dose calculée. En effet, les 
méthodes de superposition/convolution corrigent les inhomogénéités en utilisant une densité 
effective déterminée par le parcours moyen du rayonnement. Ce type de correction n’est pas 
idéal et engendre des erreurs dosimétriques au voisinage des interfaces avec les hétérogénéités 
(Ahnesjö 1989, Woo et Cunningham 1990, Ahnesjö et Aspradakis 1999). 
 
3.2. Flexibilité 
Un autre avantage de la simulation MC est sa grande flexibilité. En effet, en appliquant le 
principe de la simulation MC au transport des particules, il est possible d’extraire des données 
sur toutes les grandeurs utilisées dans la simulation. Par exemple, il est possible d’obtenir des 
spectres angulaires ou énergétiques des particules de la source (Mohan et al. 1985, Sheikh-
Bagheri et Rogers 2002b) ou encore d’étudier la réponse d’un détecteur comme la chambre à 
ionisation (Kawrakow 2000a, McCaffrey et al. 2004). Ce type de données est souvent difficile 
ou impossible à obtenir à partir des mesures expérimentales. 
 
La simulation MC est aussi utile, par exemple, pour calculer les doses absorbées hors-champs 
ou encore les doses dues aux neutrons produits par l’accélérateur. 
 
3.3. Temps de calcul 
Le principal inconvénient des méthodes MC est lié à leur temps d’exécution, plus long que 
celui des méthodes conventionnelles de calcul de dose, à cause du suivi individuel du 
transport des particules de la tête de l’accélérateur jusqu’au patient. En effet, la simulation 
MC de grande précision du transport des particules dans la tête d’un accélérateur linéaire et du 
dépôt de dose dans le patient peut prendre plusieurs jours, alors que les temps acceptables en 
routine clinique sont de l’ordre de 10 minutes. 
 
Il existe cependant des solutions pour remédier à ce problème, à savoir la division de la 
simulation en plusieurs étapes, la parallélisation du calcul sur plusieurs processeurs et 
l’utilisation de techniques de réduction de variance. Différents auteurs (Kawrakow et Fippel 
2000, Mohan et al. 2001, Reynaert et al. 2007, Poumarède et al. 2008) considèrent que ces 
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méthodes de réduction du temps de calcul bien utilisées n’introduisent aucun biais sur les 
résultats du calcul. Nous sommes arrivés à cette même conclusion en étudiant l’effet de la 
parallélisation et des techniques de réduction de variance sur les résultats de la simulation MC 
avec PENELOPE. Les résultats sont présentés dans le Chapitre II. 
 
4. Revue des méthodes de calcul de dose par Monte Carlo 
Il est aujourd’hui convenu que les limitations des méthodes conventionnelles dans la 
planification des traitements en radiothérapie doivent être comblées en utilisant les méthodes 
MC. Cependant, l’utilisation de ces dernières a longtemps été limitée au domaine de la 
recherche, à un rôle de contrôle ou de validation en raison du temps de calcul, de plusieurs 
jours voire plusieurs semaines, nécessaire pour produire un résultat avec une incertitude 
statistique acceptable. 
 
4.1. Codes Monte Carlo généralistes 
Les codes MC généralistes, spécifiques à la recherche, offrent la particularité de posséder de 
grandes capacités dans la description de la géométrie ainsi que dans la simulation du transport 
des rayonnements. Ces codes ont par contre l’inconvénient d’être lents. 
Parmi les principaux codes MC généralistes, on peut citer : EGS (Nelson et al. 1985, 
Kawrakow et Rogers 2000), GEANT (Ford et Nelson 1978, Agostinelli 2003), MCNP 
(Briesmeister 1993, Brown 2003) et PENELOPE (Baró et al. 1995 ; Salvat et al. 1996, 2001, 
2006 ; Sempau et al. 1997). 
En général, la simulation du transport des photons est pratiquement identique dans les quatre 
codes mentionnés pour la gamme d’énergie utilisée en radiothérapie, bien que les sections 
efficaces utilisées soient différentes. En revanche, la différence principale figure dans la 
simulation du transport des électrons. Cette différence a une grande influence sur la vitesse et 
la précision du code (Verhaegen et Seuntjens 2003).  
 
4.2. Solutions commerciales 
Aujourd’hui, les méthodes MC commencent à être intégrées au sein de quelques TPS 
commerciaux. Ces nouveaux codes ont comme principales caractéristiques d’être beaucoup 
plus rapides que les codes MC généralistes et d’être applicables à des cas réels (fondés sur des 
images TDM anatomiques du patient). Les premiers TPS-MC ont été commercialisés en 2002 
par la société Nucletron pour les faisceaux d’électrons (Cygler et al. 2004) et par la société 
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NOMOS (Sewickley, Pennsylvania) pour les photons (Hartman Siantar et al. 1997, 2001) 
suivi par Varian (Popple et al. 2006), Philips (Fragoso et al. 2008), Elekta-CMS, DOSIsoft 
(Habib et al. 2009) et BrainLab. Le Tableau 1 détaille, pour les différents industriels, le type 
d’algorithme faisant appel aux méthodes MC (Reynaert et al. 2007). 
 
Tableau 1 : Revue des TPS commerciaux mettant en œuvre les méthodes MC. 
Constructeur Produit Code MC 
NOMOS Corporation Corvus PEREGRINE 
BrainLab iPlan RT Dose XVMC 
Elekta-CMS XiO XVMC 
 Monaco XVMC 
DOSIsoft ISOgray PENELOPE / PENFAST 
Nucletron DCM VMC++ 
 OTP VMC++ 
Philips Pinnacle DPM / MCV 
Varian Eclipse MMC  
 
On distingue les codes PEREGRINE, Voxel Monte Carlo (VMC/XVMC/VMC++) 
(Kawrakow et al. 1996, Fippel 1999, Kawrakow 2000b), Macro-Monte Carlo (MMC) 
(Neuenschwander et Born 1992), Dose Planning Method (DPM) (Sempau et al. 2000), Monte 
Carlo Vista (MCV) (Siebers et al. 2000) et PENELOPE/PENFAST (Salvat et al. 2006, en 
prep ; Salvat 2008a et b). 
Pour être suffisamment rapides, ces codes ont dû être adaptés à toutes les spécifications du 
traitement en radiothérapie (gamme d’énergie limitée, structure simple et compositions 
atomiques limitées dans les images TDM) et de ce fait, présentent beaucoup de compromis. 
Ces compromis, qui permettent d’augmenter la vitesse d’exécution, portent généralement sur 
l’optimisation d’algorithmes dédiés de transport des rayonnements ainsi que l’utilisation de 
techniques de réduction de variance et de données pré-calculées. 
 
Une revue complète de la littérature sur les simulations MC en radiothérapie est disponible 
dans Verhaegen et Seuntjens (2003), Chetty et al. (2007), Reynaert et al. (2007). 
 
Parmi les travaux de recherche en cours, le projet européen MAESTRO et le projet ANR 
TELEDOS portent sur l’utilisation clinique du code MC PENELOPE et de sa version 
accélérée PENFAST en les implémentant dans le TPS ISOgray™ (DOSIsoft) et en les 
déployant sur un « cluster » de calcul. Ce travail de thèse porte sur l’optimisation et la 
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validation des différentes améliorations introduites dans ces deux codes en vue de leur 
accélération (techniques de réduction de variance et parallélisation) ainsi que l’évaluation de 
leurs performances techniques (gain en temps de calcul) et dosimétriques (précision sur la 
dose estimée). 
 
5. Présentation du module de calcul de dose par MC utilisé dans cette étude 
5.1. Méthode dite de l’espace des phases pour le calcul de dose par Monte Carlo 
Le module du calcul de dose utilisant les deux codes MC PENELOPE et PENFAST est fondé 
sur la méthode dite de l’espace des phases, méthode pertinente pour réduire le temps de calcul 
en clinique. La simulation qui part de la tête de l’accélérateur pour aboutir au calcul de la dose 
dans le patient peut être ainsi séparée en deux à trois étapes de calcul (Figure 2) suivant que 
l’on est en mode électron ou en mode photon. 
e-
Etape 1 : PENELOPE
Simulation du transport des particules 
dans la partie fixe de la tête de 
l’accélérateur (indépendante du patient)
Etape 3 : PENFAST
Simulation des distributions de dose 
dans le patient ou le fantôme voxélisé
Modificateurs du faisceau : 
MLC, filtres, …
2ème espace des phases
Etape 2 : PENELOPE
Simulation du transport des particules 
dans la partie mobile de la tête de 
l’accélérateur, dépendante du patient 
(mâchoires, modificateurs du faisceau)
1er espace des phases
 
Figure 2 : Illustration des étapes d’un calcul de dose en radiothérapie externe à l’aide des 
 deux codes MC PENELOPE et PENFAST. 
Chapitre I. Les méthodes Monte Carlo pour le calcul de dose en radiothérapie 
 
 29 
La première étape est relative à la partie fixe de l’accélérateur (indépendante du patient), 
c’est-à-dire en amont de tous les accessoires qui peuvent être utilisés pour régler la taille ou la 
forme du champ. Dans cette étape de calcul, les particules sont suivies à travers les 
collimateurs primaires et secondaires, le cône égalisateur/paire de diffuseurs, et autres 
composants fixes. En mode électron, les paires de mâchoires X et Y qui définissent un champ 
carré ou rectangulaire pourront être incluses dans cette première étape car le nombre de 
positions possibles est limité. En mode photon, le nombre de positions de ces mâchoires 
n’étant pas limité, celles-ci ne feront sans doute pas partie de cette étape. La sortie de cette 
première phase de calcul est un PSF pour chaque configuration d’énergie et de taille de champ 
de l’accélérateur considéré. Les caractéristiques des particules (type de particule, énergie, 
position, direction, poids, etc.) sont enregistrées dans le PSF lorsqu’elles traversent le plan 
d’enregistrement positionné à la sortie de la partie fixe de la tête d’irradiation (Figure 2). Une 
bibliothèque de PSF pourra ainsi être constituée au préalable (en amont du calcul patient) et 
appelée lors de chaque calcul de dose dans un patient en évitant à chaque fois de 
recommencer la simulation. 
 
Les étapes qui suivent sont relatives à tout ce qui est spécifique à chaque traitement. Elles 
incluent notamment, les accessoires positionnés pour la définition de la forme du champ. On 
distingue le cas des photons de celui des électrons. En mode photon, on peut faire apparaître, 
après la constitution des PSF fixes, une deuxième phase de simulation du transport des 
particules dans tous les accessoires mobiles permettant de régler finement le champ (paires de 
mâchoires X et Y variables, collimateur multilames, filtre en coin, caches, etc.). Cette 
simulation utilise en entrée un PSF de la bibliothèque, et donne en sortie un second PSF qui 
constituera l’entrée de la dernière phase de calcul (Figure 2). Cette phase de calcul 
intermédiaire n’est pas nécessaire en mode électron. 
 
Le code MC généraliste PENELOPE est utilisé dans ces deux étapes du calcul pour une 
simulation fine du transport des particules (photon, électron et positon) dans la tête de 
l’accélérateur. Le calcul d’un PSF avec PENELOPE peut être très long (de l’ordre de 
plusieurs semaines). De ce fait, des algorithmes de réduction de variance peuvent s’appliquer 
dans la phase de simulation de la tête de l’accélérateur pour accélérer l’obtention des PSF 
avec PENELOPE. 
 
La dernière étape consiste à calculer la distribution tridimensionnelle des doses dans la 
géométrie voxélisée du patient issue de son image TDM. Cette dernière phase de calcul est 
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réalisée avec le code MC accéléré PENFAST en utilisant en entrée le PSF calculé dans l’étape 
précédente (PSF de la bibliothèque pour le mode électron, PSF issu de la deuxième phase de 
calcul pour le mode photon). Etant donné que l’on élimine le temps de simulation des parties 
précédentes, on gagne du temps de calcul. En mode électron, il est possible d’effectuer ce 
calcul en incluant dans la géométrie, outre le patient, les inserts (qui définissent la forme et la 
taille du champ final du faisceau d’électrons) et la couche d’air présente entre l’insert et le 
patient. La sortie de ce calcul est une matrice de dose. Cette partie de la simulation est plus 
facile à réaliser en une durée réduite parce que la géométrie est plus simple et que le code 
PENFAST utilise une physique optimisée pour augmenter la vitesse du calcul. 
 
5.2. Description générale des deux codes MC PENELOPE et PENFAST 
5.2.1. PENELOPE 
Le code MC PENELOPE (Baró et al. 1995 ; Sempau et al. 1997, Salvat et al. 1996, 2001, 
2006), acronyme de PENetration and Energy LOss of Positrons and Electrons (les photons 
ayant été introduits plus tard), a été développé à l’Université des Sciences de Barcelone au 
début des années 90. PENELOPE permet une simulation fine du transport des photons, 
électrons et positons pour un large domaine d’énergie (allant de quelques centaines d’eV à  
1 GeV), dans des matériaux de base dont le numéro atomique est compris entre 1 (hydrogène) 
et 99 (einsteinium), ainsi que pour des matériaux composés. 
 
Le transport des photons est simulé par le biais de la simulation dite « détaillée ».  Il s’agit de 
la méthode la plus exacte pour reproduire le transport des rayonnements, parce que les 
interactions physiques des particules ayant lieu sont prises en compte et simulées 
individuellement suivant une succession chronologique (Andreo 1991). 
 
Les électrons et positons de haute énergie subissent un grand nombre d’interactions avant de 
disparaître ce qui rend quasiment impossible la simulation détaillée pour les énergies élevées. 
Les histoires des électrons et positons dans PENELOPE sont alors générées sur la base du 
schéma d’une simulation « mixte » (appelée aussi simulation de classe II dans la terminologie 
de Berger 1963), qui combine une simulation détaillée des événements à forte perte d’énergie 
et forte déviation angulaire (appelés évènements « catastrophiques » ou « hard » en anglais) 
avec une simulation « condensée » des évènements à faible perte d’énergie et faible déviation 
angulaire (appelés évènements « mous » ou « soft » en anglais). L’effet global d’un nombre 
suffisant d’évènements « mous », entre deux événements « catastrophiques », peut être ainsi 
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simulé avec précision en utilisant l’approche de la diffusion multiple. La gestion du transport 
des particules dans le milieu suivant le modèle de diffusion de PENELOPE est détaillée dans 
l’Annexe A. 
 
Un programme de géométrie appelé PENGEOM (Salvat et al. 2001, 2006) permet une 
modélisation détaillée de systèmes géométriques complexes de formes et compositions 
variées, en considérant des volumes homogènes limités par des surfaces quadratiques. 
L’Annexe A fournit une description détaillée de la structure complète du code PENELOPE 
composé d’un ensemble de programmes dédiés à la gestion de la partie physique et de trois 
fichiers d’entrée pour gérer les paramètres de simulation et la géométrie. 
 
Le calcul de dose avec PENELOPE exige des temps de calculs très longs pour répondre aux 
contraintes de la routine clinique (comme avec tout autre code MC classique). Pour cela, un 
nouveau code MC rapide, nommé PENFAST, a été récemment développé par Salvat et al. 
(2008a, 2008b, en prep.) dans le cadre du projet européen MAESTRO. PENFAST est un code 
propriétaire implémenté comme une nouvelle fonctionnalité dans le TPS ISOgray™.  
 
5.2.2. PENFAST 
PENFAST permet une simulation rapide de la dose déposée par des photons, électrons et 
positons dans des géométries voxélisées (issues des images TDM) à partir des PSF pré-
calculés avec PENELOPE. Ce code est fondé sur les mêmes modèles d’interactions physiques 
que ceux utilisés dans le code MC généraliste PENELOPE, mais il met en œuvre de nouveaux 
algorithmes de transport des électrons et positons afin de raccourcir le temps de la simulation. 
 
Une des caractéristiques de PENFAST est l’utilisation de la simulation « condensée » 
(appelée aussi simulation de classe I dans la terminologie de Berger 1963) pour le transport 
des électrons et positons. Dans cette approche, l’effet collectif de toutes les interactions subies 
par un électron le long d’un pas de longueur donnée est simulé, d’une manière approximative, 
avec une seule étape de calcul. L’utilisation de la simulation classe I pour estimer la dose 
absorbée en radiothérapie est généralement moins précise que les algorithmes de classe II car 
dans la première, l’électron primaire n’est pas directement affecté par la création d’une 
particule secondaire. Les effets de la création d’électrons secondaires sont pris globalement en 
compte en échantillonnant une distribution de perte d’énergie de l’électron primaire 
(« straggling ») à chaque étape. Les théories de diffusion multiple de la simulation de classe I 
Chapitre I. Les méthodes Monte Carlo pour le calcul de dose en radiothérapie 
 
 32 
sont alors incapables de prendre en compte précisément ces effets d’énergie « straggling ». 
PENFAST évite ce problème en utilisant des distributions de diffusion multiple (c’est-à-dire 
les distributions de perte d’énergie et les distributions angulaires) générées par le code 
PENELOPE. Cette procédure permet d’éviter la plupart des limitations des théories 
conventionnelles de diffusion multiple dans une simulation de classe I. 
 
PENFAST utilise aussi un modèle simplifié de transport des photons adapté aux géométries 
voxélisées. Ce modèle a été conçu de manière à prendre pleinement avantage des 
particularités de la géométrie voxélisée issue d’une image TDM et de la variabilité limitée des 
numéros atomiques rencontrés en radiothérapie. En dehors de quelques petites simplifications, 
les modèles d’interactions physiques des photons adoptés dans PENFAST sont équivalents à 
ceux utilisés dans PENELOPE. Les aspects géométriques sont traités en utilisant la méthode 
dite « diffusion-delta » (Lux et Koblinger 1991, Kawrakow et Fippel 2000) qui ne nécessite 
pas de contrôle de la traversée d’interface et simplifie le suivi des photons à travers la 
géométrie voxélisée. 
 
En pratique clinique, les images TDM, qui décrivent la morphologie du patient sont utilisées 
comme données d’entrée au calcul de dose avec le code PENFAST. L’information dans les 
images TDM est cependant exprimée en UH. L’utilisation de telles données implique donc la 
conversion des UH en matériau (composition atomique) et masse volumique requis par 
PENFAST pour chaque voxel de la géométrie. La conversion UH-matériau est effectuée en 
gammes d’UH. Tous les voxels ayant des UH situées dans une même plage sont affectés au 
même matériau. Ces matériaux sont définis dans un fichier lu par le code MC. Pour la 
conversion UH-masse volumique (en g.cm-3), la courbe d’étalonnage du tomodensitomètre 
(masse volumique en fonction d’UH) est utilisée. 
La version originale de PENFAST possède dans sa base de données les distributions de 
diffusion multiple de l’air, l’eau, l’os compact, le poumon, le titane et le plomb (les deux 
derniers matériaux sont utilisés pour des applications spécifiques: inserts pour les électrons et 
prothèses). En outre, le code donne la possibilité de générer de nouveaux matériaux en 
fonction des besoins pour une simulation MC dans le matériau approprié. 
 
5.2.3. Conclusion 
En conclusion, les différences entre PENELOPE et PENFAST sont essentiellement au 
nombre de deux : 
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− l’une concerne la physique des électrons et des photons, qui a été optimisée dans 
PENFAST pour l’application en radiothérapie. 
− l’autre concerne la géométrie, PENELOPE pouvant prendre en compte des volumes et des 
compositions très complexes, tandis que PENFAST ne s’applique qu’à un volume 
composé de voxels parallélépipédiques avec un nombre de matériaux fixé à six dans la 
version originale du code. 
 
De ce fait, PENFAST est beaucoup plus rapide grâce à son optimisation pour notre type 
d’application et grâce à l’utilisation des distributions de diffusion multiple générées au 
préalable avec des sous-routines du code PENELOPE. PENFAST est destiné au calcul de la 
distribution de la dose délivrée au patient en remplacement des modèles analytiques, moins 
précis, notamment en présence d’hétérogénéités et de petits faisceaux. Par contre, 
PENELOPE est utilisé en amont afin de simuler finement le transport des particules dans la 
tête de l’accélérateur et d’obtenir un PSF utilisé ensuite comme donnée d’entrée dans le calcul 
clinique. 
 
5.3. Incertitudes associées aux calculs par Monte Carlo 
Les résultats issus de calculs par MC sont généralement soumis à deux types d’incertitude A 
et B. L’incertitude globale s’exprime par : 
²² BA σσσ +=      (Eq. 1) 
 
Les incertitudes non statistiques de type B sont difficiles à évaluer. Elles peuvent avoir pour 
origine le degré de précision des modèles physiques et des sections efficaces utilisés dans le 
code et les erreurs de programmation. Il est difficile d’avoir une idée exacte de l’impact de ces 
erreurs sur le résultat d’une simulation donnée, selon le domaine d’énergie, le type de 
particule et les matériaux étudiés. Salvat et al. (2006) donnent une idée des incertitudes 
systématiques liées à l’erreur sur les sections efficaces pour les modèles de diffusion de 
PENELOPE. Par ailleurs, différents tests d’évaluation du code (Mazurier et al. 1999, Das et 
al. 2002 ; Sempau et al. 2003 ; Carrasco et al. 2004, 2007 ; Blazy et al. 2006) ont montré un 
excellent accord entre les simulations PENELOPE et les données expérimentales et 
confirment ainsi la fiabilité des modèles de diffusion implémentés dans le code. 
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Les incertitudes statistiques de type A, inhérentes au calcul par MC, sont évaluées selon des 
méthodes classiques. Si Q est la quantité d’intérêt déterminée à partir d’une simulation MC 
avec N histoires, la valeur moyenne de Q est donnée par : 
∑
=
=
N
i
iqN
Q
1
1
     (Eq. 2) 
où qi est la valeur calculée à la i-ème histoire. 
L’incertitude statistique associée Qσ , correspondant à l’écart-type sur la moyenne, est 
déterminée à partir de la relation suivante : 
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où var(q) est la variance. 
Pour un nombre d’histoires N suffisamment grand, l’intervalle QQ σ3±  contient la valeur 
vraie de Q avec une probabilité de 99,7 % (hypothèse d’une loi normale). 
Pour réduire l’incertitude statistique, il faut augmenter le nombre d’histoires simulées et donc 
augmenter le temps de simulation. Il est donc souvent nécessaire de trouver un compromis 
entre la précision et le nombre d’histoires simulées d’où l’intérêt des techniques de réduction 
de variance pour améliorer la précision des résultats sans pour autant augmenter le nombre 
d’histoires. Ces techniques seront décrites dans le prochain chapitre. 
 
6. Comment valider le calcul de dose dans un TPS-MC ? 
Les TPS-MC commerciaux sont fondés sur une nouvelle génération de codes MC incluant des 
simplifications afin de réduire les temps de calcul. Une validation de ces codes est donc 
indispensable, avant toute utilisation clinique du TPS-MC, pour évaluer la précision sur la 
dose calculée. 
 
6.1. Procédure de validation du calcul de dose par MC 
Il existe deux manières pour valider un outil de calcul de dose par MC : 
− En comparant les distributions de dose calculées avec les mesures expérimentales 
correspondantes.  
− En comparant les résultats entre codes de MC dont l’un a été préalablement validé par les 
mesures (comme par exemple PENELOPE). Il est, en effet, admis qu’un système de 
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calcul de dose par MC, soigneusement validé par des mesures, offre un outil d’évaluation 
supplémentaire pour la planification du traitement, dans des situations où les mesures sont 
difficiles, voire impossibles (Mohan 1997, Chetty et al. 2007, Reynaert et al. 2007). 
La procédure de vérification d’un TPS-MC est, en grande partie, semblable à celle des TPS 
conventionnels. Des guides pratiques sur la procédure de validation d’un TPS ont été établis 
par divers groupes de travail (AAPM 1995 et 1998, ESTRO 2004, IAEA 2004, NCS 2006). 
Cependant, les méthodes MC possèdent quelques aspects spécifiques qu’il faudra vérifier. Ces 
aspects sont décrits dans les paragraphes suivants. 
 
6.1.1. Validation de la simulation du faisceau 
Les TPS-MC utilisent, pour le calcul de dose, des données qui définissent la source de 
rayonnements. Il existe, généralement, deux types de sources représentant la tête de 
l’accélérateur linéaire (Reynaert et al. 2007) : (1) un fichier d’espace des phases (en anglais 
phase space file ou PSF) fondé sur une simulation complète de la tête de l’accélérateur. (2) un 
modèle de sources virtuelles qui reproduit le rayonnement de la tête de l’accélérateur. La 
simulation des deux types de sources est généralement vérifiée par comparaison des 
rendements en profondeur et des profils de dose simulés avec ceux de référence (mesures ou 
résultats de MC valides) dans un fantôme d’eau homogène (l’eau est le matériau de référence 
en radiothérapie) pour plusieurs tailles de champs (Libby et al. 1999, Ma et Jiang 1999, Lin et 
al. 2001, Verhaegen et Seuntjens 2003, Pena et al. 2004). 
 
6.1.2. Validation des techniques de réduction de variance 
Les TPS-MC utilisent parfois des techniques de réduction de variance pour accélérer le calcul 
de dose par MC. Cependant, ces techniques, mal utilisées, peuvent influencer les distributions 
de dose calculées. Une validation est alors nécessaire en comparant les calculs de dose avec et 
sans utilisation d’une technique particulière de réduction de variance (Kawrakow et Fippel 
2000, Salvat et al. 2006, Reynaert et al. 2007). 
 
6.1.3. Validation des données matériaux 
Contrairement aux TPS conventionnels, les TPS-MC ont besoin de la composition atomique 
et de la masse volumique de chaque voxel de la géométrie. Par conséquent, la conversion de 
l’information dans l’image TDM (UH) en données de simulation est nécessaire dans les TPS-
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MC. En utilisant un fantôme hétérogène (par exemple un fantôme utilisé pour le contrôle 
qualité des TDM) dont on connaît les caractéristiques (dimension, composition et densité), le 
processus de conversion UH-matériau et UH-densité peut être vérifié. Il suffit en effet de 
comparer les distributions de dose calculées d’une part en utilisant l’image TDM du fantôme 
et d’autre part en utilisant la géométrie voxélisée générée numériquement avec les 
caractéristiques physiques et géométriques réelles (Verhaegen et Devic 2005,  
Reynaert et al. 2007). 
 
6.1.4. Validation dosimétrique des modèles physiques 
Pour la vérification des performances dosimétriques, en plus des tests traditionnels (tels que 
l’influence de la distance à la source, de l’asymétrie, de la forme du champ complexe, des 
modificateurs de faisceaux, de l’obliquité de surface, etc.), des tests spécifiques en 
configurations complexes (manque d’équilibre électronique, manque de volume diffusant, 
etc.) sont nécessaires pour exploiter les avantages des méthodes MC considérées plus précises 
que les méthodes conventionnelles correspondantes. 
Par exemple, la vérification des distributions de dose, dans un fantôme présentant des 
hétérogénéités de faible et/ou de forte densité, pour différentes tailles de champ et qualités de 
faisceau, est nécessaire pour l’évaluation de la précision du transport des particules dans des 
conditions de déséquilibre électronique (perturbation de la fluence des photons et d’électrons 
due à la présence de l’hétérogénéité) (Wang et al. 1999, Carrasco et al. 2004,  
Chetty et al. 2007). 
Des vérifications de la dose devraient également être effectuées dans des situations plus 
cliniques comme par exemple dans des fantômes anthropomorphiques. Tous ces tests peuvent 
être effectués par comparaison des distributions de dose à évaluer avec celles de référence en 
une, deux et/ou trois dimensions dans le fantôme (AAPM 1995 et 1998, ESTRO 2004,  
IAEA 2004). 
 
6.2. Index gamma 
Aujourd’hui, l’outil couramment utilisé en routine clinique pour évaluer les distributions de 
dose calculées dans les TPS en radiothérapie est l’index gamma γ (Low et al. 1998, Van Esch 
et al. 2002, Stock et al. 2005, Childress et al. 2005, Nelms et Simon 2007). Il s’agit d’un outil 
introduit pour la comparaison quantitative de deux distributions de dose, l’une étant 
considérée comme la distribution de référence Dr(x) et l’autre comme celle à évaluer De(x).  
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L’index gamma combine simultanément un test d’écart de distance et un test de différence de 
dose (Low et al. 1998, Low et Dempsey 2003). Les critères d’acceptabilité sont définis par 
∆Dmax (%) pour la différence de dose maximale acceptable, et par DTA (acronyme anglais de 
Distance To Agreement, exprimé en mm) pour l’écart de distance maximal acceptable. Une 
ellipse d’acceptabilité, de demi-axes correspondant aux deux critères d’acceptabilité de 
l’index gamma, est définie autour de chaque point de la distribution de référence (Figure 3). 
 
Dose D
Position x
∆Dmax
DTA
(xr,Dr)
(xe,De)
∆D
∆x
Distribution de référence
Distribution à évaluer
 
Figure 3 : Principe de l’index gamma (Low et al. 1998). 
 
L’index gamma, correspondant à un point donné (xr,Dr) de la distribution de référence, est 
déterminé par le point de la distribution à évaluer (xe,De) qui a la plus petite déviation par 
rapport au point de référence. Cette valeur minimale est considérée comme l’indice de  
qualité γ. Si γ < 1, la correspondance entre le point de référence et celui à évaluer répond aux 
critères de tolérance. Si γ > 1, la correspondance entre le point de référence et le point à 
évaluer est en dehors des critères de tolérance. L’index gamma au point (xr,Dr) est calculé 
suivant l’expression suivante : 
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où, ∆D = |De(xe) – Dr(xr)| est la différence de dose entre le point de référence et celui à 
évaluer. Et ∆x = |xe – xr| est la différence de position entre le point de référence et celui à 
évaluer. 
 
Certains auteurs ont toutefois mis en évidence des limitations de l’index gamma. Par exemple, 
Depuydt et al. (2002), Bakai et al. (2003),  Ju et al. (2008), Blanpain et Mercier (2009) ont 
démontré que l’index gamma risque d’être surestimé dans les régions à fort gradient de dose 
et ainsi avoir de faux positifs. Ces auteurs proposent de nouvelles approches pour éviter ce 
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problème, par exemple échantillonner les distributions de dose à évaluer avant le calcul de 
l’index gamma ou encore utiliser la méthode de l’index χ qui considère un tube continu 
d’acceptabilité enveloppant la distribution de référence (au lieu d’ellipses avec l’index γ). Des 
études récentes (Ju et al. 2008, Blanpain et Mercier 2009) proposent de nouveaux outils 
appropriés permettant de comparer deux distributions de dose sans avoir de faux positifs. 
Il est évident que toutes ces approches apportent des solutions fiables aux limitations de 
l’index gamma. Cependant, ces outils ne sont pas encore utilisés en routine clinique et à ce 
jour, seul l’index gamma est reconnu et utilisé en radiothérapie. Par conséquent, pour être en 
adéquation avec les outils utilisés en routine clinique, seul l’index gamma a été utilisé au 
cours de cette étude pour évaluer la concordance entre les distributions de dose (rendements 
en profondeur et profils de dose) mesurées et calculées. 
 
6.3. Critères d’acceptabilité pour la validation du calcul de dose 
Les critères d’acceptabilité requis pour vérifier l’exactitude du calcul de la dose dans un TPS 
dépendent à la fois du type d’algorithme de calcul (analytique ou MC), des zones 
géométriques du faisceau (pénombre, « build-up », axe du faisceau, intérieur ou extérieur du 
faisceau) et de la complexité de la géométrie du milieu (région homogène ou hétérogène, 
champ symétrique ou asymétrique, obliquité, etc.). De nombreuses études antérieures ont 
défini des critères d’acceptabilité adaptés à la complexité des applications cliniques pour 
valider le calcul des distributions de dose dans les TPS par rapport aux mesures 
expérimentales (ICRU 1987, Brahme et al. 1988, Van Dyk et al. 1993, AAPM 1998, 
Venselaar et al. 2001). Deux exemples définissant ces critères d’acceptabilité sont illustrés 
dans les Tableaux 2 (AAPM 1998) et 3 (Venselaar et al. 2001). 
La Figure 4 permet d’illustrer les régions du rendement en profondeur et du profil de dose 
identifiées dans les Tableaux 2 et 3 et pour lesquelles les critères d’acceptabilité sont 
appliqués.  
 
Les écarts de dose sont exprimés en pourcentage de la dose mesurée localement (Venselaar et 
al. 2001) ou en pourcentage de la dose maximale mesurée sur l’axe (AAPM 1998) : 
( )
m
mescalc
D
DD
Ecart
−
×= 100(%)     (Eq. 5) 
où, Dcalc est la dose calculée au point d’intérêt, Dmes est la dose mesurée au point d’intérêt et 
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Dm est la dose maximale mesurée sur l’axe (AAPM 1998) ou la dose mesurée au point 
d’intérêt (Venselaar et al. 2001). 
 
Tableau 2 : Critères d’acceptabilité suggérés par l’AAPM (1998) pour le calcul de dose en radiothérapie externe. 
Configurations 
Axe du 
faisceau 
 (%) 
Intérieur du 
faisceau 
 (%) 
Pénombre 
 (mm) 
Extérieur du 
faisceau 
 (%) 
« Build-up » 
 (%) 
Fantômes homogènes 
Champs carrés 1 1,5 2 2 20 
Champs rectangulaires 1,5 2 2 2 20 
Champs asymétriques 2 3 2 3 20 
Champs complexes définis 
par collimateur multilames 2 3 3 5 20 
Filtre en coin 2 5 3 5 50 
Obliquité du faisceau 1 3 2 5 20 
Variations de Distance 
Source - Surface 1 1,5 2 2 40 
Fantômes hétérogènes* 
Hétérogénéités en plaque 3 5 5 5 - 
Hétérogénéités en 3D 
(type anthropomorphique) 5 7 7 7 - 
*A l’exception des régions de déséquilibre électronique. 
 
Tableau 3 : Critères d’acceptabilité suggérés par Venselaar et al. (2001) pour le calcul de dose 
 en radiothérapie externe. 
Région 1. Géométrie simple (homogène) 
2. Géométrie 
complexe 
(filtre en coin, 
hétérogénéité, 
asymétrie) 
Géométrie plus 
complexe (combinaisons 
de 1 et 2) 
Axe du faisceau 
(dose élevée, faible gradient) 2 % 3 % 4 % 
« Build-up » et pénombre 
(dose élevée, fort gradient)* 2 mm ou 10 % 3 mm ou 15 % 3 mm ou 15 % 
Hors axe du faisceau 
(dose élevée, faible gradient) 3 % 3 % 4 % 
Hors champ 
(faible dose, faible gradient) 30 % 40% 50 % 
* Ces valeurs sont, de préférence, exprimées en mm. Un décalage de 1 mm correspondant à une variation de la 
dose de 5 % est supposé être une valeur réaliste dans les régions de dose élevée et à fort gradient de dose. 
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Figure 4 : Illustration des régions pour lesquelles les algorithmes de calcul de dose présentent des performances 
variables : (a) rendement en profondeur ; (b) profil de dose  (AAPM 1998, Venselaar et al. 2001). 
 
Les valeurs présentées dans les Tableaux 2 et 3 sont valables pour des algorithmes 
conventionnels de calcul de dose (hors MC). Les performances d’un TPS-MC devront donc 
au moins répondre à ces exigences. Par conséquent, dans le cadre de cette étude, les valeurs 
des critères d’acceptabilité affectées aux paramètres ∆Dmax (écart de dose) et DTA (écart de 
distance) de l’index gamma ont été respectivement choisies égales à 1 % et 1 mm, pour 
évaluer les rendements en profondeur et les profils de dose dans le fantôme homogène. La 
région du « build-up » des rendements en profondeur et la pénombre des profils de dose ont 
également été évaluées avec ces mêmes critères puisque la simulation MC du « build-up » est 
directement affectée par la contamination électronique liée à la composition et à la géométrie 
des éléments de la tête d’irradiation, et la pénombre dépend de la taille du champ. Dans les 
fantômes hétérogènes, les valeurs de 2 % et 2 mm ont été retenues. 
 
7. Conclusions 
Nous avons rappelé dans ce chapitre l’évolution des méthodes de calcul de dose en 
radiothérapie externe menant vers une utilisation indispensable des méthodes MC au sein des 
outils de planification des traitements. Les avantages des méthodes MC de calcul de dose par 
rapport aux méthodes conventionnelles actuellement utilisées dans les TPS ont été ainsi 
décrits. A ce titre, les deux codes MC PENELOPE et PENFAST, qui seront utilisés dans notre 
étude, ont été présentés. 
 
Cependant, la dose calculée par MC est donnée avec une marge d’erreur résultante des 
sections efficaces implémentées dans le code, des données d’entrée (PSF, géométrie, 
matériaux) et des incertitudes statistiques. Il est donc indispensable de mener une validation 
du code TPS-MC avant son utilisation clinique. La procédure de validation d’un outil de 
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calcul de dose par MC, l’index gamma ainsi que les critères d’acceptabilité ont été ainsi 
décrits dans ce chapitre. Une validation des méthodes de réduction du temps calcul introduites 
dans les deux codes PENELOPE et PENFAST sera menée dans le Chapitre II. La validation 
expérimentale des modèles physiques utilisés dans le TPS-MC sera présentée dans les 
Chapitre IV et V. 
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Chapitre II 
ACCELERATION DES CODES MONTE CARLO 
 PENELOPE ET PENFAST 
 
1. Introduction 
Les TPS en radiothérapie devraient fournir une précision de 3 % sur le calcul de dose 
(Ahnesjö et Aspradakis 1999, Fraas et al. 2003, IAEA 2004), avec une durée acceptable 
(moins de 10 minutes). Avec les moyens de calcul habituels, la plupart des méthodes MC sont 
suffisamment rapides pour simuler le dépôt de dose dans des milieux homogènes et des 
géométries simples, mais les applications en radiothérapie comportent des configurations plus 
complexes. La géométrie de la tête d’irradiation est très complexe et comporte de nombreux 
éléments de différentes compositions. En outre, la géométrie du patient est généralement 
simulée par une matrice formée d’un grand nombre de voxels parallélépipédiques. La 
simulation MC de grande précision du transport des particules dans la tête d’un accélérateur 
linéaire d’électrons peut prendre plusieurs semaines sur un ordinateur monoprocesseur. 
Actuellement, la simulation MC de la dose absorbée pour de tels problèmes à grande échelle 
exige d’importantes ressources informatiques, y compris la programmation parallèle. 
L’efficacité de la simulation peut être aussi sensiblement améliorée en profitant des 
techniques courantes de réduction de variance (Rogers et al. 1995, Kawrakow et Fippel 2000, 
Salvat et al. 2006). 
 
Le code MC PENELOPE (Baró et al. 1995, Salvat et al. 2001, Salvat et al. 2006), ainsi que sa 
version accélérée PENFAST (Salvat et al. 2008a et 2008b, Salvat et al. en prep.) ont été 
choisis dans le cadre du projet TELEDOS, pour le calcul de dose par MC dans le TPS 
ISOgray™. L’intérêt de ces deux codes, est de recourir aux méthodes statistiques de MC, 
aptes à donner des calculs du dépôt de dose très proches de la réalité en répondant au critère 
de précision exigé. En contrepartie, les temps de calcul sont beaucoup plus longs pour être 
utilisés en clinique. Dans le cadre de ce projet, un objectif principal a été de réduire les temps 
de calculs MC PENELOPE et PENFAST en vue de leur utilisation clinique en radiothérapie. 
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Pour l’atteindre, plusieurs algorithmes de réduction de variance ont été implémentés dans le 
code PENELOPE, version 2006 (Salvat et al. 2006) : le « splitting » du rayonnement de 
freinage, la roulette russe et le « splitting » angulaires ainsi que le « splitting » circulaire 
(Poumarède et al. 2008). En outre, les deux codes MC PENELOPE et PENFAST ont été 
parallélisés en utilisant l’interface MPI (acronyme de Message Passing Interface, MPI 1997, 
Tola et al. 2006). 
 
L’objectif de l’étude décrite dans ce chapitre est d’optimiser et de valider les différentes 
améliorations apportées aux deux codes MC PENELOPE et PENFAST et de mesurer leur 
performance en terme de gain en temps de calcul avant leur utilisation pour le calcul 
prévisionnel de la dose en radiothérapie. 
 
La première partie de ce chapitre aborde la parallélisation des deux codes afin d’effectuer le 
calcul simultanément sur plusieurs processeurs. La seconde partie est consacrée aux 
techniques de réduction de variance introduites dans le code PENELOPE. L’optimisation de 
ces méthodes afin d’obtenir le gain en performance voulu ainsi que leur validation sont 
également présentées. 
 
2. Parallélisation des deux codes MC PENELOPE et PENFAST 
2.1. Principe de la parallélisation 
De nos jours, les ordinateurs, constitués de plusieurs processeurs autonomes reliés ensemble, 
deviennent largement disponibles aux communautés médicales et universitaires. L’idée 
fondamentale de la parallélisation est de partager un long calcul en plusieurs calculs qui sont 
alors lancés simultanément sur différents processeurs. De ce fait, on augmente efficacement la 
vitesse par un facteur qui est égal au nombre de processeurs impliqués. 
 
Selon le principe de la méthode MC décrite précédemment (cf. Chapitre I), la parallélisation 
du calcul en répartissant le nombre d’histoires simulées entre plusieurs processeurs permet de 
réduire le temps d’un facteur proportionnel au nombre de processeurs utilisés. En effet, le 
calcul par MC, du fait du cumul statistique des résultats, est facilement parallélisable. 
Récemment, dans le cadre du projet TELEDOS, les deux codes PENELOPE (version 2006) et 
PENFAST ont été parallélisés de la même manière en utilisant l’interface MPI (MPI 1997) et 
un générateur parallèle de nombres pseudo-aléatoires (Brent 2006, Tola et al. 2006). Les 
codes parallélisés, fonctionnent pour un nombre Np quelconque de processeurs avec, pour  
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Np > 1, un processeur « maître » chargé de la gestion des fichiers, et Np-1 processeurs 
« esclaves » dédiés au calcul par MC. Toutes les fonctionnalités des codes standards 
PENELOPE (version 2006) et PENFAST non parallélisés ont été maintenues dans leur 
version parallélisée. L’Annexe B présente un aperçu des caractéristiques de la parallélisation 
des deux codes dans les différentes étapes du calcul. 
 
Il est important de noter que la distribution du calcul par MC sur plusieurs processeurs n’a de 
sens que si les contributions à la quantité d’intérêt des particules simulées par les différents 
processeurs ne sont pas corrélées. Dans le cas contraire, on répétera inutilement les calculs sur 
les différents processeurs et du point de vue statistique, la variance des grandeurs simulées ne 
sera pas réduite. Le générateur de nombres pseudo-aléatoires doit alors remplir une condition 
importante, c’est-à-dire que les séquences de nombres pseudo-aléatoires générés devront être 
indépendantes sur les machines parallèles avec une période suffisamment grande  
(Mascagni 1999). 
 
2.2. Validation de la parallélisation des deux codes MC PENELOPE et PENFAST 
La validation des deux codes parallélisés à l’aide de l’interface MPI et d’un générateur 
parallèle de nombres pseudo-aléatoires a été réalisée dans le cas de notre application de calcul 
de dose en radiothérapie. Des comparaisons entre les résultats des codes parallélisés et ceux 
des codes standards (non parallélisés) ont été effectuées dans le cas de l’accélérateur linéaire 
Saturne 43 installé au LNHB. En outre, des tests de scalabilité1 ont été effectués pour montrer 
les performances en terme de gain en temps de calcul. 
 
Dans les comparaisons qui suivent, le code PENELOPE standard (version 2006 non 
parallélisée) et sa version parallélisée sont appelés PENELOPE et PENELOPE-MPI 
respectivement. Par analogie, les deux codes PENFAST et PENFAST-MPI sont comparés 
dans le but de valider ce dernier. Pour toutes les figures, la différence relative des grandeurs A 
(relative au code parallèle) et B (relative au code standard) est définie par : 
),(100 BAmoyenne
BA
relativedifférence −×=     (Eq. 1) 
Et ± 3σ représente ± 3 écarts-types de la grandeur moyenne de A et B : 
                                                 
1
 Mot informatique signifiant une extensibilité. Dans notre cas, il s’agit de la capacité du système à évoluer en 
fonction du nombre de processeurs. 
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2
²² BA σσσ
+
=      (Eq. 2) 
où σA et σB sont respectivement les écarts-types des grandeurs A et B. 
 
2.2.1. PENELOPE 
L’objectif de cette étude est de vérifier que les résultats obtenus en mode parallélisé sont 
identiques à ceux obtenus avec le code PENELOPE non parallélisé. Cette vérification est 
réalisée en effectuant les tests suivants : 
− Comparaison des spectres en énergie à la sortie de la tête de l’accélérateur entre 
PENELOPE et PENELOPE-MPI. 
− Comparaison des distributions de dose dans l’eau entre PENELOPE et PENELOPE-MPI. 
 
Dans toutes les comparaisons, les mêmes données d’entrée (géométrie, matériaux, paramètres 
de simulation : énergies de coupure, taille de voxels, etc.) ont été utilisées dans les deux 
calculs parallèle et non parallèle. 
Les calculs parallèles ont été effectués sur 4 processeurs 64 bits AMD Opteron, 4 × 2,4 GHz, 
avec 12 Go de mémoire RAM. 
 
2.2.1.1. Spectres en énergie à la sortie de la tête de l’accélérateur 
La simulation du transport des particules dans la tête de l’accélérateur Saturne 43, pour un 
faisceau de photons de 12 MV, de champ 10×10 cm², a été effectuée d’une part avec le code 
PENELOPE non parallélisé, et d’autre part avec le code PENELOPE-MPI sur 4 processeurs. 
A la fin de chacune des deux simulations, un PSF a été obtenu à 90 cm de la cible. La  
Figure 1 présente une visualisation en deux dimensions de la géométrie modélisée. 
 
La comparaison des spectres en énergie des particules présentes dans les deux PSF calculés 
est illustrée sur la Figure 2. Les résultats montrent que les différences relatives entre les deux 
spectres sont inférieures aux incertitudes statistiques associées aux calculs. 
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Collimateur primaire
Cône égalisateur
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X et Y
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Chambre moniteur
Feuille d’aluminium
 
Figure 1 : Visualisation avec le logiciel GVIEW2D de la tête de l’accélérateur Saturne 43  
pour le faisceau de photons de 12 MV, de champ 10×10 cm². 
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Figure 2 : Comparaison des spectres en énergie à 90 cm de la cible calculés avec PENELOPE et  
PENELOPE-MPI sur 4 processeurs. La différence relative entre les deux spectres ainsi que les incertitudes 
statistiques associées aux calculs sont représentées sur l’axe des ordonnées de droite. 
 
2.2.1.2. Distributions de dose 
Le calcul des distributions de dose à partir d’un PSF avec le code PENELOPE-MPI a été 
aussi vérifié. Ce code servira par la suite à calculer les distributions de dose dans l’eau pour 
l’ajustement des paramètres du faisceau d’électrons primaires et à valider les distributions de 
dose calculées par le code PENFAST parallélisé en milieu hétérogène. 
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Les profils de dose en profondeur et en latéral (à 10 cm de profondeur dans l’eau) calculés 
avec PENELOPE-MPI sur 4 processeurs ont été comparés à ceux calculés avec le code 
PENELOPE. Le même PSF du faisceau de photons de 12 MV calculé précédemment avec 
PENELOPE a servi comme donnée d’entrée pour le calcul des distributions de dose avec 
PENELOPE et PENELOPE-MPI dans une cuve à eau de 30×30×30 cm3 placée à 90 cm de la 
cible. 
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Figure 3 : Comparaison des courbes de dose en profondeur (a) et profils de dose (b) entre PENELOPE et 
PENELOPE-MPI sur 4 processeurs. La différence relative entre les deux distributions ainsi que les incertitudes 
statistiques associées aux calculs sont représentées sur l’axe des ordonnées de droite. 
 
Les résultats sont présentés sur la Figure 3. Ils montrent que les distributions de dose obtenues 
avec le code parallélisé sont identiques à celles obtenues sans parallélisation aux incertitudes 
statistiques près. Il est important de préciser que l’incertitude statistique associée à la dose 
calculée en dehors du champ (distances latérales supérieures à 5 cm) est élevée (jusqu’à 60 %) 
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(Figure 3b). Ceci est dû au nombre limité de particules arrivant à déposer leur énergie à ces 
distances. 
 
On considère que l’ensemble des résultats présentés dans les Figures 2 et 3 valide le code 
PENELOPE-MPI dans les deux phases du calcul concernant la simulation du transport des 
particules dans la tête d’irradiation pour l’obtention d’un PSF et la simulation de la 
distribution de dose dans un fantôme. 
 
2.2.1.3. Tests de scalabilité 
Afin de montrer les performances du code PENELOPE-MPI en terme de gain en temps de 
calcul, des tests de scalabilité ont été réalisés sur le « cluster » du CEA de 20 processeurs 
correspondant à 5 machines différentes. Cette étude a été effectuée dans le cas de la 
simulation du faisceau de photons de 12 MV du Saturne 43 pour l’obtention d’un PSF à la 
sortie de la tête de l’accélérateur. Les mêmes données d’entrée et le même nombre d’histoires 
simulées ont été utilisés pour les calculs sur un nombre croissant de processeurs. 
La Figure 4 montre la variation du facteur de gain en temps de calcul, par rapport au calcul 
sur un seul processeur, en fonction du nombre de processeurs utilisés. 
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Figure 4 : Evolution du gain en temps de calcul (temps CPU et temps réel) en fonction 
 du nombre de processeurs utilisés. 
 
Cette figure montre un gain en temps CPU quasi-linéaire en fonction du nombre de 
processeurs utilisés jusqu’à au moins 20 processeurs (dont un processeur « maître »), en 
obtenant dans ce cas un gain d’un facteur 19 en efficacité de calcul. Des tests réalisés dans le 
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cadre du projet TELEDOS (Vassard 2007) ont montré que la performance du code parallèle 
est proportionnelle au nombre de processeurs de calcul mis à disposition jusqu’à 80 
processeurs. En effet, le calcul par MC, du fait du cumul statistique des résultats, est 
complètement parallélisable. Par contre, la Figure 4 montre que le gain en temps réel est plus 
faible. En effet, pour un grand nombre de processeurs en parallèle, une perte de temps est 
introduite par le transfert des données à travers le réseau.  
 
2.2.2. PENFAST 
2.2.2.1. Distributions de dose 
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Figure 5 : Comparaison des courbes de dose en profondeur (a) et profils de dose (b) entre PENFAST et 
PENFAST-MPI sur 4 processeurs. La différence relative entre les deux distributions ainsi que les incertitudes 
statistiques associées aux calculs sont représentées sur l’axe des ordonnées de droite. 
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La parallélisation du code PENFAST a été testée en comparant les distributions de dose dans 
l’eau obtenues avec PENFAST-MPI à celles calculées avec le code PENFAST standard non 
parallélisé. Le même PSF du faisceau de photons de 12 MV calculé précédemment avec 
PENELOPE a servi comme donnée d’entrée pour le calcul des distributions de dose avec 
PENFAST et PENFAST-MPI dans une cuve à eau de 30×30×30 cm3 placée à 90 cm de la 
cible. 
 
La Figure 5 montre les profils de dose en profondeur et en latéral (à 10 cm de profondeur dans 
l’eau) calculés avec le code PENFAST-MPI sur 4 processeurs et le code PENFAST sur un 
simple processeur. Les distributions de dose obtenues avec et sans parallélisation sont 
comparables. Les différences relatives sont inférieures aux incertitudes statistiques associées 
aux calculs. Ces résultats valident ainsi le code PENFAST-MPI. La physique de ce dernier 
fera l’objet d’une évaluation dans les chapitres suivants avant toute utilisation clinique 
effective. 
 
2.2.2.2. Tests de scalabilité 
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Figure 6 : Evolution du gain en temps de calcul (temps CPU et temps réel) en fonction 
 du nombre de processeurs utilisés. 
 
La scalabilité du code PENFAST-MPI a été vérifiée sur le « cluster » du CEA de 20 
processeurs, dans le cas du calcul de dose effectué à partir du PSF du faisceau de photons de 
12 MV. Les mêmes données d’entrée et le même nombre d’histoires simulées ont été ainsi 
utilisés pour les calculs sur un nombre croissant de processeurs. La variation du facteur de 
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gain en temps de calcul, par rapport au calcul sur un seul processeur, en fonction du nombre 
de processeurs utilisés est représentée sur la Figure 6. 
Cette figure montre que le gain en temps de calcul augmente quasi-linéairement avec le 
nombre de processeurs utilisés en parallèle, et ceci jusqu’à 20 processeurs (dont un processeur 
« maître »), en obtenant dans ce cas un gain d’un facteur 19 en efficacité de calcul. Des tests 
plus complets réalisés dans le cadre du projet TELEDOS sur une architecture dédiée ont 
montré que la performance est proportionnelle au nombre de processeurs de calcul jusqu’à 80 
processeurs. 
 
3. Techniques de réduction de variance dans PENELOPE 
Les simulations MC, utilisant les fonctions de densité de probabilité réelles, demandent un 
temps de calcul relativement long pour fournir des résultats statistiquement satisfaisants. En 
radiothérapie, une majeure partie des photons générés dans la tête de l’accélérateur doit être 
rejetée car ils ne contribuent pas à la grandeur calculée. Des techniques de réduction de 
variance adaptées au problème traité, permettent de réduire significativement le temps de 
calcul de la grandeur d’intérêt pour une incertitude donnée et d’améliorer ainsi l’efficacité de 
la simulation. Ces techniques sont fondées sur la modification des fonctions de densité de 
probabilité, afin de privilégier l’occurrence des évènements utiles. Pour tenir compte des 
modifications apportées aux processus physiques simulés, on associe à chaque particule un 
poids qui représente la probabilité de réalisation de l’histoire par rapport à toutes les histoires 
possibles (Bielajew et Rogers 1988, Rogers et Bielajew 1990, Andreo 1991, Rogers et al. 
1995, Kawrakow et Fippel 2000). 
 
3.1. Principe des techniques de réduction de variance 
La Figure 7 présente le schéma de principe des techniques de réduction de variance, 
implémentées dans PENELOPE, appliquées à la simulation du transport des particules dans la 
tête d’un accélérateur linéaire médical. Il s’agit du « splitting » du rayonnement de freinage, le 
« splitting » et la roulette russe angulaires ainsi que le « splitting » circulaire. 
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Figure 7 : Schéma de principe des techniques de réduction de variance implémentées dans PENELOPE 
 dans le cas de la simulation des faisceaux issus d’un accélérateur linéaire d’électrons.  
 
3.1.1.  « Splitting » du rayonnement de freinage 
En présence d’une cible de conversion, une technique très efficace de réduction de variance 
consiste à accroître artificiellement la production des photons de freinage. Il s’agit de la 
technique du « splitting » du rayonnement de freinage dans la cible (Figures 7 et 8). 
 
Photons de freinage
W = 1/BNUMe
-
cible
 
Figure 8 : Schéma de principe de la technique du « splitting » du rayonnement de freinage dans la cible. 
 
Lors d’une interaction radiative, les électrons primaires orientés dans un cône d’intérêt de 
même axe que le faisceau et de demi-angle au sommet β émettront un nombre BNUM de 
photons, chacun de poids 
BNUM
w
w 0= ,  w0 étant le poids initial. Par contre, les électrons 
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orientés en dehors de ce cône, n’émettront qu’un seul photon avec un poids w0, comme dans 
le cas analogue2. 
 
Cet algorithme est d’autant plus coûteux en temps de calcul que BNUM est élevé. Il convient 
donc de l’utiliser avec prudence. Sa bonne utilisation a pour conséquence d’obtenir une 
efficacité de simulation accrue grâce au grand nombre de photons d’énergie et orientation 
différentes, générés par un seul électron source. 
 
3.1.2. « Splitting » et roulette russe angulaires 
Le « splitting » et la roulette russe angulaires (Figure 7) sont deux méthodes de réduction de 
variance généralement associées dans les problèmes où l’intérêt est localisé dans une région 
délimitée. L’idée est de favoriser le flux de rayonnement vers la région d’intérêt et de le 
défavoriser en dehors de cette zone. La réduction de variance s’effectue en modifiant le poids 
des particules afin de garder le résultat final inchangé. 
 
La roulette russe consiste à tuer aléatoirement, avec une probabilité donnée, certains photons 
d’intérêt moindre. Les photons de freinage ayant un poids initial wo inférieur à une valeur 
WGHTR fixée par l’utilisateur et émis en dehors d’un cône d’intérêt de même axe que le 
faisceau et de demi-angle au sommet α sont tués avec une probabilité Pkill (0 < Pkill < 1). 
S’ils survivent, les photons poursuivent normalement leur parcours avec un 
poids 
Pkill
w
w
−
=
1
0
. 
 
Au contraire, la technique du « splitting » favorise les évènements utiles. Le photon de 
freinage ayant un poids initial wo supérieur à une valeur WGHTS fixée par l’utilisateur et émis 
dans le cône d’intérêt est splitté en NSPLTR (NSPLTR > 1) photons équivalents, avec chacun 
le poids 
NSPLTR
w
w 0=  et 





+=
WGHTS
w
INTNSPLTR 01 . 
 
Un choix judicieux des paramètres liés à ces deux techniques a pour conséquence d’obtenir un 
gain de temps accru grâce à l’élimination de 100.Pkill % des histoires ayant trait à des 
                                                 
2
 Une simulation est dite « analogue » lorsqu’aucune technique de réduction de variance n’est employée. 
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photons émis vers le collimateur ou rétrodiffusés et au grand nombre de photons générés par 
le « splitting » dans la zone d’intérêt. 
 
3.1.3. « Splitting » circulaire 
Dans le cas d’une géométrie présentant une symétrie de révolution autour d’un axe 
(généralement l’axe du faisceau), la particule de type KPAR ayant un poids initial 
wo supérieur à une valeur WGHTCS fixée par l’utilisateur, est splittée NSPLTCS fois à la 
sortie du dernier volume de la tête d’irradiation présentant cette symétrie (par exemple le cône 
égalisateur). Les particules résultantes, chacune de poids 
NSPLTCS
w
w 0=  seront réparties 
uniformément sur un cercle dans le plan orthogonal à l’axe de symétrie et de rayon lié à la 
position de la particule courante (Figure 7). 
 
3.1.4. Autres symétries de la tête de l’accélérateur 
Lorsque la géométrie étudiée présente une symétrie axiale, l’utilisation de cette propriété 
permet un gain de temps de calcul considérable (Salvat et al. 2006). L’espace des phases 
obtenu lors d’une première simulation peut en effet être dupliqué en considérant, pour chaque 
particule de coordonnées (x,y,u,v), ses symétriques (-x,y,-u,v), (x,-y,u,-v), (-x,-y,-u,-v) avec 
(Oz) l’axe d’irradiation, (Ox) et (Oy) les axes perpendiculaires à l’axe d’irradiation, u et v les 
cosinus directeur suivant (Ox) et (Oy). Cette méthode permet d’utiliser quatre fois 
l’information d’une particule et donc de quadrupler le PSF et de gagner ainsi un facteur 4 sur 
le temps de calcul du PSF. Cependant, cette méthode n’étant pas à proprement parler une 
technique de réduction de variance, elle ne fera pas l’objet d’une évaluation dans ce chapitre. 
 
Dans les prochains chapitres, cette méthode sera utilisée dans la simulation des faisceaux 
d’électrons. 
 
3.2. Efficacité d’une simulation 
Afin d’évaluer les performances des techniques de réduction de variance dans une simulation, 
il est courant d’utiliser la notion d’efficacité ε. L’efficacité ε d’une simulation permet de 
comparer les performances de deux méthodes différentes et d’estimer le gain de temps 
apporté par une méthode pour obtenir une variance donnée (ou à l’inverse, estimer la 
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réduction de l’incertitude statistique associée à la grandeur simulée pour un temps de calcul 
donné). L’efficacité est définie par la relation : 
T²
1
σ
ε =       (Eq. 3) 
où σ² représente la variance sur l’estimation et T le temps de calcul. 
 
A l’exception du début de calcul, où l’on doit s’attendre à des fluctuations statistiques, σ² 
varie approximativement comme 1/N, N étant le nombre d’histoires simulées. Ce dernier étant 
proportionnel à T, ε devrait donc rester à peu près constante au cours du temps. Pour un temps 
de calcul donné, l’erreur relative σ varie comme ε1  et pour la diviser d’un facteur 2, il 
faudra accroître ε ou le temps de calcul par un facteur 4. 
 
Dans le cas d’un modèle d’accélérateur linéaire, l’efficacité de la simulation est généralement 
définie en regard de la distribution de la dose absorbée dans le fantôme qui est la quantité 
d’intérêt. Dans cette étude, plusieurs indicateurs ont été utilisés pour mesurer l’apport des 
techniques de réduction de variance introduites dans le code PENELOPE : 
− L’efficacité de la simulation a été calculée de deux manières différentes pour évaluer 
l’apport des techniques de réduction de variance (1) sur le calcul de la dose absorbée sur 
l’axe et (2) sur le calcul des profils transverses. Dans le premier cas, σ² représente la 
moyenne des variances locales de la dose absorbée entre 50 % et 100 % de la dose 
maximale sur l’axe dans un fantôme homogène. Dans le second cas, σ² représente la 
moyenne des variances locales sur la dose absorbée dans la partie centrale du profil (entre 
90 % et 100 % de la dose maximale) dans le fantôme homogène. 
− Deux autres indicateurs relatifs au calcul du PSF ont été également utilisés. Le premier 
concerne le nombre de particules créées dans le PSF par seconde de calcul. Cet indicateur 
indique l’efficacité des techniques de réduction de variance à produire d’avantage de 
particules pour un électron primaire simulé. Le second concerne l’information relative à 
l’incertitude globale (Ig) sur le spectre en énergie des particules présentes dans le PSF : 
∑
=
=
N
k k
k
g F
I
1
2
2σ
      (Eq. 4) 
où σk² est la variance de la fréquence Fk d’obtenir Nk particules dans la kième tranche 
d’énergie. 
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3.3. Evaluation du gain en efficacité de simulation 
Une partie de notre travail a consisté à optimiser les paramètres liés aux techniques de 
réduction de variance, implémentées dans PENELOPE, afin d’obtenir le meilleur gain sur le 
temps de calcul. Une fois cette optimisation réalisée, ces techniques ont été validées en 
vérifiant qu’elles n’introduisaient aucun biais dans les résultats obtenus. 
Le bilan en terme de gain en temps de calcul a été fourni pour l’ensemble de ces techniques, à 
savoir le « splitting » du rayonnement de freinage, le « splitting » et la roulette russe 
angulaires ainsi que le « splitting » circulaire. Les simulations ainsi réalisées ont permis de 
déterminer les paramètres permettant d’obtenir le résultat recherché avec une variance 
minimale en un temps donné. 
Différentes valeurs des paramètres associés à ces techniques ont été testées. Il s’agit de : 
− BNUM et β relatifs au « splitting » du rayonnement de freinage, 
− Pkill, α et WGHTR associés à la roulette russe angulaire, 
− WGHTS lié au « splitting » angulaire, 
− NSPLTCS et WGHTCS correspondants au « splitting » circulaire. 
 
Cette étude a été menée dans le cas du faisceau de photons de 12 MV de l’accélérateur 
Saturne 43 (Figure 1) en considérant un calcul direct avec PENELOPE de la dose absorbée 
dans l’eau depuis la tête d’irradiation et en enregistrant le PSF à l’entrée de la cuve. Des 
voxels cubiques de taille de côté de 5 mm ont été choisis dans la cuve à eau.  
 
Tableau 1 : Valeur des paramètres associés aux techniques de réduction de variance pour les cas testés.  
Cas BNUM Pkill WGHTR WGHTS NSPLTCS WGHTCS 
1 analogue 
2 10 0,75 2 - - - 
3 10 0,5 2 - - - 
4 10 0,75 2 9.10-2 - - 
5 20 0,75 2 4.10-2 - - 
6 50 0,75 2 10-2 - - 
7 80 0,75 2 9.10-3 - - 
8 100 0,75 2 9.10-3 - - 
9 100 0,75 2 9.10-3 5 10-3 
10 100 0,75 2 9.10-3 15 10-3 
11 100 0,75 2 9.10-3 25 10-3 
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Un grand nombre de tests a été réalisé avec le code PENELOPE pour un même temps de 
calcul fixé à deux jours sur deux processeurs de calcul. Le Tableau 1 regroupe les valeurs des 
paramètres de simulation des différents cas testés. 
 
Dans un premier temps, certains paramètres ont été fixés à partir des variables physiques 
choisies dans notre étude. En effet, compte tenu de l’énergie des électrons primaires  
(12 MeV), et compte tenu du champ d’irradiation considéré (ici un champ de 10×10 cm² à 
100 cm de la source), les angles α et β ont été choisis égaux à 5° (valeur légèrement 
supérieure à arctan(5/100)). Il aura suffit de vérifier que ce choix n’entraîne pas de biaisage. 
Concernant la possibilité de multiplier les particules (BNUM et NSPLTCS), plusieurs valeurs 
ont été testées afin de déterminer leur influence et la limite à choisir. Ces choix ont un impact 
immédiat sur les valeurs des poids WGHTS et WGHTCS. En effet, on peut estimer que la 
presque totalité des photons présents dans le cône aura subi le « splitting » du rayonnement de 
freinage, et aura donc un poids égal à 1/BNUM. Le poids WGHTS à partir duquel on applique 
le « splitting » a donc été choisi en conséquence (cas 4-8). Le raisonnement est identique pour 
le poids WGHTCS à partir duquel on applique le « splitting » circulaire (cas 9-11). 
Concernant le poids WGHTR, il doit être choisi de façon à ne pas appliquer plusieurs fois la 
roulette russe à la même particule et de voir ainsi son poids trop augmenter en cas de survie. 
Pour la probabilité Pkill de tuer une particule à la roulette russe, les deux valeurs 0,5 et 0,75 
ont été testées (cas 2 et 3). 
 
Le Tableau 2 donne la valeur des quatre indicateurs de performance étudiés et les compare au 
cas analogue pour l’ensemble des cas de simulation testés. L’analyse des résultats de ce 
tableau met en évidence les constatations suivantes : 
− La simulation avec une valeur de Pkill égale à 0,75 (cas 4) est environ 3 fois plus efficace 
que la simulation avec une valeur de Pkill égale à 0,5 (cas 3), ceci grâce à l’élimination 
d’un nombre plus élevé d’histoires dans le cas 4 ayant trait à des photons émis en dehors 
de la région d’intérêt. Il est important de préciser que ces résultats ont été obtenus dans le 
cas du faisceau de photons de 12 MV. Pour cette énergie, les photons de freinage, créés 
dans la cible, sont émis préférentiellement vers l’avant. L’efficacité de la roulette russe 
devrait être meilleure à basse énergie puisqu’un nombre plus élevé de photons émis en 
dehors de la zone d’intérêt subira la roulette russe. 
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− L’efficacité de la simulation augmente avec l’utilisation de la technique du « splitting » 
angulaire (cas 2 et 4) grâce à un nombre plus grand de photons générés dans le champ 
d’intérêt. 
− L’efficacité de la simulation augmente avec la valeur de BNUM (cas 4-8) grâce à un 
nombre plus grand de photons générés. Cette augmentation devient plus lente à partir de 
BNUM égal à 80. Il n’est donc pas utile de prendre une valeur supérieure à 100. 
− L’efficacité de la simulation augmente avec la valeur de NSPLTCS (cas 9-11) grâce à un 
nombre plus grand de photons générés. 
− L’intégralité des algorithmes de réduction de variance présents dans le code PENELOPE 
conduit à un gain en efficacité d’un facteur supérieur à 500 sur le profil de dose en 
profondeur (sur l’axe) et supérieur à 800 sur le profil transverse de dose (en dehors de 
l’axe). 
− En utilisant les méthodes de réduction de variance, le nombre de particules crées dans le 
PSF par électron source par seconde peut être jusqu’à plus de 1600 fois supérieur ! 
− L’incertitude globale (Ig) sur le spectre est inférieure dans les cas où l’on met en œuvre les 
méthodes de réduction de variance (jusqu’à dix fois plus faible pour un temps de calcul 
identique). 
 
Tableau 2 : Evaluation du gain en performance relatif au cas analogue pour les cas de simulation testés. 
Gain par rapport au cas analogue en terme de : 
Cas* 
Temps de 
calcul  
(×105 sec) 
Nombre 
d’histoires 
(×107) Efficacité sur l’axe 
Efficacité 
sur le profil 
transversal 
Nombre de 
particules crées 
dans le PSF/sec 
Incertitude 
globale (Ig) 
1 1,73 2,64 1 1 1 1 
2 1,73 3,52 4,0 3,5 9,2 0,3 
3 1,73 3,08 5,1 5,3 8,1 0,3 
4 1,73 3,19 17,8 13,8 20,7 0,1 
5 1,73 2,9 26,5 27,1 35,9 0,1 
6 1,73 1,72 43,8 36,9 79,3 0,2 
7 1,73 1,59 51,7 49,8 85,0 0,2 
8 1,73 1,43 58,2 49,2 90,8 0,2 
9 1,73 1,33 218,1 118,3 422,4 0,1 
10 1,73 1,18 446,0 374,3 1121,8 0,1 
11 1,73 1,05 529,5 848,9 1660,7 0,1 
* les paramètres de simulation utilisés dans chaque cas sont détaillés dans le Tableau 1. 
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A titre d’illustration, la Figure 9 illustre les profils de dose en profondeur et en latéral (à  
10 cm de profondeur dans l’eau) obtenus pour les deux cas extrêmes (cas 1 et 11) du Tableau 
1 dans une cuve à eau de 30×30×30 cm3 placée à 90 cm de la cible. Pour un temps de calcul 
identique, on peut remarquer les différences de statistique obtenues et conclure quant à 
l’efficacité des algorithmes implémentés. 
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Figure 9 : Comparaison des courbes de dose absorbée sur l’axe (a) et profils de dose (b) pour les cas de 
simulation 1 et 11 présentés en Tableau 1 (pour des temps de calcul identiques). 
 
Dans les prochains chapitres, ces techniques de réduction de variance seront utilisées pour 
simuler les faisceaux de photons de haute énergie. Les valeurs des paramètres retenues 
sont celles correspondant au meilleur résultat obtenu en terme de gain en temps de calcul : 
BNUM = 100, WGHTR = 2, Pkill = 0,75, WGHTS = 9.10-3, WGHTCS = 10-3, NSPLTCS = 25. 
Les angles α et β dépendent de la configuration et sont donc à optimiser en fonction de la 
taille du champ.  
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3.4. Validation des techniques de réduction de variance  
Les techniques de réduction de variance consistent en réalité à « biaiser » la physique en 
fonction de critères d’efficacité. Il est donc nécessaire de vérifier que ces méthodes ne 
conduisent pas à des erreurs sur les résultats du calcul MC.  
 
Dans cette étude, les différentes techniques introduites dans le code PENELOPE ont été 
testées par comparaison des spectres en énergie des particules à la sortie de la tête 
d’irradiation et des distributions de dose calculés avec les techniques de réduction de variance 
à ceux obtenus avec une simulation analogue. Ce travail a été mené en simulant le faisceau de 
photons de 12 MV, de champ d’irradiation 10×10 cm², issu de l’accélérateur Saturne 43 
(représenté sur la Figure 1).  
 
La Figure 10 montre les spectres en énergie des photons obtenus à la sortie de la tête de 
l’accélérateur à 90 cm de la cible. Les résultats des simulations avec et sans réductions de 
variance sont comparés. On constate que les écarts observés entre les deux simulations sont 
inférieurs à l’incertitude statistique associée aux résultats.  
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Figure 10 : Spectres en énergie des photons à 90 cm de la cible calculés avec et sans réductions de variance. 
 La différence relative entre les deux distributions ainsi que les incertitudes statistiques associées aux calculs 
 sont représentées sur l’axe des ordonnées de droite. 
 
De la même façon, les profils de dose en profondeur et en latéral (à 10 cm de profondeur) ont 
été calculés avec et sans réductions de variance dans une cuve à eau de 30×30×30 cm3 placée 
à 90 cm de la cible. Des conclusions identiques peuvent être faites à partir des résultats 
obtenus et présentés dans la Figure 11. Il est important de noter que les incertitudes 
Chapitre II. Accélération des codes MC PENELOPE et PENFAST 
 
 62 
statistiques illustrées sur cette figure prennent en compte le calcul analogue qui lui est donné 
avec une incertitude élevée pour des raisons de temps de calcul limité. 
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 Figure 11 : Courbes de dose absorbée sur l’axe (a) et profils de dose (b) calculés avec et sans réductions de 
variance. La différence relative entre les distributions ainsi que les incertitudes statistiques associées 
 aux calculs sont représentées sur l’axe des ordonnées de droite. 
 
Les résultats illustrés sur les Figures 10 et 11 permettent de considérer que les algorithmes 
présents dans PENELOPE ne biaisent pas les résultats.  
 
Ces améliorations du code sont très intéressantes parce qu’elles permettront de calculer plus 
rapidement des PSF contenant le nombre de particules suffisant pour avoir une statistique 
correcte sur la dose calculée. 
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4. Utilisation de la technique du « splitting » en aval du PSF pour le calcul des 
distributions de dose avec PENFAST 
Lors du calcul de la dose, le code PENFAST offre la possibilité d’appliquer la technique du 
« splitting » qui consiste à réutiliser les particules du PSF un nombre NSPLIT fois. Une 
particule de poids initial wo est remplacée par NSPLIT particules identiques de poids  
w = wo / NSPLIT. 
 
Pour un PSF contenant un nombre fixe de particules, cette technique permet de diminuer la 
variance sur la dose calculée comme le montre la Figure 12. En contrepartie, le temps de 
calcul de la dose augmente avec le facteur NSPLIT utilisé. Cette figure présente l’évolution du 
temps de calcul et de la moyenne des variances locales de la dose absorbée entre 50 et 100 % 
de la dose maximale sur l’axe en fonction de NSPLIT, pour le même nombre de particules 
dans le PSF. Ces résultats ont été obtenus dans le cas du calcul de la dose absorbée dans l’eau 
par le faisceau de photons de 12 MV du Saturne 43. Une diminution brutale de la variance 
avec la valeur de NSPLIT est constatée jusqu’à NSPLIT égal à 10. Cette diminution est ensuite 
moins rapide à partir de NSPLIT égal à 25. En augmentant le nombre de fois NSPLIT où une 
particule du PSF est simulée, l’incertitude statistique est améliorée mais tend en effet vers une 
valeur limite. Cette valeur limite est fixée par le nombre de particules du PSF et est 
proportionnelle à la racine carrée du nombre d’électrons primaires. 
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Figure 12 : Evolution de la variance moyenne entre 50 et 100 % de la dose maximale absorbée 
 sur l’axe (axe des ordonnées de gauche) et du temps CPU (axe des ordonnées de droite) 
 en fonction de NSPLIT pour le même nombre de particules dans le PSF. 
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En conclusion, la technique du « splitting » dans PENFAST permet une amélioration de 
l’incertitude statistique associée à la dose pour un nombre constant de particules dans le PSF. 
Il est cependant inutile, dans le présent cas de simulation, de prendre une valeur de NSPLIT 
supérieure à 25 parce que l’amélioration de l’incertitude statistique sur la dose serait moins 
profitable que l’augmentation du temps de calcul avec le « splitting » (Figure 12). 
 
Il est toutefois important de noter qu’il faut porter une attention particulière quant à 
l’utilisation de cette technique pour éviter un mauvais échantillonnage des particules dans le 
PSF qui crée des fluctuations dans les distributions de dose calculées. En effet, si nous 
considérons le cas 1 de calcul de dose avec un nombre donné de particules dans le PSF sans 
utiliser la technique du « splitting » (NSPLIT égal à 1) et le cas 2 avec n fois moins de 
particules dans le PSF et un facteur NSPLIT égal à n, le Tableau 3 montre que le cas 2 conduit 
à une variance de dose plus élevée que le cas 1, et ceci pour un temps de calcul de dose 
identique. 
Tableau 3 : Variation de la variance moyenne entre 50 et 100% de la dose maximale absorbée 
 sur l’axe en fonction du nombre de particules dans le PSF et du facteur NSPLIT.  
Nombre de 
particules dans le 
PSF (millions) 
NSPLIT Variance 
65 1 9,64.10-4 
13 5 1,24.10-3 
6,5 10 1,62.10-3 
4,3 15 2,10.10-3 
3,3 20 2,52.10-3 
1,3 50 4,66.10-3 
0,65 100 8,56.10-3 
 
Dans les prochains chapitres, la technique du « splitting » sera utilisée en mode photon pour 
améliorer la variance sur la dose calculée par suite de la limitation sur la taille de mémoire de 
stockage des PSF. Une valeur de NSPLIT égale à 25 a été retenue. 
 
La Figure 13 montre les courbes de profil de dose en profondeur et en latéral obtenues avec 
des valeurs croissantes du paramètre NSPLIT allant de 1 (c’est-à-dire la technique du 
« splitting » est désactivée) jusqu’à 100, en utilisant le même PSF. Cette figure montre qu’en 
partant d’un même nombre de particules dans le PSF, la technique du « splitting » n’introduit 
pas de biais sur le calcul de la dose puisque les différentes distributions sont comparables aux 
incertitudes statistiques près. 
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Figure 13 : Courbes de dose absorbée sur l’axe (a) et profils de dose (b) calculés avec 
 des valeurs croissantes de NSPLIT. 
 
5. Conclusions 
L’intérêt de recourir aux méthodes statistiques de MC pour obtenir une meilleure précision 
dans le calcul du dépôt de dose n’est plus à démontrer. L’objectif de rendre leur utilisation 
accessible en clinique en réduisant le temps de calcul a été prouvé et peut être largement 
atteint en ayant les moyens informatiques nécessaires. 
La parallélisation des deux codes PENELOPE et PENFAST permet de réduire le temps de 
calcul d’un facteur proportionnel au nombre de processeurs utilisés. Elle permet d’envisager 
l’obtention des temps de calcul, souhaités en routine clinique, en mettant en œuvre les moyens 
de calculs suffisants. De plus, la méthode de parallélisation de ces deux codes a été validée en 
montrant qu’elle n’introduisait aucun biais dans les résultats obtenus aux incertitudes 
statistiques près. 
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Les algorithmes de réduction de variance, présents dans le code PENELOPE, utilisés pour le 
calcul des PSF, permettent un gain d’un facteur 500 au moins sur le temps de calcul. Ce 
résultat permettra de calculer plus rapidement des PSF, et ceci sans biaiser les résultats. 
L’étude menée dans ce chapitre a permis de mettre en évidence les performances des codes 
MC PENELOPE et PENFAST, moyennant l’utilisation de techniques de réduction de 
variance et leur parallélisation avec l’interface MPI. Les prochaines étapes indispensables, 
seront la validation en conditions métrologiques puis en conditions cliniques de la physique 
du code PENFAST intégré dans le TPS. 
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Chapitre III 
MISE AU POINT D’UNE NOUVELLE METHODE DE 
REPRESENTATION DU SPECTRE EN ENERGIE DES ELECTRONS 
PRIMAIRES D’UN ACCELERATEUR LINEAIRE 
 
1. Introduction 
Afin de calculer les distributions de dose avec le code MC PENFAST, il faut tout d’abord 
calculer avec le code MC PENELOPE le PSF à la sortie de la tête de l’accélérateur linéaire 
d’électrons. Deux étapes sont alors nécessaires : (1) la modélisation géométrique de la tête 
d’irradiation et (2) la détermination des caractéristiques du faisceau d’électrons primaires à la 
sortie de la chambre de déviation magnétique. Malheureusement, les données relatives à 
l’accélérateur linéaire ne sont pas toujours connues avec précision. Par exemple, les 
caractéristiques du faisceau d’électrons primaires (distributions énergétique, spatiale et 
angulaire de ces électrons) sont relativement mal connues et difficilement mesurables. 
 
Il n’existe actuellement aucune méthode simple permettant de déterminer le spectre en 
énergie continu réel des électrons primaires en raison du filtrage en énergie des électrons par 
le champ magnétique à la sortie de la section accélératrice. L’objectif est donc de trouver un 
spectre mathématique qui permet d’obtenir la bonne distribution de dose. Dans ce contexte, 
nous avons donc cherché une méthode qui détermine un spectre discret avec un nombre limité 
d’énergies. Cette représentation spectrale induit un dépôt d’énergie (rendement en profondeur 
et profil de dose) qui correspond à la réalité expérimentale.  
Ce chapitre propose donc une nouvelle méthode d’ajustement de la distribution énergétique 
initiale d’un accélérateur linéaire. Il s’agit de déterminer une représentation discrète du 
spectre en énergie des électrons primaires en utilisant à la fois les simulations MC 
PENELOPE et le principe de l’ajustement par la méthode des moindres carrés avec la 
contrainte de non-négativité (Lawson et Hanson 1974) dans le but d’adapter aux mieux les 
distributions de dose calculées à celles mesurées. Cette nouvelle méthode a été appliquée à la 
simulation des faisceaux issus des accélérateurs linéaires Saturne 43 du LNHB et Primus K-
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CLASS de Siemens installé au CAL. L’index gamma a été utilisé pour évaluer la concordance 
entre les distributions de dose simulées et mesurées. 
 
La première partie de ce chapitre donne un bref aperçu des travaux antérieurs sur la 
simulation MC des faisceaux issus des accélérateurs linéaires, en insistant sur la sensibilité 
des résultats aux paramètres initiaux (distributions énergétique, spatiale et angulaire des 
électrons primaires) et aux détails de la géométrie de la tête d’irradiation. La deuxième partie 
décrit la méthode mise au point pour déterminer les paramètres du faisceau d’électrons 
primaires. Les deux dernières parties abordent la validation de cette méthode appliquée pour 
la simulation respective des faisceaux issus des accélérateurs Saturne 43 et Primus. 
 
2. Etat de l’art 
2.1. Sensibilité des distributions de dose aux paramètres de la source 
La sensibilité des distributions de dose aux paramètres du faisceau initial d’un accélérateur 
linéaire a d’ores et déjà fait l’objet de nombreuses études. L’influence de ces paramètres sur 
les distributions de dose dépend à la fois du type de l’accélérateur, de la nature du faisceau 
(électron ou photon) et de la taille du champ. 
Parmi les différentes études antérieures, on distingue celles de Lovelock et al. (1995), Ma et 
Jiang (1999), Sheikh-Bagheri et al. (2000), Lin et al. (2001), Bjork et al. (2002), Sheikh-
Bagheri et Rogers (2002a et b), Verhaegen et Seuntjens (2003), Pena et al. (2004), Tzedakis 
et al. (2004), Faddegon et al. (2005), Fix et al. (2005), Schreiber et Faddegon (2005), 
Mesbahi et al. (2006) et Wang et Leszczynski (2007) qui ont porté sur différents types 
d’accélérateurs (Varian, Siemens et Elekta) et différents points d’énergie en modes électron et 
photon. Il ressort de ces travaux que quatre principaux paramètres caractérisant la source 
d’électrons primaires peuvent avoir une influence sur les distributions de dose : l’énergie 
moyenne, la distribution en énergie, la distribution spatiale et la distribution angulaire du 
faisceau d’électrons primaires. 
 
2.1.1. Energie moyenne 
L’énergie moyenne des électrons primaires est le paramètre qui a la plus forte influence sur 
les rendements en profondeur. La sensibilité des rendements en profondeur à ce paramètre est 
de l’ordre de 200 keV pour les faisceaux d’électrons (c’est-à-dire qu’un changement de 
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l’énergie initiale de 200 keV correspond à un changement de 1 mm du parcours pratique du 
faisceau d’électrons dans l’eau). 
Cette sensibilité est plus faible pour les faisceaux de photons. 
 
Sheikh-Bagheri et Rogers 2002a et b ont étudié l’effet de la modification de ce paramètre sur 
les profils de dose de grand champ, pour plusieurs points d’énergie photon produits par 
différents accélérateurs (Elekta, Varian et Siemens). Les résultats montrent qu’une 
augmentation de l’énergie du faisceau arrondit le profil en diminuant la dose en limite du 
plateau et dans la pénombre et ceci linéairement en fonction de l’énergie. 
Bjork et al. (2002), en étudiant les faisceaux d’électrons issus d’un accélérateur Elekta, ont 
quant à eux montré que les profils de dose sont insensibles aux variations de l’énergie de la 
source d’électrons primaires.  
 
2.1.2. Distribution en énergie 
Pour une énergie moyenne constante des électrons primaires, la modification de la distribution 
en énergie influence les rendements en profondeur. Certains auteurs ont noté des 
modifications au niveau de la dose locale allant jusqu’à 1,5 % pour un faisceau de photons de  
18 MV (Verhaegen et Seuntjens 2003). 
D’autres études sur des faisceaux de photons (Sheikh-Bagheri et Rogers 2002a et b) et 
d’électrons (Bjork et al. 2002), ont montré que la zone d’équilibre électronique (build-up) est 
sensible à la distribution en énergie du spectre des électrons primaires. Une légère asymétrie 
dans la distribution en énergie avait un effet direct sur les courbes de rendements aux faibles 
profondeurs. 
 
Au niveau des profils de dose, les effets sont pour la plupart négligeables ou très faibles. 
 
2.1.3. Distribution spatiale 
Des études ont montré que les rendements en profondeur, en modes photon (Lin et al. 2001, 
Sheikh-Bagheri et Rogers 2002a, Tzedakis et al. 2004) et électron (Bjork et al. 2002), sont 
insensibles aux variations de la distribution spatiale du faisceau d’électrons primaires. Ceci est 
justifié par le fait que la dose le long de l’axe est principalement déposée par des particules à 
proximité de l’axe. 
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Au niveau de l’influence sur les profils de dose, les résultats des études effectuées par Sheikh-
Bagheri et Rogers (2002a et b), Tzedakis et al. (2004) et Mesbahi et al. (2006) en mode 
photon montrent que, pour des grands champs, l’augmentation du diamètre de la source est 
liée à une diminution des valeurs de dose hors-axe. Ce comportement s’explique par le fait 
que la région centrale du profil est directement soumise aux photons issus du faisceau. 
Pour les faisceaux d’électrons, l’influence de ce paramètre sur les distributions de dose 
simulées a été étudiée par Bjork et al. (2002) pour un accélérateur Elekta. Il ressort de ces 
travaux que les profils de dose sont insensibles aux variations de la distribution spatiale des 
électrons primaires. 
 
2.1.4. Distribution angulaire 
Pour les faisceaux de photons, il a été prouvé qu’une modification de la divergence du 
faisceau d’électrons primaires n’a aucun effet sur les rendements en profondeur et très peu 
d’effets sur les profils de dose (Sheikh-Bagheri et al. 2000, Sheikh-Bagheri et Rogers 2002a 
et b). Au niveau des profils des grands champs, une divergence de 1° peut entraîner une 
diminution inférieure à 1 % des doses hors-axe pour des photons de 18 MV issus d’un 
accélérateur Varian (Sheikh-Bagheri et Rogers 2002b). 
 
Pour les faisceaux d’électrons, Bjork et al. (2002) ont montré que l’influence de la 
distribution angulaire du faisceau sur les résultats de MC est très faible. 
 
2.2. Sensibilité des distributions de dose aux détails géométriques de la tête de 
l’accélérateur 
En ce qui concerne l’influence des différents composants géométriques de la tête d’irradiation 
(dimensions, compositions atomiques et densités) sur les résultats de la simulation MC, deux 
cas peuvent être distingués selon qu’il s’agit d’un faisceau de photons ou d’électrons. 
 
En mode photon, le faisceau d’électrons primaires frappe une cible de numéro atomique élevé 
afin de produire des photons par rayonnement de freinage. Le faisceau de photons traverse 
ensuite un cône égalisateur pour équilibrer la distribution en dépôt d’énergie. Des études 
antérieures (Chaney et al. 1994, Ding 2002, Sheikh-Bagheri et Rogers 2002a, Libby et al. 
1999, Bramoullé 2000, Franchisseur 2007) ont montré que les profils de dose sont très 
sensibles à la forme, la composition et la densité du cône égalisateur. Par ailleurs, 
l’atténuation du faisceau de photons par la chambre moniteur et le miroir était négligeable. Ils 
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ont montré aussi que les mâchoires de collimation n’ont pas un effet significatif sur les 
distributions énergétique et angulaire des photons. 
 
En mode électron, les accélérateurs utilisent généralement une paire de diffuseurs fins (pour 
aplatir le faisceau avec un minimum de contamination par des photons de freinage) et un 
applicateur avec un insert (pour définir la taille du champ). De nombreuses études (Ma et 
Jiang 1999, Bieda et al. 2001, Faddegon et al. 2005, Schreiber et Faddegon 2005) ont montré 
que les distributions de dose (rendements en profondeur et profils de dose) sont très sensibles 
aux éléments que le faisceau traverse, en particulier la position et la composition des 
diffuseurs et de la chambre moniteur (si elle a des parois épaisses). Bieda et al. 2001 ont 
montré que les rendements en profondeur et les profils de dose du faisceau d’électrons de  
20 MeV de l’accélérateur Varian sont directement affectés par la distance entre les deux 
diffuseurs primaire et secondaire et par la largeur du diffuseur secondaire. 
 
2.3. Conclusion 
En conclusion, afin d’effectuer une simulation MC précise d’un faisceau issu d’un 
accélérateur linéaire et d’avoir ainsi des résultats comparables aux mesures expérimentales, 
deux conditions sont nécessaires : 
− Les paramètres géométriques de tous les éléments présents sur la voie du faisceau doivent 
être rigoureusement respectés suivant les informations fournies par le constructeur. 
− Les paramètres du faisceau d’électrons primaires doivent être optimisés avec précision, au 
cas par cas. 
 
Cette revue de la littérature a montré qu’il y a un grand nombre de paramètres à ajuster afin 
d’atteindre la précision requise sur le calcul de la dose. Les méthodes existantes 
d’optimisation de l’ensemble de ces paramètres sont des méthodes empiriques, fondées sur 
une connaissance a priori de la solution et longues en temps de calcul. Ces méthodes ne 
permettent pas de trouver une solution unique puisque les différents paramètres ajustés ne 
sont pas indépendants et se compensent les uns avec les autres. 
Dans la suite de ce chapitre, nous proposerons une solution plus systématique et plus rapide 
de simulation MC des faisceaux. 
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3. Simulation MC des faisceaux issus des accélérateurs linéaires 
Dans cette étude, la simulation MC avec le code PENELOPE d’un faisceau issu d’un 
accélérateur linéaire, en vue d’obtenir le PSF, a été effectuée en plusieurs étapes. 
Au départ, la modélisation géométrique de la tête de l’accélérateur a été effectuée en 
respectant rigoureusement les caractéristiques des différents éléments fournies par le 
constructeur.  
Ensuite, lors du processus d’optimisation des caractéristiques du faisceau d’électrons 
primaires, seules l’énergie moyenne, la distribution énergétique et la distribution spatiale ont 
été optimisées. En effet, étant donné que les études antérieures ont prouvé que l’impact de la 
divergence du faisceau initial sur les distributions de dose est très faible pour les angles 
typiques, nous avons assumé que la divergence du faisceau est nulle. 
Les paragraphes suivants décrivent le processus de caractérisation du faisceau d’électrons 
primaires. 
 
3.1. Méthode d’ajustement du spectre initial en énergie d’un accélérateur linéaire 
En simulation MC, le spectre en énergie des électrons primaires est souvent assimilé à une 
distribution énergétique gaussienne. Cette distribution est généralement déterminée en 
optimisant d’une manière empirique son énergie moyenne, écart-type et fenêtre en énergie. Il 
s’agit d’essayer, d’une façon itérative, différentes valeurs de ces trois paramètres et de choisir, 
parmi elles, celles qui permettent d’obtenir des distributions de dose simulées les plus proches 
de celles mesurées dans une cuve à eau. Cette méthode de caractérisation du faisceau initial 
manque toutefois de rigueur pour deux raisons. La première puisque l’asymétrie du spectre, 
implicitement due au fenêtrage en énergie des électrons lors de la déviation magnétique doit 
être prise en compte. La seconde puisque la solution est empirique et dépend du choix des 
valeurs testées des trois paramètres qui ne sont pas indépendants. 
 
Dans le cadre de cette étude, nous avons mis au point une nouvelle méthode rigoureuse, 
méthodique et rapide d’ajustement du spectre initial en énergie d’un accélérateur linéaire. En 
effet, la dose absorbée dans un milieu répond à la loi d’additivité, autrement dit la dose totale 
absorbée est égale à la somme des doses absorbées dues aux rayonnements de différentes 
énergies irradiant le milieu. Cette propriété justifie le choix d’une représentation du spectre 
énergétique inconnu des électrons primaires d’un accélérateur linéaire à partir des 
distributions de dose absorbée dans l’eau (milieu de référence en radiothérapie), en utilisant le 
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principe des moindres carrés (Lawson et Hanson 1974, Björck 1996, Rao et al. 1999, 
Wolberg 2005). Ce principe permet de comparer des données expérimentales à un modèle 
théorique censé décrire ces données. Dans le cas où la grandeur que l’on cherche à mesurer 
n’est pas observable et n’apparaît qu’indirectement comme paramètre p d’un modèle 
théorique, le principe des moindres carrés permet de construire un estimateur de p, qui vérifie 
l’obtention des critères d’optimisation. 
 
Cette méthode d’ajustement du spectre en énergie des électrons primaires repose, tout 
d’abord, sur plusieurs simulations du rendement en profondeur dans l’eau réalisées avec le 
code MC de référence PENELOPE en considérant plusieurs faisceaux d’électrons primaires 
monoénergétiques. Les simulations sont effectuées pour le champ de référence 10×10 cm² 
afin de minimiser l’effet des particules diffusées latéralement dans l’eau. Ensuite, le principe 
des moindres carrés est utilisé pour déterminer une représentation discrète du spectre 
énergétique des électrons primaires qui permet d’obtenir un rendement en profondeur, 
reconstruit par combinaison linéaire entre les rendements en profondeur simulés à différentes 
énergies, se conformant aux mesures expérimentales dans l’eau. 
Par conséquent, on définit : 
− Le vecteur y qui constitue le rendement en profondeur expérimental, formé d’une colonne 
et de m lignes. m est égal au nombre de points de mesures correspondant aux différentes 
profondeurs. 
− La matrice E qui est la bibliothèque des rendements en profondeur théoriques calculés 
avec PENELOPE en considérant l’ensemble des faisceaux initiaux monoénergétiques. Il 
s’agit d’une matrice de m lignes et de n colonnes. m correspond aux différentes 
profondeurs de calcul et n correspond aux différentes énergies considérées. 
− Le vecteur p de l’intensité recherchée de chaque énergie de la bibliothèque. Il s’agit du 
spectre en énergie initial inconnu à déterminer par le principe des moindres carrés. 
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Le principe de l’ajustement par les moindres carrés considère que le meilleur estimateur de p 
est celui qui minimise la somme quadratique des écarts entre les mesures et le modèle 
théorique (le carré de l’écart pour s’affranchir des résultats négatifs suivant si le point est au-
dessus ou en-dessous de la courbe mesurée et ainsi ne tenir compte que de la distance entre les 
points). Il s’agit de trouver un jeu de paramètres pj qui minimisent la quantité suivante : 
∑ ∑
= =
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.     (Eq. 2) 
S peut être considérée comme une mesure de la « distance » entre les données expérimentales 
et le modèle théorique qui prédit ces données. Cette quantité est une mesure de la qualité du 
modèle et donc de l’efficacité de l’ajustement. Si cette distance est petite, l’ajustement est 
considéré comme étant bon. A l’inverse, si elle est grande, l’ajustement est mauvais. On 
considère donc que parmi toutes les courbes possibles qui s’approchent des données 
expérimentales, celle révélant le meilleur ajustement est celle qui correspond à la valeur S 
minimale. 
On montre que la solution p est telle que (Lawson et Hanson 1974, Björck 1996, Rao et al. 
1999, Wolberg 2005) :  
( ) yEEEpdoncj
p
S TT
j
.,0 1−=∀=
∂
∂
   (Eq. 3) 
où ET est la matrice transposée de E et (ETE)-1 est la matrice inverse du produit ETE. 
La matrice ETE est une matrice symétrique (produit de transposée). Elle a un inverse si les 
vecteurs de E sont distincts. Dans le cas contraire, le déterminant de la matrice ETE est nul et 
elle n’est plus inversible, ce qui correspondrait au cas absurde où on n’aurait pris qu’une seule 
valeur d’énergie pour l’ajustement. Si donc les rendements en profondeur calculés sont 
distincts, (ETE)-1 existe et est unique. Donc la solution p existe et est unique au sens des 
moindres carrés (Lawson et Hanson 1974, Björck 1996, Rao et al. 1999, Wolberg 2005). 
Si les incertitudes associées aux rendements en profondeur mesurés et calculés sont 
négligeables ou très faibles, le principe des moindres carrés permet de faire des estimations de 
p sans biais (Pena et al. 2007). 
 
Etant donné que les paramètres pj recherchés correspondent à l’intensité de chaque énergie, 
leurs valeurs ne peuvent être que positives ou nulles. La détermination du poids optimal de 
chaque énergie se fait donc selon un algorithme des moindres carrés approprié dit « moindres 
carrés avec la contrainte de non-négativité » qui trouve l’ensemble des paramètres optimaux 
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minimisant la distance entre le modèle théorique et les mesures, sous la condition 
supplémentaire de non-négativité de ces paramètres. Pour mettre en œuvre cette méthode, la 
fonction lsqnonneg (Least SQuares with NONNEGativity constraints) du logiciel MATLAB 
(Lawson et Hanson 1974, MathWorks 2005) a été utilisée. L’annexe C donne une description 
de l’algorithme utilisé dans cette fonction. 
 
Cette méthode a été testée sur la simulation des faisceaux issus des deux accélérateurs  
Saturne 43 et Primus. Les résultats de cette étude sont présentés dans les deux dernières 
parties de ce chapitre. 
 
3.2. Détermination de la taille de la source d’électrons primaires 
L’influence de la taille de la source d’électrons primaires sur les profils de dose a été évaluée 
pour tous les faisceaux étudiés, à savoir les faisceaux de photons de 12 MV et électrons de  
18 MeV de l’accélérateur Saturne 43 ainsi que les faisceaux de photons de 25 MV et électrons 
de 9 MeV de l’accélérateur Primus. 
 
La comparaison des profils de dose calculés avec le code MC PENELOPE dans une cuve à 
eau, à partir d’une source ponctuelle (diamètre de 0 mm) et circulaire uniforme (diamètre de  
1 mm, et 2 mm), est présentée sur la Figure 1a pour le faisceau d’électrons de 18 MeV du 
Saturne (profondeur de 4,2 cm). La Figure 1b illustre la comparaison pour le faisceau 
d’électrons de 9 MeV du Primus (profondeur de 2 cm). 
Les résultats de cette étude ont montré que la sensibilité des profils de dose à la variation de la 
taille de la source est très faible, voire négligeable, pour les faisceaux d’électrons étudiés. Une 
source ponctuelle a donc été utilisée, par la suite, pour le calcul des PSF en mode électron.  
Bjork et al. (2002) avaient trouvé des résultats similaires en étudiant l’effet de la taille de la 
source d’électrons primaires sur les profils de dose pour un faisceau d’électrons de 12 MeV, 
de champ 40×40 cm², issu de l’accélérateur Elekta. 
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Figure 1 : Comparaison des profils de dose calculés à la profondeur de référence, pour une valeur  
croissante du diamètre de la source. (a) cas du Saturne 43, électron 18 MeV, champ 10×10 cm². 
 (b) cas du Primus, électron 9 MeV, champ 10×10 cm². 
 
La même étude a été menée pour évaluer l’influence de la taille de la tâche focale (point 
d’impact des électrons primaires sur la cible) sur les profils de dose pour les faisceaux de 
photons. 
La comparaison des profils de dose à la profondeur de référence (10 cm dans l’eau), calculés 
avec différentes tailles de tâche focale, est présentée sur la Figure 2a pour le faisceau de 
photons de 12 MV (champ 10×10 cm²) du Saturne. 
Etant donné que nous disposions des mesures pour le champ 20×20 cm² du mode photon  
25 MV du Primus, l’évaluation de l’influence de la taille de la tâche focale a été effectuée 
pour ce grand champ. En effet, les études antérieures ont montré que les profils de dose sont 
plus sensibles à la taille de la source pour les grands champs que pour des champs plus petits 
(Sheikh-Bagheri et Rogers 2002a, Mesbahi et al. 2006). La comparaison des profils de dose à 
la profondeur de référence (10 cm dans l’eau), calculés avec différentes tailles de tâche focale, 
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est présentée sur la Figure 2b pour le faisceau de photons de 25 MV (champ 20×20 cm²) du 
Primus. 
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Figure 2 : Comparaison des profils de dose calculés à la profondeur de référence, pour une valeur 
 croissante du diamètre de la source. (a) cas du Saturne 43, photon 12 MV, champ 10×10 cm². 
 (b) cas du Primus, photon 25 MV, champ 20×20 cm². 
 
Comme pour les faisceaux d’électrons, les résultats montrent une influence très faible de la 
variation de la taille de la tâche focale sur les profils de dose, pour les faisceaux de photons 
étudiés. Une source ponctuelle a donc été utilisée, par la suite, pour le calcul des PSF en mode 
photon. 
 
4. Application aux faisceaux issus de l’accélérateur linéaire Saturne 43 
Dans le cadre de la validation expérimentale du code MC PENFAST, deux faisceaux de 
l’accélérateur Saturne 43 ont été étudiés. Un faisceau de photons de 12 MV et un faisceau 
d’électrons de 18 MeV, définissant un champ d’irradiation de 10×10 cm² à 100 cm de la 
source (cible en mode photon et diffuseur primaire en mode électron), ont été modélisés avec 
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le programme PENGEOM du code PENELOPE. Les différents éléments de la tête 
d’irradiation ont été modélisés grâce aux caractéristiques fournies par le constructeur. Les 
détails de la modélisation géométrique de la tête d’irradiation pour les deux modes étudiés 
sont fournis dans l’Annexe D.  
 
La simulation MC de la tête de l’accélérateur a pour origine la source d’électrons primaires au 
niveau d’une fenêtre de sortie en titane sans modéliser la partie d’accélération et de déviation 
des électrons. En conséquence, les paramètres de la source d’électrons primaires doivent être 
optimisés. De ce fait, des ajustements sont réalisés en comparant les distributions de dose 
mesurées et calculées. 
 
4.1. Paramètres de simulation 
Les valeurs des paramètres de simulation PENELOPE pour le faisceau de photons (12 MV) 
ainsi que pour le faisceau d’électrons (18 MeV) sont résumées dans le Tableau 1. 
 
Tableau 1 : Paramètres de simulation PENELOPE des faisceaux de photons de 12 MV et d’électrons de 18 MeV. 
Paramètres 12 MV 18 MeV 
C1 = C2 0,05 0,05 
Wcc (keV) = Wcr (keV) 10 10 
Energies de coupure (keV)   
tête d’irradiation (e-, photons, e+) 100, 10, 100 100, 10, 100 
cuve à eau (e-, photons, e+) 100, 10, 100 100, 10, 100 
Nombre d’électrons primaires 1.108 5.107 
Techniques de réduction de variance   
tête d’irradiation BNUM*, RR*, SPLIT*, SPLITC*  - 
cuve à eau NSPLIT = 25 - 
*BNUM : « Splitting » du rayonnement de freinage, RR : Roulette Russe, SPLIT : « Splitting »  
angulaire et SPLITC : « Splitting » circulaire. Les valeurs retenues pour ces techniques sont 
 précisées dans le Chapitre II, Paragraphe 3.3. 
 
Les valeurs des paramètres C1 et C2 propres au modèle de diffusion ont été prises égales à 
0,05 pour avoir la simulation la plus précise. Les valeurs des deux autres paramètres Wcc et 
Wcr ont été prises égales à 10 keV. Ces valeurs ont été choisies suivant les recommandations 
de Salvat et al. (2006). 
En ce qui concerne les simulations dans la cuve à eau, le choix d’une énergie de coupure de 
100 keV pour les électrons et les positons est compatible avec l’épaisseur du volume de 
détection (4×4×4 mm3), la portée d’un électron de 100 keV étant de 0,15 mm dans l’eau. 
Chapitre III. Nouvelle méthode de représentation du spectre en énergie des électrons primaires  
 
 79 
Les incertitudes statistiques associées aux calculs MC avec PENELOPE sont données à un 
écart-type (1σ). Pour le faisceau d’électrons, elles sont inférieures à 0,4 % (1σ) dans les 
régions de forte dose (entre 50 % et 100 % de la dose maximale) et inférieures à 1,3 % (1σ) 
ailleurs. Pour le faisceau de photons, elles sont inférieures à 0,9 % (1σ) dans les régions de 
forte dose et inférieures à 3,0 % (1σ) ailleurs. 
 
4.2. Mesures expérimentales 
Pour valider la simulation de la tête de l’accélérateur, il est d’usage de comparer les 
distributions de dose simulées aux mesures expérimentales dans un modèle simple. Pour cela, 
les rendements en profondeur et les profils de dose ont été mesurés dans une cuve à eau de 
30×30×30 cm3. 
 
Pour le faisceau d’électrons de 18 MeV, la surface de la cuve a été positionnée à 100 cm de la 
source. Le faisceau définissait un champ d’irradiation de 10×10 cm² à 100 cm de la source. 
Les rendements en profondeur ont été mesurés à l’aide d’une CI plate de type NACP-02 
(volume sensible de 0,275 cm3). Les profils de dose ont été mesurés à l’aide d’une CI 
cylindrique de type PTW-31002 (volume sensible de 0,125 cm3) à la profondeur de référence 
de 4,2 cm suivant le protocole de l’IAEA (2000). 
Dans le cas d’un faisceau d’électrons, la variation du spectre électronique avec la profondeur 
nécessite que les distributions de dose mesurées soient impérativement corrigées du rapport 
des pouvoirs d’arrêt dans l’eau et dans l’air (Seau,air). Les valeurs du facteur Seau,air sont 
estimées à partir des relations fournies dans le protocole n°398 de l’IAEA (2000).  
 
Pour le faisceau de photons de 12 MV, la face d’entrée de la cuve a été positionnée à 90 cm 
de la source et un champ d’irradiation de 10×10 cm² a été défini à 100 cm de la source. Les 
rendements en profondeur et profils de dose (à la profondeur de référence de 10 cm) ont été 
mesurés à l’aide de la même CI de type PTW-31002. 
 
Tous les rendements en profondeur ont été normalisés au maximum de dose sur l’axe du 
faisceau. Les profils de dose, quant à eux, ont été normalisés par rapport à la dose sur l’axe. 
Etant donné que toutes les mesures sont relatives, l’incertitude due au coefficient d’étalonnage 
de la CI de référence « disparaît ». Les incertitudes associées aux mesures sont alors de 
l’ordre de 0,4 % (1σ) pour le faisceau de photons et de 0,6 % (1σ) pour le faisceau 
d’électrons. 
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4.3. Mode électron 18 MeV 
4.3.1. Spectre en énergie des électrons primaires 
Pour le faisceau d’électrons de 18 MeV, la seule information fournie par le constructeur est 
l’énergie moyenne de 18 MeV. Dans ses travaux sur la simulation de ce faisceau, Blazy 
(2007) a choisi une distribution initiale gaussienne d’énergie moyenne de 18 MeV et d’écart-
type de 1 MeV. 
 
Dans cette étude, 21 rendements en profondeur ont été simulés avec le code MC PENELOPE 
en considérant des sources d’électrons primaires ponctuelles monoénergétiques d’énergie 
allant de 13 à 23 MeV par pas de 500 keV, autour de l’énergie annoncée par le constructeur. 
Ces rendements en profondeur calculés forment la matrice (E) théorique (dans l’équation 1). 
La représentation du spectre en énergie du faisceau initial a été ainsi déterminée en ajustant, 
par les moindres carrés avec la contrainte de non-négativité, les rendements en profondeur 
calculés à celui mesuré. 
 
La Figure 3 illustre les différents rendements en profondeur calculés et celui mesuré. La 
représentation du spectre en énergie des électrons primaires, obtenue pour le faisceau 
d’électrons de 18 MeV, est illustrée sur la Figure 4. 
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Figure 3 : Rendements en profondeur mesuré et calculés pour plusieurs faisceaux  
d’électrons primaires monoénergétiques (électron 18 MeV, champ 10×10 cm²). 
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Figure 4 : Représentation discrète du spectre en énergie des électrons primaires (Saturne 43, électron 18 MeV). 
La largeur de l’histogramme ne représente pas une variation en énergie ; il s’agit d’une représentation graphique.  
 
L’énergie moyenne du spectre représenté sur la Figure 4 est de 18 MeV. Cette valeur est 
compatible avec les données du constructeur et avec l’énergie moyenne de la distribution 
gaussienne choisie par Blazy (2007). 
 
Cette représentation du spectre initial en énergie a été validée en comparant, à l’aide de 
l’index gamma, les distributions de dose calculées à celles mesurées dans l’eau. Les résultats 
sont présentés dans le Paragraphe 4.3.3. 
 
4.3.2. Spectre en énergie à l’entrée du fantôme 
La Figure 5 présente les spectres en énergie des différents types de particules (photons, 
électrons et positons) obtenus à l’entrée du fantôme positionnée à 100 cm de la source. Ces 
spectres sont relatifs au faisceau d’électrons de 18 MeV, de champ d’irradiation 10×10 cm², 
en considérant le spectre en énergie des électrons primaires déterminé précédemment. Sur 
cette figure, l’axe des ordonnées correspond à la fluence dont l’unité correspond au nombre de 
particules/eV×Nombre d’électrons primaires. L’axe des abscisses correspondant à l’énergie 
en MeV est subdivisé en canaux d’énergie de 100 keV. 
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Figure 5 : Spectre en énergie des photons, électrons et positons à 100 cm de la source 
 (électron 18 MeV, champ 10×10 cm²). 
 
L’énergie moyenne du faisceau d’électrons sortant de la tête d’irradiation est de 15,3 MeV. 
Cette valeur est très proche de celle trouvée par Blazy (2007), à savoir 15,1 MeV. 
 
L’analyse de la Figure 5 met en évidence les constatations suivantes : 
− Le spectre en énergie du faisceau composite (photons, électrons et positons) à 100 cm de 
la source diffère de celui des électrons primaires présenté sur la Figure 4. En effet, les 
interactions du faisceau d’électrons avec les différents composants de la tête d’irradiation 
(paire de diffuseurs, chambre moniteur et systèmes de collimation) modifient son énergie 
et donnent naissance à des photons de basse énergie qui viennent contaminer le faisceau 
d’électrons. 
− La composante positon du spectre est négligeable par rapport à celles des photons et 
électrons. 
− Le nombre de photons atteignant le plan à 100 cm de la source est 6 fois plus grand que 
celui des électrons alors qu’il s’agit d’un traitement par faisceau d’électrons ! 
 
Pour comprendre cette dernière constatation, la contribution des différents types de particules 
à la dose absorbée sur l’axe dans une cuve à eau placée à 100 cm de la source a été calculée 
par PENELOPE. Les résultats sont illustrés sur la Figure 6. Ils montrent que : 
− Les photons (ayant un pouvoir de pénétration élevé) contribuent majoritairement à la dose 
absorbée à grande profondeur dans la queue du rendement en profondeur. C’est pour cette 
raison que cette partie du rendement est appelée composante de photons ou queue de 
rayonnement de freinage. 
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− La dose sur l’axe, jusqu’à 9 cm de profondeur, est majoritairement déposée par les 
électrons (ayant un pouvoir de pénétration plus faible que les photons). 
− La contribution des positons à la dose absorbée est négligeable vu leur nombre 
négligeable dans le spectre (Figure 5). 
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Figure 6 : Contributions des différents types de particules à la dose absorbée sur l’axe 
 (électron 18 MeV, champ 10×10 cm²). 
 
4.3.3. Distributions de dose 
Le PSF du faisceau d’électrons de 18 MeV du Saturne 43, calculé en partant du spectre en 
énergie des électrons primaires déterminé précédemment, a servi comme donnée d’entrée 
pour le calcul des distributions de dose avec le code MC PENELOPE dans la cuve à eau.  Les 
rendements en profondeur et les profils de dose (à 4,2 cm de profondeur) ainsi obtenus ont été 
comparés aux mesures expérimentales. 
Le test de l’index gamma a été utilisé pour évaluer l’écart entre les distributions de dose 
calculées et mesurées. Pour mettre en œuvre cette méthode, un programme écrit sous 
MATLAB, a été développé pour calculer l’index gamma en une dimension. Les valeurs des 
critères d’acceptabilité ∆Dmax et DTA ont été respectivement choisies égales à 1 % et 1 mm. Il 
est à noter que la valeur du critère d’acceptabilité sur la dose (∆Dmax) est compatible avec les 
incertitudes associées aux mesures qui sont largement inférieures à 1 % (1σ). 
 
La Figure 7 présente la comparaison entre les distributions de dose mesurées et calculées. Les 
résultats du test de l’index gamma sont représentés sur la Figure 8. 
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Figure 7 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec  
le code MC PENELOPE (électron 18 MeV, champ 10×10 cm²). 
 
Les résultats du test de l’index gamma mettent en évidence un bon accord entre les 
distributions de dose (rendements en profondeur et profils de dose) mesurées et calculées. Les 
écarts sont largement inférieurs à 1 % et 1 mm. 
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Figure 8 : Résultats du test de l’index gamma pour les rendements en profondeur (a) 
 et les profils de dose (b) (électron 18 MeV, champ 10×10 cm²). 
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L’indice généralement utilisé pour évaluer la qualité d’un faisceau d’électrons est la 
profondeur R50 pour laquelle la dose absorbée est égale à 50 % de sa valeur maximale. Et cela, 
pour une distance source-surface de la cuve à eau constante de 100 cm et un champ 
d’irradiation d’au moins 10×10 cm² si l’énergie moyenne du faisceau est inférieure ou égale à 
16 MeV et d’au moins 20×20 cm² si l’énergie moyenne du faisceau est supérieure ou égale à 
16 MeV (IAEA 2000). Etant donné que nous ne disposions pas de mesures pour un champ 
d’irradiation de 20×20 cm², la qualité du faisceau d’électrons de 18 MeV a été évaluée en 
estimant la profondeur P50 à laquelle se trouve 50 % de la dose maximale pour un champ 
10×10 cm². 
La valeur de la portée pratique Rp a été aussi évaluée. Elle correspond à la profondeur à 
laquelle la composante photon de la dose devient équivalente à sa composante électron (IAEA 
2000). En pratique, Rp représente la profondeur à laquelle se croisent la tangente à la pente de 
la dose primaire et la tangente à la queue du rendement due au rayonnement de freinage. 
Le Tableau 2 regroupe les valeurs des indices P50 et Rp pour les mesures et les simulations 
effectuées avec le code MC PENELOPE. Toutes ces valeurs des indices P50 et Rp sont en bon 
accord. 
 
Tableau 2 : Valeurs des indices P50 et Rp pour la mesure et la simulation (électron 18 MeV, champ 10×10 cm²). 
18 MeV P50 (cm) Rp (cm) 
Mesures 7,04 8,61 
MC 7,03 8,60 
 
Les résultats présentés dans les Figures 7 et 8 et dans le Tableau 2 valident la modélisation 
géométrique ainsi que la caractérisation du faisceau initial par la méthode mise au point dans 
cette étude. Le PSF calculé contient 13 millions de particules et servira dans le prochain 
chapitre au calcul des distributions de dose dans les fantômes hétérogènes en vue de la 
validation du code MC PENFAST. 
 
4.3.4. Comparaison aux résultats d’une distribution en énergie gaussienne 
Les distributions de dose (rendement en profondeur et profil de dose), calculées 
précédemment à partir du spectre initial en énergie déterminé par la méthode des moindres 
carrés, ont été comparées à celles obtenues à partir d’une distribution énergétique gaussienne 
des électrons primaires identique à celle choisie par Blazy (2007) pour le faisceau d’électrons 
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de 18 MeV, à savoir une distribution gaussienne d’énergie moyenne de 18 MeV et un écart-
type de 1 MeV. 
 
Le test de l’index gamma (avec les critères d’acceptabilité 1 % et 1 mm) a été utilisé pour 
évaluer l’écart entre les distributions de dose calculées et mesurées. 
 
La Figure 9 montre la comparaison entre les distributions de dose (rendements en profondeur 
et profils de dose) mesurées et calculées avec le code MC PENELOPE. Les résultats du test 
de l’index gamma sont représentés sur la Figure 10. 
L’analyse de ces résultats démontre que les distributions de dose obtenues à partir des deux 
spectres initiaux sont globalement équivalentes ; le rendement en profondeur obtenu avec le 
spectre ajusté par la méthode des moindres carrés étant meilleur dans la zone proche du 
parcours pratique (Figure 10a). 
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Figure 9 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés à partir  
d’un spectre en énergie ajusté par la méthode des moindres carrés (MMC) 
 et à partir d’un spectre énergétique gaussien (électron 18 MeV, champ 10×10 cm²). 
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Figure 10 : Résultats du test de l’index gamma pour les rendements en profondeur (a) et les profils de dose (b) 
calculés à partir d’un spectre en énergie ajusté par la méthode des moindres carrés (MMC) et à partir d’un 
spectre énergétique gaussien (électron 18 MeV, champ 10×10 cm²). 
 
4.4. Mode photon 12 MV 
4.4.1. Spectre en énergie des électrons primaires 
Pour le faisceau de photons de 12 MV, le constructeur annonce une énergie moyenne de  
12 MeV. Dans les travaux de Mazurier et al. (1999), il a été mis en évidence que l’énergie 
moyenne des électrons initiaux à l’origine de ce faisceau de photons était très proche de 
l’énergie de 12 MeV annoncée par le constructeur. Plus récemment, Blazy (2007) a choisi une 
distribution énergétique gaussienne des électrons primaires, d’énergie moyenne de 12 MeV et 
d’écart-type de 450 keV. 
 
Dans notre étude, huit rendements en profondeur ont été simulés avec le code MC 
PENELOPE en considérant des sources d’électrons primaires ponctuelles monoénergétiques 
d’énergie allant de 8 à 15 MeV, autour de l’énergie annoncée par le constructeur. Etant donné 
que les rendements en profondeur issus d’un faisceau de photons sont moins sensibles à 
l’énergie que ceux issus d’un faisceau d’électrons, un pas d’énergie de 1 MeV a été considéré 
pour la caractérisation du faisceau de photons de 12 MV. La représentation du spectre en 
énergie du faisceau initial a été déterminée en ajustant, par la méthode des moindres carrés 
avec la contrainte de non-négativité, les rendements en profondeur calculés à celui mesuré. 
 
La Figure 11 illustre les différents rendements en profondeur calculés et celui mesuré. La 
représentation du spectre en énergie des électrons primaires, obtenue pour le faisceau de 
photons de 12 MV est illustrée sur la Figure 12. 
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Figure 11 : Rendements en profondeur mesuré et calculés pour plusieurs faisceaux  
d’électrons primaires monoénergétiques (photon 12 MV, champ 10×10 cm²). 
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Figure 12 : Représentation discrète du spectre en énergie des électrons primaires (Saturne 43, photon 12 MV). 
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4.4.2. Spectre en énergie à l’entrée du fantôme 
La Figure 13 présente les spectres en énergie des différents types de particules (photons, 
électrons et positons1) obtenus à l’entrée du fantôme positionnée à 90 cm de la source. Ces 
spectres sont relatifs au faisceau de photons de 12 MV, de champ d’irradiation 10×10 cm², en 
considérant le spectre en énergie des électrons primaires déterminé précédemment. 
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Figure 13 : Spectre en énergie des photons, électrons et positons à 90 cm de la source 
 (photon 12 MV, champ 10×10 cm²). 
 
L’examen de cette figure met en évidence que les composantes électron et positon dans le 
spectre sont négligeables par rapport à la composante photon. Il s’agit d’un spectre continu de 
rayons X dont l’énergie s’étale jusqu’à l’énergie maximale des électrons primaires. Le pic 
observé à 511 keV est dû à l’annihilation des positons issus de la création de paires. L’énergie 
moyenne du faisceau de sortie est de 3,23 MeV. Cette valeur est compatible avec celle 
trouvée par Blazy (2007), à savoir 3,24 MeV. 
 
4.4.3. Distributions de dose 
Le PSF calculé pour le faisceau de photons de 12 MV, en partant du spectre en énergie des 
électrons primaires déterminé précédemment, a servi comme donnée d’entrée pour le calcul 
des distributions de dose avec le code MC PENELOPE dans la cuve à eau.  Les rendements 
                                                 
1
 A haute énergie, le faisceau contient aussi des neutrons qui ne sont pas simulés par le code PENELOPE. 
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en profondeur et profils de dose (à 10 cm de profondeur) ainsi obtenus ont été comparés aux 
mesures expérimentales. 
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Figure 14 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec 
 le code MC PENELOPE (photon 12 MV, champ 10×10 cm²). 
 
Comme pour le faisceau d’électrons de 18 MeV, le test de l’index gamma (avec les critères 
d’acceptabilité 1 % et 1 mm) a été utilisé pour évaluer l’écart entre les distributions de dose 
calculées et mesurées. 
 
La Figure 14 montre la comparaison entre les distributions de dose mesurées et calculées. Les 
résultats du test de l’index gamma sont représentés sur la Figure 15. Les résultats du test de 
l’index gamma mettent en évidence un bon accord entre les distributions de dose (rendements 
en profondeur et profils de dose) mesurées et calculées. Les écarts sont inférieurs à 1 % et 1 
mm. 
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Figure 15 : Résultats du test de l’index gamma pour les rendements en profondeur (a) 
 et les profils de dose (b) (photon 12 MV, champ 10×10 cm²). 
 
Pour évaluer la qualité d’un faisceau de photons, l’indice utilisé est le TPR20,10 (Tissue 
Phantom Ratio 20/10 utilisé en Europe, IAEA 2000) ou le PDD20,10 (Percent Depth Doses 
20/10 utilisé aux Etats-Unis, Almond et al. 1999). Le TPR20,10 correspond au rapport des 
doses absorbées à 20 cm et 10 cm de profondeur, sur l’axe du faisceau, pour une distance 
source-détecteur constante de 100 cm (déplacement de la cuve à eau) et un champ 
d’irradiation de 10×10 cm². Le PDD20,10 correspond au rapport des doses absorbées à 20 cm et 
10 cm de profondeur, sur l’axe du faisceau, pour une distance source-surface de la cuve à eau 
constante de 100 cm (déplacement du détecteur) et un champ d’irradiation de 10×10 cm². 
Etant donné que nous ne disposions ni de mesures à une distance source-détecteur constante, 
ni de mesures à une distance source-surface du fantôme de 100 cm, la qualité du faisceau de 
photons de 12 MV a été évaluée en estimant le rapport D20 / D10 entre les doses à 20 cm et à 
10 cm de profondeur, sur l’axe du faisceau, pour une distance source-surface du fantôme de 
90 cm et un champ d’irradiation de 10×10 cm². Le Tableau 3 regroupe les valeurs des 
rapports D20 / D10 pour la mesure et la simulation avec le code MC PENELOPE. Les deux 
valeurs sont en accord. 
 
Tableau 3 : Valeurs des rapports D20 / D10  pour la mesure et la simulation (photon 12 MV, champ 10×10 cm²). 
12 MV D20 / D10 
Mesures 0,628 
MC 0,626 
 
Les résultats présentés dans les Figures 14 et 15 et dans le Tableau 3 valident la modélisation 
géométrique ainsi que la caractérisation du faisceau initial. Le PSF calculé contient 500 
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millions de particules et servira dans le prochain chapitre au calcul des distributions de dose 
dans les fantômes hétérogènes en vue de la validation du code MC PENFAST. 
 
4.5. Conclusion 
L’application de la méthode d’ajustement du spectre énergétique initial, mise au point dans 
cette étude, à la caractérisation des faisceaux issus de l’accélérateur Saturne 43 a mis en 
évidence les points suivants : 
− La validation de cette méthode grâce au bon accord obtenu entre les distributions de dose 
mesurées et calculées. Il est important de préciser qu’en mode électron cette méthode 
permet d’obtenir une représentation discrète du spectre réel. En mode photon, le spectre 
en énergie obtenu est moins réel à cause de la faible sensibilité des rendements en 
profondeur à la variation de l’énergie des électrons primaires.  
− La robustesse, la simplicité de mise en œuvre et la rapidité de cette méthode par rapport 
aux méthodes empiriques souvent utilisées qui déterminent par tâtonnement plusieurs 
paramètres initiaux permettant de rapprocher les résultats calculés à ceux mesurés 
expérimentalement. En effet, cette nouvelle méthode ne distingue qu’un seul degré de 
liberté qui prend en compte l’énergie moyenne, la distribution en énergie (incluant 
l’asymétrie du spectre) et la fenêtre en énergie des électrons primaires. 
 
5. Application aux faisceaux issus de l’accélérateur linéaire Primus de Siemens 
Dans le cadre des tests effectués sur la méthode du calcul de dose par MC dans le TPS 
ISOgray™, les faisceaux de l’accélérateur Primus fabriqué par le constructeur Siemens ont 
été utilisés. Les géométries de la tête d’irradiation opérant en mode photon 25 MV et en mode 
électron 9 MeV ont été modélisées avec le code MC PENELOPE pour le champ de référence 
(10×10 cm²), des petits champs (4×4 cm² en mode photon et 6×6 cm² en mode électron) et un 
grand champ (20×20 cm²) définis à 100 cm de la source. Les différents éléments de la tête 
d’irradiation ont été modélisés suivant les informations fournies par le constructeur. Les 
détails de la modélisation géométrique de la tête d’irradiation pour les deux modes étudiés 
sont fournis dans l’Annexe D.  
 
Comme pour l’accélérateur Saturne 43, la simulation de la tête de l’accélérateur a pour origine 
la source d’électrons primaires au niveau d’une fenêtre de sortie en titane de la section 
déviatrice. Les caractéristiques de cette source sont à déterminer. 
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5.1. Paramètres de simulation 
Les valeurs des paramètres de simulation PENELOPE pour le faisceau de photons (25 MV) 
ainsi que pour le faisceau d’électrons (9 MeV) sont résumées dans le Tableau 4. Pour les 
simulations dans la cuve à eau, le choix des énergies de coupure pour les électrons et les 
positons est compatible avec l’épaisseur du volume de détection (4×4×4 mm3 en mode photon 
et 4×4×2 mm3 en mode électron), la portée d’un électron de 100 keV étant de 0,15 mm dans 
l’eau. 
 
Tableau 4 : Paramètres de simulation PENELOPE des faisceaux de photons de 25 MV et d’électrons de 9 MeV. 
Paramètres 25 MV 9 MeV 
C1 = C2 0,05 0,05 
Wcc (keV) = Wcr (keV) 10 10 
Energies de coupure (keV)   
tête d’irradiation (e-, photons, e+) 500, 10, 500 300, 10, 300 
cuve à eau (e-, photons, e+) 100, 10, 100 100, 10, 100 
Nombre d’électrons primaires 1,5.106 5.107 
Techniques de réduction de variance   
tête d’irradiation BNUM*, RR*, SPLIT*, SPLITC*  - 
cuve à eau NSPLIT = 25 - 
*BNUM : « Splitting » du rayonnement de freinage, RR : Roulette Russe, SPLIT : « Splitting » 
 angulaire et SPLITC : « Splitting » circulaire. Les valeurs retenues pour ces techniques sont  
précisées dans le Chapitre II, Paragraphe 3.3. 
 
La taille des voxels choisie (4×4×4 mm3 en mode photon et 4×4×2 mm3 en mode électron) est 
un bon compromis entre l’exactitude de la dose calculée et l’incertitude associée à cette dose. 
En effet, le volume de détection ne doit pas être trop petit, sinon, le nombre d’histoires 
nécessaires pour obtenir une incertitude correcte doit être plus élevé, ce qui entraîne un temps 
de simulation plus long. A l’opposé, le volume des voxels ne doit pas être trop grand afin de 
limiter l’effet de l’intégration d’un gradient de dose. 
 
L’incertitude statistique maximale (1σ) associée aux calculs MC avec PENELOPE dans les 
régions de forte dose (entre 50 % et 100 % de la dose maximale) et dans les régions de faible 
dose (inférieure à 50 % de la dose maximale) est illustrée dans le Tableau 5 pour les deux 
modes et les différents champs étudiés. 
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Tableau 5 : Incertitude statistique maximale (1σ) associée aux calculs MC  
pour les deux modes et les différents champs étudiés. 
Faisceau Incertitude statistique maximale (1σ) 
Photons 25 MV  Région de forte dose Région de faible dose 
Champ 4×4 cm² 3 % 4 % 
Champ 10×10 cm² 1,5 % 2 % 
Champ 20×20 cm² 1,5 % 2 % 
Electrons 9 MeV    
Champ 6×6 cm² 2,7 % 4 % 
Champ 10×10 cm² 0,5 % 3 % 
Champ 20×20 cm² 0,5 % 3 % 
 
5.2. Mesures expérimentales 
Les rendements en profondeur et les profils de dose ont été mesurés à l’aide d’une CI,  de type 
« Scanditronix Wellhöffer CC13 Compact Chamber » (volume sensible de 0,13 cm3), dans 
une cuve à eau de 50×50×50 cm3. 
 
En mode électron, la surface de la cuve a été placée à 100 cm de la source. Les faisceaux 
définissant des champs 6×6, 10×10 et 20×20 cm² ont été étudiés. Les profils de dose ont été 
mesurés à 2 cm de profondeur (profondeur de référence). Les distributions de dose mesurées 
ont été corrigées du facteur Seau,air (IAEA 2000).  
 
En mode photon, la surface de la cuve a été positionnée à 90 cm de la source. Les champs 
étudiés sont les 4×4, 10×10 et 20×20 cm² définis à 100 cm de la source. Les profils de dose 
ont été mesurés aux profondeurs 4 cm (profondeur du maximum de dose) et 10 cm 
(profondeur de référence). 
 
Toutes les distributions de dose ont été normalisées au maximum de dose. Les incertitudes 
associées aux mesures sont de l’ordre de 1,5 %2 (1σ).  
 
                                                 
2
 Il s’agit d’une estimation globale des incertitudes type A et B.  
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5.3. Mode électron 9 MeV 
5.3.1. Spectre en énergie des électrons primaires 
Pour le mode électron 9 MeV, le constructeur annonce une distribution énergétique 
gaussienne d’énergie moyenne de 9,4 MeV et de fenêtre en énergie de 14 % par rapport à 
l’énergie moyenne. 
 
Comme pour l’accélérateur Saturne, nous avons utilisé la méthode des moindres carrés avec 
la contrainte de non-négativité associée aux simulations MC (PENELOPE) pour déterminer 
une représentation du spectre en énergie des électrons primaires de l’accélérateur Primus 
opérant en mode électron 9 MeV. Dans cette étude, 21 rendements en profondeur ont été 
simulés avec le code MC PENELOPE en considérant des sources d’électrons primaires 
ponctuelles monoénergétiques d’énergie allant de 7 à 11 MeV par pas de 200 keV, autour de 
l’énergie moyenne annoncée par le constructeur. Le pas en énergie a été choisi en fonction de 
la sensibilité des rendements en profondeur à la variation de l’énergie (en effet, un 
changement de l’énergie initiale de 200 keV correspond à un changement de 1 mm du 
parcours pratique du faisceau d’électrons). La représentation du spectre en énergie du faisceau 
initial a été déterminée en ajustant, par la méthode des moindres carrés avec la contrainte de 
non-négativité, les rendements en profondeur calculés à celui mesuré. Les simulations ont été 
réalisées pour le champ de référence 10×10 cm² défini à 100 cm de la source. 
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Figure 16 : Rendements en profondeur mesuré et calculés pour plusieurs faisceaux  
d’électrons primaires monoénergétiques (électron 9 MeV, champ 10×10 cm²). 
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La Figure 16 illustre les différents rendements en profondeur calculés et celui mesuré. La 
représentation du spectre en énergie des électrons primaires, obtenue pour le faisceau 
d’électrons de 9 MeV, de champ 10×10 cm², est illustrée sur la Figure 17. 
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Figure 17 : Représentation discrète du spectre en énergie des électrons primaires (Primus, électron 9 MeV). 
 
L’énergie moyenne du spectre représenté dans cette figure est de 9,4 MeV. Cette valeur est 
compatible avec la valeur de l’énergie moyenne de la distribution gaussienne annoncée par le 
constructeur et choisie par Franchisseur (2007). 
 
5.3.2. Spectre en énergie à l’entrée du fantôme 
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Figure 18 : Spectre en énergie des photons, électrons et positons à 100 cm de la source 
 (électron 9 MeV, champ 10×10 cm²). 
 
La Figure 18 présente les spectres en énergie des différents types de particules obtenus à 
l’entrée du fantôme positionnée à 100 cm de la source. Ces spectres sont relatifs au faisceau 
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d’électrons de 9 MeV, de champ d’irradiation 10×10 cm², en considérant le spectre en énergie 
des électrons primaires déterminé précédemment. 
Comme cela a été déjà constaté pour le faisceau d’électrons de 18 MeV de l’accélérateur 
Saturne 43, les interactions du faisceau d’électrons avec les différents composants de la tête 
du Primus modifient son énergie et donnent naissance à des photons de basse énergie. Ces 
photons déposent leur énergie dans la queue du rendement en profondeur due au rayonnement 
de freinage. La composante positon du spectre est quant à elle négligeable par rapport à celles 
des photons et électrons. 
 
5.3.3. Distributions de dose 
5.3.3.1. Faisceau d’électrons de 9 MeV, de champ 10×10 cm² 
Le PSF calculé pour le faisceau d’électrons de 9 MeV, de champ 10×10 cm², en partant du 
spectre en énergie des électrons primaires déterminé précédemment, a servi comme donnée 
d’entrée pour le calcul des distributions de dose avec le code MC PENELOPE dans la cuve à 
eau. Les rendements en profondeur et profils de dose (à 2 cm de profondeur) ainsi obtenus ont 
été comparés aux mesures expérimentales. 
 
Comme pour l’accélérateur Saturne 43, le test de l’index gamma a été utilisé pour comparer 
les distributions de dose mesurées et calculées. Les valeurs des critères d’acceptabilité ∆Dmax 
et DTA retenues pour valider les simulations MC des faisceaux du Primus sont choisies égales 
à 2 % et 1 mm. Ces valeurs sont compatibles avec les incertitudes associées aux mesures en 
conditions cliniques d’irradiation (de l’ordre de 1,5 % à 1σ).  
 
La Figure 19 présente la comparaison entre les distributions de dose mesurées et calculées. 
Les résultats du test de l’index gamma sont représentés sur la Figure 20. 
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Figure 19 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec 
 le code MC PENELOPE (électron 9 MeV, champ 10×10 cm²). 
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Figure 20 : Résultats du test de l’index gamma pour les rendements en profondeur (a) 
 et les profils de dose (b) (électron 9 MeV, champ 10×10 cm²). 
 
Les résultats du test de l’index gamma mettent en évidence un bon accord entre les 
distributions de dose mesurées et calculées. Les écarts sont inférieurs à 2 % et 1 mm. 
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5.3.3.2. Validation de la méthode pour les petits et grands champs 
La même distribution énergétique des électrons primaires, déterminée précédemment pour le 
champ 10×10 cm², a servi pour la simulation des petits et grands champs. Les faisceaux 
d’électrons de 9 MeV définissant un champ d’irradiation de 6×6 cm² et de 20×20 cm² à  
100 cm de la source ont été simulés avec le code MC PENELOPE. 
La Figure 21 présente la comparaison des rendements en profondeur et des profils de dose (à 
2 cm de profondeur) mesurés et simulés pour le faisceau d’électrons de 9 MeV, de champ  
6×6 cm². Les résultats du test de l’index gamma sont représentés sur la Figure 22. Les mêmes 
comparaisons sont présentées sur les Figures 23 et 24 pour le grand champ 20×20 cm². 
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Figure 21 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec 
 le code MC PENELOPE (électron 9 MeV, champ 6×6 cm²). 
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Figure 22 : Résultats du test de l’index gamma pour les rendements en profondeur (a) 
 et les profils de dose (b) (électron 9 MeV, champ 6×6 cm²). 
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Figure 23 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec 
 le code MC PENELOPE (électron 9 MeV, champ 20×20 cm²). 
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Figure 24 : Résultats du test de l’index gamma pour les rendements en profondeur (a) 
 et les profils de dose (b) (électron 9 MeV, champ 20×20 cm²). 
 
Les résultats du test de l’index gamma montrent un bon accord entre les rendements en 
profondeur et les profils de dose mesurés et calculés pour le petit et le grand champs. Les 
écarts sont inférieurs à 2 % et 1 mm. Il est important de préciser que dans le cas du grand 
faisceau, le résultat du test de l’index gamma est rejeté dans la zone des épaulements du profil 
de dose (à une distance latérale de 8,5 cm de part et d’autre de l’axe du faisceau, Figure 24b). 
A ces distances présentant un fort gradient de dose, l’écart entre la mesure et la simulation ne 
dépasse pas tout de même 1,5 mm. 
 
La profondeur R50 pour laquelle la dose absorbée est égale à 50 % de sa valeur maximale a été 
évaluée pour le champ d’irradiation de 10×10 cm² défini à 100 cm de la source (IAEA 2000). 
En outre, les valeurs des parcours pratiques Rp ont été déterminées pour les mesures et les 
simulations PENELOPE pour les trois tailles de champs du mode électron 9 MeV. Les valeurs 
de ces indices sont regroupées dans le Tableau 6. Les valeurs simulées sont en accord avec 
celles mesurées. 
 
Tableau 6 : Valeurs des indices R50 et Rp pour les mesures et les simulations 
 pour les trois tailles de champs du mode électron 9 MeV. 
R50 (cm) Rp (cm) 
Champ (cm²) 
Mesures MC Mesures MC 
6×6 - - 4,41 4,41 
10×10 3,53 3,54 4,41 4,40 
20×20 - - 4,39 4,38 
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Les résultats présentés dans les Figures 19-24 et dans le Tableau 6 valident la modélisation 
géométrique ainsi que la caractérisation du faisceau initial pour les trois tailles de champs du 
mode électron 9 MeV. Les PSF calculés pour les champs 6×6, 10×10 et 20×20 cm² 
contiennent respectivement 24, 30 et 69 millions de particules. Ils serviront, dans le  
Chapitre V, au calcul des distributions de dose dans les fantômes hétérogènes en vue de la 
validation du TPS-MC. 
 
5.4. Mode photon 25 MV 
5.4.1. Spectre en énergie des électrons primaires 
Pour le mode photon 25 MV, le constructeur fournit, à partir de l’intensité de la bobine 
magnétique (Bending Magnet Intensity ou BMI), une énergie moyenne des électrons 
primaires de 19,06 MeV, une énergie maximale de 20,25 MeV et une énergie minimale de 
17,87 MeV. Des travaux antérieurs sur la simulation de ce faisceau ont présenté une 
distribution énergétique gaussienne d’énergie moyenne de 15 MeV (simulation avec le code 
MCNPX, Serrano  2006) ou de 16,5 MeV (simulation avec la version 2003 du code 
PENELOPE, Franchisseur 2007) et d’une fenêtre en énergie de 14 % par rapport à l’énergie 
moyenne3. 
 
Dans notre étude, neuf rendements en profondeur ont été simulés avec le code MC 
PENELOPE en considérant des sources d’électrons primaires ponctuelles monoénergétiques 
d’énergie allant de 13,5 à 21,5 MeV par pas de 1 MeV, autour de l’énergie moyenne annoncée 
par le constructeur. La représentation du spectre en énergie du faisceau initial a été déterminée 
en ajustant, par la méthode des moindres carrés avec la contrainte de non-négativité, les 
rendements en profondeur calculés à celui mesuré. Les simulations ont été réalisées pour le 
champ de référence 10×10 cm² défini à 90 cm de la source. 
 
La Figure 25 illustre les différents rendements en profondeur calculés et celui mesuré. La 
représentation du spectre en énergie des électrons primaires, obtenue pour le faisceau de 
photons de 25 MV, de champ 10×10 cm², est représentée sur la Figure 26. 
                                                 
3
 Il est important de noter que les distributions de dose expérimentales utilisées dans notre étude pour optimiser 
les paramètres initiaux ne sont pas identiques à celles utilisées par Serrano (2006) et Franchisseur (2007). 
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Figure 25 : Rendements en profondeur mesuré et calculés pour plusieurs faisceaux 
 d’électrons primaires monoénergétiques (photon 25 MV, champ 10×10 cm²). 
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Figure 26 : Représentation discrète du spectre en énergie des électrons primaires (Primus, photon 25 MV). 
 
5.4.2. Spectre en énergie à l’entrée du fantôme 
La Figure 27 présente les spectres en énergie des différents types de particules obtenus à 
l’entrée du fantôme positionnée à 90 cm de la source. Ces spectres sont relatifs au faisceau de 
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photons de 25 MV, de champ d’irradiation 10×10 cm², en considérant le spectre en énergie 
des électrons primaires déterminé précédemment. 
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Figure 27 : Spectre en énergie des photons, électrons et positons à 90 cm de la source 
 (photon 25 MV, champ 10×10 cm²). 
 
L’examen de la Figure 27 montre que le spectre à l’entrée du fantôme est majoritairement 
composé de photons (les contributions électron et positon dans le spectre sont négligeables). 
Le pic observé à 511 keV est dû à l’annihilation des positons issus de la création de paires. 
 
5.4.3. Distributions de dose 
5.4.3.1. Faisceau de photons de 25 MV, de champ 10×10 cm² 
Le PSF calculé pour le faisceau de photons de 25 MV, de champ 10×10 cm², en partant du 
spectre en énergie des électrons primaires déterminé précédemment, a servi comme donnée 
d’entrée pour le calcul des distributions de dose avec le code MC PENELOPE dans la cuve à 
eau. Les rendements en profondeur et profils de dose (à 4 et 10 cm de profondeur) ainsi 
obtenus ont été comparés aux mesures expérimentales. 
 
Comme pour le faisceau d’électrons de 9 MeV, le test de l’index gamma a été utilisé pour 
évaluer l’écart entre les distributions de dose mesurées et calculées. La Figure 28 illustre la 
comparaison entre les distributions de dose mesurées et calculées. Les résultats du test de 
l’index gamma sont représentés sur la Figure 29. 
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Figure 28 : Rendements en profondeur (a) et profils de dose à 4 cm (b) et à 10 cm de profondeur (c) 
 mesurés et calculés avec le code MC PENELOPE (photon 25 MV, champ 10×10 cm²). 
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Figure 29 : Résultats du test de l’index gamma pour les rendements en profondeur (a)  
et les profils de dose à 4 cm (b) et à 10 cm (c) de profondeur (photon 25 MV, champ 10×10 cm²). 
 
Les résultats du test de l’index gamma montrent un bon accord entre les distributions de dose 
mesurées et calculées. Les écarts sont inférieurs à 2 % et 1 mm. 
 
5.4.3.2. Validation de la méthode pour les petits et grands champs 
La même distribution énergétique des électrons primaires, déterminée précédemment pour le 
champ 10×10 cm², a servi pour la simulation des petits et grands champs. Les faisceaux de 
photons de 25 MV définissant un champ d’irradiation de 4×4 cm² et de 20×20 cm² à 90 cm de 
la source ont été simulés avec le code MC PENELOPE. 
 
La Figure 30 illustre la comparaison des rendements en profondeur et des profils de dose (aux 
profondeurs 4 et 10 cm) mesurés et simulés pour le faisceau de photons de 25 MV, de champ 
4×4 cm². Les résultats du test de l’index gamma sont représentés sur la Figure 31. Les mêmes 
comparaisons sont présentées sur les Figures 32 et 33 pour le grand champ 20×20 cm². 
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Figure 30 : Rendements en profondeur (a) et profils de dose à 4 cm (b) et à 10 cm de profondeur (c) 
 mesurés et calculés avec le code MC PENELOPE (photon 25 MV, champ 4×4 cm²). 
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Figure 31 : Résultats du test de l’index gamma pour les rendements en profondeur (a)  
et les profils de dose à 4 cm (b) et à 10 cm (c) de profondeur (photon 25 MV, champ 4×4 cm²). 
 
Les résultats du test de l’index gamma mettent en évidence un bon accord entre les 
rendements en profondeur et les profils de dose mesurés et calculés pour le petit et le grand 
champs. Les écarts sont inférieurs à 2 % et 1 mm. Il est à noter que dans le cas du petit 
faisceau, la dose est moyennée sur le volume de la CI ou sur le volume de détection. Cela peut 
modifier la valeur de la dose dans les régions de forts gradients de dose (comme dans la 
pénombre, Figures 30b et c). 
 
Le Tableau 7 regroupe les valeurs des rapports D20 / D10 entre les doses sur l’axe à 20 cm et à 
10 cm de profondeur mesurés et simulés avec PENELOPE pour les trois tailles de champs du 
mode photon 25 MV. Les valeurs simulées sont en accord avec celles mesurées. 
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Figure 32 : Rendements en profondeur (a) et profils de dose à 4 cm (b) et à 10 cm de profondeur (c) 
 mesurés et calculés avec le code MC PENELOPE (photon 25 MV, champ 20×20 cm²). 
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Figure 33 : Résultats du test de l’index gamma pour les rendements en profondeur (a)  
et les profils de dose à 4 cm (b) et à 10 cm (c) de profondeur (photon 25 MV, champ 20×20 cm²). 
 
Tableau 7 : Valeurs des rapports D20 / D10  pour les mesures et les simulations MC 
 avec PENELOPE pour les trois tailles de champs du mode photon 25 MV. 
Champ (cm²) Mesures MC 
4×4 0,640 0,642 
10×10 0,652 0,650 
20×20 0,673 0,672 
 
Les résultats présentés dans les Figures 28-33 et dans le Tableau 7 valident la modélisation 
géométrique ainsi que la caractérisation du faisceau initial pour les trois tailles de champs du 
mode photon 25 MV. Les PSF calculés pour les champs 4×4, 10×10 et 20×20 cm² contiennent 
respectivement 10, 80 et 400 millions de particules. Ils serviront, dans le Chapitre V, au calcul 
des distributions de dose dans les fantômes hétérogènes en vue de la validation du TPS-MC. 
 
5.5. Conclusion 
En plus de la conclusion issue de l’étude sur l’accélérateur Saturne 43 (cf. Paragraphe 4.5), 
l’application de la méthode d’ajustement du spectre énergétique initial à la caractérisation des 
faisceaux issus de l’accélérateur Primus a validé cette méthode quelle que soit la taille du 
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champ. La représentation du spectre en énergie obtenue par ajustement des résultats pour le 
champ 10×10 cm² est valide pour les autres champs du mode de traitement impliqué. 
Cette conclusion montre la robustesse de cette méthode par rapport aux méthodes empiriques 
qui, nécessitent parfois un changement de l’énergie ou de la géométrie de certains éléments de 
la tête d’irradiation (par exemple, la distance entre les diffuseurs primaire et secondaire) afin 
d’avoir des résultats équivalents aux mesures, en particulier pour les grands champs (Bieda et 
al. 2001, Schreiber et Faddegon 2005, Pena et al. 2007).  
 
6. Conclusions 
La difficulté de déterminer le spectre en énergie continu réel des électrons primaires nous a 
poussés à chercher une méthode déterminant une représentation spectrale mathématique qui 
induit un dépôt de dose correspondant à la réalité expérimentale.  
 
Ce chapitre a donc présenté une nouvelle méthode de représentation du spectre en énergie des 
électrons primaires d’un accélérateur linéaire en ajustant, par le principe des moindres carrés 
avec la contrainte de non-négativité, les rendements en profondeur calculés à partir de 
faisceaux initiaux monoénergétiques à celui mesuré. L’application de cette méthode à la 
caractérisation de divers faisceaux initiaux des deux accélérateurs Saturne 43 et Primus a mis 
en évidence les constatations suivantes : 
 
Premièrement, la simplicité de mise en œuvre et la rapidité de cette méthode. Elle ne distingue 
en effet qu’un seul degré de liberté qui prend en compte l’énergie moyenne, la distribution en 
énergie (incluant l’asymétrie du spectre) et la fenêtre en énergie des électrons primaires. Elle 
est plus rapide et systématique que celles souvent utilisées pour déterminer empiriquement 
chacun de ces trois paramètres caractérisant le spectre (trois degrés de liberté). 
 
Deuxièmement, la validation de cette méthode pour la détermination d’une représentation du 
spectre énergétique des électrons primaires pour toutes les tailles de champs, en particulier 
pour le mode électron. Elle permet, en effet, de déterminer la « meilleure » représentation 
spectrale en énergie au sens des moindres carrés si la gamme d’énergie des rendements en 
profondeur simulés est choisie convenablement (c’est-à-dire, un nombre suffisant de 
faisceaux monoénergétiques simulés avec un pas en énergie suffisamment faible pour tenir 
compte de la sensibilité de la dose à l’énergie).  
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Les PSF créés à l’entrée des fantômes et validés, en milieu homogène à l’aide de l’index 
gamma, serviront comme source de rayonnement pour le calcul des distributions de dose au 
sein des fantômes hétérogènes dans les prochains chapitres. 
Chapitre IV. Validation du calcul de dose avec le code MC PENFAST en conditions métrologiques 
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Chapitre IV 
VALIDATION DU CALCUL DE DOSE AVEC LE CODE MONTE 
CARLO PENFAST EN CONDITIONS METROLOGIQUES 
 
1. Introduction 
Aussi précis et évolué soit-il, tout code de calcul pour la planification du traitement des 
patients en radiothérapie doit être validé avant son utilisation clinique. 
Le nouveau code de calcul de dose par MC PENFAST (Salvat et al. 2008a, 2008b, en prep.), 
est fondé sur les mêmes modèles physiques d’interaction utilisés dans le code MC généraliste 
PENELOPE (Salvat et al. 2006). Cependant, PENFAST utilise de nouveaux algorithmes de 
transport pour les électrons et les positons. Il est à rappeler que la précision sur la dose 
calculée avec PENFAST dépend essentiellement de trois éléments fondamentaux : 
− Le modèle physique et les sections efficaces du code. 
− Les données définissant la source de rayonnements (c’est-à-dire le PSF) qui dépend de la 
caractérisation du faisceau et de la modélisation géométrique de la tête d’irradiation. 
− Les données de géométrie qui dépendent de la conversion des UH en matériau et masse 
volumique attribués à chaque voxel. 
 
L’objectif de ce chapitre est de valider la physique du code PENFAST en évaluant l’influence 
des simplifications sur les distributions de dose calculées (Habib et al. 2009). La validation 
des PSF utilisés comme données d’entrée pour le calcul de dose a fait l’objet d’une étude 
précédente (cf. Chapitre III). La validation du code PENFAST a été réalisée sur des fantômes 
numériques définis en utilisant les caractéristiques physiques et géométriques exactes des 
matériaux. Les images TDM des fantômes n’ont pas été utilisées pour s’affranchir de l’erreur 
sur la conversion des UH en données de simulation et de ce fait, valider le modèle physique 
du code. La validation de cette conversion a fait l’objet d’une étude ultérieure qui sera 
présentée dans le prochain chapitre. 
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Etant donné que le modèle physique de PENFAST est une version optimisée de celui de 
PENELOPE, le premier peut être validé en comparant ses résultats avec ceux obtenus par 
PENELOPE dans des conditions identiques. En effet, jusqu’à maintenant, un grand nombre 
d’études ont déjà démontré la capacité du code PENELOPE à simuler, avec précision, le 
transport de photons et d’électrons dans la matière et au voisinage des interfaces entre les 
matériaux (Sempau et al. 2001, 2003 ; Carrasco et al. 2004, 2007 ; Blazy et al. 2006 ; Salvat 
et al. 2006 ; Blazy 2007 ; Franchisseur 2007). 
 
Ce chapitre décrit la validation dosimétrique des simulations MC PENFAST en milieux 
homogène et hétérogènes (os, poumon). Cette validation a été réalisée, en conditions 
métrologiques, pour un faisceau de photons de 12 MV et un faisceau d’électrons de 18 MeV 
issus de l’accélérateur linéaire Saturne 43 installé au LNHB. Les distributions de dose 
calculées avec PENFAST ont été comparées à celles calculées avec PENELOPE ainsi qu’à 
celles mesurées expérimentalement. 
 
La première partie de ce chapitre décrit la configuration des fantômes utilisés dans cette étude 
ainsi que les conditions expérimentales de mesures et les paramètres de simulation  MC. Les 
résultats des tests de la validation dosimétrique du code PENFAST ainsi que le gain en temps 
de calcul par rapport à PENELOPE sont présentés dans la dernière partie de ce chapitre. 
L’influence de la composition des matériaux sur la dose calculée est également argumentée 
dans cette partie. 
 
2. Matériels et méthodes 
2.1. Fantômes hétérogènes utilisés 
Les fantômes hétérogènes utilisés pour la validation du calcul de dose avec le code MC 
PENFAST sont composés de matériaux équivalent-poumon (de Computerized Imaging 
Reference Systems Incorporated ou CIRS) de faible densité et équivalent-os (CIRS) de haute 
densité. Les hétérogénéités de formes parallélépipédiques sont immergées dans une cuve à 
eau de dimensions 40×40×40 cm3. La paroi en plexiglas (polyméthacrylate de méthyle ou 
PMMA) de la cuve a une épaisseur de 1,5 cm sauf à la fenêtre d’entrée du faisceau de 12×12 
cm² où son épaisseur mesure 0,4 cm. 
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Figure 1 : (a) et (c) schématisent les fantômes hétérogènes eau-poumon-eau et eau-os-eau, contenant 
respectivement les matériaux équivalent-poumon et équivalent-os. La position de l’hétérogénéité dépend de la 
qualité du faisceau. (e) schématise le fantôme hétérogène eau-os-poumon-eau. (g) schématise le fantôme 
hétérogène contenant les matériaux équivalent-poumon en configuration médiastinale. (e) et (g) sont utilisés 
uniquement en mode photon. (b), (d), (f) et (h) représentent le montage expérimental des fantômes 
correspondants. Les supports et les calles utilisés pour mettre en place les plaques d’hétérogénéités sont formés 
d’un matériau équivalent-eau et ont été placés en dehors du faisceau pour éviter toute perturbation de la mesure.  
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La composition et la densité des matériaux utilisés dans ces fantômes sont données dans le 
Tableau 1. La configuration des fantômes hétérogènes eau-poumon-eau, eau-os-eau, eau-os-
poumon-eau et la configuration médiastinale sont présentées sur la Figure 1. Ces 
configurations permettent de reproduire la majorité des interfaces hétérogènes rencontrées en 
radiothérapie : eau/poumon/eau (Figure 1a et 1d), eau/os/eau (Figure 1b) et 
eau/poumon/os/eau (Figure 1c). 
 
Tableau 1 : Composition et densité des hétérogénéités utilisées dans les fantômes.  
Matériau Masse volumique (g.cm-3) 
Composition 
(% massique) 
Equivalent-poumon 0,30 C(60,08) ; O(23,04) ; H(8,33) Mg(4,8) ; N(2,73) ; Cl(1,02) 
Equivalent-os 1,80 O(33,55) ; C(30,11) ; Ca(21,57) ; P(7,83) H(3,73) ; Mg(2,09) ; N(1,08) ; Cl(0,04) 
 
2.2. Mesures expérimentales 
Les mesures de dose ont été effectuées au LNHB, en prenant des précautions particulières 
(positionnement géométrique précis, pas de dérive, etc.) afin d’obtenir des résultats les plus 
précis possible. En effet, il est important de préciser que le dispositif expérimental utilisé 
diffère de celui d’un service de radiothérapie standard puisqu’il est adapté aux besoins du 
LNHB pour l’établissement des références nationales. Ce dispositif permet d’obtenir des 
mesures de dose absolue avec des incertitudes proches de 1 % (1σ) (au lieu de 1,5 % dans des 
conditions standards d’irradiation). 
 
La validation du code PENFAST a été réalisée pour un faisceau de photons de 12 MV et un 
faisceau d’électrons de 18 MeV issus de l’accélérateur linéaire Saturne 43. Le champ de 
référence de 10×10 cm² a été défini à 100 cm de la source. Les distributions de dose ont été 
mesurées en milieux homogène et hétérogènes.  
 
2.2.1. Mesures en milieu homogène 
Les rendements en profondeur et les profils de dose ont été mesurés dans une cuve à eau de 
30×30×30 cm3 de paroi en PMMA. 
 
Les conditions expérimentales de mesure ont été précédemment décrites dans le Chapitre III, 
Paragraphe 4.2. 
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2.2.2. Mesures en milieux hétérogènes 
Selon la nature du rayonnement, les rendements en profondeur ont été mesurés en amont et en 
aval de l’hétérogénéité (Figure 1a-c) à l’aide de CI cylindriques (PTW-31002 et NE-2571) et 
plates (NACP-02 et PTW-34001). En complément, le dosimètre passif chimique de Fricke1 a 
été utilisé pour mesurer la dose absorbée au voisinage des interfaces entre l’eau et 
l’hétérogénéité. Ce dosimètre, étant essentiellement constitué d’eau, perturbe peu la mesure. 
Les rendements en profondeur ont été normalisés par rapport à la dose mesurée à la 
profondeur de référence dans l’eau, à savoir 10 cm pour le faisceau de photons de 12 MV et 
4,2 cm pour le faisceau d’électrons de 18 MeV (Blazy et al. 2006). 
 
En outre, pour le faisceau d’électrons, les profils de dose ont été mesurés à l’aide d’une CI 
cylindrique PTW-31002 à 2,5 cm et 14,5 cm de profondeur dans le fantôme eau-poumon-eau 
(Figure 1a). Pour le faisceau de photons, les profils ont été mesurés à 22 cm et 25 cm de 
profondeur dans le fantôme présentant la configuration médiastinale (Figure 1d). Les profils 
de dose ont été normalisés par rapport à la dose sur l’axe. 
 
Les volumes de détection de chacun des dosimètres utilisés dans cette étude sont précisés 
dans le Tableau 2.  
 
Tableau 2 : Volumes de détection du dosimètre de Fricke et des CI utilisés dans cette étude. 
Dosimètre Volume de détection (cm3) 
Fricke  2 
CI cylindrique PTW-31002 NE-2571 
0,125 
0,690 
CI plate NACP-02 PTW-34001 
0,250 
0,350 
 
Les détecteurs n’ont pas été modélisés dans les simulations MC afin de reproduire 
correctement les phénomènes physiques d’équilibre électronique au voisinage des interfaces, 
sans la perturbation des détecteurs. Par conséquent, les distributions de dose mesurées ont dû 
être corrigées de la perturbation du détecteur pour être comparées à celles calculées. 
                                                 
1
 Le dosimètre de Fricke est un dosimètre chimique au sulfate de fer (Fe2+, SO42-). Sous l’effet des rayonnements 
ionisants, les éléments issus de la radiolyse de l’eau oxydent les ions ferreux (Fe2+) en ions ferriques (Fe3+). La 
concentration en ions Fe3+ est alors directement proportionnelle à l’énergie absorbée dans la solution de Fricke. 
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Les mesures effectuées avec les dosimètres de Fricke, en faisceaux d’électrons et de photons, 
ont été corrigées de l’influence de la paroi (Blazy 2007). 
Les mesures effectuées avec les CI en faisceau d’électrons ont été corrigées du rapport des 
pouvoirs d’arrêt dans l’eau et dans l’air (Seau,air) suivant le protocole de l’IAEA (2000). 
Pour le faisceau de photons, les mesures effectuées avec les CI n’ont pas été corrigées en 
raison de la faible variation des Seau,air avec la profondeur (IAEA 2000, Blazy 2007). 
 
Pour les mesures ionométriques relatives, les incertitudes de type A (reproductibilité) sont 
négligeables par rapport aux incertitudes de type B (erreurs systématiques et aléatoires de 
l’instrumentation) qui sont estimées à 0,56 % (1σ) pour le faisceau d’électrons et à 0,36 % 
(1σ) pour le faisceau de photons. Pour les dosimètres de Fricke, les incertitudes associées à la 
mesure sont estimées à 0,8 % (1σ). 
 
2.3. Simulations Monte Carlo 
Les PSF, obtenus lors de l’étape d’ajustement des paramètres initiaux (cf. Chapitre III, 
Paragraphe 4), ont été utilisés comme données d’entrée pour le calcul des distributions de 
dose en milieux homogène et hétérogènes. 
Pour les calculs de dose avec PENELOPE, les fantômes ont été modélisés avec le programme 
de géométrie PENGEOM (Annexe A) en respectant les caractéristiques physiques et 
géométriques des différents matériaux. Les paramètres de simulation sont regroupés dans le 
Tableau 3.  
 
Tableau 3 : Paramètres de simulation  MC PENELOPE utilisés pour tous les matériaux  
dans le cas du faisceau de photons de 12 MV et du faisceau d’électrons de 18 MeV. 
Paramètres Photon (12 MV) Electron (18 MeV) 
C1 = C2 0,05 0,05 
Wcc (keV) = Wcr (keV) 10 10 
Energies de coupure : e-, photons, e+ (keV) 100, 10, 100 100, 10, 100 
Techniques de réduction de variance* NSPLIT = 25 - 
* La technique de réduction de variance du « splitting » est uniquement utilisée pour le mode photon.  
 
Pour les calculs de dose avec PENFAST, les fantômes voxélisés ont été générés 
numériquement en utilisant un programme Fortran qui attribue le matériau et la masse 
volumique corrects à chaque voxel tels qu’ils sont définis dans PENELOPE et les mesures. 
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Pour comparer les distributions de dose obtenues avec les deux codes, une taille de voxel 
identique a été utilisée pour les simulations. Afin de s’affranchir de l’effet de la taille des 
voxels sur les distributions de dose, des voxels cubiques de taille de côté allant de 2 à 5 mm 
ont été choisis en fonction de la configuration du fantôme. En effet, dans la géométrie 
voxélisée, le voxel est une entité homogène définie par un seul type de matériau et une masse 
volumique unique. Une grande taille de voxel peut donc altérer la distribution des matériaux 
et des densités dans le fantôme et par la suite modifier les distributions de dose. 
 
3. Résultats et discussions 
3.1. Influence de la composition du matériau sur la dose calculée : Ajout de matériau 
dans le code Monte Carlo PENFAST 
Il est à rappeler que le calcul de dose avec le code PENFAST utilise comme donnée d’entrée 
la géométrie voxélisée du milieu. Chaque voxel est caractérisé par le type de matériau et la 
masse volumique correspondants. En pratique clinique, ces données sont déterminées à partir 
des UH de l’image TDM, comme présenté dans le Chapitre I, Paragraphe 5.2.2. Dans cette 
étude, la géométrie voxélisée des fantômes a été générée numériquement en attribuant, à 
chaque voxel, un matériau de la base de données du code PENFAST et la masse volumique 
correcte. La version originale du code PENFAST contient six matériaux, à savoir : l’air, l’eau, 
l’os compact, le poumon, le titane et le plomb.  
 
Les parois des fantômes sont composées de PMMA, matériau indisponible dans la base de 
données de la version standard du code PENFAST. 
Dans un premier temps, pour les simulations PENFAST, les voxels des parois ont été définis 
avec le matériau eau (le matériau ayant la densité la plus proche du PMMA) et la densité 
correcte (1,19 g.cm-3). En conséquence, une différence relative allant jusqu’à 8 % a été 
remarquée, dans la paroi d’entrée en PMMA, entre la dose calculée avec PENELOPE et celle 
calculée avec PENFAST. Récemment, Verhaegen et Devic (2005) ont montré qu’une 
imprécision sur la composition atomique et la masse volumique entraîne des erreurs sur la 
dose allant jusqu’à 10 % pour des faisceaux de photons (6 et 15 MV) et jusqu’à 30 % pour des 
faisceaux d’électrons (18 MeV). 
Par conséquent, dans un second temps, nous avons généré les tables de données (distributions 
angulaires de diffusion multiple et distributions de perte d’énergie) et les sections efficaces du 
PMMA pour une large gamme d’énergie et d’angle. Ces données ont été générées à l’aide de 
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simulations MC utilisant des sous-routines du code PENELOPE. Ce matériau a ensuite été 
inclus dans la base de données de PENFAST. Lorsque le matériau et la densité attribués aux 
voxels sont corrects, les différences constatées précédemment dans le PMMA disparaissent. 
Le Tableau 4 montre les différences relatives moyennes entre les doses obtenues dans le 
PMMA (à 0,2 cm de profondeur dans la paroi de la cuve), avec PENELOPE et PENFAST, 
avant et après la modification de ce dernier, pour plusieurs fantômes étudiés. A titre 
d’exemple, la Figure 2 illustre ces résultats pour les modes photon et électron dans le cas de la 
cuve homogène. 
 
Tableau 4 : Différence relative moyenne entre les doses obtenues, dans le PMMA, avec les deux codes 
PENELOPE et PENFAST, avant et après l’introduction de ce matériau dans PENFAST. 
Différence relative moyenne (%) 
Faisceau Fantôme PENELOPE vs  
(PENFAST avant) 
PENELOPE vs  
(PENFAST après) 
Eau 7,2 0 
Eau-poumon-eau 7,9 0 
Eau-os-eau 7,2 0 
Photon (12MV) 
Eau-os-poumon-eau 7,2 0 
    
Eau 4,0 0,1 
Eau-poumon-eau 3,9 0,1 Electron (18 MeV) 
Eau-os-eau 4,0 0,1 
 
La comparaison des sections efficaces totales (pour toutes les interactions utilisées dans 
PENELOPE) entre le PMMA et l’eau (Figures 3a et b) montre des différences relatives 
supérieures à 100 % entre les deux distributions. Ces différences sont dues principalement au 
carbone présent à 33,33 % dans la molécule du PMMA alors que la molécule de l’eau ne 
contient pas cet élément, comme le montrent les Figures 3c et d. 
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Figure 2 : Comparaison des courbes de dose absorbée sur l’axe calculée avec PENELOPE et PENFAST avant et 
après l’introduction du PMMA, pour un faisceau de photons de 12 MV (a) et un faisceau d’électrons  
de 18 MeV (b). Cas de la cuve à eau avec une paroi d’entrée de 0,4 cm de PMMA. 
 
Ces résultats confirment ce à quoi l’on s’attendait, à savoir que la différence entre les 
compositions atomiques crée des différences entre les sections efficaces correspondantes qui 
elles-mêmes régissent les interactions des rayonnements dans le matériau. Ces différences 
entraînent ainsi des différences entre les doses calculées dans les matériaux impliqués. 
On peut en conclure que pour obtenir un calcul précis de dose par MC, la composition 
atomique et la masse volumique de chaque matériau doivent être absolument respectées. Ceci 
implique que la correspondance entre les UH et la nature des matériaux biologiques doit être 
connue à l’avance. 
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Figure 3 : Comparaison des sections efficaces totales (pour toutes les interactions) entre le PMMA et l’eau en 
fonction de l’énergie des photons (a) et des électrons (b). (c) et (d) représentent les sections efficaces totales des 
éléments individuels en fonction de l’énergie des photons et des électrons respectivement.  
 
Les résultats exposés dans les prochains paragraphes ont été obtenus avec la version du code 
PENFAST modifiée pour inclure le PMMA dans sa base de données.  
 
3.2. Comparaisons des distributions de dose 
Dans cette étude, les mesures expérimentales des rendements en profondeur et des profils de 
dose ont été comparées aux résultats simulés obtenus avec le code MC généraliste 
PENELOPE ainsi que le code MC rapide PENFAST. Les comparaisons ont été réalisées, en 
milieux homogène et hétérogènes, pour les deux faisceaux étudiés (un faisceau de photons de 
12 MV et un faisceau d’électrons de 18 MeV). 
 
3.2.1. Milieu homogène 
3.2.1.1. Faisceau de photons de 12 MV 
La Figure 4 illustre la comparaison entre les distributions de dose mesurées et calculées avec 
PENELOPE et PENFAST dans la cuve à eau. Les calculs avec les deux codes MC ont été 
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effectués en considérant des voxels cubiques de 4 mm de côté. Les incertitudes statistiques 
associées aux calculs MC (PENELOPE et PENFAST) sont inférieures à 0,9 % (1σ) dans les 
régions de forte dose (entre 50 % et 100 % de la dose maximale) et inférieures à 3,0 % (1σ) 
ailleurs. 
 
0
0.4
0.8
1.2
0 4 8 12 16 20
Profondeur (cm)
D
o
se
 
re
la
tiv
e
Mesures
PENELOPE
PENFAST
(a)
 
0
0.4
0.8
1.2
-10 -5 0 5 10
Distance (cm)
D
o
se
 
re
la
tiv
e
Mesures
PENELOPE
PENFAST
(b)
 
Figure 4 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec  
les codes MC PENELOPE et PENFAST (photon 12 MV, champ 10×10 cm²). 
 
Le test de l’index gamma, avec les valeurs des critères d’acceptabilité égales à 1 % (écart de 
dose) et 1 mm (écart de distance), a été utilisé pour évaluer l’écart entre les distributions de 
dose calculées et mesurées dans l’eau. La Figure 5 représente les résultats du test de l’index 
gamma correspondant à ces mesures. 
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Figure 5 : Résultats du test de l’index gamma pour les rendements en profondeur (a) et les profils de dose (b) 
calculés avec les codes MC PENELOPE et PENFAST (photon 12 MV, champ 10×10 cm²). 
 
L’examen des Figures 4 et 5 met en évidence les constatations suivantes : 
− Un bon accord a été trouvé entre les résultats des deux codes MC PENFAST et 
PENELOPE. Les écarts sont inférieurs à 1 % et 1 mm. 
− Les résultats du test de l’index gamma montrent un bon accord entre les résultats du code 
PENFAST et ceux obtenus expérimentalement. Toutefois, il est important de préciser que 
le résultat du test de l’index gamma est rejeté pour le premier point du rendement en 
profondeur (profondeur de 1 cm, Figure 5a). Etant donné que ce point est situé dans la 
zone de mise en équilibre électronique (ou « build-up »), le rejet du test de l’index gamma 
n’est donc pas rédhibitoire. 
 
3.2.1.2. Faisceau d’électrons de 18 MeV 
La comparaison entre les distributions de dose mesurées et celles calculées avec PENELOPE 
et PENFAST dans la cuve à eau est présentée sur la Figure 6. Des voxels cubiques de 4 mm 
de côté ont été utilisés pour les calculs avec les deux codes MC. Les incertitudes statistiques 
(1σ) associées aux calculs MC (PENELOPE et PENFAST) sont inférieures à 0,4 % (1σ) dans 
les régions de forte dose (entre 50 % et 100 % de la dose maximale) et inférieures à 1,3 % 
(1σ) ailleurs. 
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Figure 6 : Rendements en profondeur (a) et profils de dose (b) mesurés et calculés avec  
les codes MC PENELOPE et PENFAST (électron 18 MeV, champ 10×10 cm²). 
 
Les résultats du test de l’index gamma sont représentés sur la Figure 7. 
 
0
1
2
0 4 8 12
Profondeur (cm)
Γ
(1%
-
1m
m
)
PENELOPE
PENFAST
(a)
 
0
1
2
-12 -7 -2 3 8
Distance (cm)
Γ
(1%
-
1m
m
)
PENELOPE
PENFAST
(b)
 
Figure 7 : Résultats du test de l’index gamma pour les rendements en profondeur (a) et les profils de dose (b) 
calculés avec les codes MC PENELOPE et PENFAST (électron 18 MeV, champ 10×10 cm²). 
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Cette étude a montré une bonne concordance entre les résultats des deux codes MC 
PENFAST et PENELOPE d’une part, et entre les résultats du code PENFAST et les mesures 
expérimentales d’une autre part. 
 
3.2.2. Milieux hétérogènes 
3.2.2.1. Faisceau de photons de 12 MV 
La Figure 8 illustre la comparaison entre les rendements en profondeur mesurés et ceux 
calculés avec PENELOPE et PENFAST dans les fantômes eau-poumon-eau (Figure 1a), eau-
os-eau (Figure 1b) et eau-os-poumon-eau (Figure 1c). Les calculs avec les deux codes ont été 
effectués en considérant des voxels cubiques de 5 mm de côté. Le Tableau 5 regroupe les 
incertitudes statistiques (1σ) associées aux calculs ainsi que les différences relatives 
maximales obtenues entre les mesures et les calculs MC (PENELOPE et PENFAST) pour les 
trois fantômes étudiés. 
 
L’analyse de la Figure 8 et du Tableau 5 montre que : 
− Un très bon accord a été globalement trouvé entre les résultats des deux codes MC 
PENELOPE et PENFAST, dans l’eau ainsi qu’à l’intérieur des hétérogénéités. La 
différence relative maximale est inférieure à 1 % et 1 mm. 
− Les résultats du code PENFAST sont en bon accord avec les mesures expérimentales 
(ionométriques et chimiques). La différence relative maximale a été observée au voisinage 
des hétérogénéités, où elle atteint 1,2 % pour les fantômes eau-poumon-eau et eau-os-eau 
et 1,7 % pour le fantôme eau-os-poumon-eau. En s’éloignant de l’hétérogénéité, la 
différence diminue rapidement. Ces différences peuvent s’expliquer en partie par le fait 
que la CI cylindrique tend à sous-estimer la dose en raison de l’atténuation des électrons 
de faible énergie par ses parois (voir la Figure 8b, à des profondeurs de 7,3 à 8,5 cm près 
de l’interface os/eau). Ces électrons sont cependant pris en compte dans les simulations 
puisque le détecteur n’a pas été modélisé. 
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Figure 8 : Faisceau de photons de 12 MV : Rendements en profondeur calculés et mesurés  
dans les fantômes eau-poumon-eau (a), eau-os-eau (b) et eau-os-poumon-eau (c).  
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Tableau 5 : Faisceau de photons de 12 MV : La gamme d’incertitude statistique (1σ) associée aux calculs MC 
pour les fantômes eau-poumon-eau, eau-os-eau et eau-os-poumon-eau. La différence relative maximale entre les 
mesures et les calculs MC PENELOPE et PENFAST est également indiquée. 
Gamme d’incertitude statistique (1σ) (%) Différence relative maximale (%) 
Fantôme 
PENELOPE PENFAST PENELOPE PENFAST 
Eau-poumon-eau 0,37 - 0,83 0,40 - 0,80 1,1 1,2 
Eau-os-eau 0,45 - 0,83 0,43 - 0,80 0,7 1,2 
Eau-os-poumon-eau 0,38 - 0,81 0,38 - 0,83 1,5 1,7 
 
La Figure 9 montre la comparaison entre les profils de dose mesurés et ceux calculés avec 
PENELOPE et PENFAST à 22 cm et 25 cm de profondeur derrière les hétérogénéités 
équivalent-poumon, dans le fantôme présentant la configuration médiastinale (Figure 1d). Les 
calculs avec les deux codes ont été effectués en considérant des voxels cubiques de 2 mm de 
côté. L’incertitude statistique (1σ) associée aux résultats de MC est inférieure à 1 % dans la 
région centrale des profils et de 1,5 à 3 % ailleurs (dans la pénombre et en dehors du champ). 
Globalement, un bon accord a été trouvé entre les mesures expérimentales et les résultats de 
MC (PENFAST, et PENELOPE) puisque les écarts ne dépassent pas 2 % et 2 mm. 
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Figure 9 : Faisceau de photons de 12 MV : Profils de dose calculés et mesurés aux profondeurs indiquées, 
 dans le fantôme présentant la configuration médiastinale. Les profils de dose à 25 cm de profondeur 
 ont été multipliés par un facteur 0,8 pour éviter le chevauchement. 
 
3.2.2.2. Faisceau d’électrons de 18 MeV 
La comparaison entre les rendements en profondeur mesurés et ceux calculés avec 
PENELOPE et PENFAST, dans les fantômes eau-poumon-eau (Figure 1a) et eau-os-eau 
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(Figure 1b), est présentée sur la Figure 10. Des voxels cubiques de 4 mm et 2 mm de côté ont 
été choisis pour les calculs dans les fantômes eau-poumon-eau et eau-os-eau respectivement. 
Les incertitudes statistiques (1σ) associées aux calculs ainsi que les différences relatives 
maximales observées entre les mesures et les calculs MC (PENELOPE et PENFAST) sont 
regroupées dans le Tableau 6 pour les deux fantômes étudiés. 
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Figure 10 : Faisceau d’électrons de 18 MeV : Rendements en profondeur calculés et mesurés  
dans les fantômes eau-poumon-eau (a) et eau-os-eau (b).  
 
L’analyse de ces résultats met en évidence les constatations suivantes : 
− D’une manière générale, les résultats du code MC PENFAST, dans l’eau ainsi qu’à 
l’intérieur des hétérogénéités, sont en très bon accord avec ceux du code PENELOPE. La 
différence relative maximale est inférieure à 1 % et 1 mm. 
− En outre, les résultats du code PENFAST sont en bonne concordance avec les différentes 
mesures ionométriques et chimiques. La différence relative maximale est de 1,8 % pour le 
fantôme eau-os-eau et de 1,9 % pour le fantôme eau-poumon-eau. Ces différences sont 
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légèrement supérieures à celles obtenues pour le mode photon 12 MV à cause du fort 
gradient de dose observé derrière les hétérogénéités dans le cas du mode électron 18 MeV. 
Ces différences sont tout de même inférieures au critère d’acceptabilité de 2 % retenu. 
 
Tableau 6 : Faisceau d’électrons de 18 MeV : La gamme d’incertitude statistique (1σ) associée aux  
calculs MC pour les fantômes eau-poumon-eau et eau-os-eau. La différence relative maximale  
entre les mesures et les calculs MC PENELOPE et PENFAST est également indiquée. 
Gamme d’incertitude statistique (1σ) (%) Différence relative maximale (%) 
Fantôme 
PENELOPE PENFAST PENELOPE PENFAST 
Eau-poumon-eau 0,21 - 1,41 0,26 - 1,49 1,8 1,9 
Eau-os-eau 0,36 - 3,3 0,43 - 3,90 1,7 1,8 
 
La Figure 11 montre la comparaison entre les profils de dose mesurés et ceux calculés avec 
PENELOPE et PENFAST à 2,5 cm (en amont de l’hétérogénéité équivalent-poumon) et  
14,5 cm de profondeur (derrière l’hétérogénéité équivalent-poumon) dans le fantôme eau-
poumon-eau. L’incertitude statistique moyenne (1σ) associée aux résultats de MC est de 
l’ordre de 0,4 % dans la région centrale des profils et de 0,5 à 2 % ailleurs (dans la pénombre 
et en dehors du champ). 
Un bon accord a été constaté entre les mesures expérimentales et les résultats de MC 
(PENFAST, et PENELOPE). Les différences relatives sont généralement inférieures à 2 % et 
2 mm. La différence relative maximale a été observée à la profondeur 14,5 cm derrière 
l’hétérogénéité, en particulier dans les régions hors-champ. 
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Figure 11 : Faisceau d’électrons de 18 MeV : Profils de dose calculés et mesurés aux profondeurs indiquées, 
dans le fantôme eau-poumon-eau. Les profils de dose à 14,5 cm de profondeur ont été multipliés par un  
facteur 0,8 pour éviter le chevauchement. 
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Ces résultats valident la physique du code MC rapide PENFAST destiné au calcul de dose en 
radiothérapie. Le paragraphe suivant évalue le gain en temps de calcul obtenu avec PENFAST 
par rapport au code MC généraliste PENELOPE.  
 
3.3. Comparaison du temps de calcul entre PENELOPE et PENFAST 
Une comparaison du temps de calcul de dose entre PENELOPE et PENFAST est présentée 
dans les Tableaux 7 et 8 pour les faisceaux de photons et d’électrons respectivement. Les tests 
ont été effectués dans un fantôme homogène d’eau et dans les fantômes hétérogènes eau-
poumon-eau, eau-os-eau et eau-os-poumon-eau. Les calculs ont été réalisés dans les mêmes 
conditions, sur un « cluster » de 22 processeurs (AMD Opteron 64 bits, 8 Go de RAM et  
2,4 GHz). Le même PSF pré-calculé a été utilisé pour les deux calculs de dose avec 
PENELOPE et PENFAST. En outre, le même nombre d’histoires simulées et de voxels ont 
été utilisés pour les calculs avec les deux codes. Le temps CPU présenté dans les Tableaux 7 
et 8 est le temps de calcul nécessaire pour obtenir une incertitude statistique moyenne de 1 % 
(1σ) dans les régions où la dose est supérieure à 50 % de sa valeur maximale. 
 
Tableau 7 : Comparaison du temps CPU entre les deux codes MC PENELOPE et PENFAST en fonction 
 du nombre de voxels utilisés pour définir le fantôme. Cas du faisceau de photons de 12 MV. 
Fantôme Nombre de voxels (millions) 
Temps CPU 
PENELOPE 
(h) 
Temps CPU 
PENFAST 
(min) 
Rapport 
PENELOPE / 
PENFAST  
Eau 0,512 1,9 7 16,3 
Eau-poumon-eau 0,512 3,4 10 20,4 
Eau-os-eau 0,512 3,7 11 20,2 
Eau-os-poumon-eau 0,512 4 17 14,1 
 
Tableau 8 : Comparaison du temps CPU entre les deux codes MC PENELOPE et PENFAST en fonction 
 du nombre de voxels utilisés pour définir le fantôme. Cas du faisceau d’électrons de 18 MeV. 
Fantôme Nombre de voxels (millions) 
Temps CPU 
PENELOPE 
(h) 
Temps CPU 
PENFAST 
(min) 
Rapport 
PENELOPE / 
PENFAST  
Eau 1 0,3 2 9,0 
Eau-poumon-eau 1 0,7 4 10,5 
Eau-os-eau 8 1,5 10 9,0 
 
L’analyse de ces tableaux met en évidence que le temps de calcul requis par PENFAST est 
généralement de l’ordre de quelques minutes, alors que PENELOPE nécessite plusieurs 
heures sur les 22 processeurs. Selon la configuration simulée, PENFAST est environ 14 à 20 
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fois plus rapide que PENELOPE en mode photon, et 9 à 10 fois plus rapide en mode électron. 
La raison principale du gain en temps de calcul avec PENFAST par rapport au code 
généraliste PENELOPE est l’utilisation de données d’interactions (distributions angulaires de 
diffusion multiple et distributions de perte d’énergie pour tous les matériaux) pré-calculées 
dans PENFAST, alors que ces données sont déterminées lors de la simulation du transport des 
particules dans PENELOPE (comme dans tout autre code MC généraliste). De cette manière, 
une grande partie du temps de calcul est effectuée en amont du calcul avec PENFAST (Salvat 
et al. 2008a, 2008b, en prep.). 
 
Il est difficile de faire une véritable comparaison du temps de calcul entre PENFAST et les 
autres codes MC dédiés à la planification du traitement en radiothérapie puisque le temps de 
calcul dépend de plusieurs paramètres tels que la qualité du faisceau, le nombre d’histoires 
simulées, le nombre et la taille de voxels, la taille du champ, les paramètres de simulation et 
les caractéristiques du processeur. Toutefois, pour avoir une idée sur la différence entre les 
différents codes, le temps de calcul nécessaire pour les systèmes mentionnés précédemment, 
dans le Chapitre I, Paragraphe 4.2, est généralement de l’ordre de quelques minutes pour un 
faisceau d’électrons et de quelques heures pour un faisceau de photons (Neuenschwander et 
al. 1995, Kawrakow et al. 1996, Fippel 1999, Kawrakow 2000b, Sempau et al. 2000, Siebers 
et al. 2000, Hartman Siantar et al. 2001, Chetty  et al. 2007). Comparé à ces systèmes, 
PENFAST est ainsi en mesure de fournir des résultats en des temps de calcul comparables 
pour les électrons et des temps plus courts pour les photons. Un atout important de 
PENFAST, qui le diffère des autres codes MC rapides, est qu’il n’est pas fondé sur des 
modèles de sources virtuelles ou de « kernels » calculés par MC pour effectuer la planification 
du traitement, mais sur l’utilisation d’une description détaillée de la géométrie de 
l’accélérateur et la simulation MC complète de la sortie de la section de déviation magnétique 
jusqu’au patient (Salvat et al. 2008a, 2008b, en prep.). Cette approche permet un calcul précis 
de la dose délivrée comme démontré dans cette étude. 
 
4. Conclusions 
Les résultats de ce chapitre montrent que, pour les faisceaux de photons et d’électrons, 
PENFAST fournit des résultats qui sont équivalents, en termes de précision (avec des écarts 
inférieurs à 1 % et 1 mm), à ceux obtenus à l’aide de PENELOPE. Selon la qualité du 
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faisceau et la géométrie modélisée, le code PENFAST est 9 à 20 fois plus rapide que le code 
PENELOPE. 
En outre, le bon accord entre les simulations PENFAST et les mesures expérimentales en 
milieux homogène (écarts inférieurs à 1 % et 1 mm) et hétérogènes (écarts généralement 
inférieurs à 2 % et 2 mm) a montré la capacité du code PENFAST à calculer une dose précise, 
en modes photon et électron, même en situation complexe de perturbation de la fluence dans 
les régions de déséquilibre électronique en particulier au voisinage des interfaces entre les 
différents matériaux. Ces résultats valident ainsi, pour les configurations étudiées, les modèles 
physiques inclus dans le code de calcul de dose MC PENFAST. 
 
Par contre, bien que le code MC PENFAST soit validé en regard des critères d’acceptabilité 
retenus, plusieurs remarques peuvent être faites. 
Tout d’abord, les écarts obtenus avec PENFAST par rapport aux mesures sont légèrement 
supérieurs à ceux obtenus avec le code PENELOPE. Ce phénomène s’explique par la 
simplification de la physique faite dans PENFAST afin de calculer plus vite. Ces écarts 
rentrent tout de même largement dans les critères d’acceptabilité retenus. 
Ensuite, dans le cadre de la présente validation, le PMMA a été ajouté à la base de données 
utilisée par PENFAST et les fantômes ont été générés numériquement pour avoir les 
caractéristiques physiques et géométriques correctes dans la géométrie voxélisée. Dans la 
version actuelle de PENFAST disponible pour les applications cliniques, la géométrie 
voxélisée sera définie à partir des images TDM moyennant des correspondances UH-matériau 
et UH-masse volumique. La vérification de la caractérisation de la géométrie voxélisée, 
notamment lorsqu’un matériau sera différent de ceux de la base de données (eau, os, poumon, 
air), paraît alors indispensable pour valider le calcul de dose dans le TPS-MC final. Cette 
étape a été réalisée lors de la validation clinique du TPS-MC qui fera l’objet du prochain 
chapitre. 
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Chapitre V 
EVALUATION DU SYSTEME DE PLANIFICATION DE TRAITEMENT 
PAR MONTE CARLO EN CONDITIONS CLINIQUES 
 
1. Introduction 
Lors du précédent chapitre, la physique du code MC PENFAST a été validée en utilisant des 
fantômes numériques de caractéristiques réelles. Le but du présent chapitre est d’évaluer le 
TPS ISOgray™ utilisant la méthode de calcul de dose par MC PENFAST (appelé TPS-MC 
par la suite) en conditions cliniques tout en identifiant les points critiques. Dans cette étude, le 
calcul de dose a été effectué à partir des images TDM des fantômes hétérogènes. La 
conversion de l’information dans l’image TDM (UH) en données de simulation MC (matériau 
et masse volumique requis pour chaque voxel) a ainsi été évaluée.  
 
Cette étude a été réalisée pour le mode photon 25 MV et le mode électron 9 MeV issus de 
l’accélérateur linéaire clinique Primus installé au CAL. Une attention toute particulière a été 
portée sur les champs de taille réduite puisqu’ils sont de plus en plus utilisés avec le 
développement de la RCMI et puisque le calcul de dose avec les méthodes conventionnelles 
est souvent imprécis à cause du manque d’équilibre électronique latéral (Ma et al. 1999, 
Carrasco et al. 2004, Martens 2002b). De ce fait, en plus des champs de référence 10×10 cm², 
les champs de 4×4 cm² et 6×6 cm² pour les modes photon 25 MV et électron 9 MeV ont été 
respectivement étudiés. Les distributions de dose obtenues dans le TPS-MC à partir des 
images TDM ont été comparées avec celles calculées à partir des fantômes hétérogènes 
numériques ainsi qu’avec celles mesurées par des films radiographiques. Le calcul de dose a 
été effectué en utilisant les PSF déjà validés en milieu homogène dans le Chapitre III, 
Paragraphe 5. 
 
La première partie de ce chapitre décrit la configuration des fantômes utilisés dans cette étude 
ainsi que les conditions expérimentales de mesures et les paramètres de simulation  MC. Les 
résultats des tests d’évaluation dosimétrique du TPS-MC sont présentés dans la deuxième 
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partie de ce chapitre. La dernière partie présente une étude permettant d’évaluer l’intérêt de 
l’ajout de nouveaux matériaux dans le TPS-MC. 
 
2. Matériels et méthodes 
2.1. Fantômes utilisés 
Les fantômes parallélépipédiques utilisés pour l’évaluation du calcul de dose dans le TPS-MC 
sont composés de plaques (CIRS) équivalent-eau, équivalent-poumon et équivalent-os. Les 
plaques sont serrées les unes aux autres afin de limiter la perturbation de la couche d’air inter-
plaques. La configuration des fantômes hétérogènes utilisés en mode photon et en mode 
électron sont présentées sur la figure 1. Le Tableau 1 regroupe l’ensemble des caractéristiques 
des matériaux utilisés.  
eau
poumon os3 cm
14 cm
30 × 30 cm²
30 × 15 cm² 30 × 15 cm²(b)
eau
poumon os1 cm
14 cm
30 × 15 cm² 30 × 15 cm²
30 × 30 cm²
(a)
 
Figure 1 : Fantômes hétérogènes composés de plaques équivalent-eau, équivalent-poumon et équivalent-os, 
 pour le mode électron (a) et le mode photon (b). 
 
Tableau 1 : Caractéristiques des matériaux utilisés dans les fantômes.  
Matériau Masse volumique (g.cm-3) 
Composition 
(% massique) 
Equivalent-eau 1,00 O(88,89) ; H(11,11)  
Equivalent-poumon 0,30 C(60,08) ; O(23,04) ; H(8,33) Mg(4,8) ; N(2,73) ; Cl(1,02) 
Equivalent-os 1,92 O(43,5) ; Ca(22,5) ; C(15,5); P(10,3); N(4,2) H(3,4) ; S(0,3) ; Mg(0,2) ; Na(0,1) 
 
2.2. Mesures expérimentales 
Dans cette étude, les mesures dans les fantômes hétérogènes ont été effectuées dans le service 
de radiothérapie du CAL dans des conditions standards d’irradiation. 
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La mesure expérimentale des profils de dose dans les fantômes hétérogènes a été réalisée à 
l’aide de films radiographiques. Il s’agit de films à émulsion argentique. Cet instrument est le 
plus répandu en radiothérapie pour des mesures de doses relatives de bonne résolution spatiale 
dans un plan. L’épaisseur du film de quelques centaines de micromètres permet de l’insérer 
facilement entre les plaques équivalent-tissu et de ne pas perturber la mesure, sous réserve 
qu’il soit placé perpendiculairement au faisceau. Dans le cas contraire, une large atténuation 
du faisceau est observée dans le prolongement du film. Les films utilisés dans cette étude sont 
du type KODAK EDR2 (acronyme d’Extended Dose Range). 
 
Pour mesurer expérimentalement les profils de dose derrière les hétérogénéités, les films 
radiographiques ont été placés entre les plaques équivalent-eau perpendiculairement au 
faisceau. 
Pour le mode électron 9 MeV, les deux champs 6×6 et 10 ×10 cm², définis à 100 cm de la 
source, ont été étudiés. Les profils de dose ont été mesurés à la profondeur de 3 cm derrière 
les hétérogénéités (figure 1a), pour une distance source-surface du fantôme de 100 cm. 
Pour le mode photon 25 MV, les deux champs 4×4 et 10 ×10 cm² ont été étudiés. Les profils 
de dose ont été mesurés à la profondeur de 5 cm (figure 1b), pour une distance source-surface 
du fantôme de 95 cm. 
 
Pour les comparaisons avec les calculs MC, tous les profils de dose ont été normalisés par 
rapport à la dose maximale. Les incertitudes associées aux mesures relatives par film sont de 
l’ordre de 1,5 % (1σ). 
 
2.3. Simulations Monte Carlo 
Les PSF validés dans le Chapitre III ont été utilisés comme données d’entrée pour le calcul de 
dose par MC dans les fantômes hétérogènes. 
 
Les distributions de dose calculées dans le TPS-MC à partir des images TDM ont été 
comparées à celles calculées à partir des fantômes numériques. De ce fait, l’influence de la 
conversion des UH en données de simulation (matériau et densité) sur les distributions de 
dose a été évaluée. Pour cette comparaison, nous distinguons les deux cas suivants : 
− Pour les calculs de dose effectués à partir des images TDM, les fantômes hétérogènes 
(Figure 1) ont été scannés par un tomodensitomètre en mode séquentiel avec des coupes 
transverses de 2 mm d’épaisseur. Ces images TDM ont été ensuite introduites dans le 
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TPS-MC afin d’être converties en géométries voxélisées utilisées comme données 
d’entrée pour le calcul des distributions de dose. 
− Pour les calculs de dose effectués à partir des fantômes numériques, les fantômes 
voxélisés ont été générés numériquement afin d’attribuer les caractéristiques physiques 
(matériau, masse volumique) correctes aux voxels telles qu’elles sont réellement utilisées 
dans les mesures. Ces fichiers de géométrie voxélisée ont été directement utilisés pour le 
calcul de dose par MC. 
 
3. Résultats et discussions 
3.1. Comparaison entre les calculs MC effectués avec des images TDM et des 
fantômes numériques 
3.1.1. Mode électron 9 MeV 
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Figure 2 : Mode électron 9 MeV : Profils de dose à 3 cm de profondeur calculés par MC à partir 
 du fantôme numérique et des images TDM. Cas du champ 6×6 cm² (a) et 10×10 cm² (b). 
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La Figure 2 illustre la comparaison entre les profils de dose calculés dans le TPS-MC en 
utilisant les images TDM et ceux calculés à partir du fantôme numérique. Les profils de dose 
pour les champs 6×6 cm² et 10×10 cm² ont été obtenus à 3 cm de profondeur derrière les 
hétérogénéités équivalent-poumon et équivalent-os (Figure 1a). 
 
Les calculs MC ont été effectués avec une taille de voxel de 4×4×2 mm3. Les incertitudes 
statistiques (1σ) associées à différents points de calcul pour les deux champs sont regroupées 
dans le Tableau 2. 
 
Tableau 2 : Incertitudes statistiques (1σ) associées aux calculs MC dans  
différentes positions du profil de dose pour les deux champs étudiés. 
Distance (cm) 6×6 cm² 10×10 cm² 
9,8 - 1,05 % 
11,8 1,10 % 0,73 % 
13 0,71 % 0,72 % 
13,4 0,75 % 0,71 % 
14,6 0,86 % 0,81 % 
15,4 1,15 % 1,09 % 
16,6 1,35 % 1,34 % 
17,8 1,67 % 1,35 % 
20,2 - 1,98 % 
 
La Figure 2 montre des écarts non négligeables (jusqu’à 10 % d’écart) entre les deux calculs 
MC, en particulier à l’interface entre les deux hétérogénéités et derrière le matériau 
équivalent-os. Derrière le matériau équivalent-poumon, l’écart maximal entre les deux 
distributions est inférieur à 2 %. 
 
Pour comprendre ces désaccords, nous avons examiné la nature du matériau et la masse 
volumique attribuées à chaque voxel suite à la conversion des UH. Les matrices de matériaux 
et de densités utilisées par le TPS-MC sont visualisées sur la Figure 3. Nous constatons les 
points suivants : 
− Les masses volumiques obtenues par la conversion des UH diffèrent des valeurs réelles, 
en particulier pour le matériau équivalent-os. Pour ce matériau, la densité attribuée par le 
TPS-MC varie entre 1,2 et 1,9 g.cm-3 alors que la densité réelle est égale à 1,92 g.cm-3. 
− L’épaisseur de la plaque équivalent-os dans la géométrie voxélisée issue des images TDM 
varie de 1 à 2 cm (Figure 3a) alors que l’épaisseur réelle mesure 1 cm. 
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− Au voisinage de l’interface entre les deux hétérogénéités (distance latérale de 12,5 à 15 
cm), une partie de la plaque équivalent-poumon est considérée comme de l’air dans la 
géométrie voxélisée issue des images TDM (Figure 3a). 
− Dans la géométrie voxélisée issue des images TDM, on distingue au niveau des interfaces 
entre les différentes plaques équivalent-eau, des fines couches de densités inférieures à 
celle de l’eau (Figure 3b). Dans le fantôme numérique, ces interstices n’ont pas été 
modélisés. 
 
(a) (b)
 
Figure 3 : Matrices de matériaux (a) et de masses volumiques (b) obtenues suite à la conversion 
 des UH dans le TPS-MC ISOgray™. 
 
La première origine de ces différences de matériaux et de densités observées est la présence 
d’artefacts dans les images TDM. Ces artefacts, dus à la présence de la plaque équivalent-os 
de forte densité, faussent les UH dans ce matériau et son voisinage. En conséquence, 
l’attribution des matériaux et masses volumiques qui dérivent des UH est aussi erronée. 
Par ailleurs, la Figure 4 montre la courbe de correspondance UH = f(masse volumique) ainsi 
que les intervalles d’attribution des matériaux en fonction des UH utilisés dans le TPS-MC 
ISOgray™. Ces données sont définies à partir d’un fantôme contenant un certain nombre 
d’inserts de matériaux et masses volumiques connus. Elles transcrivent pour chaque voxel 
d’une image TDM d’un objet, le matériau et la masse volumique du voxel représentatif de cet 
objet. D’après les études menées dans ce domaine, il est difficile de définir des 
correspondances UH-matériau et UH-densité uniques. Ces données dépendent en effet de 
plusieurs paramètres tels que les conditions d’acquisition des images par le tomodensitomètre 
(diamètre du champ, tension, intensité et taille de la matrice d’acquisition) et des 
caractéristiques (en particulier, la composition des différents inserts) du fantôme utilisé pour 
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déterminer les correspondances UH-matériau et UH-densité (Constantinou et al. 1992, du 
Plessis et al. 1998, Schneider et al. 2000, Vanderstraeten et al. 2007, Isambert 2009). Ceci 
entraîne donc une imprécision sur la définition des matériaux et des densités dans la 
géométrie voxélisée. 
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Figure 4 : Courbe de correspondance UH-masse volumique (a) et intervalles d’attribution 
 des matériaux en fonction des UH (b) dans le TPS-MC ISOgray™.  
 
3.1.2. Mode photon 25 MV 
La comparaison entre les profils de dose calculés dans le TPS-MC en utilisant les images 
TDM et ceux calculés à partir du fantôme numérique est présentée sur la Figure 5. Les profils 
de dose pour les champs 4×4 cm² et 10×10 cm² ont été obtenus à 5 cm de profondeur derrière 
les hétérogénéités équivalent-poumon et équivalent-os (Figure 1b). Des voxels cubiques de 2 
mm de côté ont été choisis pour les deux calculs dans le TPS-MC. Le Tableau 3 regroupe les 
incertitudes statistiques (1σ) associées aux différents points de calcul pour les deux champs 
étudiés. 
 
L’analyse de la figure 5 met en évidence un bon accord entre les deux calculs MC. 
L’influence de la voxélisation de la géométrie sur les distributions de dose est donc moins 
importante en mode photon 25 MV qu’en mode électron 9 MeV. Une des raisons physiques 
possibles à cette moindre sensibilité est qu’en effet les électrons, vu leur faible parcours, 
déposent leur énergie dans un petit volume alors que les photons du fait de leur mode 
d’interaction déposent leur énergie dans un plus grand volume. 
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Figure 5 : Mode photon 25 MV : Profils de dose à 5 cm de profondeur calculés dans le TPS-MC en 
 utilisant les images TDM et le fantôme numérique. Cas du champ 4×4 cm² (a) et 10×10 cm² (b). 
 
Tableau 3 : Incertitudes statistiques (1σ) associées aux calculs MC dans  
différentes positions du profil de dose pour les deux champs étudiés. 
Distance (cm) 4×4 cm² 10×10 cm² 
9,8 - 2,1 % 
11,8 - 1,0 % 
13 2,1 % 1,2 % 
13,4 1,4 % 1,1 % 
14,6 1,6 % 1,4 % 
15,4 1,7 % 1,4 % 
16,6 1,8 % 1,0 % 
17,8 - 0,9 % 
20,2 - 1,8 % 
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3.2. Comparaison entre les mesures et les calculs MC 
3.2.1. Mode électron 9 MeV 
La Figure 6 illustre la comparaison entre les profils de dose (à 3 cm de profondeur) mesurés 
par film radiographique et ceux calculés dans le TPS-MC en utilisant les images TDM et le 
fantôme numérique. 
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Figure 6 : Mode électron 9 MeV : Profils de dose à 3 cm de profondeur mesurés et calculés par MC à partir 
 des images TDM et à partir du fantôme numérique. Cas du champ 6×6 cm² (a) et 10×10 cm² (b). 
 
Le test de l’index gamma a été utilisé pour évaluer l’écart entre les distributions de dose 
mesurées et calculées. Dans le contexte d’une validation expérimentale du TPS-MC, les 
valeurs des critères d’acceptabilité ∆Dmax et DTA retenues ont été restreintes à 2 % et 2 mm 
respectivement. Les mêmes critères ont été utilisés pour évaluer les différentes régions du 
profil de dose (intérieur du faisceau, pénombre et extérieur du faisceau). Il est à noter que la 
valeur du critère d’acceptabilité sur la dose (∆Dmax) est compatible avec les incertitudes 
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associées aux mesures (de l’ordre de 1,5 % à 1σ). La Figure 7 présente les résultats du test de 
l’index gamma pour les mesures par film et les calculs par MC (avec images TDM et fantôme 
numérique) dans les deux tailles de champ étudiées (6×6 et 10×10 cm²). 
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Figure 7 : Mode électron 9 MeV : Résultats du test de l’index gamma (2 % - 2 mm) pour les deux calculs MC à 
partir des images TDM et à partir du fantôme numérique. Cas du champ 6×6 cm² (a) et 10×10 cm² (b). 
 
L’examen des deux figures 6 et 7 met en évidence les points suivants : 
− Des écarts supérieurs à 2 % et 2 mm sont observés entre les mesures expérimentales (par 
film radiographique) et les résultats des deux calculs par MC, en particulier derrière le 
matériau équivalent-os. Au voisinage de l’interface entre les deux matériaux, le résultat du 
test de l’index gamma est accepté pour la simulation avec le fantôme numérique mais 
rejeté pour le calcul avec les images TDM. Derrière le matériau équivalent-poumon, un 
bon accord (écarts inférieurs à 2 % et 2 mm) est en général observé entre les différentes 
distributions, sauf pour le calcul avec les images TDM dans le cas du champ 10×10 cm², 
où le résultat du test de l’index gamma est rejeté pour les distances latérales de 12,8 à 15 
cm (Figure 7b).   
− Le résultat du test de l’index gamma est rejeté pour les points du profil situés en dehors du 
champ. Ce rejet n’est toutefois pas « rédhibitoire » étant donné que les critères 
d’acceptabilité dans ces zones sont généralement beaucoup plus élevés que 2 % et 2 mm 
(cf. Chapitre I, Paragraphe 6.3).   
 
En plus des erreurs liées à la conversion de l’image TDM en géométrie voxélisée, les écarts 
observés entre les mesures expérimentales et les calculs MC (avec images TDM et fantôme 
numérique), en particulier derrière la plaque équivalent-os, peuvent être dus à la perturbation 
de la mesure par la présence du film radiographique. Dans le but de clarifier le comportement 
dosimétrique du film au cours de la mesure dans le fantôme hétérogène, nous avons effectué 
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un calcul de dose en incluant le film radiographique dans la géométrie modélisée. Ceci était 
possible avec le code MC de référence PENELOPE.  
 
3.2.1.1. Simulation du film radiographique avec le code MC PENELOPE 
Pour le calcul des profils de dose, les fantômes hétérogènes avec le film radiographique inséré 
dans sa pochette en papier aux positions indiquées précédemment, ont été modélisés avec le 
programme PENGEOM (Annexe A) en respectant les caractéristiques physiques et 
géométriques des fantômes. La Figure 8 montre une vue en deux dimensions de la 
modélisation géométrique des fantômes hétérogènes avec les films. 
 
(a)
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15 cm
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Figure 8 : (a) Visualisation avec le logiciel GVIEW2D de la géométrie modélisée du fantôme  
hétérogène avec le film. (b) Agrandissement de la géométrie modélisée du film radiographique. 
 
Le film radiographique est composé d’un support en polyester de 180 µm d’épaisseur. Ce 
support est recouvert d’une mince couche d’adhésif fixant, sur ses deux faces, une émulsion 
(20 µm d’épaisseur) contenant des microcristaux de bromure d’argent enrobés dans de la 
gélatine. Ces émulsions, sensibles aux photons lumineux, sont recouvertes par une surcouche 
protectrice. Le tout est contenu dans une pochette en papier étanche à la lumière. 
 
Les paramètres de simulation choisis pour le calcul de dose avec le code PENELOPE sont 
regroupés dans le Tableau 4. 
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Tableau 4 : Paramètres de simulation MC PENELOPE dans le cas du mode électron 9 MeV. 
Paramètres Electron (9 MeV) 
C1 = C2 0,05 
Wcc (keV) = Wcr (keV) 10* 
Energies de coupure : e-, photons, e+ (keV) 10**, 10**, 10** 
* Les valeurs dans l’émulsion du film sont Wcc = Wcr = 5 keV. 
** Les énergies de coupures dans l’émulsion sont de 5 keV pour les électrons et les positons et de 1 keV pour les 
photons. Ce choix est compatible avec l’épaisseur minimale du volume de détection (4 mm×4 mm×20 µm), la 
portée d’un électron de 5 keV étant de 0,35 µm dans l’émulsion. 
 
La Figure 9 illustre la comparaison entre les profils de dose mesurés et calculés par le code 
PENELOPE en modélisant le film dans le fantôme hétérogène. Les profils de dose calculés 
dans le TPS-MC en utilisant le fantôme numérique ainsi que ceux calculés avec le code 
PENELOPE sans modéliser le film sont également présentés sur cette figure. L’analyse de la 
figure 9 montre que : 
− Un bon accord est mis en évidence entre les résultats du code PENELOPE avec 
modélisation du film et ceux mesurés expérimentalement (écarts inférieurs à 2 % et 2 
mm). Les écarts maximaux correspondent aux points du profil situés au voisinage de 
l’interface entre les deux matériaux différents. Ceci peut être dû à la perturbation de la 
couche d’air inter-plaques présente durant les mesures. Ces interstices n’ont pas été 
modélisés dans PENELOPE. 
− Les résultats du TPS-MC calculés avec le fantôme numérique correspondent à ceux 
obtenus avec le code PENELOPE sans modélisation du film. Ce bon accord confirme les 
résultats de l’étude menée au Chapitre IV sur la validation du code PENFAST par rapport 
au code PENELOPE). 
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Figure 9 : Mode électron 9 MeV : Profils de dose à 3 cm de profondeur mesurés et calculés 
 par PENELOPE avec et sans modélisation du film ainsi que par le TPS-MC en utilisant 
 le fantôme numérique. Cas du champ 6×6 cm² (a) et 10×10 cm² (b). 
 
La bonne concordance entre la simulation MC du film radiographique et la mesure réalisée 
avec celui-ci derrière le matériau équivalent-os confirme la perturbation de la mesure par la 
présence du film. Sa présence entraîne en effet, de par sa composition, une perturbation de la 
fluence observée en interagissant comme milieu supplémentaire au sein du fantôme étudié. 
Par ailleurs, l’étalonnage du film radiographique est généralement réalisé dans un milieu 
homogène (eau) pour lequel cet instrument de mesure possède une réponse linéaire avec la 
dose reçue et faiblement dépendante de l’énergie du faisceau. Dans un milieu hétérogène, les 
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films ont en revanche une forte dépendance vis-à-vis des photons de basse énergie notamment 
en présence de matériaux de forte densité. Le film tend alors à surestimer la dose dès lors que 
le milieu traversé est dense à cause de sa sensibilité aux rayonnements de basse énergie 
produits par diffusion dans ces matériaux. Pour ces raisons, le film radiographique semble 
donc être inadapté à la dosimétrie dans un milieu hétérogène composé de matériaux de forte 
densité. Cette conclusion a été déjà confirmée par plusieurs études antérieures comme celles 
menées par Mayer et al. (1997), Suchowerska et al. (1999), Esthappan et al. (2002), Martens 
et al. (2002a), Charland et al. (2003) et Serrano (2006). Celles-ci ont montré que dans un 
milieu hétérogène les films ont une sur-réponse aux photons de basse énergie notamment pour 
des énergies inférieures à 400 keV. 
 
Le bon accord entre les résultats du TPS-MC avec fantômes numériques et le code 
PENELOPE sans modélisation du film montre la capacité du TPS-MC à calculer une dose 
précise dès lors que les matériaux sont correctement définis. Il s’agit de la dose réellement 
absorbée dans le milieu sans perturbation du détecteur. 
 
3.2.2. Mode photon 25 MV 
La comparaison entre les profils de dose (à 5 cm de profondeur) mesurés par le film 
radiographique et ceux calculés dans le TPS-MC en utilisant les images TDM et le fantôme 
numérique ainsi que ceux calculés par le code PENELOPE en modélisant le film, est 
présentée sur la Figure 10. Le tableau 5 regroupe les paramètres de simulation PENELOPE. 
 
Comme pour le mode électron 9 MeV, le test de l’index gamma a été utilisé pour évaluer 
l’écart entre les distributions de dose mesurées et calculées. Les résultats du test de l’index 
gamma pour les deux calculs dans le TPS-MC (avec images TDM et fantôme numérique) sont 
représentés sur la Figure 11 pour les deux tailles de champ étudiées. Ce test n’a 
malheureusement pas pu être utilisé pour évaluer les calculs avec PENELOPE puisque 
l’incertitude statistique associée à ces calculs (supérieure à 2 % à 1 σ) est plus élevée que les 
critères d’acceptabilité retenus. 
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Figure 10 : Mode photon 25 MV : Profils de dose à 5 cm de profondeur mesurés et calculés 
 dans le TPS-MC en utilisant les images TDM et le fantôme numérique ainsi que ceux calculés 
 par le code PENELOPE en modélisant le film. Cas du champ 4×4 cm² (a) et 10×10 cm² (b). 
 
Tableau 5 : Paramètres de simulation MC PENELOPE dans le cas du mode photon 25 MV. 
Paramètres  
C1 = C2 0,05 
Wcc (keV) = Wcr (keV) 10* 
Energies de coupure : e-, photons, e+ (keV) 100**, 10**, 100** 
Techniques de réduction de variance*** NSPLIT = 25 
* Les valeurs dans l’émulsion du film sont Wcc = Wcr = 5 keV. 
** Les énergies de coupures dans l’émulsion sont de 5 keV pour les électrons et les positons et de 1 keV pour les 
photons. Ce choix est compatible avec l’épaisseur minimale du volume de détection (4 mm×4 mm×20 µm), la 
portée d’un électron de 5 keV étant de 0,35 µm dans l’émulsion. 
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Figure 11 : Mode photon 25 MV : Résultats du test de l’index gamma (2%-2mm) pour les calculs dans le TPS-
MC à partir des images TDM et à partir du fantôme numérique. Cas du champ 4×4 cm² (a) et 10×10 cm² (b). 
 
Malgré l’incertitude statistique élevée sur le calcul PENELOPE, l’analyse des deux figures 10 
et 11 met en évidence que les trois méthodes de calcul de dose par MC donnent des résultats 
très proches. En outre, un bon accord est généralement observé entre les mesures par film et 
les trois calculs par MC. Les écarts sont en général inférieurs à 2 % et 2 mm. Toutefois, il est 
important de préciser que le résultat du test de l’index gamma a été rejeté, dans le cas du 
champ 10×10 cm², pour quelques points du profil derrière le matériau équivalent-poumon à 
une distance proche de 14,4 cm (Figure 11b). Ceci peut être dû aux fluctuations non 
négligeables observées dans cette zone du profil de dose mesuré. 
 
4. Evaluation de l’intérêt de l’ajout de nouveaux matériaux dans le TPS-MC 
Comme déjà évoqué dans le Chapitre I, Paragraphe 5.2.2, le calcul prévisionnel de dose dans 
le patient à l’aide du TPS-MC utilise en entrée les images TDM. Les UH, de chaque pixel de 
l’image sont représentées à l’aide d’une échelle de gris, codée en 12 bits, avec des valeurs 
comprises entre -1024 et 3071. Pour les images TDM d’un corps humain, l’air est représenté 
par une valeur d’UH aux alentours de -1000, l’eau par une valeur d’UH aux alentours de 0 et 
l’os par une valeur d’UH supérieure à 500. 
Même si les calculs de dose réalisés à l’aide de la méthode MC sont effectués en simulant 
directement les interactions entre le faisceau de photons ou d’électrons et les tissus, la 
composition atomique et la masse volumique de ces tissus sont nécessaires pour le calcul des 
sections efficaces (du Plessis et al. 1998, Schneider et al. 2000, Vanderstraeten et al. 2007, 
Salvat et al. en prep., Isambert 2009). La conversion correcte du niveau de gris de chaque 
pixel des images TDM en données de simulation est une des étapes qui détermine la justesse 
des calculs MC.  
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Il est à rappeler que la version standard du code MC (PENFAST) implémentée dans le TPS 
ISOgray™ n’inclut que quatre matériaux d’intérêt clinique, à savoir : l’eau, l’os compact, le 
poumon et l’air. Dans une étude précédente (cf. Chapitre IV, Paragraphe  3.1), nous avons 
démontré que l’introduction du matériau PMMA dans la base de données du code PENFAST 
était indispensable pour améliorer la précision sur la dose calculée dans ce matériau. 
 
Dans cette partie, l’intérêt clinique d’ajouter de nouveaux matériaux (tissu adipeux, cartilage, 
etc.) dans le TPS-MC a été évalué en mesurant l’effet sur la dose des imprécisions de la 
conversion des données TDM en données utilisables par le TPS-MC. Ces imprécisions 
surviennent notamment lorsqu’un matériau est différent de ceux de la base de données du 
TPS-MC. De ce fait, les distributions de dose calculées avec le TPS-MC ont été comparées à 
celles calculées avec le code de référence PENELOPE dans des fantômes hétérogènes 
contenant des plaques de tissu adipeux et de cartilage. Les distributions de dose obtenues avec 
le faisceau de photons de 25 MV et le faisceau d’électrons de 9 MeV, de champ 10×10 cm², 
de l’accélérateur Primus ont été étudiées. 
 
La configuration des fantômes hétérogènes étudiés est représentée sur la Figure 12. La 
composition et la masse volumique des matériaux utilisés dans ces fantômes sont données 
dans le Tableau 6. 
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Figure 12 : Fantômes hétérogènes composés de plaques de tissu adipeux et de cartilage, 
 pour le mode photon (a) et le mode électron (b). 
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Tableau 6 : Composition et densité des matériaux utilisés dans les fantômes hétérogènes.  
Matériau Masse volumique (g.cm-3) 
Composition 
(% massique) 
Tissu adipeux 0,92 C(63,76) ; O(23,27) ; H(11,87) ; N(0,80) ; Cl(0,12) S(0,07) ; Na(0,05) ; K(0,04) ; P(0,02) 
cartilage 1,1 O(74,46) ; C(9,90) ; H(9,53) ; N(2,20) P(2,20) ; S(0,90) ; Na(0,50) ; Cl(0,31) 
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Figure 13 : Comparaison des rendements en profondeur calculés avec PENELOPE et le TPS-MC 
 dans le fantôme hétérogène en mode photon (a) et en mode électron (b). La différence relative 
 entre les deux distributions est représentée sur l’axe des ordonnées de droite. 
 
Pour les calculs de dose avec PENELOPE, le fantôme hétérogène a été modélisé avec le 
programme de géométrie PENGEOM (Annexe A) en respectant la composition atomique et la 
masse volumique des différents matériaux. 
Pour les calculs de dose avec le TPS-MC, les fantômes voxélisés ont été générés 
numériquement en attribuant la masse volumique correcte à chaque voxel. Toutefois, pour 
l’attribution des matériaux, les plaques de tissu adipeux et de cartilage ont été respectivement 
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définies par de l’eau et de l’os compact disponibles dans la base de données du TPS-MC. 
Cette attribution correspond à ce qui serait fait dans le cas d’un calcul réel avec le TPS-MC 
(Isambert 2009). 
Des voxels cubiques de 4 mm de côté ont été utilisés dans les deux cas de simulation. 
 
La Figure 13 compare les rendements en profondeur calculés avec PENELOPE et le TPS-MC 
dans les fantômes hétérogènes. Des différences relatives non négligeables, allant jusqu’à 5,3 
% pour le mode photon et jusqu’à 15 % pour le mode électron, ont été observées dans le 
cartilage et le tissu adipeux, en particulier au voisinage des interfaces entre les deux 
matériaux. En effet, dans le TPS-MC, les distributions de diffusion multiple (distributions 
angulaires et de perte d’énergie) utilisées pour le tissu adipeux et le cartilage sont celles 
définies pour l’eau et l’os compact respectivement. La molécule du tissu adipeux contient 64 
% de carbone alors que l’eau n’en contient pas. De même, le cartilage ne contient pas de 
calcium alors que la molécule d’os compact en contient 22 % ; ces deux matériaux 
contiennent aussi des teneurs différentes en hydrogène et en phosphore. Ces différences en 
composition entraînent des différences en section efficace des interactions des photons et des 
électrons dans le matériau, comme il a été démontré dans le Chapitre IV, Paragraphe 3.1. Les 
effets dosimétriques des électrons rétrodiffusés aux interfaces entre les différents matériaux 
sont donc différents entre les diverses compositions. 
Tous ces résultats montrent, mais on s’y attendait, qu’il est illusoire d’espérer obtenir des 
résultats corrects avec des matériaux qui ne sont pas les bons. Ainsi, il est particulièrement 
important de pouvoir distinguer les différentes compositions d’os (cartilage, os spongieux, 
etc.) et de matériaux équivalent-tissu (tissu adipeux, muscle, peau, etc.) afin d’effectuer un 
calcul précis de dose par MC dans le patient.  
 
Ces résultats rejoignent ceux de différentes études menées sur ce sujet (du Plessis et al. 1998, 
Schneider et al. 2000, Vanderstraeten et al. 2007, Isambert 2009). Toutes ces études ont 
démontré l’importance de l’utilisation de plusieurs compositions d’os pour le calcul de dose 
par MC. Parmi elles, une étude récente de Vanderstraeten et al. (2007) a montré que 
l’utilisation d’un seul type d’os donne des différences allant jusqu’à 10 % (pour un faisceau 
de photons de 6 MV) par rapport à l’utilisation d’un assemblage de dix types d’os différents. 
Dans le cadre du projet MAESTRO, Isambert (2009) a confirmé que l’utilisation d’un seul 
type d’os n’est pas suffisante pour une conversion précise des images TDM en géométrie 
voxélisée, en particulier dans le cas des images de la tête et du cou. 
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5. Conclusions 
L’étude des distributions de dose dans un fantôme hétérogène, effectuée avec le TPS-MC 
ISOgray™ en conditions cliniques, a mis en évidence les constatations suivantes : 
 
− La capacité du TPS-MC à calculer une dose précise dès lors que les caractéristiques 
physiques et géométriques des éléments étudiés sont correctes et que la perturbation de 
l’instrument de mesure est prise en compte. 
− L’imprécision du TPS dans l’attribution des matériaux et des masses volumiques à la 
géométrie voxélisée utilisée pour le calcul de dose par MC. Cette imprécision est 
principalement due à la présence d’artefacts dans l’image TDM, en particulier en présence 
de matériaux de masse volumique élevée. Il est donc nécessaire d’introduire dans le TPS 
un algorithme de correction automatique des artefacts. On ajoute à cela la problématique 
de la dépendance des données de correspondance UH-matériau et UH-densité aux 
conditions d’acquisition de l’image et au fantôme utilisé. De plus, cette imprécision peut 
être liée à l’insuffisance du nombre de matériaux définis dans le code PENFAST, 
notamment lorsqu’un matériau est différent de ceux de la base de données du code. D’où 
la nécessité de dissocier plusieurs compositions d’os (cartilage, os compact, etc.) et de 
matériaux équivalent-tissu (tissu adipeux, muscle, peau, etc.) pour améliorer la précision 
sur la dose calculée dans ces matériaux.  
− La mauvaise réponse du film radiographique en milieu hétérogène. Son emploi avec des 
fantômes hétérogènes n’est pas conseillé puisqu’il perturbe la dose par sa présence dans le 
milieu et qu’il présente une grande sensibilité aux photons de basse énergie diffusés par 
les milieux denses. L’utilisation d’autres types de dosimètres qui perturbent moins le 
champ de rayonnement est plus adaptée, comme par exemple les dosimètres équivalents-
tissus (dosimètres thermoluminescents, etc.). 
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CONCLUSION GENERALE ET PERSPECTIVES 
 
Les TPS qui utilisent des méthodes numériques classiques sont rapides, mais peu précis, 
notamment lorsque la tumeur est située dans des zones proches d’hétérogénéités comme le 
poumon ou l’os. La méthode MC permet une estimation de la dose très proche de la réalité en 
répondant au critère de précision exigé (3 % sur la dose délivrée). Cependant, depuis plusieurs 
années, le recours à cette méthode dans les TPS se heurte à une impossibilité liée au temps de 
calcul nécessaire pour obtenir une incertitude statistique acceptable. Or ce recours devient 
inévitable si l’on veut aborder des configurations complexes inhérentes aux nouvelles 
techniques de radiothérapie comme par exemple la RCMI. 
Pour répondre à cet enjeu, des avancées considérables relatives à la rapidité du calcul MC ont 
été apportées dans le cadre du projet européen MAESTRO avec le développement du nouveau 
code PENFAST ainsi que dans le cadre du projet TELEDOS avec la parallélisation de ce 
code. PENFAST permet une simulation rapide de la dose déposée par des photons, électrons 
et positons dans des géométries voxélisées (issues des images TDM) à partir de PSF pré-
calculés avec le code MC généraliste PENELOPE. PENFAST est fondé sur les mêmes 
modèles d’interactions physiques que ceux utilisés dans PENELOPE, mais il met en œuvre de 
nouveaux algorithmes de transport des électrons et positons afin de réduire le temps de la 
simulation.  
 
Dans ce contexte, ce travail de thèse, issu de ces deux projets, consiste à évaluer d’une part les 
performances techniques (temps de calcul) et d’autre part les performances dosimétriques 
(précision) du code MC rapide PENFAST en vue de son utilisation en routine clinique comme 
outil de calcul de dose performant au service d’une radiothérapie de qualité.   
 
La première partie de ce travail a été consacrée à la validation des différentes améliorations 
apportées aux deux codes MC PENELOPE et PENFAST afin d’accélérer le calcul et à leur 
optimisation afin d’obtenir la meilleure performance en terme de gain en temps de calcul. 
Tout d’abord, la parallélisation des deux codes, en utilisant l’interface MPI et un générateur 
parallèle de nombres pseudo-aléatoires, a été validée. Des comparaisons entre les résultats des 
codes parallélisés et ceux des codes standards (non parallélisés) ont été effectuées dans le cas 
de l’accélérateur linéaire Saturne 43. Les résultats ont montré un très bon accord entre les 
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versions parallélisées et non parallélisées et valident ainsi la parallélisation de PENELOPE et 
de PENFAST. En outre, des tests de scalabilité ont été effectués pour évaluer les 
performances en terme de gain en temps de calcul. Les résultats ont démontré que le gain en 
temps de calcul augmente quasi-linéairement avec le nombre de processeurs utilisés. Cette 
étude des codes parallélisés a montré la simplicité de mise en œuvre des différentes 
fonctionnalités ainsi que la possibilité de l’obtention des performances attendues.  
Par la suite, les techniques de réduction de variance proposées dans le code PENELOPE 
(« splitting » du rayonnement de freinage, « splitting » et roulette russe angulaires ainsi que 
« splitting » circulaire) ont été optimisées afin d’obtenir la meilleure efficacité de simulation. 
Cette étude a mis en évidence un gain d’un facteur minimal de 500 sur le temps de calcul du 
PSF. Ces techniques ont été ensuite validées en vérifiant qu’elles n’introduisaient aucun biais 
dans les résultats obtenus. Les spectres en énergie des particules à la sortie de la tête 
d’irradiation et les distributions de dose calculés avec les techniques de réduction de variance 
ont été comparés à ceux d’une simulation analogue, dans le cas du faisceau de photons de 12 
MV de l’accélérateur Saturne 43. Le bon accord trouvé a confirmé que ces techniques ne 
biaisent pas les résultats. 
A l’issue de cette partie, la démonstration de l’utilisation des méthodes MC en clinique, grâce 
à une réduction du temps de calcul, a été faite. Cette étude a permis de mettre en évidence les 
performances techniques des codes MC PENELOPE et PENFAST, moyennant l’utilisation 
des techniques de réduction de variance et leur parallélisation. 
 
Dans la deuxième partie de ce travail, une nouvelle méthode d’ajustement du spectre en 
énergie des électrons primaires à la sortie de la section de déviation magnétique d’un 
accélérateur linéaire a été présentée et testée. En effet, une étape indispensable au calcul de 
dose avec le code MC PENFAST concerne la détermination des caractéristiques du faisceau 
d’électrons primaires (distributions énergétique, spatiale et angulaire de ces électrons), 
caractéristiques qui sont relativement mal connues et difficilement mesurables. Les études 
antérieures sur la sensibilité des résultats de la simulation MC aux caractéristiques du faisceau 
initial ont montré que sa divergence angulaire avait une influence négligeable sur les 
distributions de dose. De plus, nous avons démontré, pour les faisceaux étudiés, une influence 
très faible de la taille de la source d’électrons primaires sur les profils de dose. En 
conséquence, la caractéristique principale du faisceau d’électrons primaires à ajuster reste son 
énergie (c’est-à-dire sa distribution énergétique) puisqu’elle affecte directement la qualité du 
faisceau. 
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La méthode présentée repose, tout d’abord, sur plusieurs simulations du rendement en 
profondeur dans l’eau réalisées avec le code MC de référence PENELOPE en considérant 
différents faisceaux d’électrons primaires monoénergétiques. Ensuite, le principe des 
moindres carrés avec la contrainte de non-négativité est utilisé pour obtenir une représentation 
discrète du spectre énergétique des électrons primaires qui permette d’obtenir un rendement 
en profondeur se conformant au mieux aux mesures expérimentales. Le premier avantage de 
cette méthode, par rapport aux méthodes empiriques généralement utilisées, est sa simplicité 
de mise en œuvre ainsi que sa rapidité. Elle ne distingue qu’un seul degré de liberté qui prend 
en compte l’énergie moyenne par le biais de la distribution en énergie qui inclue l’asymétrie 
du spectre. Son deuxième avantage est qu’elle permet de déterminer la « meilleure » 
distribution en énergie au sens des moindres carrés. 
Pour valider cette méthode, des simulations avec les deux accélérateurs Saturne 43 et Primus 
recouvrant les modes photon et électron selon diverses énergies et tailles de champs ont été 
réalisées. Les résultats du test de l’index gamma, utilisé pour évaluer la concordance entre les 
simulations et les mesures dans une cuve à eau, ont permis de valider cette méthode pour les 
deux modes et tous les champs étudiés en montrant ainsi sa robustesse. 
A l’issue de cette partie, les PSF créés à l’entrée des fantômes ont été utilisés comme données 
d’entrée pour le calcul des distributions de dose au sein des fantômes homogène et 
hétérogènes en vue de la validation dosimétrique du code PENFAST. 
 
Dans une troisième partie, une évaluation de la physique du code MC rapide PENFAST a été 
effectuée. Cette étude a été réalisée sur des fantômes numériques définis en utilisant les 
caractéristiques physiques et géométriques exactes des matériaux. Les images TDM des 
fantômes n’ont pas été utilisées pour s’affranchir de l’incertitude sur la conversion des UH en 
données de simulation et de ce fait, valider le modèle physique du code. Cette validation a été 
menée, en conditions métrologiques, pour un faisceau de photons de 12 MV et un faisceau 
d’électrons de 18 MeV issus de l’accélérateur Saturne 43 installé au LNHB. Les distributions 
de dose calculées avec PENFAST en milieux homogène et hétérogènes (os, poumon) ont été 
comparées à celles calculées avec le code MC généraliste PENELOPE ainsi qu’aux mesures 
expérimentales (ionométriques et chimiques). Cette étude a nécessité l’introduction d’un 
nouveau matériau dans la base de données du code PENFAST. En effet, pour utiliser de façon 
optimale les capacités du code MC, une description la plus précise possible de la composition 
atomique et de la masse volumique des matériaux constituant la géométrie est requise. 
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Le bon accord entre les différents résultats a permis une validation des modèles physiques 
inclus dans le code PENFAST pour les configurations étudiées. Cette étude a montré que, 
pour des faisceaux de photons et d’électrons, PENFAST fournit des résultats qui sont 
équivalents, en termes de précision, à ceux obtenus à l’aide de PENELOPE. Selon la qualité 
du faisceau et la géométrie modélisée, le code PENFAST est 9 à 20 fois plus rapide que le 
code PENELOPE. En outre, le bon accord entre les simulations PENFAST et les mesures 
expérimentales en milieux homogène et hétérogènes a montré la capacité du code PENFAST 
à reproduire les phénomènes physiques en modes photon et électron et à calculer une dose 
précise même en condition de manque d’équilibre électronique. 
 
Bien que le code MC PENFAST soit validé pour des conditions métrologiques sur des 
fantômes numériques de caractéristiques réelles, le calcul de dose dans le TPS ISOgray™ 
fondé sur le code MC PENFAST doit être évalué en conditions cliniques standards 
d’irradiation sur des images TDM avant toute utilisation en routine clinique. La conversion 
des UH en données de simulation (matériau et masse volumique requis pour chaque voxel) 
peut être ainsi évaluée. 
Cette étude a fait l’objet de la dernière partie de ce travail. Elle a été menée pour le mode 
photon 25 MV et le mode électron 9 MeV issus de l’accélérateur Primus installé au CAL. En 
plus du champ de référence 10×10 cm², les petits champs 4×4 cm² et 6×6 cm² pour le mode 
photon et le mode électron ont été respectivement étudiés. L’étude en milieu hétérogène (os, 
poumon) a été réalisée par comparaison des distributions de dose obtenues dans le TPS-MC à 
partir des images TDM avec celles calculées à partir des fantômes numériques ainsi qu’avec 
celles mesurées par des films radiographiques. 
Les résultats ont montré la capacité du TPS-MC à calculer une dose précise dès lors que les 
caractéristiques physiques et géométriques des éléments étudiés sont correctes et que la 
perturbation de l’instrument de mesure est prise en compte. Cette étude a toutefois révélé une 
imprécision du TPS dans l’attribution des matériaux et des masses volumiques à la géométrie 
voxélisée utilisée pour le calcul de dose par MC, en particulier en présence d’un matériau de 
densité élevée (os). Cette imprécision est principalement due à la présence d’artefacts dans 
l’image TDM induits par ce matériau dense. On ajoute à cela la problématique de la 
dépendance des données de correspondance UH-matériau et UH-densité aux conditions 
d’acquisition de l’image et au fantôme utilisé pour déterminer ces correspondances. En outre, 
la simulation du film radiographique avec le code PENELOPE a mis en évidence la mauvaise 
Conclusion générale et perspectives 
 
 159 
réponse du film en milieu hétérogène à cause de la perturbation induite par sa présence dans 
le milieu et de sa sensibilité aux photons de basse énergie diffusés des milieux denses. 
Cette dernière partie a également démontré l’intérêt d’ajouter de matériaux supplémentaires à 
utilité clinique dans le TPS-MC. Les écarts non négligeables observés entre le calcul de la 
dose dans le vrai matériau (PENELOPE) et celui dans le matériau attribué par le TPS-MC ont 
montré la nécessité de dissocier plusieurs compositions d’os (cartilage, os spongieux, os 
compact, etc.) et de matériaux équivalent-tissu (tissu adipeux, muscle, peau, etc.) pour 
améliorer la précision sur la dose calculée dans ces matériaux. 
 
Ce travail de thèse a permis de développer une nouvelle méthode d’ajustement du spectre 
initial en énergie d’un accélérateur linéaire et d’évaluer les performances techniques et 
dosimétriques du code MC rapide PENFAST. Toutefois, avant sa mise en service 
opérationnel, il conviendra de : 
− Faire une étude plus approfondie de l’influence de la composition des matériaux sur la 
dose calculée afin de déterminer quels matériaux, rencontrés en clinique, il est nécessaire 
d’ajouter dans le code PENFAST pour atteindre la précision requise sur la dose calculée. 
En effet, nous avons montré par comparaison entre PENELOPE (qui dispose de tous les 
matériaux) et PENFAST (qui dispose uniquement de l’air, l’eau, l’os et le poumon) qu’il 
est nécessaire d’ajouter des matériaux supplémentaires à intérêt clinique dans PENFAST 
tels que le cartilage, les tissus adipeux, etc. D’autres types de tissus comme le muscle, la 
peau, les divers types de tissus osseux, etc. restent à définir et à tester. 
− Introduire dans le TPS un algorithme de correction automatique des artefacts induits par la 
présence d’objets de forte densité. Cela sera particulièrement utile, en cas de présence de 
prothèse ou plombage dentaire, pour corriger les UH dans les images TDM et donc 
améliorer la précision sur la conversion des UH en matériaux et masses volumiques et par 
conséquent sur la dose calculée. Dans la version actuelle du TPS-MC ISOgray™, 
l’utilisateur peut délimiter la zone artéfactée sur l’image TDM et corriger manuellement 
les attributions de matériaux et masses volumiques incorrectes. 
− Compléter la validation du TPS-MC comme pour tout autre TPS conventionnel suivant les 
protocoles traditionnels de référence (AAPM 1995 et 1998, ESTRO 2004, IAEA 2004, 
NCS 2006). Il faudra, par exemple, vérifier l’influence de la distance à la source, de 
l’asymétrie, des modificateurs de faisceaux (caches moulés, collimateur multilames, filtre 
en coin), de l’obliquité et l’irrégularité de surface, etc. Il conviendra, en outre, de vérifier 
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le calcul de dose dans des fantômes anthropomorphiques ou dans des cas cliniques plus 
proches de la réalité et aussi de tester d’autres machines de traitement (Varian et Elekta). 
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Annexe A 
LE CODE MONTE CARLO PENELOPE 
 
Cette annexe fournit une description détaillée de la structure du code PENELOPE composé 
d’un ensemble de programmes dédiés à la gestion de la partie physique et de trois fichiers 
d’entrée pour gérer les paramètres de simulation et la géométrie. Les modèles physiques 
utilisés dans le code pour simuler le transport des électrons, positons et photons sont 
également décrits. 
 
1. Structure du code PENELOPE 
Le code PENELOPE est constitué d’un ensemble de programmes écrits en FORTRAN77. La 
Figure 1 schématise l’ensemble des programmes et des fichiers d’entrée  
permettant la simulation avec PENELOPE. La simulation est pilotée par le programme 
principal PENMAIN en faisant appel aux trois fichiers d’entrée (FICHIER.in, FICHIER.mat 
et FICHIER.geo) et aux deux autres programmes PENELOPE et PENGEOM. 
Données matériaux
Programme 
MATERIEL
Fichier d’entrée de la géométrie
FICHIER.geo
Fichier d’entrée de la simulation
FICHIER.in
Fichier d’entrée des matériaux
FICHIER.mat
Programme principal 
PENMAIN
Programme de géométrie
PENGEOM
Programme de transport
PENELOPE
Fichiers de sortie
 
Figure 1 : Structure de l’ensemble des programmes et fichiers d’entrée du code PENELOPE. 
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1.1. Programme principal PENMAIN 
Le programme principal PENMAIN gère les appels aux différents programmes concernant la 
géométrie, les matériaux et la physique. Il calcule et stocke les moyennes des grandeurs 
d’intérêt générées par le modèle de diffusion contenu dans le programme PENELOPE à la fin 
de la simulation. 
 
PENMAIN est structuré pour que l’histoire d’une particule soit générée comme une séquence 
de sauts ou « jumps ». A la fin de chaque déplacement, la particule subit une interaction, au 
cours de laquelle elle perd de l’énergie, change de direction et dans certains cas, produit une 
particule secondaire. Les électrons et les photons sont simulés selon le schéma présenté sur la 
Figure 2 en faisant appel aux divers sous-programmes suivants (Salvat et al. 2006) : 
− PEINIT qui initialise les variables d’entrée de la simulation avec les données du fichier 
d’entrée FICHIER.in. 
− GEOMIN qui lit le fichier décrivant la géométrie en vérifiant son exactitude. Il détermine 
le nombre NBODY de corps décrits et le nombre NMAT de matériaux composant cette 
géométrie. 
− LOCATE qui localise la particule (X,Y,Z) dans la géométrie en repérant le corps 
(IBODY) et le matériau (MAT). 
− CLEANS qui initialise à zéro le compteur des particules secondaires créées lors des 
interactions engendrées par une particule primaire. 
− START qui force le prochain événement à être traité comme un événement « mou ». Ce 
sous-programme est appelé avant de débuter la simulation d’une particule primaire ou 
secondaire et lorsqu’une particule traverse une interface. Il est uniquement nécessaire pour 
la simulation des électrons et des positons. Pour les photons, START n’a aucun effet, 
cependant il est préférable de l’appeler pour tous les types de particules puisqu’il vérifie 
que l’énergie de la particule soit bien comprise dans l’intervalle attendu. 
− JUMP qui détermine la longueur DS du pas jusqu’au prochain événement. La position de 
cet événement est alors calculée. Si la particule doit traverser une interface, la particule est 
stoppée juste après l’interface et la longueur DS est réévaluée. Si la particule sort du 
système, la simulation de la particule est terminée. L’étude des particules secondaires peut 
débuter. 
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Initialiser PENELOPE : CALL PEINIT (…)
Initialiser PENGEOM : CALL GEOMIN (…)
N = 0
Nouvelle cascade : N = N+1
Définition de l’état initial de la particule incidente :
Type de particule (KPAR), énergie (E), position (X,Y,Z), 
direction d(U,V,W), poids (WGHT), origine (ILB)
CALL LOCATE
Détermine le corps (IBODY) et le matériau (MAT)
CALL CLEANS
CALL START
CALL JUMP(DSMAX,DS)
Génère le pas DS jusqu’au prochain évènement
CALL STEP(DS,NCROSS)
NCROSS > 0 ?
Traversée d’une interface?
Ajustement de DS pour arrêter 
le trajet avant l’interface Calcul de la nouvelle positionR = r + DS.d
Calcul de la nouvelle position
R = r + DS.d
CALL KNOCK
E < EABS(KPAR) ?
Particule sort du système ?
MAT = 0 ?
Changement du corps et du 
matériau ?
CALL SECPAR(LEFT)
Rappel des particules secondaires
Particules secondaires LEFT > 0 ?
Particules primaires N < NTOT ?
END
oui
oui
oui
oui
oui
non
non
non
non non
 
Figure 2 : Algorithme du programme principal PENMAIN du code PENELOPE (Salvat et al. 2006). 
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− STEP qui déplace la particule d’une distance DS déterminée au cours de JUMP puis 
localise sa nouvelle position ainsi que le matériau qui compose le milieu. Il détermine 
également le nombre NCROSS d’interfaces traversées. 
− KNOCK qui simule l’événement suivant, calcule la nouvelle énergie et la direction de la 
trajectoire de la particule et enregistre les états initiaux des particules secondaires 
éventuellement générées dans la pile secondaire. La simulation d’une particule est stoppée 
si son énergie est inférieure à l’énergie de coupure EABS. 
− SECPAR qui initialise la simulation de chaque particule secondaire et la retire de la pile. 
Le paramètre LEFT correspond au nombre de particules secondaires restantes dans la pile. 
Lorsque LEFT = 0, une nouvelle particule primaire est générée. 
 
1.2. Fichiers d’entrée 
Les paramètres concernant les particules simulées, la géométrie du milieu et sa composition 
sont définis et gérés par les trois fichiers d’entrée FICHIER.in, FICHIER.geo et FICHIER.mat 
auxiliaires au programme principal PENMAIN. 
 
1.2.1. Fichier d’entrée principal FICHIER.in 
Le fichier d’entrée principal FICHIER.in contient tous les paramètres nécessaires à 
l’initialisation des simulations. Il rassemble les paramètres suivants à spécifier par l’utilisateur 
(Salvat et al. 2006) : 
− KPAR qui est le type de particule. Il est égal à 1 pour les électrons, à 2 pour les photons et 
à 3 pour les positons. 
− SENERG qui est l’énergie en eV des particules primaires incidentes dans le cas d’une 
source monoénergétique. Dans le cas d’un spectre de rayonnement, chaque SPECTR ligne 
définit une énergie Ei du spectre et la probabilité relative associée Pi. 
− SPOSIT(X,Y,Z) qui sont les coordonnées en cm de la position initiale de la source de 
rayonnement. 
− SDIREC(THETA,PHI) qui sont l’angle polaire θ et l’angle azimutal Φ en degrés donnant 
la direction initiale de l’axe du faisceau. 
− SAPERT qui est l’angle apparent en degré du faisceau initial. 
− NMAT qui est le nombre de matériaux différents dans l’ensemble du système modélisé. 
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− EABS(KPAR) qui est l’énergie de coupure en eV pour chaque type de particules. Une 
particule est supposée absorbée dans le milieu si son énergie cinétique est inférieure à la 
valeur EABS, une autre particule est alors simulée. Les positons sont annihilés après 
absorption. 
− C1, C2, Wcc et Wcr qui sont les valeurs de coupures caractéristiques du processus de la 
simulation mixte : 
− C1 est lié à la déflexion angulaire moyenne produite par la diffusion élastique multiple 
le long d’un parcours égal au libre parcours moyen entre deux événements élastiques 
« catastrophiques ». C1 varie de 0 pour la simulation purement détaillée à 0,2 qui 
correspond à un angle de déflexion moyen de 37 degrés. 
− C2 est la fraction moyenne maximale d’énergie perdue entre deux événements 
élastiques « catastrophiques ». Sa valeur varie de 0 à 0,2. 
− Wcc et Wcr sont la perte d’énergie seuil en eV pour les collisions « catastrophiques » 
inélastiques et pour l’émission de rayonnement de freinage respectivement. 
− DSMAX qui est le parcours moyen maximal en cm entre deux événements 
« catastrophiques » pour chaque matériau. Ce paramètre est utile pour commander le 
nombre moyen d’événements « mous » subis par un électron ou un positon dans un milieu 
mince. La simulation n’est fiable que lorsque le nombre moyen d’évènements « mous » 
subis par chaque électron ou positon est statistiquement suffisant (supérieur ou égal à dix). 
Dans nos simulations, DSMAX est choisi légèrement inférieur à 1/10 de la largeur de 
chaque milieu homogène fin. C’est particulièrement important dans le cas d’une tête 
d’accélérateur linéaire d’électrons vu la présence d’une ou plusieurs feuilles diffusantes le 
long du trajet du faisceau. 
− PFNAME qui est le nom du fichier d’entrée des matériaux FICHIER.mat. 
− GEOMFN qui est le nom du fichier d’entrée de la géométrie FICHIER.geo. 
− NSIMSH qui est le nombre maximal de particules primaires à simuler et TIME qui est le 
temps maximal de la simulation en secondes. NSIMSH et TIME sont deux paramètres 
d’arrêt de la simulation ajustés par l’utilisateur. 
− Enfin, les paramètres relatifs aux différentes techniques de réduction de variance 
proposées dans PENELOPE et décrites dans le Chapitre II, Paragraphe 3. 
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1.2.2. Fichier d’entrée des matériaux FICHIER.mat 
Le fichier d’entrée FICHIER.mat contient tous les paramètres nécessaires pour la simulation 
des interactions des électrons, positons et photons dans chaque matériau, en particulier les 
sections efficaces nécessaires au modèle de diffusion. Ce fichier est généré par le programme 
MATERIAL qui permet la modélisation de nombreux milieux simples (élément de numéro 
atomique allant de 1 à 99) ou composés (tels que l’eau, l’air, l’os, le muscle, le poumon 
rencontrés en radiothérapie ou encore les alliages présents dans la tête des accélérateurs 
linéaires d’électrons). L’utilisateur peut créer un nouveau matériau composé avec le 
programme MATERIAL en spécifiant le nombre d’éléments constituant le matériau, le 
numéro atomique de chaque élément et sa proportion (index stoϊchiométrique ou fraction 
massique) ainsi que la masse volumique. 
 
1.2.3. Fichier d’entrée de la géométrie FICHIER.geo 
Le fichier d’entrée FICHIER.geo contient toutes les données relatives à la géométrie. La 
structure géométrique utilisée par le code PENELOPE est divisée en corps (BODY) définis 
par leur matériau de composition, les surfaces quadratiques qui les délimitent et le pointeur 
correspondant (SP = ±1). Ces surfaces sont définies par une fonction quadratique générale du 
type : 
0²²²),,( 0 =++++++++= AyAxAzAyzAyAxzAxyAxAzyxF yxzzyzyyxzyyxx   (Eq. 1) 
dont l’équation réduite est : 
0²²²),,( 54321 =++++= IzIzIyIxIzyxF    (Eq. 2) 
Les indices Ii prennent la valeur -1, 0 ou 1 pour définir des surfaces de base (sphères, 
cylindres, cônes, ellipsoïdes, paraboloïdes, etc.). Le Tableau 1 regroupe les surfaces et indices 
associés utilisés pour modéliser avec le code PENELOPE les différentes géométries de notre 
étude. 
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Tableau 1: Equations réduites des différentes surfaces quadratiques utilisées dans notre étude. 
Indices 
Equation réduite 
I1 I2 I3 I4 I5 
Type de géométrie 
z-1=0 0 0 0 1 -1 Plan 
z²-1=0 0 0 1 0 -1 Paire de plans parallèles 
x²+y²+z²-1=0 1 1 1 0 -1 Sphère 
x²+y²-1=0 1 1 0 0 -1 Cylindre 
x²+y²-z²=0 1 1 -1 0 0 Cône 
 
Une surface quadratique F(x, y, z) limite l’espace en deux régions exclusives identifiées par le 
signe du pointeur de surface. Un point de coordonnées (x0, y0, z0) se trouve en-dessous ou à 
l’intérieur d’une surface F(x, y, z) = 0, si F(x0, y0, z0) < 0 (SP = -1) et au-dessus ou à 
l’extérieur de cette surface si F(x0, y0, z0) > 0 (SP = +1). 
 
Par ailleurs, plusieurs transformations peuvent être appliquées à ces surfaces de base pour 
adapter la géométrie aux dimensions réelles de l’objet modélisé. Ces surfaces peuvent subir 
un agrandissement, une translation ou une rotation définie par les angles d’Euler (Ω, θ, Φ). 
 
En outre, des corps limités par les surfaces quadriques peuvent être groupés dans des modules 
qui, alternativement, peuvent faire partie de plus grands modules. Cette structure hiérarchique 
permet une grande simplification de la structure géométrique en vue d’accélérer la 
localisation d’un point dans la géométrie. 
 
Un programme de visualisation appelé GVIEW permet de vérifier la description de la 
géométrie en deux dimensions ou trois dimensions avant d’exécuter la simulation. 
 
1.3. Programme de géométrie PENGEOM 
Le programme PENGEOM permet de suivre la localisation des interactions dans des systèmes 
géométriques complexes. PENGEOM est composé d’un ensemble de sous-programmes qui 
sont principalement GEOMIN, LOCATE et STEP (décris précédemment dans le Paragraphe 
1.1). Ces sous-programmes sont appelés par le programme principal PENMAIN pour 
contrôler les déplacements spatiaux et les traversées d’interface entre deux milieux. 
 
1.4. Programme de transport PENELOPE 
Le programme PENELOPE contient les modèles de diffusion permettant de décrire 
l’intégralité des phénomènes physiques d’interactions des particules. La gestion du transport 
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des particules dans le milieu suivant le modèle de diffusion de PENELOPE est détaillée dans 
le paragraphe suivant. 
 
2. Modèle de diffusion du code PENELOPE 
Les sections efficaces différentielles sont généralement connues numériquement, ce qui 
demande énormément de mémoire informatique pour les stocker et un gros travail 
d’interpolation pour l’échantillonnage. Une des différences entre le code PENELOPE et les 
autres codes MC est que le modèle de diffusion de PENELOPE réunit les sections efficaces 
totales numériques (tabulées) avec les sections efficaces différentielles analytiques pour les 
différents types d’interaction. Il renormalise les valeurs obtenues par l’échantillonnage des 
fonctions analytiques par rapport aux données connues numériquement. En utilisant des 
expressions analytiques, PENELOPE évite ainsi les erreurs d’échantillonnage provenant de 
l’interpolation numérique et accélère l’échantillonnage. 
 
En ce qui concerne les matériaux composés, tant que l’énergie de liaison moléculaire peut être 
négligée, les sections efficaces des molécules sont calculées en utilisant la règle de l’additivité 
(c’est-à-dire la section efficace d’une molécule est la somme des sections efficaces des 
différents atomes dans la molécule).  
 
Ce paragraphe décrit comment le code PENELOPE simule le transport des électrons, positons 
et photons en gérant les différentes interactions subies par ces particules dans la matière. 
 
2.1. Simulation du transport des photons dans la matière 
Le transport des photons est simulé par le biais de la simulation dite « détaillée » puisque les 
photons subissent peu d’interactions dans le milieu. L’histoire de chaque photon débute à une 
position donnée avec une direction et une énergie initiales. Chaque histoire simulée est donc 
caractérisée, au fur et à mesure des interactions, par une série de données comprenant la 
position, l’énergie et la direction. La détermination de la longueur du trajet à parcourir jusqu’à 
la prochaine interaction, le mécanisme de diffusion, le changement de direction et la perte 
d’énergie sont échantillonnés à partir des distributions de probabilité correspondantes 
(sections efficaces). 
Tout d’abord, en considérant la distribution d’atténuation exponentielle, la longueur DS du 
trajet à parcourir, jusqu’à la prochaine interaction, est déterminée par la formule 
d’échantillonnage suivante : 
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RDS lnλ−=       (Eq. 3) 
où λ est le libre parcours moyen pour l’ensemble des interactions et R un nombre aléatoire 
compris entre 0 et 1. 
 
Ensuite, une autre séquence de nombres aléatoires, échantillonnée à partir des distributions de 
probabilité d’occurrence de chaque interaction, détermine le type d’interaction, l’énergie 
perdue et l’angle radial de diffusion. L’angle azimutal est généré à partir d’une distribution 
uniforme sur l’intervalle [0,2π] dans le référentiel de la particule. Enfin, la direction du 
mouvement après l’interaction est obtenue par des rotations à partir de la direction initiale. 
 
La simulation complète de l’histoire d’un photon (simulation de toutes les particules 
secondaires créées par le photon primaire incident) s’effectue en répétant chacune de ces 
étapes jusqu’à ce que la particule sorte du système impliqué ou que l’énergie de la particule 
soit inférieure à l’énergie de coupure EABS choisie. La valeur de cette énergie de coupure est 
à adapter pour la simulation des photons. 
 
Dans le domaine d’énergie couvert par le code PENELOPE (allant de quelques centaines 
d’eV à 1 GeV), les interactions dominantes pour les photons sont la diffusion cohérente 
(Rayleigh), la diffusion incohérente (Compton), l’effet photoélectrique et la production de 
paire. Les sections efficaces utilisées par le code PENELOPE pour simuler ces différents 
types d’interaction sont présentées dans le Tableau 2. Des informations complémentaires sur 
ces mécanismes peuvent être recueillies dans Baró et al. (1995), Sempau et al. (1997), Salvat 
et al. (1996, 2001 et 2006). 
 
Tableau 2 : Sections efficaces décrivant les interactions des photons avec la matière dans le code PENELOPE. 
Interaction Sections efficaces 
Diffusion Rayleigh Sections efficaces différentielles de Born 
Diffusion Compton 
Sections efficaces différentielles de Klein-Nishina corrigée des effets dus aux 
électrons liés 
Direction de l’électron et énergie du photon calculées à partir des lois de 
conservation de l’énergie et de la quantité de mouvement 
Effet photoélectrique 
Sections efficaces obtenues à partir de la bibliothèque LLNL Evaluated Photon 
Data Library 
Direction de l’électron échantillonnée à partir des sections efficaces de Sauter 
Production de paire Sections efficaces obtenues à partir du programme XCOM de Berger et Hubbell Energie initiale échantillonnée à partir des sections efficaces de Bethe-Heitler 
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2.2. Simulation du transport des électrons et positons dans la matière 
Les électrons, de par l’interaction coulombienne omniprésente, subissent un nombre 
considérable d’interactions ce qui rend aujourd’hui quasi-impossible la simulation détaillée du 
transport de ces particules. Le code PENELOPE utilise une théorie mixte (appelée aussi 
simulation de classe II dans la terminologie de Berger 1963) pour simuler le transport des 
électrons et des positons. Cette théorie combine la simulation détaillée des événements dits 
« catastrophiques » (ou « hard » en anglais) avec la simulation condensée des évènements dits 
« mous » (ou « soft » en anglais). Les évènements « catastrophiques » sont tels que l’énergie 
perdue et l’angle de diffusion des particules sont supérieurs aux valeurs seuils choisies de 
l’énergie perdue ou de l’angle de diffusion. En revanche, les évènements « mous » se 
caractérisent par des pertes d’énergie et des angles de diffusion qui sont inférieures à ces 
valeurs seuils. L’effet global d’un grand nombre d’évènements « mous », entre deux 
évènements « catastrophiques », peut être simulé avec précision en utilisant l’approche de la 
diffusion multiple. Un choix judicieux de ces valeurs seuils de l’énergie perdue et de l’angle 
de diffusion permet la simulation détaillée des interactions lorsque l’énergie et donc le 
nombre d’interactions « catastrophiques » par trajet primaire est faible. Néanmoins, le temps 
de calcul augmente rapidement quand les valeurs seuils diminuent, ce qui oblige à un 
compromis entre la simulation détaillée et la simulation condensée. 
La Figure 3 représente l’algorithme de la théorie mixte pour un électron ou un positon 
évoluant dans un milieu simple ou composé comme il est décrit dans PENELOPE. 
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Initialisation de la particule primaire
Génération de la distance DS entre deux 
évènements « catastrophiques »
Echantillonnage de la distance τ entre 0 et DS
La particule est déplacée de la distance 
τ suivant la direction échantillonnée
Traversée d’une interface ?
Arrêt de la particule au point 
d’intersection et la simulation 
redémarre dans le nouveau milieu
Simulation de l’évènement « faible » : 
changement de direction et perte d’énergie
E < EABS ?
La particule est déplacée de la distance 
DS-τ suivant la nouvelle direction
Simulation de l’évènement « catastrophique » : 
changement de direction, perte d’énergie et stockage 
de particules secondaires si création
Fin de simulation du parcours 
de la particule primaire
E < EABS
oui
non
oui
non
oui non
 
Figure 3 : Algorithme de simulation du parcours d’un électron (ou positon) primaire selon 
 la théorie mixte de PENELOPE. 
 
La distance DS entre deux évènements « catastrophiques » successifs est échantillonnée à 
partir de la relation suivante : 
RDS c lnλ−=      (Eq. 4) 
où λc est le libre parcours moyen entre deux évènements « catastrophiques » successifs et R 
un nombre aléatoire compris entre 0 et 1. 
Cette relation ne s’applique pas si DS est supérieure à la valeur seuil DSMAX choisie. Dans 
ce cas, DS devient égale à DSMAX avec DSMAX longueur maximale de déplacement d’un 
électron sans évènement « catastrophique ». 
Pendant le trajet entre deux évènements « catastrophiques », l’électron subit normalement un 
très grand nombre d’interactions à faible perte d’énergie et faible déflexion angulaire. 
PENELOPE simule ces interactions en considérant l’effet global de toutes ces « petites 
interactions » comme un événement unique « mou ». La position τ de cet évènement « mou » 
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est échantillonnée sur la distance DS. La déflexion angulaire ainsi que la perte d’énergie de 
l’électron sont échantillonnées selon la théorie de la diffusion multiple. L’électron est ensuite 
déplacé de la distance (DS-τ) dans la nouvelle direction. Dans le cas où la trajectoire traverse 
une interface, la particule est stoppée au point d’intersection et la simulation redémarre dans 
le nouveau milieu. L’évènement « catastrophique » est ensuite simulé. Le changement de 
direction et la perte d’énergie qui lui sont associés sont échantillonnés d’après les sections 
efficaces appropriées. 
La simulation complète de l’histoire d’un électron s’effectue en répétant chacune de ces 
étapes jusqu’à ce que la particule sorte du système impliqué ou que l’énergie de la particule 
soit inférieure à l’énergie de coupure EABS choisie. Les valeurs des énergies de coupure, de 
l’énergie perdue maximale, de l’angle de diffusion maximale et de la distance maximale entre 
deux évènements « catastrophiques » sont à adapter pour les simulations d’électrons et de 
positons. 
Les interactions possibles des électrons et positons avec la matière, sont la diffusion élastique, 
les collisions inélastiques, l’émission de rayonnement de freinage et l’annihilation pour les 
positons. Les sections efficaces utilisées par le code PENELOPE pour simuler ces différents 
types d’interaction sont présentées dans le Tableau 3. Des informations complémentaires sur 
ces mécanismes peuvent être recueillies dans Baró et al. (1995), Sempau et al. (1997), Salvat 
et al. (1996, 2001 et 2006). 
 
Tableau 3 : Sections efficaces décrivant les interactions des électrons (ou positons) 
 avec la matière dans le code PENELOPE. 
Interaction Sections efficaces 
Diffusion élastique Sections efficaces obtenues à partir d’un programme décrit par Salvat et al. (2006) 
Collision inélastique Sections efficaces différentielles de Born en utilisant le modèle de force d’oscillateur généralisé de Sternheimer-Liljequists 
Rayonnement de 
freinage 
Sections efficaces de Bethe-Heitler modifiées par Salvat et Fernández-Varea 
(1992)  
Annihilation du 
positon Sections efficaces différentielles de Heitler 
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Annexe B 
CARACTERISTIQUES DE LA PARALLELISATION DES CODES 
MONTE CARLO PENELOPE ET PENFAST VIA L’INTERFACE MPI 
 
Les deux codes PENELOPE (version 2006) et PENFAST sont parallélisés de la même 
manière en utilisant l’interface MPI (version mpich2-1.0.6, MPI 1997). Les deux codes 
parallélisés sont écrits en langage FORTRAN 77 (comme leur version standard non 
parallélisée), à l’exception du générateur de nombres pseudo-aléatoires et de la fonction de 
lecture des PSF écrits en langage C. Les codes parallélisés, fonctionnent pour un nombre Np 
quelconque de processeurs avec, pour  Np > 1,  un processeur « maître » chargé de la gestion 
des fichiers et Np-1 processeurs « esclaves » dédiés au calcul par MC. Toutes les possibilités 
des codes standards non parallélisés ont été maintenues dans leur version parallélisée. Cette 
parallélisation peut être décomposée en trois parties (Tola et al. 2006), chacune se prêtant à 
une approche spécifique : 
− La lecture des fichiers d’entrée ou données du problème. 
− La simulation du transport des particules par MC. 
− La collecte des résultats et sauvegarde des fichiers de sortie. 
 
1. Lecture des fichiers d’entrée 
Les fichiers de données sont au nombre de trois : le premier spécifiant les divers paramètres 
nécessaires à la simulation (FICHIER.in), le deuxième décrivant la géométrie (FICHIER.geo) 
et le dernier contenant les propriétés physiques et les sections efficaces d’interaction des 
différents matériaux (FICHIER.mat). Une description plus détaillée de ces fichiers est 
présente en  Annexe A. 
Dans la version parallélisée, chacun des processeurs parallèles lit d’une façon séquentielle 
(ligne par ligne) les mêmes fichiers d’entrée, en gérant son propre pointeur. 
 
Annexe B 
 
 184 
2. Simulation du transport des particules par Monte Carlo 
La parallélisation du calcul MC consiste à répartir le nombre d’histoires simulées entre les 
différents processeurs autres que le « maître ». C’est la seule partie qui permet de réduire le 
temps d’un facteur proportionnel au nombre de processeurs. Les fonctions nécessaires 
peuvent être appelées du programme principal, qui est unique pour tous les processeurs 
parallèles entre lesquels il répartit la charge de travail. Chaque processeur est alors identifié 
par un indice et l’exécution du code est déployée en conséquence. 
 
Par ailleurs, la simulation du transport des particules lors de chaque histoire repose sur le 
générateur parallèle de nombres pseudo-aléatoires capable de produire des multiples 
séquences indépendantes sur des machines parallèles. PENELOPE et PENFAST parallélisés 
sont fondés sur le générateur parallèle de nombres pseudo-aléatoires XORGENS de Brent 
(2006), basé sur des opérations logiques de décalage de registres avec addition d’un 
générateur congruentiel linéaire, dont la période est de 24096-1 (101233). La combinaison d’un 
décalage de registre avec un générateur différent algorithmiquement est un moyen très 
efficace de supprimer toutes les corrélations résiduelles dans le décalage de registre (Press  et 
al. 1996). Ce générateur possède les principales propriétés suivantes : 
− Il génère des nombres pseudo-aléatoires uniformes sur ]0,1]. 
− Il génère des séries indépendantes de période suffisamment élevé sur différents 
processeurs. 
− Il est reproductible et permet de faire des sauvegardes pour des calculs ultérieurs 
(moyennant le « dump »). 
 
Il convient de distinguer deux cas, suivant qu’il s’agisse de la simulation du PSF (avec 
PENELOPE), ou du calcul de la dose reçue par le patient à partir du PSF et d’une géométrie 
voxélisée (avec PENFAST). 
 
2.1. Simulation de l’espace des phases 
La simulation du PSF est réalisée avec le code PENELOPE, en amont du traitement 
radiothérapeutique. Ce calcul demande plusieurs semaines sur un seul processeur. Un PSF est 
constitué de l’ensemble des particules qui parviennent à un détecteur, et de leur état, défini par 
14 paramètres (type, énergie, position, direction, poids et des paramètres liés à l’affiliation de 
la particule courante par rapport à la particule primaire). Suivant qu’il s’agit d’un traitement 
en mode électron ou photon, le PSF comportera quelques millions à quelques centaines de 
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millions de particules respectivement pour obtenir une incertitude statistique acceptable (de 
l’ordre de 1 % (1σ) entre 50 et 100 % de la dose maximale) au niveau de la dose délivrée au 
patient. 
 
Dans la version parallélisée de PENELOPE, chacun des processeurs esclave produit son 
propre ensemble de trajectoire de particules. Aucune communication inter-processeur n’est 
nécessaire au cours du calcul. Chaque processeur accumule dans un buffer des données brutes 
appropriées de son propre ensemble de trajectoire.  
La sauvegarde des paramètres de la particule dans un PSF se fait en format binaire via MPI 
dans un seul fichier, accédé en écriture uniquement par le processeur « maître », qui reçoit ces 
paramètres par bloc des processeurs « esclaves ». La taille du bloc est fixée par l’utilisateur 
dans le fichier d’entrée FICHIER.in. 
 
2.2. Calcul de la dose délivrée au patient à partir du PSF 
PENFAST ne charge pas directement le PSF en mémoire, du fait de sa taille, mais il lit 
séquentiellement ligne par ligne les données de chaque particule source au début d’une 
nouvelle histoire. Dans la version parallélisée de PENFAST, seul le processeur « maître » lit 
le fichier PSF binaire et envoie des blocs de particules aux processeurs esclaves. 
 
3. Collecte et sauvegarde des résultats de dose dans des fichiers de sortie 
A la fin du calcul (ou à chaque « dump »), le processeur « maître » rassemble les données 
brutes des processeurs « esclaves ». Les calculs sur les différents processeurs parallèles sont 
arrêtés dès que le nombre d’histoires ou le temps imparti est atteint. Une fois le calcul terminé 
sur tous les processeurs « esclaves », le processeur « maître » additionne les résultats partiels, 
calcule les moyennes et les variances puis produit les sorties sous forme de distributions 
tridimensionnelles de doses absorbées dans une matrice voxélisée. Ces sorties sont ensuite 
sauvegardées sur fichiers au format ASCII identique à celui de la version standard non 
parallélisée. 
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Annexe C 
METHODE DES MOINDRES CARRES AVEC LA CONTRAINTE DE 
NON-NEGATIVITE 
 
La fonction lsqnonneg (Least SQuares with NONNEGativity constraints, ancienne appellation 
nnls dans Lawson et Hanson, 1974) du logiciel MATLAB a été utilisée pour la reconstruction 
du spectre énergétique des électrons primaires d’un accélérateur linéaire. Cette fonction utilise 
le principe des moindres carrés avec la contrainte de non-négativité afin d’éviter d’avoir des 
valeurs négatives de la contribution d’une énergie. La Figure 1 présente un descriptif général 
de l’algorithme utilisé dans cette fonction.  
 
Nous considérons une matrice E de dimension (m × n) et un vecteur y de dimension m. Les 
vecteurs w et z de dimension n présentent l’espace de travail. 
Deux séries d’index Z et U sont définies. Les variables indexées dans la série Z auront la 
valeur zéro. Les variables indexées dans la série U seront libres de prendre des valeurs 
différentes de zéro. Si une variable prend une valeur non-positive, l’algorithme pourra ajuster 
la variable à une valeur positive ou à zéro et passer son index de U à Z . 
A la fin de l’algorithme, le vecteur solution du problème des moindres carrés p et le vecteur 
« dual » w auront les caractéristiques suivantes : 
pj > 0 ; j Є U   wj = 0 ; j Є U   (Eq. 1) 
pj = 0 ; j Є Z   wj ≤ 0 ; j Є Z 
EU  p = y 
)( EpyEw T −=  
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Initialisation :
U = NULL ; p = 0
Z = {1,2,…,n}
Calcul du vecteur w = ET(y-Ep) de dimension n
Z est vide ? Ou wj ≤ 0 quelque soit j ЄZ? 
Trouver l’index t Є Z / wt = max{wj : j ЄZ}
Déplacer t de Z à U
Fin du programme
oui
non
Définir la matrice E
U
de dimension m × n :
Colonne j de E
U
=
Colonne j de E si j ЄU
0 si j ЄZ
Pour j ЄU ; Calcul de zj / EUz = y
Pour j ЄZ, zj = o 
zj > 0 pour tout j Є U ?
Trouver un index d Є U / 
pd/(pd – zd) = min{pj/(pj – zj) : zj ≤ 0, j ЄU}
β = pd/(pd – zd)
p = p +β(z – p) 
Si pj = 0, déplacer j de U à Z
p = zoui
non
 
Figure 1 : Organigramme de la fonction lsqnonneg(E,m,n,y,p,w,z,U,Z) (Lawson et Hanson 1974). 
 
Cette fonction résout, par la méthode des moindres carrés, le problème d’optimisation min |y-
Ep|² soumis à la contrainte p ≥ 0. Dans notre problème, E est la matrice des rendements en 
profondeur calculés, p est le vecteur de l’intensité recherchée de chaque énergie et y est le 
vecteur du rendement en profondeur expérimental. 
La référence de Lawson et Hanson (1974) fournit plus de détails concernant cet algorithme et 
démontre sa convergence.  
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Annexe D 
MODELISATION GEOMETRIQUE DE LA TETE DES 
ACCELERATEURS LINEAIRES 
 
1. Modélisation géométrique de la tête de l’accélérateur Saturne 43 
L’accélérateur linéaire médical Saturne 43 accélère les électrons de basse énergie émis, par 
effet thermoélectronique, d’un filament de tungstène afin d’atteindre des énergies comprises 
entre 4 MeV et 21 MeV utilisées pour le traitement de tumeurs en radiothérapie. Les électrons 
sont accélérés dans un guide d’onde au moyen du champ électrique d’une onde 
électromagnétique stationnaire de forte puissance produite par un klystron. A la sortie de la 
section accélératrice horizontale, les électrons subissent une déviation magnétique à 270° qui 
rend le faisceau vertical et focalisé en direction du patient. L’avantage de ce type de déviation 
est de réaliser un filtrage de l’énergie des électrons à l’aide du champ magnétique. Le faisceau 
d’électrons pénètre alors dans la tête d’irradiation de l’accélérateur destinée à générer des 
faisceaux de photons ou d’électrons utilisés pour le traitement. Le faisceau d’électrons peut 
frapper une cible de matériau lourd afin de produire des photons de freinage (spectre continu 
de rayons X d’énergie comprise entre 0 et l’énergie maximale des électrons accélérés). Au 
contraire, le faisceau d’électrons peut traverser une paire de diffuseurs de façon à élargir le 
faisceau initial. 
 
Un faisceau de photons de 12 MV et un faisceau d’électrons de 18 MeV définissant un champ 
d’irradiation de 10×10 cm² à 100 cm de la source ont été modélisés avec le programme 
PENGEOM du code PENELOPE. Les outils de visualisation GVIEW2D et GVIEW3D ont 
permis de vérifier la géométrie de la tête d’irradiation par rapport aux données du 
constructeur. 
Annexe D 
 
 190 
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Diffuseur 
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Collimateur primaire
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Chambre moniteur
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(a)
(b)
Fenêtre Titane
 
Figure 1 : Visualisation avec le logiciel GVIEW2D de la tête de l’accélérateur linéaire Saturne 43 pour 
 (a) un faisceau de photons de 12 MV et (b) un faisceau d’électrons de 18 MeV, de champ 10×10 cm².  
 
1.1. Faisceau de photons de 12 MV 
La Figure 1a représente une vue en deux dimensions de la géométrie modélisée de la tête de 
l’accélérateur linéaire Saturne 43 en mode photon 12 MV. On retrouve sur cette figure les 
éléments suivants par ordre de traversée du faisceau : 
− La fenêtre de sortie des électrons de la chambre de déviation. Elle est formée en titane et 
permet d’assurer le vide dans les bobines de déviation. 
− La cible de 4 mm d’épaisseur. Formée d’un matériau lourd (tungstène), elle est le siège de 
la création des photons par rayonnement de freinage. 
− Le collimateur primaire, de forme conique, qui définit le champ maximum d’irradiation. 
− Le cône égalisateur qui grâce à sa forme conique homogénéise la répartition de la dose au 
niveau du champ d’irradiation. Cet élément a été modélisé avec 3 cônes tronqués. 
− Le collimateur secondaire qui est aussi de forme conique. Il prend la limitation du faisceau 
définie par le collimateur primaire. 
− La chambre moniteur qui est composée d’un ensemble de chambres d’ionisation (CI). Elle 
contrôle la dose délivrée au patient et régule les bobines de déviation du faisceau pour en 
assurer l’homogénéité et la symétrie. 
− La feuille d’anti-rétrodiffusion qui évite la contamination de la chambre moniteur par les 
électrons rétrodiffusés par les mâchoires. 
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− Les deux paires de mâchoires mobiles X et Y qui délimitent la taille du champ. Elles se 
déplacent selon un arc de cercle de façon à assurer la focalisation du faisceau. 
 
1.2. Faisceau d’électrons de 18 MeV 
La Figure 1b représente une vue en deux dimensions de la géométrie modélisée de la tête de 
l’accélérateur Saturne 43 en mode électron 18 MeV. On retrouve sur cette figure les éléments 
suivants par ordre de traversée du faisceau : 
− La fenêtre en titane. 
− Le diffuseur primaire en tungstène dont le rôle principal est d’élargir le faisceau quasi 
monodirectionnel en sortie de la déviation magnétique. 
− Le collimateur primaire. 
− Le diffuseur secondaire en plomb qui homogénéise le faisceau en l’atténuant de manière 
dégressive en allant du centre vers les bords. Les diffuseurs primaires et secondaires 
doivent être d’épaisseur fine afin de limiter la contamination du faisceau par les photons 
de freinage. 
− Le collimateur secondaire. 
− La chambre moniteur. 
− Les deux paires de mâchoires mobiles X et Y qui jouent le rôle de collimateur 
intermédiaire. 
− Les applicateurs qui délimitent le champ d’irradiation. Dans cette étude, l’ouverture des 
mâchoires X et Y décrit une taille de champ d’irradiation de 20×20 cm² à 100 cm de la 
source pour assurer, après mise en place des applicateurs, la définition d’une taille de 
champ de 10×10 cm² à 100 cm de la source. 
 
Les différents matériaux et alliages utilisés pour la modélisation de la tête d’irradiation 
(modes photon et électron) sont détaillés dans le Tableau 1. 
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Tableau 1 : Composition et densité des éléments constituants la tête de l’accélérateur Saturne 43. 
Elément Matériau Composition  (% massique) 
Masse volumique  
(g/cm3) 
Fenêtre Titane Ti(100) 4,57 
Cible / Diffuseur primaire Tungstène W(100) 19,30 
Collimateur primaire Denal XC10 
W(90,5) ; Ni(7) ; Cu(2,5) 
C(0,1) ; Mn(0,6) ; Fe(99,3) 
16,80 
7,80 
Diffuseur secondaire Plomb Pb(100) 11,35 
Cône égalisateur Inox Mn(2) ; Si(1) ; Ni(10) ; Cr(18) ; Fe(69) 7,80 
Collimateur secondaire Plomb Pb(100) 11,35 
Chambre moniteur Kapton C(69,1) ; O(20,9) ; N(7,3) ; H(2,6) 1,42 
Feuille d’anti-
rétrodiffusion Aluminium Al(100) 2,70 
Mâchoires Denal Plomb 
W(90,5) ; Ni(7) ; Cu(2,5) 
Pb(100) 
16,80 
11,35 
Applicateurs Acier C(0,1) ; Si(0,7) ; Cr(18) Mn(1) ; Fe(71,2) ; Ni(9) 8,06 
  
2. Modélisation géométrique de la tête de l’accélérateur Primus 
Les géométries de la tête de l’accélérateur Primus de Siemens opérant en mode photon 25 MV 
et en mode électron 9 MeV ont été modélisées avec le code MC PENELOPE pour le champ 
de référence (10×10 cm²), des petits champs (4×4 cm² en mode photon et 6×6 cm² en mode 
électron) et un grand champ (20×20 cm²) définis à 100 cm de la source. Les différents 
éléments de la tête d’irradiation ont été modélisés suivant les informations fournies par le 
constructeur. 
 
2.1. Faisceau de photons de 25 MV 
La Figure 2a représente une vue en trois dimensions de la géométrie modélisée de la tête de 
l’accélérateur linéaire d’électrons Primus en mode photon 25 MV, pour un champ 10×10 cm² 
défini à 100 cm de la source. On retrouve sur cette figure les éléments suivants : 
− La fenêtre en titane. 
− La cible formée d’une mince couche d’or. Elle est reliée à un système de refroidissement 
liquide géré par un simple circuit d’eau placé directement au contact de l’or. 
− Le collimateur primaire est en tungstène. Il est obturé par un absorbeur en aluminium qui 
a pour rôle d’absorber les rayonnements de basse énergie.  
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Figure 2 : Visualisation avec le logiciel GVIEW3D de la tête de l’accélérateur linéaire Primus en modes (a) 
photon 25 MV et (b) électron 9 MeV. Cas d’un champ 10×10 cm² défini à 100 cm de la source. 
 
− Le cône égalisateur est en acier inoxydable (SST 303). Ses pentes successives sont 
conçues de façon à ce que le profil de dose d’un champ 10×10 cm² réalisé à 100 cm de la 
source et à 10 cm de profondeur soit quasiment plat. 
− La chambre moniteur spécifique aux photons. Elle est multi-segmentée et faite d’alumine 
(Al2O3).  Dans la modélisation, elle est considérée comme une seule couche circulaire. 
− Un miroir semi-réfléchissant constitué de deux couches en aluminium recouvertes d’une 
couche de SiO2. Il permet de projeter sur la table de traitement un champ lumineux dans 
l’axe d’irradiation. 
− La collimation secondaire constituée d’une paire de mâchoires et d’un collimateur 
multilames. Les mâchoires sont constituées de deux blocs parallélépipédiques de quelques 
centimètres d’épaisseur fabriqués en tungstène. Leur but est de limiter le champ suivant 
l’axe Y. Elles se déplacent selon un arc de cercle de façon à assurer la focalisation du 
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faisceau. Le collimateur multilames, situé en aval des mâchoires, est composé de plusieurs 
lames se déplaçant suivant l’axe X. Egalement en tungstène, les lames sont imbriquées les 
unes dans les autres de façon à limiter la fuite inter-lames. Elles permettent de réaliser des 
conformations de champs complexes en effectuant des mouvements indépendants selon 
des arcs de cercles concentriques.  Dans la modélisation, le collimateur multilames a été 
représenté comme des blocs compacts. Les lames n’ont pas été modélisées pour des 
raisons de temps de calcul. Cette approximation a été justifiée par le fait que tous les 
champs d’irradiation étudiés étaient de formes carrés. 
 
2.2. Faisceau d’électrons de 9 MeV 
La Figure 2b représente une vue en trois dimensions de la géométrie modélisée de la tête de 
l’accélérateur Primus en mode électron 9 MeV, pour un champ 10×10 cm² défini à 100 cm de 
la source. On retrouve sur cette figure, les éléments suivants : 
− La fenêtre en titane. 
− Le diffuseur primaire constitué d’une feuille en or de quelques dizaines de microns. 
− Le collimateur primaire. 
− Le diffuseur secondaire composé de trois couches minces d’aluminium de rayon croissant. 
− La chambre moniteur spécifique aux électrons. Elle possède trois couches comportant 
chacune deux très minces dépôts d’or séparés par une feuille de kapton. 
− La collimation intermédiaire assurée par les mâchoires et le collimateur multilames.  
− L’applicateur définissant la taille du champ d’irradiation. Il est modélisé en trois parties 
qui collimatent successivement le faisceau pour avoir la taille de champ désirée. 
L’ensemble de l’applicateur est réalisé en aluminium à l’exception de la dernière partie 
faite d’un alliage cuivre-zinc (laiton). Un insert en cerrobend peut être glissé à la base de 
l’applicateur afin de définir des champs quelconques plus petits que 10×10 cm². 
 
Les différents matériaux et alliages utilisés pour la modélisation de la tête d’irradiation 
(modes photon et électron) sont détaillés dans le Tableau 2. 
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Tableau 2 : Composition et densité des éléments constituants la tête de l’accélérateur Primus. 
Matériau Composition  (% massique) 
Masse volumique  
(g/cm3) 
Titane Ti(100) 4,57 
Or Au(100) 19,32 
SST 304 C(0,5) ; Mn(2) ; Si(1) Cr(19) ; Ni(9,5) ; Fe(68) 8,19 
Eau H(11,1) ; O(88,9) 1,00 
Graphite C(100) 1,70 
Tungstène W(100) 18,00 
Aluminium Al(100) 2,70 
SST 303 C(0,1) ; Mn(2) ; P(0,05) ; S(0,05) Si(1) ; Cr(18) ; Ni(9) ; Fe(69,8) 8,19 
Alumine O(47) ; Al(53) 3,97 
SIO2 O(53,2) ; Si(46,8) 2,32 
Laiton Cu(63) ; Pb(2,9) ; Fe(0,1) ; Zn(34) 8,40 
Kapton H(2,6) ; C(69,2) ; N(7,3) ; O(20,9) 1,42 
Acier Fe(98,4) ; Pb(0,3) ; S(0,3) ; Mn(1) 7,76 
Cerrobend Bi(50) ; Pb(26,7) ; Sn(13,3) ; Cd(10) 9,60 
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RESUME 
Des avancées relatives à la rapidité du calcul de dose par MC ont été apportées dans le cadre 
du projet européen MAESTRO avec le développement du nouveau code MC rapide 
PENFAST ainsi que dans le cadre du projet TELEDOS avec la parallélisation de ce code. Ce 
travail de thèse, issu de ces deux projets, porte sur l’évaluation des performances techniques 
et dosimétriques du code MC, indispensable avant toute utilisation en routine clinique. 
Dans un premier temps, les techniques de réduction de variance incluses dans le code MC 
ainsi que la parallélisation du calcul ont été validées et évaluées en terme de gain en temps de 
calcul. La deuxième partie du travail a exposé une nouvelle méthode, rapide et précise, 
d’ajustement du spectre en énergie initial de l’accélérateur, indispensable au calcul de la dose 
par MC. La suite de l’étude a été consacrée à l’évaluation du calcul de dose par le code MC 
rapide PENFAST en conditions métrologiques et cliniques. 
Les résultats ont montré la capacité du code MC à calculer rapidement une dose précise, en 
modes photon et électron, même en condition de manque d’équilibre électronique. Cette étude 
a toutefois révélé une imprécision du TPS-MC dans la conversion de l’image TDM en 
géométrie voxélisée utilisée pour le calcul de dose. La qualité de cette voxélisation pourra être 
améliorée moyennant un logiciel automatique de correction des artefacts dans l’image TDM 
ainsi qu’en ajoutant des matériaux supplémentaires dans la base de données du code. 
 
Mots clés : système de planification de traitement, dosimétrie, code MC PENELOPE, code 
MC PENFAST, accélérateur linéaire, spectre en énergie, électrons primaires, hétérogénéité, 
film radiographique, conversion image TDM – géométrie voxélisée. 
 
ABSTRACT 
Improvements relative to the MC dose calculation speed have been made within the European 
project MAESTRO by the development of the fast MC code PENFAST and within the 
TELEDOS project by the parallelization of this code. This PhD work, based on these two 
projects, focuses on the evaluation of the technical and dosimetric performances of the MC 
code. These issues are crucial before the use of the MC code in clinical applications. 
First, variance reduction techniques included in the MC code as well as the parallelization of 
the calculation have been validated and evaluated in terms of gain in the computing time. The 
second part of this work has exposed a new, fast and accurate method to determine the initial 
energy spectrum of the accelerator. This spectrum is required for the MC dose calculation. 
Afterwards, dose calculations with the fast MC code PENFAST have been evaluated under 
metrological and clinical conditions. 
The results showed the ability of the MC code to quickly calculate an accurate dose in both 
photon and electron modes, even in electronic disequilibrium situations. However, this study 
revealed an uncertainty, in the TPS-MC, in the conversion of the CT image to voxelized 
geometry which is used for MC dose calculation. The quality of this voxelization may be 
improved through an artefacts correction software and by including additional materials in the 
database of the code. 
 
Key words: treatment planning system, dosimetry, PENELOPE MC code, PENFAST MC 
code, linear accelerator, energy spectrum, primary electrons, heterogeneity, radiographic film, 
CT image to voxelised geometry conversion. 
 
DISCIPLINE : Physique – Radiophysique et Imagerie Médicales. 
CEA, LIST, Département des Technologies du Capteur et du Signal, F-91191 Gif-sur-Yvette, 
France. 
