This paper studies two spectrum estimation methods for the case that the samples are obtained at a rate lower than the Nyquist rate. The first method is the correlogram method for undersampled data. The algorithm partitions the spectrum into a number of segments and estimates the average power within each spectral segment. We derive the bias and the variance of the spectrum estimator, and show that there is a tradeoff between the accuracy of the estimation and the frequency resolution. The asymptotic behavior of the estimator is also investigated, and it is proved that this spectrum estimator is consistent.
I. INTRODUCTION
Spectrum estimation from a finite set of noisy measurements is a classical problem with wide applications in communications, astronomy, seismology, radar, sonar signal processing, etc. [1] , [2] .
Existing spectrum estimation techniques can be categorized as low-resolution and high-resolution methods. Low-resolution techniques such as the periodogram and correlogram methods are based on estimating the autocorrelation function of a signal. High-resolution techniques such as the multiple signal classification (MUSIC) method [3] and the estimation of signal parameters via rotational invariance techniques (ESPRIT) [4] are based on modeling and parameterizing a signal.
In practice, the rate at which the measurements are collected can be restricted. Therefore, it is desirable to make spectrum estimation from measurements obtained at a rate lower than the Nyquist rate. In [5] and [6] , authors have shown that for signals with sparse Fourier representations, the Fourier coefficients can be estimated using a subset of the Nyquist samples (samples obtained at the Nyquist rate). The existing low-and high-resolution spectrum estimation techniques can be generalized for the case that the measurements are obtained at a rate lower than the Nyquist rate [7] , [8] . Similar to the conventional spectrum estimation techniques, the low-and high-resolution methods working on undersampled data use the autocorrelation function and the model of the signal, respectively.
In [7] , authors have considered power spectral density (PSD) estimation based on the autocorrelation matrices of the data. We refer to this method as the correlogram for undersampled data, as it is able to reconstruct the spectrum from a subset of the Nyquist samples. In this method, samples are collected using multiple channels, each operating at a rate L times lower than the Nyquist rate. The algorithm partitions the spectrum into L segments, and it estimates the average power within each segment. We will later show that increasing the value of L reduces the quality of the estimation. Therefore, the parameter L cannot be chosen arbitrarily large, which indicates that this method lies in the category of low-resolution spectrum estimation techniques.
High-resolution spectrum estimation techniques for undersampled data can be obtained by considering the signal model. In [8] , two model-based methods have been introduced for recovering sparse signals from compressive measurements. These measurements are obtained by correlating the signal with a set of sensing waveforms. This is the basic sampling technique in compressive sensing (CS) [9] , [10] , where signals with sparse representations are recovered from a number of measurements that is much less than the number of the Nyquist samples. In [8] , authors consider signals composed of linear combinations of sinusoids. This type of signals appear frequently in signal processing and digital communications [5] , [11] . Albeit these signals generate sparse coefficients by the discretetime Fourier transform (DTFT), their representation in the Fourier basis obtained by the discrete Fourier transform (DFT) exhibits frequency leakage. This problem results in the poor performance of the conventional CS recovery algorithms that rely on the Fourier basis (see [8] ). Although these signals do not have a sparse representation in the Fourier basis, they possess a sparse model in terms of the DTFT. In [12] , the advantages of taking a signal model into account for signal reconstruction have been demonstrated and the name model-based CS has been coined. In [8] , the model-based CS method has been modified for spectral estimation. According to the model-based method, the signal is reconstructed in an iterative manner, where at each iteration, a signal estimate is formed and pruned according to the model. The contributions of this paper are presented in two parts. In the first part, the correlogram for undersampled data is analyzed, and in the second part, an improved model-based spectrum estimation algorithm for spectral compressive sensing is introduced. We have reported a summary of the results in [13] and [14] . Here, we provide in-depth derivations and present new simulation results.
First, we study the correlogram for undersampled data. We compute the bias of the estimator and show that the estimation is unbiased for any signal length. Moreover, the covariance matrix of the estimator is derived, and it is proved that the estimation variance tends to zero asymptotically. Therefore, the correlogram for undersampled data is a consistent estimator. Using our derivations, we show that for finite-length signals, there exists a tradeoff between the estimation accuracy and the frequency resolution of the estimator. Specifically, higher resolution reduces the accuracy of the estimation.
In the second part of the paper, we introduce a new CS recovery method. The important difference of our method from that of [8] is the approach used for estimating the amplitudes of the signal elements. In [8] , the unknown amplitudes are estimated using the DTFT, while we estimate the amplitudes by minimizing the squared norm of the compressed estimation error. Furthermore, we analyze the proposed method, derive the Cramer-Rao bound (CRB) for spectral compressive sensing, and show that the proposed algorithm approaches the CRB.
The rest of the paper is organized as follows. The correlogram for undersampled data is reviewed and revised in Section II. In Section III, the bias and the variance of the correlogram for undersampled data estimator are derived. The model-based nested least squares method is introduced in Section IV, and the Cramer-Rao bound for spectral compressive sensing is derived in Section algorithm. Finally, Section VII concludes the paper. This paper is reproducible research [15] and the software needed to generate the simulation results will be provided to the IEEE Xplore together with the paper upon its acceptance.
II. CORRELOGRAM FOR UNDERSAMPLED DATA
Consider a wide-sense stationary (WSS) stochastic process x(t) bandlimited to W/2 with power spectral density (PSD) P x (ω). Let x(t) be sampled using the multi-coset (MC) sampler as described in [7] . Samples are collected by a multi-channel system. The i-th channel (1 ≤ i ≤ q) samples x(t) at the time instants t = (nL + c i )T for n = 0, 1, . . . , N − 1, where N is the number of samples obtained from each channel, T is the Nyquist period (T = 1/W ), L is a suitable integer, and q < L is the number of sampling channels. The time offsets c i (1 ≤ i ≤ q) are distinct random positive integer numbers less than L. Let the output of the i-th channel be denoted by
. The i-th channel can be easily implemented by a system that shifts x(t)
by c i T seconds and then samples uniformly at a rate of 1/LT Hz. The samples obtained in this manner form a subset of the Nyquist samples. The average sampling rate is q/LT Hz, and it is less than the Nyquist rate since q < L.
Given the MC samples, the PSD of the signal can be estimated by transforming the output
and X(ω) denote the Fourier transform of y i (n) and x(t), respectively. Then, the following relationship holds [7] z(ω) = Γs(ω).
Here Γ ∈ C q×L and its (i, l)-th element is given as
) where (·) T stands for the transposition operator and I [·) represents the indicator function.
Let R z ∈ C q×q and R s ∈ C L×L be the autocorrelation matrices of z(ω) and s(ω), respectively.
Then, it can be found that
where (·) H and E{·} stand for the Hermitian transposition and the expectation operators, respectively.
Consider partitioning the bandwidth of x(t) into L equal segments. It is shown in [7] that the diagonal elements of R s represent the average power within such spectral segments, and the offdiagonal elements are zeros. Thus, the (a, b)-th element of R z in (2) can be rewritten as
The l-th diagonal element of R s , i.e., [R s ] l,l , corresponds to the average power within the spectral
. Note that R z is a Hermitian matrix with equal diagonal elements. Then, it is sufficient to let the indices a and b just refer to the elements of the upper triangle and the first diagonal element of R z . Therefore, there are Q = q(q − 1)/2 + 1 equations of type (3) (1 ≤ k ≤ Q). In matrix-vector form, (3) can be rewritten as
where
and u 2 , . . . , u Q corresponding to the elements of the upper triangle of R z , and Ψ ∈ C Q×L with elements given by
Since the elements of v are real-valued, the number of equations in (4) can be doubled by solving
SupposeΨ is full rank and 2Q ≥ L. Then, v can be determined using the pseudoinverse ofΨ
The elements ofȗ are comprised of the elements of R z .
The autocorrelation matrix R z is not known and has to be estimated. The estimation of R z can be found from a finite number of samples as
where (·) * denotes the conjugate of a complex number.
The fractional delays c a /L and c b /L can be implemented by fractional delay filters such as the Lagrange interpolator which is a finite impulse response (FIR) filter [16] . FIR fractional delay filters perform the best when the total delay is approximately equal to half of the order of the filter [17] .
The fractional delays c a /L and c b /L are positive numbers less than one, and the performance of the FIR fractional delay filters is very poor with such delays. To remedy this problem, a suitable integer delay can be added to the fractional part. Referring to the definition of R z in (2) and noting
we can rewrite (7) as
where D is a suitable integer number.
Let h a (n) be the impulse response of a causal filter that delays a signal for c a /L + D steps. The output of the filter can be written as
where N h is the length of the filter's impulse response. Using the elements ofR z , the vectorû is formed as an estimation forȗ. Next,v (the estimation for v) is formed by replacingȗ withû in (6) asv
The elements ofv represent an estimation for the average power within each spectral segment.
III. BIAS AND VARIANCE OF CORRELOGRAM FOR UNDERSAMPLED DATA

A. Bias Computation
Let x(t) be a zero-mean white Gaussian random process with PSD P x (ω) = σ 2 . 1 The estimation bias can be found by computing the expected value ofv. From (11) we have
In order to determine E{û}, it is required to find the expected value of the real and imaginary parts ofR z . The expectation operation can be performed before taking the real or imaginary parts ofR z , as these operators are linear. Moreover, (9) is used to formR z . Taking expectation from both sides of (9) along with using (10) results in
The problem is now reduced to finding E{y a (r)y * b (p)}, which is obtained as
for rL + c a = pL + c b (or a = b, r = p), and it equals zero otherwise. This results from the fact that x(t) is a white process with PSD P x (ω) = σ 2 . Applying (14) to (13), we find that
for a = b, and
1 A general signal can be written as a filtered Gaussian process, which is a standard approach for traditional correlogram and periodogram analysis as well [18] .
for a = b, where
Recalling that the first diagonal element ofR z is used inû and taking the real and imaginary parts of (15) and (16), E{û} can be obtained as
where e 1 is a column vector of length q(q − 1) + 2 with all its elements equal to zero except for the first element which is 1. The expected value ofv can be found using (12) and (18) as
We analyze next the asymptotic behavior of the correlogram for undersampled data. First, note thatR z is an asymptotically unbiased estimator of R z . To show this, it is enough to take expectation of both sides of (7) while letting the number of samples tend to infinity. This directly leads to R z without requiring any more computation. Sinceû consists of the elements ofR z and the operation of taking the real and imaginary parts are linear, it follows thatû is also an asymptotically unbiased estimator ofȗ. Furthermore, letting the number of samples tend to infinity in (12) and using (6), we find that
In other words,v is also an asymptotically unbiased estimator of v. Consider the fact that x(t) has equal power in all spectral segments (the elements of v are all the same). Sincev is asymptotically unbiased, it follows that the elements of lim N →∞ E{v} are also equal.
Replacing the true values in (3) with the estimated values for a = b = 1, taking expectation from both sides, and letting the number of samples tend to infinity, we obtain that
wherev l (1 ≤ l ≤ L) are the elements ofv, and 1 L is the column vector of length L with all its elements equal to 1. Considering normalized fractional delay filters (
and February 14, 2012 DRAFT referring to (17), we also find that
Therefore, using (16), we can find that
Combining (21) with (23) results in
Letting the number of samples tend to infinity in (19) and using (24), we obtain
It follows form (25) that all the elements of the first column of (Ψ
Therefore, (19) can be simplified as
Finally, let us definep asp
Note that E{p} = (W/2πH 1 )E{v} = σ 2 1 L . Therefore, the l-th element ofp (1 ≤ l ≤ L) gives an unbiased estimation of the average power in the l-th spectral segment.
B. Variance Computation
Theorem 1: The correlogram estimation based on undersampled data is a consistent estimator of the average power in each spectral segment.
Proof: The covariance matrix of the correlogram for undersampled data estimator is given by
where p is a vector of length L consisting of the average power in each spectral segment. For the Gaussian signal case, all the elements of p are equal to σ 2 . It follows from (11) and (27) that
Computation of the elements of U involves taking expectation of the multiplication of the real or imaginary parts of the elements ofR z . We will use the following lemma [19] for interchanging the expectation and the operation of taking real or imaginary parts.
Lemma 1. Let x and y be two arbitrary complex numbers. The following equations hold
Re(x)Re(y) = 1 2 (Re(xy) + Re(xy * )) (30)
The elements of U can be easily obtained using (9) and (10), we obtain
where n , u , r , p , s , and m are notations for
, and u m=max(0,u−N h +1) , respectively. The expectation operation in (33) can be obtained using the forth moment of x(t) as
where δ(·) is the Kronecker delta. In a similar way,
where E 2 is defined as
Recalling that only the first diagonal element ofR z is present inû, E 1 can be found to be equal to
for a = b = c = d = 1, and it equals to zero otherwise. Similarly, E 2 can be found to be equal to
for a=c and b=d, and it equals zero otherwise. Noting that
} are real-valued and using (32), (37), and (38), we can find that all the off-diagonal elements of U are equal to zero.
Let us start computing the diagonal elements of U by setting a = b = c = d = 1. It follows from (33), (34), and (37) that
where S 1 (n) is defined as
It is straightforward to show that for
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where W n (i) is equal to 1 for 0 ≤ i ≤ n and zero elsewhere.
given by
Next, (39) can be rewritten as
and simplified using (17) as
where (45) Therefore, [U ] k,k (2 ≤ k ≤ 2Q and k = Q + 1) can be obtained using (30) and (31) as
From (35) and (38) we have
where S k (n) is defined as
It is again straightforward to show that for
For 0 ≤ n < N h − 1, S k (n) is given by
For N − N h < n ≤ N − 1, S k (n) is given by
Thus, (47) can be rewritten as
where We analyze next the asymptotic behavior of the correlogram for undersampled data. Letting the number of samples tend to infinity in (28) yields
From (22) and (29), we obtain
Recall that all the off-diagonal elements of U are zeros, and the first diagonal element of U is given by (45). Letting the number of samples tend to infinity in (45), we obtain
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The (Q + 1)-th element of U is zero, and if the number of samples tend to infinity in (52),
Therefore, all the elements of lim N →∞ U are equal to zero except for its first diagonal element given by (55).
In order to further simplify (54), only the elements of the first column of (Ψ TΨ ) −1Ψ T are required. We have shown in the previous section that these elements are all equal to L/W 2 .
Therefore, (54) can be simplified to
where 1 LL is an L × L matrix with all its elements equal to 1. It follows from (53) and (56) that
In other words, the variance of the correlogram for undersampled data estimator tends to zero as the number of samples goes to infinity, which proves the consistency of the estimator.
IV. MODEL-BASED NESTED LEAST SQUARES METHOD
The spectral estimation method based on multi-coset sampling as studied in the previous sections requires the number of samples to be large. Otherwise, the variance ofR z rises leading to poor spectral estimation. Moreover, the frequency resolution of the estimation is limited by the parameter L. The value of L cannot be increased arbitrarily, as the total length of the signal is limited in practice. Besides, this method is limited to WSS signals.
In our conference contribution [13] , we have introduced an improved model-based spectral analysis method using nested least squares, which detects sinusoids from noisy compressive measurements. For this method, the signals do not need to be WSS in general. The algorithm can handle short-length signals, and it provides high resolution spectral estimation. Here we explain this method in details and provide its analysis as well as derivations of the CRB.
Let the signal x = [x 0 , x 1 , . . . , x Nx−1 ] T ∈ C Nx×1 be a linear combination of K sinusoids (K ≪ N x ) where x n (0 ≤ n < N x ) are the samples of the signal obtained at the Nyquist rate. Here the sample x n is given by Let the vector of the measurements y ∈ C M ×1 be given by
where Φ ∈ R M ×N is the measurement matrix, and w ∈ C M ×1 is the measurement noise with circularly symmetric complex normal distribution N C (0, σ 2 I). The elements of the measurement matrix Φ are drawn independently from, for example, the Gaussian distribution
The goal is to estimate the unknown amplitudes and frequencies of the signal (59) from the noisy compressive measurements (60).
Two criteria are taken into consideration for developing the estimation algorithm: minimization of the estimation error and matching the estimated signal to the sparsity model. The squared norm of the compressed estimation error is y −Φx 2 2 wherex is the estimated signal. Thus, the problem of finding the estimatex can be formulated aŝ
The estimation error is a convex function, and the minimization of (61) can be obtained using the least squares technique with the iterative solution
wherex i is the estimated signal at the ith iteration and λ represents the step size of the LS algorithm or equivalently the scaling factor for the residual signal of the previous iteration, that is, y −Φx i−1 .
The LS problem of (61) is underdetermined and has many solutions. In order to match the estimated signal to the model in (58), a pruning step is inserted in the iterative solution of (62).
Specifically, let x e =x i−1 +λΦ T (y−Φx i−1 ), then the frequencies ω 1 , ω 2 , . . . , ω K can be estimated from x e using, for example, the root-MUSIC technique [20] . This method needs the knowledge of the autocorrelation matrix of the data R x for estimating the frequencies.
Consider windowing x e by overlapping frames of length W x . Then, the elements of R x can be estimated as DRAFT whereR x is an estimation for R x , x e n (0 ≤ n < N x ) are the elements of x e , and 1
K×1 be the vector of the estimated frequencies. Then, the estimate of the Vandermonde matrix A (denoted byÂ) can be straightforwardly computed based onΩ.
Recalling the objective of minimizing the squared norm of the compressed estimation error, the vector of the amplitudes d can be estimated by minimizing y − ΦÂd 2 2 . The solution for this problem is given byd
whereB = ΦÂ. Note that in [8] , the amplitudes are estimated aŝ
whered i is the vector of the estimated amplitudes at the i-th iteration. The algorithm based on (65) is referred to as spectral iterative hard thresholding (SIHT) via root-MUSIC.
Finally,x i can be obtained using the estimated frequencies and amplitudes asx i =Âd i . The steps of the algorithm are summarized in Algorithm 1.
The algorithm consists of the outer and the inner least squares steps along with the root-MUSIC method. In each iteration, the algorithm converges to the true signal in three steps. First, the outer least squares makes an estimation of the subspace in which the original signal lies. This is done by minimizing the squared norm of the compressed estimation error. Note that due to the fact that the problem is underdetermined, the signal x cannot be estimated, but only an improved estimate of the subspace to which the signal x belongs can be found. Then, the signal estimatex is enhanced in the second and the third steps of the algorithm. In the second step, the estimation is forced to match the signal model by applying the root-MUSIC method. The frequencies are estimated at this stage.
Note that each frequency represents one of the dimensions of the signal subspace. In the first few iterations of the algorithm, some of the frequencies might be estimated incorrectly, as the output of the outer least squares step might not be close enough to the true signal subspace. In the third step of the algorithm, the amplitudes are estimated by applying the inner least squares. The last two steps are building the signal subspace according to the signal model, and then, estimating the projection coefficients for each dimension of the subspace. Finally, the estimated signal is fed back to the outer least squares step for the next iteration. The algorithm continues until some stopping criterion is satisfied. For example, the criterion can be satisfied when a predetermined fixed number Algorithm 1
until stopping criterion is satisfied of iterations is performed or the normalized compressed estimation error ( y − Φx
) is less than a given threshold value.
V. CRAMER-RAO BOUND FOR SPECTRAL COMPRESSIVE SENSING
The Cramer-Rao bound (CRB) for the problem of estimating the parameters of multiple superimposed exponential signals in noise has been derived in [19] . In this section, the CRB for spectral compressive sensing is derived by considering the system model (59) and (60). 
and
The likelihood function of the measurement vector y is
where B = ΦA.
The inverse of the Fisher information matrix is given by
where ψ = ∂ ln L/∂θ.
The log-likelihood function is
Note that E ww T = 0. Then, I(θ) is given by
where(·) and(·) stand for the real and imaginary parts of a matrix, and
The signal x can be considered as a function of θ, and therefore, the covariance matrix of any unbiased estimator of x, that is, Cx, satisfies the inequality
Moreover, the signal x can be written as
Then the derivative of x with respect to the whole vector of unknown parameters θ can be found
Finally, by summing over the diagonal elements of (84), we obtain
VI. NUMERICAL EXAMPLES AND SIMULATION RESULTS
In this section, we investigate the behavior of the correlogram method for finite-length signals based on the analytical results obtained in Section III. We next present the simulation results for the model-based nested least squares algorithm for spectral compressive sensing.
A. Numerical Examples for the Correlogram for Undersampled Data Method
The estimation variance of the correlogram method depends on the number of sampling channels q, the number of spectral segments L, and the signal length N x . Here, the power of the signal is set to σ 2 = 4 and the Nyquist sampling rate is considered to be W = 1000 Hz. The time offsets 
B. Simulation Results for the Model-Based Nested Least Squares Algorithm
In the simulations for the model-based nested least squares algorithm for spectral compressive sensing, we consider a signal consisting of K = 20 complex-valued sinusoids with a length of N = 1024 samples. The frequencies (ω 1 , ω 2 , . . . , ω K ) are drawn randomly from the [0, 2π) interval with the constraint that the pairs of the frequencies are spaced by at least 10π/N radians/sample.
Furthermore, the amplitudes (s 1 , s 2 , . . . , s K ) are uniformly drawn at random from the [1, 2] interval.
In all our simulations, the step size of the outer LS algorithm is set to 1 (λ = 1).
The normalized mean squared error (NMSE) is defined as
Recalling (87), the normalized CRB (NCRB) is defined as
The first experiment explores the performance of the model-based nested LS and the SIHT via root-MUSIC algorithms [8] over 10 iterations. The number of measurements is set to 300 (M = 300) and the noise standard deviation to 2 (σ = 2). The simulation results are illustrated in Fig. 2 . It can be seen that the model-based nested LS algorithm converges after 5 iterations, while the SIHT via root-MUSIC method requires more iterations to converge. At the 5th iteration, the proposed algorithm performs 3 dB better than the SIHT method, and it is 1 dB away from the NCRB. After 10 iterations, the algorithm still performs 1 dB better than the SIHT method.
Next, the performance of the algorithm is investigated for a range of noise variances. The result of the second experiment is depicted in Fig. 3 . The number of measurements is set to 300 (M = 300) and the number of iterations of the algorithm to 10. Similar to the previous example, the proposed method outperforms the SIHT via root-MUSIC algorithm. Moreover, it can be seen that the performance of the proposed algorithm approaches the bound at high signal to noise ratio values.
The third experiment investigates the performance of the algorithms for different numbers of measurements. The noise standard deviation is set to 2 (σ = 2), and the number of iterations is set to 10. The results are shown in Fig. 4 . It can be seen that with 200 measurements, the proposed algorithm is able to recover the signal, while the performance of the SIHT method is significantly far from the NCRB. For larger number of measurements, the model-based nested LS algorithm performs about 1 dB better than the SIHT via root-MUSIC method, and it is about 1 dB away from the NCRB.
Finally, we investigate the convergence of the proposed algorithm by counting the number of missed signal frequencies over the iterations of the algorithm. A frequency of the true signal is considered as missing in the estimated signal when the root-MUSIC algorithm does not output any frequency within a distance of less than 5π/N radians/sample (which is the resolution limit under the simulation set-up) to the true frequency. The number of the missed signal frequencies in the root-MUSIC algorithm can be a measure of the subspace swap phenomenon, when a number of the vectors between the estimated signal and noise subspaces are switched [21] , [22] .
The average number of missed signal frequencies over 4 iterations is presented in Table I . The number of the measurements is set to 300 (M = 300). It can be seen that after 3 iterations, the root-MUSIC algorithm is able to find all the signal frequencies (for σ = 2, 3, and 4). This indicates that the outer LS step of the algorithm is converging to the true signal subspace, as the root-MUSIC algorithm is able to distinguish more accurately between the signal and noise subspaces.
VII. CONCLUSION AND DISCUSSION
We have considered two spectrum estimation techniques for undersampled data: the correlogram method which estimates the spectrum from a subset of the Nyquist samples and the model-based nested least squares algorithm which works with compressive measurements. The correlogram estimation method for low-resolution spectral estimation has been analyzed in this paper by computing the bias and the variance of the estimator. It has been shown that the estimator is unbiased for any signal length, and it has been proven that the variance of the method tends to zero asymptotically. Therefore, this method is a consistent estimator. The behavior of the estimator for finite-length signals has been also investigated, and it has been illustrated that there is a tradeoff between the accuracy of the estimator and the frequency resolution. It has been shown that at a fixed average sampling rate, the performance of the estimator degrades for the estimation with higher frequency resolution. Furthermore, for a given frequency resolution, the performance improves by increasing the average sampling rate.
In the second part of the paper, we introduced a new signal recovery algorithm for model-based spectral compressive sensing for high-resolution spectral estimation. We considered a general signal model consisting of complex-valued sinusoids with unknown frequencies and amplitudes. Although the signal model is inherently sparse, its representation in the Fourier basis does not offer much sparsity. For this reason, the conventional CS recovery algorithms do not perform well for such signals.
The proposed algorithm estimates the signal iteratively by performing three steps at each iteration.
First, the outer least squares makes an estimation of the subspace in which the original signal lies. This is done by minimizing the squared norm of the compressed estimation error. Next, the unknown frequencies are estimated using the root-MUSIC algorithm. Then, the amplitudes of the signal elements are estimated by the inner least squares, and the result is fed back to the outer least squares for the next iteration.
The Cramer-Rao bound for the given signal model has been also derived. Finally, the simulation results have been presented, and it has been shown that the proposed algorithm is able to converge after 5 iterations for the given settings and it approaches the CRB at high signal to noise ratio values. 
