A general method is given whereby m-connectedness correlation functions can be studied in the percolation problem. The method for m=1 involves calculating the kth power of the correlation function ⟨σ(x)σ(x′)⟩ for a randomly dilute Ising model at nonzero temperature and subsequently averaging over configurations. The final step is to take the limit k→0. This method is tested by reproducing the standard results for the percolation problem from an extension of the calculation of Stephen and Grest. For m>1 an additional "color" index is introduced and a Hamiltonian is constructed in which different colors repel one another, thereby giving an exact prescription for m-connectedness. Order parameters for m-connectedness are identified. The m=2 order parameter couples through a trilinear term to the m=1 order parameter. The main result is that β(m) the exponent for m-connectedness is given by β (m) =mβ+νψ (m) , where β and ν are the usual exponents for percolation and ψ (m) is a new crossover exponent which, to lowest order in ε=6−d, is given by ψ (m) =m(m−1)ε 2 /49. This result implies that the fractal dimensionality of the biconnected part of the critically percolating cluster is given in terms of the percolation critical exponents as γ/ν−ψ (2) . If "nodes" are defined as triconnected points, then β (3) is the critical exponent associated with their density in the infinite cluster. We also discuss evidence that the "node-link" model of Skal-Shklovskii-de Gennes breaks down for d less than some critical value d^. Numerically we adduce evidence that d^may be larger than 3.
I. INTRODUCTION
Recently much attention has been given to the problem of formulating the percolation problem in a field-theoretic framework within which modern techniques, such as the renormalization group, could be applied. This program was initiated by the work of Fortuin and Kasteleyn, ' who showed that the generating function for bond percolation was isomorphic to the partition function of the s-state Potts model in the limit s~1. These results were consistent with numerical estimates based both on simulation and on series expansion ' techniques.
Subsequently, the Potts model has been used to extend the field-theoretical formulation to include consideration of many properties not initially considered in connection with the percolation problem. Among these are the conductivity, various site and bond distribution functions, ' distribution functions for perimeters, and so forth.
In connection with studies of the conductivity there naturally arose the concept of the "backbone. " ' ' lf one considers the situation for p~p "where p, is the critical concentration for percolation, then there exists a loosely connected infinitely large cluster. In consequence the macroscopic conductivity of the network formed by associating with each occupied bond a finite resistance is nonvanishing.
However, as has been pointed out by several X ' '(x, x') = [v'"(x, x') ]~,
where v' '(x, x') is unity in the configuration C if it is possible to delineate two independent paths over occupied bonds connecting the sites x and x', and is zero otherwise.
Here two paths are independent if and only if they have authors, ' ' only a fraction of this loosely connected cluster plays any role in the conduction process. If one removes bonds through which no current flows, then the remaining cluster constitutes the "backbone. "' This construction is related to the picture advanced by Skal and Shklovskii ' and de Gennes" in which the infinite cluster is viewed as nodes connected by tortuous strands of occupied bonds. This picture has recently been elaborated by Coniglio' to include consideration of the internal structure of the nodes. ' ' This construction in the ordered phase where an infinite cluster exists has its counterpart in the disorderd phase where only finite-sized clusters exist.
For finite clusters one considers a generalization of the pair-connectedness function, which is the order-parameter susceptibility for percolation. If X(x, x') denotes the nonlocal susceptibihty, one has X(x, x') = [v(x,x') yt'm) y ' '=dv 2mP 2vqt ', --(4a) (4b)
where P and v are the usual exponents for percolation, no bonds in common. More generally we define an rnconnectedness susceptibility X™(x, x ') by X ' '(x, x') =[v' '(X,X') 
where v' '(x, x ) is unity in the configuration C if there exist m independent paths over occupied bonds which connect the sites x and x' and is zero otherwise. To describe the ordered state, we classify sites as being m-connected in the configuration C if they are connected by m independent paths to arbitrarily distant sites. Up to now, essentially only numerical information has been available for the backbone exponents. The orderparameter exponent for the backbone P' ' has been estimated by numerical simulation ' ' and In this paper we will construct a field theory which not only yields the ordinary percolation correlation functions, but also provides a prescription for evaluating the biconnectedness, and in fact the rn-connectedness, susceptibilities. The techniques introduced here may have more general application in that they make it possible to construct projection operators by means of which the weight associated with different configurations in the partition function can be altered arbitrarily.
The principle result of this work is that the m-connectedness susceptibility obeys '(x, x') 
where g' I is a crossover exponent which is given to lowest order in @=6 -d as describing the singly-connectedness properties, and P' and y' ' are the order-parameter exponent and the susceptibility exponent, respectively, for m-connectedness. Kirkpatrick' has The results obtained here were reported briefly previously. ' These results can also be obtained by an alternative method given by Lubensky which involves the direct enumeration of polymer conformations. ' Each method has its virtues and drawbacks. In the replica method used here, the analytic continuations can become very involved, and some ambiguity is possible. However, in the present method an order parameter for biconnectedness appears naturally. As a result mean-field theory can be formulated for the m-connectedness functions. In addition, it is convenient to implement the momentum-shell recursion relations of the renormalization group to obtain a systematic expansion for P' '. To implement this idea we proceed as follows. We write down the recursion relation for the various vertices we expect to be relevant in the k~O limit. For general k these recursion relations involve noncritical quantities. However, these perturbative expressions in principle do enable one to calculate 6' ' for any k. It is these relations which we then analytically continue to k =0. In so doing, we obtain the desired result: 6' ' reproduces the percolation correlation function.
We start from the Hamiltonian of Stephen and 
where the Q's (14) which is the same recursion relation as the s~1 state Potts model.
We label the three point ineraction u(0, 0,0) to emphasize that it indeed is the coupling constant for three Qp s. Here Qp is a "ghost" operator in that it is the analytic continuation of the operator Q~~~i n the limit k~0. [This object in itself, of course, is not defined. We know it only through its propagator (rp+q ) '. ] The above operations may seem completely trivial. However, it should be realized that the following plausible procedure does not work. At nonzero temperature consider the situation as p is increased from 0. The first variable to become critical is clearly Qp, because the Ising transition at p ( T, ) occurs at higher p than p, . One is therefore tempted to reason that the Q» for k~0 should be inHere F(l, rn) represents the contribution to ai »(q)/b from the diagram in which the propagator (rt+qi) ' is inserted in one leg and (r~+q ) ' is inserted in the other leg and the vertex potentials are u (k,p+t, k -p +t) as is evident from Fig. 1 . The sum in Eq. (13) 
are not allowed. Accordingly we write (k, k, 0, 0) tegrated out as one would do for noncritical variables.
However, this procedure is not well defined here, because the nature of the bubble diagram for k =0 is completely unclear. The only way to make any sense out of it, is to imagine doing a real calculation of Q» and letting k go to zero only at the final step.
We may analyze the three-point vertex in the same way.
Here we group the indices into four groups. u '(ki, ki, ki) =b" "' u(k(, kz, 
(19) (21) As in the case of Eq. (14) (13) is clearly consistent with this criterion. Equation (17) is also consistent with this criterion in the following sense. We assume that couplings like u(0, 0,k)) and u(O, k), kz) vanish when k) and k2 are nonzero. One can then verify that the new coupling constants u' also vanish for these cases. Thus the recursion relation of Eq. (17) never introduces coupling between the ghost vertices and the real ones.
For future reference we note a general feature of the analytic continuation n, k~O used here. In Eqs. (13) 
Clearly this procedure generalizes to higher-order connectedness.
At this point it is helpful to introduce more compact notation. We set and so forth. Thus P (x, x') is a sort of r)i-loop polygon generating function, depending both on the coupling constant A, and on the number of available colors b. The exact analysis of (() (x, x') is not needed here. However, as mentioned below Eq. (10), the kth power of P, does reduce to the ordinary connectedness function in the limit k~0.
Thus we have limGI"'(x, x')=X(x,x') . T((aisle) ),(az, pz)) =0')) 0'p (30) and so forth. In this notation we have PH= --, ' g g}(x, x')E({a, pj)T({a,pj;x) Ia,p, I x, x' X T( { a, p j;x'), (31) where y(x, x') is unity if sites x and x' are nearest neighbors and is zero otherwise. The results of Appendix A are 
Omitting cumbersome indices, we write the dominant contribution from Eq. (34b) as
where z is the coordination number of the lattice.
We start by analyzing mean-field theory. 
where H is given in Eq. (31). Keeping only the variables corresponding to the sets 1,k and 2, k we find to order X that
where r"k---z ' -K"k. Here X(l,k) and X(2,k) are the order parameters for the operators T(l, k) and T(2, k), respectively, in the notation for sets introduced after Eq. (32). These order parameters describe single-connectedness and biconnectedness, respectively. In writing Eq. (38) we dropped terms of order [X(2,k)], since these will only give corrections to our results. We will study the mean-field free energy in the ordered phase, where r1 k &0. For this purpose we begin by taking the n~0 limit. It is necessary to take this limit first, because, as we have mentioned, we should in principle study X(2,k) for general k in the presence of randomness. We only let k~0 at the final stage. For n~0 we have
where the primes on the summations indicate that the terms where all the indices vanish are to be omitted. To get the equation of state, we minimize the free energy with respect to the order parameters X(l,k) and X(2,k) for arbitrary nonzero k. Thereby we obtain
and
We may now solve these equations in the k~0 limit. From Eq. (40b) 0) ], but has no effect on the equation of state for X(1,0). This is a very satisfactory result since percolation can be completely described by the connectedness function G'i '(x,x' ).
IV. HIGHER CONNECTEDNESS CORRELATIONS: RENORMALIZATION-GROUP ANALYSIS
We now give an analysis of H,tt defined by Eq. (33) . To siinplify the arguments we will immediately discard most of the variables which remain noncritical in the analytic continuations we will perform. In particular, we will keep only variables corresponding to the sets of indices (l,k) and (2,k). These are the variables we know to describe singleconnectedness and biconnectedness. From Eq. (33) we obtain PH, tt(Q)= -, ' gy '(x,x') 
where the sums over indices in the cubic terms are dictated by the algebra of the T operators and, in the interest of simplicity, will not be specified in detail other than to say that they are similar to that in Eq. (11). Here and below, the sum over l, k and 2, k is over the sets described after Eq. (32b). To develop recursion relation for H,tt(Q) we consider the Hamiltonian H (Q):
The Fig. 6 (a) or as in Fig. 6(b) . In Fig. 6 (a) the cross line car-
The (50). We label it for G~' , with k =2.
ries no color for the replica in question. In Fig. 6(b Fig. 9 (a) are irrelevant. The leading correction to Eq. (57) comes froin inserting a "cross" like that in Fig. 7 , and such a diagram is shown in Fig. 9(b) . Then the calculations leading to
Eqs. (55) and (56) L-(p, -p)~. (61) de Gennes used the value (=1, noting that this was the expected result for mean-field theory. The first direct numerical study of g was made ' using a series estimate for a "resistive susceptibility" exponent y", which was shown to satisfy (62) where y is the usual percolation exponent. Renormalization-group methods' showed that g could be regarded as a crossover exponent, and to first order in e = 6 -d, the result g = 1 was obtained.
This was extended to all orders in the e expansion.
More recently Straley has presented a similar heuristic argument to give s in which blobs of superconductor are separated by sheets of normal regions. In a sense, this picture is the dual of the "node-link" picture and yields s =2v -g,
g=p, where p is the usual percolation exponent. Thus to all orders in e the predictions are
where g is an exponent related to the surface-to-volume ratio of the superconducting blob. In fact, in previous work ([rrI ) is the contribution to 5K), from the set [m I and the associated combinatorial factors are
as shown in Appendix C. For hypercubic lattices of dimension d we have
. )!---Now the principle of nul partitions applies, so that mj --0 for j )2. The only contribution to I( k in the limit k~0 is that for m1 --k and mp --n -k. This is the contribution la- 
This result shows that Lk (Ek, so that the biconnectedness variables are noncritical at the percolation transition.
APPENDIX B: ANALYTIC CONTINUATIONS
We consider here some of the finer details in making analytic continuations.
We start by "proving" that 2=1. (1+x)"= g x" k=0 (B1) Clearly ("") vanishes as n~0 for k =1,2, . . . . However, for k =0 or k = n, (» ) = 1; so perhaps we should write lim(1+x)" = lim(1+x") =2 . In this appendix we derive the result Pi 1=m for the Cayley tree. For the Cayley tree we consider the probability pf that a bond give rise to a finite-sized branch of occupied bonds. Then the probability P"' that a site is in the infinite cluster is clearly The probability P' ' that a site is in the biconnected part of the infinite cluster is defined for the Cayley tree as the probability that from the site there emanate two infinitely large branches. Clearly, then P "= 1 -(pf ) + ' -(cr+ 1)(1 pf -) (pf ) Here pf is the root of (C2) (C3) pf p+p (pf ) which gives pf --1 for p &cr ' andpf &1 for p &cr '. For p slightly larger than 0. ' we have '(i,j) =p '(1 -pf ) (C8) so that P' '=mP=m in mean-field theory.
To define the biconnectedness susceptibility on the Cayley tree, which has no loops, we proceed as follows. ' 
