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Abstract
This Thesis studies various problems located at the boundary between Combinatorics and
Probability Theory. It is formed of two independent parts. In the first part, we study the
asymptotic properties of some families of “maps” (from a non traditional viewpoint). In the
second part, we introduce and study a natural stochastic extension of the so-called Sandpile
Model, which is a dynamic process on a graph. While these parts are independent, they
exploit the same thrust, which is the many interactions between Combinatorics and Discrete
Probability, with these two areas being of mutual benefit to each other. Chapter 1 is a general
introduction to such interactions, and states the main results of this Thesis. Chapter 2 is an
introduction to the convergence of random maps. The main contributions of this Thesis can be
found in Chapters 3, 4 (for the convergence of maps) and 5 (for the Stochastic Sandpile model).
Re´sume´
Cette the`se est de´die´e a` l’e´tude de divers proble`mes se situant a` la frontie`re entre
combinatoire et the´orie des probabilite´s. Elle se compose de deux parties inde´pendantes : la
premie`re concerne l’e´tude asymptotique de certaines familles de “cartes” (en un sens non
traditionnel), la seconde concerne l’e´tude d’une extension stochastique naturelle d’un processus
dynamique classique sur un graphe appele´ mode`le du tas de sable. Meˆme si ces deux parties
sont a priori inde´pendantes, elles exploitent la meˆme ide´e directrice, a` savoir les interactions
entre les probabilite´s et la combinatoire, et comment ces domaines sont amene´s a` se rendre
service mutuellement. Le Chapitre introductif 1 donne un bref aperc¸u des interactions
possibles entre combinatoire et the´orie des probabilite´s, et annonce les principaux re´sultats de
la the`se. Le Chapitres 2 donne une introduction au domaine de la convergence des cartes. Les
contributions principales de cette the`se se situent dans les Chapitres 3, 4 (pour les
convergences de cartes) et 5 (pour le mode`le stochastique du tas de sable).
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Chapitre 1
Introduction
Cette the`se se situe dans le domaine de l’informatique the´orique. Elle a pour but d’e´tudier
certains proble`mes de combinatoire asymptotique, a` la frontie`re entre la combinatoire et la the´orie
des probabilite´s. Elle est compose´e de deux parties inde´pendantes. La premie`re concerne l’e´tude
de certaines familles de grandes cartes ale´atoires, avec des approches non traditionnelles. On
exploite notamment dans cette partie des outils de combinatoire bijective et des the´ore`mes limites
en probabilite´. La seconde partie concerne l’e´tude d’une extension probabiliste du mode`le dit du
tas de sable sur un graphe. On exploite notamment dans cette partie des outils de the´orie des
graphes (orientations, de´composition, etc.) et de chaˆınes de Markov. Commenc¸ons par donner une
bre`ve vue d’ensemble du domaine ou` se situe cette the`se.
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1.1 Combinatoire et the´orie des probabilite´s
1.1.1 La combinatoire
La combinatoire, c’est l’e´tude des structures discre`tes
Il existe toutes sortes de telles structures. Citons-en quelques-unes peˆle-meˆle : les chemins, les
graphes, les cartes, les triangulations, les tableaux de Young, les permutations, les pavages d’une
re´gion du plan par des polygones, les automates, etc. Le cadre est en ge´ne´ral le suivant. On de´finit
une classe C d’objets et a` chaque objet de C on associe un certain attribut (un entier naturel)
qu’on appelle la taille de l’objet. On suppose que l’ensemble des e´le´ments de C de taille donne´e
est fini.
E´tudier une famille d’objets combinatoires, c’est d’abord chercher a` comprendre la structure des
objets en question. La question de base est en ge´ne´ral de compter le nombre d’objets de taille
donne´e : c’est le domaine de la combinatoire e´nume´rative. On essaie aussi de les de´composer en
objets plus simples si c’est possible, ou encore on cherche des bijections entre les familles que l’on
e´tudie et d’autres familles mieux comprises (ou du moins plus e´tudie´es). Pour mieux comprendre
ces approches, donnons un exemple d’e´tude d’une famille combinatoire classique : les chemins de
Dyck.
De´finition 1.1.1. Un chemin de Dyck de longueur n est une suite finie S = (Sk)0≤k≤n pour un
certain n ∈ N qui ve´rifie les proprie´te´s suivantes :
1. Pour tout k ∈ {1, · · · , n}, Sk − Sk−1 ∈ {−1, 1}.
2. Pour tout k ∈ {0, · · · , n}, Sk ≥ 0.
3. S0 = Sn = 0.
Autrement dit, c’est un chemin qui part de l’origine, fait des pas ±1, ne prend que des valeurs
positives ou nulles, et termine a` l’origine. Remarquons qu’un tel chemin a ne´cessairement une
longueur paire.
1.1.1.1 De´composition d’un chemin de Dyck
On peut de´composer un chemin de Dyck en deux chemins de Dyck de longueurs plus petites de la
manie`re suivante. Soit S = (Sk)0≤k≤n un chemin de Dyck de longueur n ≥ 1. On peut alors
conside´rer
k := min{i ≥ 1; Si = 0},
l’instant du premier retour en 0. Cet entier existe bien puisque Sn = 0.
Alors pour tout i ∈ {1, · · · k − 1}, Si ≥ 1 et S1 = Sk−1 = 1, puisque le chemin S ne fait que des
pas ±1. Il s’ensuit que S′ := (Si+1 − 1)0≤i≤k−2 est un chemin de Dyck, de longueur k − 2 < n. De
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plus, S′′ := (Si+k)0≤i≤n−k est e´galement un chemin de Dyck, de longueur n− k < n. On a ainsi
“de´compose´” le chemin de Dyck S en deux chemins de Dyck S′ et S′′ de longueur plus petite.
Cette de´composition est illustre´e a` la Figure 1.1.
S ′
S ′′
S
Figure 1.1: De´composition des chemins de Dyck
1.1.1.2 Utilisation pour l’e´nume´ration
On peut de´duire de cette de´composition une formule de re´currence pour e´nume´rer les chemins de
Dyck de longueur donne´e. Notons Cn le nombre de chemins de Dyck de longueur 2n. On a :
• C0 = 1.
• Si n ≥ 1, alors Cn =
n−1∑
k=0
CkCn−k.
On peut alors montrer par re´currence que
∀n ∈ N, Cn = 1
2n+ 1
(
2n
n
)
.
Remarque 1.1.2. En fait, a` partir de la de´composition, les outils de combinatoire analytique
permettent d’aller plus loin dans l’e´tude de ces nombres, voir le livre de Flajolet et Sedgewick pour
plus de de´tails [33] : la de´composition de la Figure 1.1 se traduit en une e´quation fonctionnelle
sur la se´rie ge´ne´ratrice des (Cn).
Les nombres Cn sont appele´s nombres de Catalan et sont omnipre´sents en combinatoire. Outre les
chemins de Dyck, ils permettent d’e´nume´rer les expressions bien parenthe´se´es, les arbres binaires,
les arbres plans, les partitions non croise´es, les triangulations de polygones, etc. Toutes ces
familles sont donc en bijection, et la plupart de ces bijections sont explicites. Par exemple, on
peut associer un chemin de Dyck a` une expression bien parenthe´se´e en associant a` chaque pas +1
une parenthe`se ouvrante, et a` chaque pas −1 une parenthe`se fermante.
1.1.1.3 L’approche probabiliste
L’approche probabiliste en combinatoire tente de re´pondre a` la question suivante.
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A quoi ressemble un objet combinatoire “typique” de taille donne´e ?
Elle consiste a` se donner une loi de probabilite´ sur l’ensemble des objets d’une classe combinatoire
de taille donne´e (par exemple la loi uniforme, mais il existe d’autres lois naturelles sur certaines
familles d’objets), et a` e´tudier le comportement (asymptotique ou non) d’un objet sous cette loi.
Ceci permet de de´crire plus en de´tail ces objets dans leur ensemble. Le plus souvent, on s’inte´resse
a` l’e´tude de certains parame`tres de ces objets, comme par exemple la hauteur d’un chemin de
Dyck de longueur n, le diame`tre des graphes a` n areˆtes, le nombre de points fixes d’une
permutation de taille n, etc. Dans l’approche probabiliste, ce parame`tre n’est alors ni plus ni
moins qu’une variable ale´atoire. L’inte´reˆt de l’e´tude probabiliste des structures combinatoires est
multiple.
• Cela met a` disposition tout un arsenal d’outils et de me´thodes diffe´rentes de celles de la
combinatoire classique, souvent mieux adapte´ pour e´tudier les objets plus globalement.
• Cela permet la description globale de certains objets limites. L’exemple le plus connu est le
fameux the´ore`me de Donsker, qui donne la convergence des chemins discrets de longueur n
compose´s de +1 et de -1, renormalise´s, vers le mouvement brownien. On peut e´galement
citer a` ce sujet la convergence des arbres binaires a` n feuilles, renormalise´s vers l’arbre
continu dit “brownien”. Dans ces deux exemples, il s’agit de convergence de l’objet global,
mais on peut aussi s’inte´resser a` la convergence de certains parame`tres. Ceci est
ve´ritablement l’apanage des me´thodes probabilistes.
• Cela permet une approche discre`te des objets continus, et donc de trouver des proprie´te´s
inte´ressantes de ces objets.
• Cela permet parfois d’ajouter une composante temporelle dans l’e´tude. Par exemple, on
peut regarder la construction d’un arbre comme un ajout successif de sommets, et
conside´rer la loi de la suite d’arbres dans son ensemble. Cette composante apparaˆıt aussi
dans l’exemple des triangulations en pile (e´tudie´es en de´tail dans le Chapitre 3), lorsque l’on
e´tudie la loi dite croissante (diffe´rente de la loi uniforme). Cette composante temporelle
donne une description plus claire des phe´nome`nes en jeu.
1.1.2 Utilisation de la combinatoire en the´orie des probabilite´s
Donnons tout de suite un exemple simple d’une telle utilisation : la convergence des arbres plans
uniformes (renormalise´s) vers l’arbre continu dit brownien. Nous resterons assez informels sans
rentrer dans tous les de´tails (ce n’est pas l’objectif de cette the`se), et renvoyons le lecteur
inte´resse´ a` [40].
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1.1.2.1 Limite d’e´chelle des arbres plans uniformes
Nous conside´rons des arbres plans, enracine´s, finis. Dire que les arbres sont plans revient a`
ordonner les fils de chaque noeud interne, comme explique´ sur la Figure 1.2. Il est facile de voir
que pour tout n ∈ N, l’ensemble des arbres plans a` n areˆtes est fini. On le note An.
Figure 1.2: Deux arbres qui repre´sentent le meˆme graphe, mais qui sont diffe´rents en tant qu’arbres
plans
Un arbre est naturellement muni de sa distance de graphe1, qu’on note dgr. Si a est un arbre plan
on peut alors voir l’espace (a, dgr) comme un espace me´trique compact (fini).
The´ore`me 1.1.1. Soit pour tout n, an une variable ale´atoire uniforme sur An. Alors il existe un
espace me´trique compact, note´ (Te, de) tel que
(an, (2n)
− 1
2dgr)
(d)−→ (Te, de), quand n→∞,
ou` la convergence a lieu en loi pour la topologie de Gromov-Hausdorff.
Remarque 1.1.3. La distance de Gromov-Hausdorff de´finit la “proximite´” de deux espaces
me´triques compacts. Une de´finition formelle en est donne´e a` la Section 2.2.2 (De´finition 2.2.2).
Remarque 1.1.4. L’espace me´trique (Te, de) est l’arbre continu dit “brownien”, introduit par
Aldous dans [3].
1.1.2.2 Utilisation de la combinatoire : codage par les chemins de Dyck
Sous cette forme, ce the´ore`me n’est pas e´vident a` de´montrer. L’astuce consiste a` coder les arbres
plans par ce qu’on appelle leur fonction de contour, qui n’est autre qu’un chemin de Dyck ! Ce
codage est une bijection, et donc choisir un arbre plan uniforme a` n areˆtes revient a` choisir un
chemin de Dyck uniforme de longueur 2n.
Informellement, la fonction de contour de´crit le trace´ qu’effectue une particule qui fait le “tour”
de l’arbre a` vitesse unite´ (dans le sens horaire ici), et qui s’arreˆte lorsqu’elle a explore´ toutes les
areˆtes de l’arbre et est revenue a` la racine. A chaque fois que la particule “grimpe” dans l’arbre
1Pour eˆtre tout a` fait pre´cis, c’est l’ensemble des sommets d’un arbre qui est muni de cette distance, mais en
re´alite´ un arbre plan peut eˆtre de´fini comme l’ensemble de ses sommets, voir [47] ou encore la Section 3.2 de cette
the`se.
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(passe d’un noeud a` l’un de ses descendants) la fonction de contour fait un pas +1, a` chaque fois
qu’elle descend (passe d’un noeud a` son anceˆtre) la fonction fait un pas −1. On note Ca la
fonction de contour associe´e a` un arbre a. On donne un exemple d’un arbre et de sa fonction de
contour dans la Figure 1.3 ci-dessous.
t
Ca(t)
a
Figure 1.3: Un arbre plan et sa fonction de contour
On voit que la fonction de contour associe´e a` un arbre plan a` n areˆtes est bien un chemin de Dyck
de longueur 2n (chaque areˆte est parcourue exactement 2 fois, soit 2n pas au total). De plus, e´tant
donne´ un chemin de Dyck, on peut reconstruire l’arbre plan dont il est la fonction de contour.
Ainsi, il y a une bijection entre arbres plans a` n areˆtes et chemins de Dyck de longueur 2n.
1.1.2.3 Utilisation de ce codage pour prouver le The´ore`me 1.1.1
Avec cette bijection, on se rame`ne a` l’e´tude d’un chemin de Dyck ale´atoire, choisi uniforme´ment
parmi les chemins de Dyck de taille donne´e. En fait, on peut voir un tel chemin comme une
marche ale´atoire partant de 0, faisant des pas ±1 avec probabilite´ 12 , et conditionne´e a` rester
positive (ou nulle) avant de retourner en 0 a` l’instant 2n. Une telle marche est appele´e excursion
(discre`te).
Or, le comportement asymptotique des marches ale´atoires est tre`s bien connu. On a de´ja` e´voque´ a`
ce sujet le the´ore`me de Donsker qui affirme que les marches ale´atoires renormalise´es convergent
vers une fonction continue ale´atoire appele´e mouvement brownien. Une version conditionne´e de ce
the´ore`me dit que les excursions ale´atoires discre`tes (renormalise´es) convergent vers une fonction
continue sur [0, 1] ale´atoire, appele´e excursion brownienne et note´e e.
Maintenant, si on se donne une excursion continue, c’est-a`-dire une fonction continue a` valeurs
positives f : [0, 1]→ R+ telle que f(0) = f(1) = 0, on peut lui associer un arbre re´el, note´ Tf , de
la manie`re suivante. On de´finit sur [0, 1] la relation d’e´quivalence
s ∼f t =⇒ f(s) = f(t) = min
[s∨t,s∧t]
f,
et on pose
Tf := [0, 1]/ ∼f ,
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le quotient de [0, 1] par cette relation d’e´quivalence. Notons (sans plus de pre´cisions) qu’un arbre
re´el est un espace me´trique compact, qui satisfait les proprie´te´s attendues d’un objet nomme´
arbre : il ne posse`de aucun cycle et est connexe (par arcs). Remarquons au passage que l’arbre
obtenu a` partir de la fonction de contour d’un arbre plan via ce proce´de´ est bien l’arbre plan en
question, vu comme espace me´trique (on perd l’ordre des noeuds).
Pour prouver le The´ore`me 1.1.1, il reste encore un peu de travail. Il faut de´montrer que
l’application qui associe a` une excursion f son arbre re´el Tf est continue, pour pouvoir
transporter le the´ore`me de Donsker conditionne´ a` un re´sultat de convergence sur les arbres. Il n’y
a pas de re´elle difficulte´ a` faire cela (c’est bien explique´ dans [40]), mais cela ne´cessite un certain
travail supple´mentaire sur les topologies, ce qui n’est pas le but de cette partie.
Plus ge´ne´ralement, cette approche qui consiste a` coder des objets que l’on souhaite e´tudier par
des objets plus simples, ou que l’on comprend mieux, s’ave`re tre`s utile pour l’e´tude de structures
discre`tes ale´atoires. Nous en faisons un usage fre´quent dans cette the`se, notamment dans les
Chapitres 3 et 4. En effet, les structures ale´atoires que nous e´tudions dans ces chapitres sont lie´es
aux triangulations dites en pile. Celles-ci sont code´es par des arbres ternaires. Dans cette the`se,
nous enrichissons ce codage pour pouvoir extraire toute l’information ne´cessaire sur les objets qui
nous inte´ressent, et nous exploitons les re´sultats asymptotiques connus sur les arbres ternaires
pour trouver des re´sultats asymptotiques sur nos structures.
Enfin, dans le Chapitre 5 nous faisons e´galement usage de la combinatoire. Nous exploitons des
structures combinatoires dont peuvent eˆtre munis les graphes, tels que les orientations pour
de´montrer certains re´sultats sur notre mode`le stochastique du tas de sable ; nous exploitons aussi
la de´composition de graphes par suppression/contraction d’areˆtes. Donnons maintenant un aperc¸u
plus pre´cis des contributions principales de cette the`se.
1.2 Contributions de la the`se
Dans cette section, nous pre´sentons les re´sultats principaux de cette the`se. Nous commenc¸ons par
e´voquer le travail sur une famille particulie`re de cartes : les triangulations en pile, que nous
abordons d’une manie`re non traditionnelle dans le Chapitre 3. Nous expliquons ensuite les
re´sultats principaux du Chapitre 4, dans lequel nous e´tudions une famille croissante de surfaces
ale´atoires. Enfin, nous parlons du mode`le du tas de sable, dont la contribution principale a` la
the`se se trouve dans le Chapitre 5.
1.2.1 Comportement asymptotique de dessins de triangulations en pile
1.2.1.1 Triangulations en pile
Les triangulations en pile sont une famille d’objets qui apparaissent naturellement lorsqu’on
cherche a` de´finir une famille croissante de triangulations par ajouts successifs de sommets.
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Informellement, la construction est la suivante. On part d’un triangle ABC. On inse`re un sommet
O a` l’inte´rieur du triangle, et on dessine les areˆtes reliant le nouveau sommet O aux trois
sommets du triangle A,B,C. On obtient ainsi une triangulation avec trois triangles “internes”
ABO, BCO et CAO.
On peut alors ite´rer ce proce´de´ : a` chaque e´tape, on choisit un triangle dans lequel on ajoute un
sommet ainsi que les trois areˆtes qui le relient aux trois sommets du triangle. Ainsi, a` chaque
e´tape on divise un triangle en trois nouveaux triangles. On illustre ce proce´de´ sur la Figure 1.4.
Un objet obtenu via ce proce´de´ est appele´ triangulation en pile. On note ∆k l’ensemble des
triangulations en pile apre`s k insertions de sommets.
A B
C
O
Figure 1.4: Construction d’une triangulation en pile
Plus formellement, on voit ces objets comme des cartes planaires, c’est-a`-dire des graphes dessine´s
sur la sphe`re S2 de fac¸on a` ce que deux areˆtes ne se croisent qu’e´ventuellement en leurs
extre´mite´s : un tel dessin est appele´ plongement. Les dessiner dans le plan R2 plutoˆt que sur la
sphe`re revient tout simplement a` les enraciner en une areˆte oriente´e, ici l’areˆte [AB] du triangle
initial. Une introduction plus de´taille´e sur les cartes planaires est donne´e dans la Section 2.1.
L’approche traditionnelle aux cartes planaires consiste a` identifier deux dessins du meˆme graphe
s’ils sont home´omorphes, et a` conside´rer les cartes comme des espaces me´triques (munis de la
distance de graphe dont ils he´ritent naturellement). De ce point de vue, les triangulations en pile
ont e´te´ bien e´tudie´es par Albenque et Marckert [1].
Notre point de vue dans cette the`se a e´te´ d’e´tudier les dessins eux-meˆmes des triangulations en
pile. Plus pre´cise´ment, lorsqu’on inse`re un sommet O dans un triangle PQR, on trace les segments
de droite [OP ], [OQ] et [OR]. On voit alors le dessin de la triangulation comme un sous-espace
compact du plan R2 (constitue´ d’une re´union de segments de droites), et on s’inte´resse aux
comportement de ces sous-espaces. On notera Dk l’ensemble des dessins de triangulations en pile
a` k sommets internes (c’est-a`-dire apre`s k insertions de sommets). Un e´le´ment de Dk sera appele´
triangulation dessine´e de taille k. Une de´finition formelle (ite´rative) des ensembles Dk est donne´e
a` la Section 3.2.1. Remarquons qu’une triangulation dessine´e correspond a` la donne´e d’une
triangulation (en pile) combinatoire, et des lieux d’insertion des diffe´rents sommets : elle contient
ainsi plus d’information que la simple triangulation combinatoire sous-jacente.
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1.2.1.2 Et l’ale´a ?
Nous avions annonce´ que cette the`se se situait a` la frontie`re entre combinatoire et the´orie des
probabilite´s. Jusqu’a` pre´sent, le travail que nous avons e´voque´ est purement de´terministe. En
re´alite´, le Chapitre 3 pourrait s’intituler Dessins ale´atoires de triangulations en pile ale´atoires. En
effet, l’ale´a que nous mettons sur les triangulations dessine´es se situe a` deux niveaux :
• Le premier niveau concerne le choix de la triangulation (en pile) combinatoire sous-jacente.
Nous e´tudierons deux mode`les naturels d’ale´a ici. Le premier mode`le est le mode`le dit
uniforme : la triangulation combinatoire est choisie uniforme´ment au hasard parmi toutes
les triangulations en pile de taille donne´e. Le second mode`le est le mode`le dit croissant : a`
chaque e´tape de la construction, on choisit un des triangles de la triangulation
uniforme´ment au hasard, et on inse`re un sommet dans ce triangle.
• Le second niveau d’ale´a concerne les dessins eux-meˆmes. Nous choisissons de porter cet ale´a
de manie`re i.i.d. sur les insertions successives de sommets, inde´pendamment de la
triangulation sous-jacente. Cette fac¸on d’inse´rer les sommets est donne´e par la notion de loi
de dislocation (De´finition 3.2.14).
1.2.1.3 E´tude asymptotique et principaux re´sultats
L’objectif principal du Chapitre 3 est l’e´tude asymptotique de ces deux mode`les. Notre approche
est duale. D’une part nous e´tudions le comportement asymptotique des dessins eux-meˆmes, vus
comme des sous-espaces compacts de R2, en munissant l’ensemble des sous-espaces compacts de
R2 de la distance de Hausdorff (De´finition 3.2.3). Nous obtenons les re´sultats suivants :
• Dans le mode`le uniforme, une triangulation dessine´e de taille n converge en distribution vers
un espace me´trique ale´atoire m∞, lorsque n tend vers l’infini (The´ore`me 3.3.9). Nous
donnons une caracte´risation de l’espace limite m∞.
• Dans le mode`le croissant, une triangulation dessine´e de taille n converge en distribution vers
T˜ , le triangle initial (inte´rieur compris), lorsque n tend vers l’infini (The´ore`me 3.4.10).
D’autre part nous e´tudions le comportement asymptotique de la mesure d’occupation (De´finition
3.2.2), donne´e par :
µ(m) :=
1
k
∑
x∈V(m)
δx, (1.1)
ou` V(m) de´signe l’ensemble des sommets inse´re´s lors de la construction de m, et δx la masse de
Dirac au point x. Intuitivement, la mesure d’occupation nous dit ou` sont concentre´s les sommets
des triangulations dessine´es. Nous obtenons les re´sultats suivants :
• Dans le mode`le uniforme, la mesure d’occupation converge en distribution vers la loi δU∞ .
Ici, U∞ est un sommet ale´atoire a` l’inte´rieur du triangle initial (The´ore`me 3.3.1), dont on
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peut caracte´riser la loi comme e´tant la distribution stationnaire d’une chaˆıne de Markov
simple (Proposition 3.3.8).
• Dans le mode`le croissant, la mesure d’occupation converge en distribution vers une mesure
ale´atoire µ (The´ore`me 3.4.5), qui p.s. est sans atome (Proposition 3.4.8) et a pour support
le triangle initial complet T˜ (The´ore`me 3.4.9).
1.2.1.4 Les outils combinatoires : codage par des arbres e´tiquete´s
La ligne directrice est la meˆme que pour la convergence des arbres plans e´voque´s ci-dessus : on
code les objets que l’on souhaite e´tudier (ici, les triangulations dessine´es) par des objets plus
simples ou mieux compris (ici, une famille d’arbres e´tiquete´s). Le codage doit contenir toute
l’information (pertinente) sur l’objet e´tudie´. On peut alors utiliser ce codage et les re´sultats
connus sur les arbres pour extraire de l’information sur les triangulations dessine´es.
Il existe une bijection combinatoire classique entre triangulations en pile et arbres (plans)
ternaires, qui fait correspondre bijectivement les faces, resp. sommets internes, de la triangulation
aux feuilles, resp. noeuds internes, de l’arbre. L’ope´ration d’insertion d’un nouveau sommet M
dans une face f correspond a` donner trois descendants a` la feuille l correspondant a` f , comme
illustre´ dans la Figure 1.5 ci-dessous. Le noeud l (de´sormais noeud interne de l’arbre) correspond
alors au sommet M qu’on a inse´re´, et les trois descendants de l dans l’arbre correspondent aux
trois nouvelles faces cre´e´es par l’insertion de M .
l
M
fl
Figure 1.5: Dynamique de la bijection combinatoire entre arbres ternaires et triangulations en pile
De meˆme que les trois descendants de l sont ordonne´s dans le plan, on peut donner un ordre
canonique aux trois faces qui remplacent f dans la carte par un proce´de´ d’enracinement successif
des faces (Figure 3.3 de la Section 3.2.1).
Mais les triangulations dessine´es contiennent plus d’information que les triangulations
combinatoires. Il faut, en plus de l’information sur la triangulation combinatoire sous-jacente,
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connaˆıtre l’endroit ou` ont e´te´ inse´re´s les sommets. Pour cela, on e´tiquette l’arbre correspondant a`
chaque noeud interne, en marquant l’endroit ou` le sommet correspondant (via la bijection
combinatoire) a e´te´ inse´re´, par ses coordonne´es barycentriques. Ce travail de codage est fait dans
la Section 3.2.2 (De´finition 3.2.5 pour la de´finition des arbres e´tiquete´s, et The´ore`me 3.2.8 pour le
codage).
Il s’agit alors d’exploiter certains re´sultats (probabilistes) connus sur les arbres ternaires
(ale´atoires) pour de´montrer les re´sultats e´nonce´s a` la section pre´ce´dente. Les re´sultats principaux
que nous exploitons sont :
• La convergence locale des arbres ternaires uniformes vers un arbre ternaire ayant une unique
branche infinie (Proposition 3.3.14). Ce re´sultat est utilise´ pour prouver la convergence de la
triangulation dessine´e dans le mode`le uniforme (The´ore`me 3.3.9).
• La convergence de l’arbre ternaire uniforme renormalise´ vers l’arbre continu Brownien. Ce
re´sultat est utilise´ pour prouver la convergence de la mesure d’occupation dans le cas
uniforme (The´ore`me 3.3.1).
• La repre´sentation d’un arbre croissant comme arbre sous-jacent d’un arbre de fragmentation
(The´ore`me 3.4.2). Ce re´sultat est utilise´ pour prouver la convergence de la mesure
d’occupation dans le cas croissant (The´ore`me 3.4.5).
1.2.2 E´tude d’une famille croissante de surfaces ale´atoires
Dans le Chapitre 4, nous e´tudions une famille de surfaces ale´atoires, obtenues par une
construction ite´rative similaire a` celle des triangulations en pile. On part d’un te´trae`dre, puis on
place un sommet “au-dessus” de l’une de ses faces, et on remplace cette face par le te´trae`dre
forme´ de cette face dont on relie les trois sommets au nouveau sommet. En fait, on remplace la
face par la surface externe du te´trae`dre en question (on retire la face de base).
Cette ope´ration de remplacement, illustre´e a` la Figure 1.6, peut alors s’ite´rer sur une des faces de
la nouvelle surface. On notera IT k l’ensemble des surfaces ainsi obtenues apre`s k telles ite´rations,
et on appelle une surface de IT k une surface triangule´e croissante de taille k.
A
B
C
D
A A
B B
C C
D D
M M
La surface avant La surface apre`s
le replacementle replacement
Figure 1.6: Illustration de l’ope´ration de remplacement
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Il faut eˆtre un peu attentif au moment de la de´finition formelle de ces objets (Section 4.2.1) pour
e´viter les intersections possibles entre diffe´rents te´trae`dres ajoute´s. Pour ce faire, on les plonge
dans un espace de dimension infinie, chaque insertion de nouveau sommet se faisant dans une
nouvelle direction de l’espace. Il s’ave`re que l’espace des suites l2 de´fini par
l2 :=
{
(un)n≥1 ∈ RN;
∞∑
n=1
|un|2 < +∞
}
,
est un bon choix. Moralement, on peut ne´anmoins voir les surfaces triangule´es croissantes comme
des sous-espaces (compacts) de l’espace Rn (apre`s n insertions).
1.2.2.1 Motivation : une construction d’une surface ale´atoire continue a` la Aldous
Nous avons de´ja` e´voque´ l’arbre continu brownien introduit par Aldous, mais nous l’avions
pre´sente´ comme limite d’e´chelle de familles d’arbres ale´atoires discrets. En re´alite´, Aldous dans [3]
donne une construction plus directe de l’arbre brownien, en le construisant par ajouts successifs
de branches de longueurs donne´es. C’est cette construction que nous voulons en quelque sorte
imiter ici. Rappelons brie`vement en quoi elle consiste.
On commence par se donner un processus de Poisson re´el d’intensite´ tdt sur [0,+∞). En partant
du temps t = 0 une premie`re branche de l’arbre pousse, a` vitesse 1. Au premier instant de saut du
processus la branche s’arreˆte de pousser, et une nouvelle branche commence a` pousser a` partir
d’un point choisi uniforme´ment au hasard sur la premie`re branche. On ite`re ensuite ce proce´de´ : a`
chaque instant de saut du processus de Poisson, on commence a` faire pousser une nouvelle
branche en un endroit choisi uniforme´ment au hasard sur l’arbre a` cet instant, et cette branche
s’arreˆte de pousser a` l’instant de saut suivant.
On obtient un arbre “binaire” ou` chaque areˆte a une longueur donne´e. En fait, le choix de
l’intensite´ du processus de Poisson fait que l’on peut calculer la loi jointe des longueurs des areˆtes
de l’arbre tout au long de cette construction. Pour un arbre avec n points de branchement
(c’est-a`-dire apre`s n sauts du processus de Poisson), la loi des longueurs des 2n+ 1 areˆtes de
l’arbre est donne´e par
C ·
(
2n−1∑
i=1
xi
)
e
−
(
2n−1∑
i=1
xi
)2
2
2n+1∏
i=1
dxi,
ou` C est la constante de renormalisation. Ce re´sultat est de´montre´ dans [4].
La motivation principale de notre travail est de construire une surface (continue) ale´atoire, en
utilisant une construction analogue a` celle de l’arbre brownien e´voque´ ci-dessus. Le choix
particulier de notre mode`le de surfaces triangule´es est explique´ plus en de´tail dans le Chapitre 4
(Section 4.1.1).
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1.2.2.2 Ale´a et principaux re´sultats
Comme pour les dessins de triangulations en pile, l’ale´a dont on munit les surfaces croissantes
triangule´es se situe a` deux niveaux :
1. Au niveau du choix de la face qu’on remplace. On e´tudiera comme pour les dessins de
triangulations en pile le comportement de la loi uniforme (choix “d’un coup” de la carte
sous-jacente uniforme´ment au hasard parmi les triangulations de taille donne´e) et de la loi
croissante (a` chaque e´tape, on remplace une face choisie uniforme´ment parmi toutes les
faces par un te´trae`dre).
2. Au niveau des emplacements des sommets qui de´finissent les ope´rations de remplacement.
Moralement, on exigera que la somme des hauteurs auxquelles on place ces sommets soit
convergente le long de toute “branche infinie” de la carte.
Comme pour les dessins de triangulations en pile, on codera nos surfaces par des arbres ternaires
e´tiquete´s (avec cette fois-ci une e´tiquette supple´mentaire pour tenir compte des hauteurs
mentionne´es ci-dessus) dans la Section 4.2.2. Meˆme si le travail peut paraˆıtre assez similaire, il y a
des diffe´rences fondamentales au niveau des lois de ces e´tiquettes, qui ne peuvent cette fois-ci pas
eˆtre i.i.d., puisqu’alors la convergence des sommes e´voque´es ci-dessus est impossible.
Les principaux re´sultats de ce chapitre sont :
• La convergence des surfaces croissantes triangule´es vers une surface ale´atoire continue limite,
dans le mode`le uniforme comme dans le mode`le croissant, sous des conditions raisonnables
sur la croissance des surfaces (The´ore`mes 4.3.1 et 4.3.10 et les remarques qui suivent).
• Le fait que ces surfaces limites soient toujours (dans les deux mode`les) home´omorphes a` la
sphe`re S2 (The´ore`mes 4.3.7 et 4.3.15).
Signalons que le Chapitre 4 est un travail encore en cours, sur un mode`le qui nous paraˆıt
prometteur. Nous concluons donc le chapitre dans la Section 4.4 par une discussion ouverte sur les
futures directions que pourrait prendre ce travail.
1.2.2.3 Origine de ce travail : e´tude de la carte brownienne
Nous voudrions dire quelques mots sur l’origine de cette question qui consiste a` e´tudier des
surfaces ale´atoires construites par un tel proce´de´ ite´ratif. Au de´part cela e´tait motive´ par l’e´tude
d’une surface ale´atoire universelle appele´e carte brownienne.
Celle-ci apparaˆıt comme la limite d’e´chelle de certaines familles de cartes ale´atoires discre`tes
comme les quadrangulations [38,45]. Sans entrer dans trop de de´tails (un bon survol est fait
dans [39]), il s’agit d’une surface ale´atoire continue, p.s. home´omorphe a` la sphe`re, mais dont nous
posse´dons a` ce jour peu d’information sur les proprie´te´s me´triques.
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Dans [18], Bouttier et Guitter e´tudient la fonction a` trois points des quadrangulations. Celle-ci
consiste a` e´nume´rer des quadrangulations ayant trois sommets marque´s avec des distances
prescrites entre eux. Ceci sugge`re la de´composition possible suivante des quadrangulations, et
donc de la carte brownienne.
Partons de trois points A, B, C de la carte brownienne, et des ge´ode´siques entre ces points. Ces
ge´ode´siques sont p.s. confluentes (voir [19]). La re´union de ces ge´ode´siques est une sorte de
triangle, qui divise la carte en deux composantes connexes. On peut alors poursuivre l’exploration
de la me´trique de la carte, en prenant un nouveau point D dans l’une de ces composantes et en le
reliant par les chemins ge´ode´siques aux sommets A, B, C, ce qui divise la composante en trois
nouvelles composantes “triangulaires”, comme illustre´ dans la Figure 1.7. On peut alors ite´rer ce
proce´de´.
A
B
D
C
Figure 1.7: Les ge´ode´siques de la carte brownienne
Mais le proce´de´ d’exploration qu’on vient de de´crire peut eˆtre fait sur n’importe quelle surface,
ale´atoire ou non. Il est alors naturel de s’inte´resse a` des familles de surfaces construites de
manie`re ite´rative en “inversant” ce proce´de´. C’est l’e´tude de ces familles qui fait donc l’objet du
Chapitre 4.
1.2.3 Tas de sable
Le mode`le dit du tas de sable est un processus stochastique sur un graphe. Informellement, on se
donne un graphe fini et connexe G = (V ∪ {s}, E) dont on distingue un sommet spe´cifique s,
appele´ puits. Chaque sommet v du graphe a un certain nombre (entier, positif) de particules ηv.
La donne´e de η = (ηv)v∈V est appele´e configuration sur le graphe G. Un sommet est stable si et
seulement si ηv ≤ dG(v), ou` cette dernie`re quantite´ repre´sente le degre´ de v dans le graphe G. Une
configuration est stable si tous ses sommets sont stables. Les sommets instables s’e´boulent, en
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envoyant des grains de sable vers leurs voisins, et ce sont ces e´boulements qui donnent la
dynamique du processus.
1.2.3.1 Tas de sable abe´lien
Le tas de sable dit abe´lien est historiquement le premier mode`le de tas de sable qui ait e´te´
introduit : d’abord par Tang et Wiesenfield [9, 10] (sous le nom de “self-organised criticality”),
puis de manie`re plus ge´ne´rale par Dhar [31]. Dans ce mode`le, un sommet instable envoie un grain
vers chacun de ses voisins. Le puits lui ne s’e´boule jamais, et absorbe tous les grains qu’il rec¸oit.
On peut de´montrer qu’en e´boulant successivement les sommets instables d’une configuration η, on
finit par stabiliser celle-ci. De plus, la configuration stable qu’on obtient ne de´pend pas de l’ordre
dans lequel on e´boule les sommets (Proposition 3.7 dans [48]), on la note S(η). C’est cette
dernie`re proprie´te´ qui donne a` ce mode`le son qualificatif abe´lien.
Ce mode`le a e´te´ beaucoup e´tudie´ depuis son introduction, tant bien en mathe´matiques qu’en
physique, et il est utilise´ dans des applications aussi diverses que les feux de foreˆts [49], les
tremblements de terre [8] ou les de´poˆts se´dimentaires [53]. Pour une vue plus approfondie des
proprie´te´s mathe´matiques du mode`le, nous renvoyons le lecteur aux travaux de Dhar [30,31], ainsi
qu’a` l’excellent survol de Redig [48]. Nous rappellerons ne´anmoins dans la Section 5.1.3 les
proprie´te´s qui nous inte´ressent sur ce mode`le.
On introduit une dynamique Markovienne sur ce mode`le. On se donne une distribution
ξ = (ξv; v ∈ V ) telle que pour tout v ∈ V on a ξv > 0, et une suite i.i.d. de variables (Xi)i≥1 telle
que P(Xi = v) = ξv pour tout i ≥ 1, v ∈ V . La chaˆıne de Markov est alors de´finie comme suit.
• On part d’une configuration stable donne´e η0.
• E´tant donne´ ηi−1 pour un i ≥ 1, on obtient ηi en ajoutant un grain de sable au sommet
(ale´atoire) Xi, puis en stabilisant la configuration obtenue (il peut n’y avoir besoin d’aucun
e´boulement).
On peut alors e´tudier l’ensemble des e´tats re´currents de cette chaˆıne de Markov, c’est-a`-dire
l’ensemble dans lequel la chaˆıne se retrouve pie´ge´e apre`s un temps fini. Ceux-ci sont en bijection
avec les arbres couvrants du graphe G (The´ore`me 5.1.2). En fait, on peut affiner ce re´sultat, en
comptant les e´tats re´currents selon leur nombre de grains. Pour une configuration η = (ηv)v∈V
donne´e, on de´finit le niveau de η par
n(η) :=
∑
v∈V
ηv − |E|.
On de´finit alors le polynoˆme des niveaux NG comme e´tant la se´rie ge´ne´ratrice qui compte les
configurations re´currentes selon leur niveau, soit
NG(x) :=
∑
η
xn(η)
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ou` la somme porte sur l’ensemble des configurations re´currentes η pour le mode`le du tas de sable
abe´lien sur le graphe G.
On peut alors relier le polynoˆme des niveaux de G a` son polynoˆme de Tutte (The´ore`me 5.1.3 dans
ce manuscrit). On a :
NG(x) = TG(1, x). (1.2)
Ce re´sultat est d’abord prouve´ par Lo´pez [41]. Plus tard, Cori et Le Borgne [27] puis
Bernardi [13] en donneront des explications combinatoires bijectives.
1.2.3.2 Une extension stochastique naturelle de ce mode`le
Dans le mode`le de´crit ci-dessus, le seul niveau d’ale´a se trouve sur les variables Xi, qui dictent les
emplacements ou` sont ajoute´s les grains de sable a` chaque instant de temps. Le processus de
stabilisation qui suit est entie`rement de´terministe. Nous allons introduire un autre niveau d’ale´a
dans ce mode`le en rendant les e´boulements ale´atoires : chaque sommet s’e´boule de´sormais en
envoyant un grain de sable vers chacun de ses voisins avec une probabilite´ p ∈ (0, 1)
inde´pendamment pour chaque voisin, et inde´pendamment de tous les e´boulements qui ont pre´ce´de´.
Comme dans le mode`le abe´lien, une configuration instable finit par se stabiliser (l’ope´ration de
stabilisation est cette fois-ci ale´atoire). De plus, la loi de la configuration obtenue ne de´pend pas
de l’ordre dans lequel on e´boule les sommets. La conservation de ce caracte`re abe´lien est un des
e´le´ments qui justifie ce choix de mode`le. Un certain effort est ne´anmoins ne´cessaire pour de´finir
correctement le mode`le, et en particulier l’ope´ration de stabilisation ale´atoire (Section 5.2,
The´ore`me 5.2.2). Ce mode`le est appele´ mode`le stochastique du tas de sable (SSM).
On peut alors proce´der comme pour le mode`le abe´lien et de´finir une chaˆıne de Markov sur
l’ensemble des configurations stables du graphe via la dynamique : ajout d’un grain a` un endroit
ale´atoire par la loi ξ puis stabilisation (cette fois-ci ale´atoire) de la configuration obtenue. On note
Sto(G) l’ensemble des e´tats re´currents pour la chaˆıne de Markov du SSM, c’est-a`-dire l’ensemble
des e´tats dans lequel la chaˆıne se retrouve pie´ge´e apre`s un temps fini. Les re´sultats principaux du
Chapitre 5 sont :
• Une caracte´risation de l’ensemble Sto(G) en termes d’orientation du graphe G (The´ore`me
5.4.2) ;
• Une formule re´cursive permettant de compter les e´le´ments de Sto(G) selon leur nombre
total de grains (The´ore`me 5.4.11).
L’utilisation de la combinatoire se fait ici via des outils a priori classiques sur les graphes : les
orientations et les ope´rations de de´composition de graphe (suppression/contraction d’une areˆte).
Une orientation d’un graphe G = (V,E) est la donne´e d’une orientation de chacune des areˆtes
e ∈ E. Le The´ore`me 5.4.2 dit alors qu’une configuration (stable) η sur G est re´currente pour le
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SSM si et seulement si il existe une orientation O de G telle que
∀v ∈ V, inGO(v) ≥ 1 + lGη (v), (1.3)
ou` inGO(v) de´signe le nombre d’areˆtes entrantes a` v dans l’orientation O, et l
G
η (v) := d
G(v)− ηv est
le nombre de manquants a` v dans η, appele´ ainsi puisque c’est le nombre de particules qu’il faut
ajouter au sommet v pour que celui-ci soit dote´ de son nombre maximal de grains (soit son degre´).
On cherche ensuite a` compter les e´tats re´currents selon leur nombre de grains. On de´finit le
nombre manquant d’un e´tat η = (ηv)v∈V par
l(η) :=
∑
v∈V
(dG(v)− ηv),
ou` dG(v) est le degre´ de v dans G. Le polynoˆme des manquants LG est alors la se´rie ge´ne´ratrice
qui compte les e´tats re´currents (pour le SSM) selon leur nombre de manquants, soit
LG(x) :=
∑
η
xl(η),
ou` la somme porte sur l’ensemble des e´tats re´currents pour le SSM. Notons qu’on passe du
polynoˆme des manquants au polynoˆme des niveaux en changeant x en son inverse et en
multipliant par un monoˆme.
Le but est de trouver un moyen “simple” de calculer LG pour un graphe donne´. On s’inspire de la
relation (1.2) : on sait que le polynoˆme de Tutte TG satisfait une relation de re´currence simple
utilisant les outils classiques de de´composition de graphe que sont la suppression et contraction
d’areˆte. Rappelons brie`vement ces deux notions. Soit G = (V,E) un graphe et e = {x, y} une
areˆte de G.
• Le graphe G \ e est le graphe G avec l’areˆte e supprime´e, soit G \ e = (V,E \ {e}).
• Le graphe Ge est le graphe G ou` l’areˆte e a e´te´ contracte´e, c’est-a`-dire qu’on en a identifie´
les deux extre´mite´s. Autrement dit Ge = (V ∪ {x.y} \ {x, y}, E \ {e}), ou` les areˆtes
adjacentes dans G a` x ou y sont rendues adjacentes a` x.y plutoˆt.
Si e n’est ni une boucle, c’est-a`-dire que e n’est pas de la forme {x, x}, ni un pont, c’est-a`-dire que
G \ {e} reste connexe, alors le polynoˆme de Tutte ve´rifie la relation de re´currence :
TG = TG\e + TGe. (1.4)
En particulier, applique´ au polynoˆme des niveaux NG du tas de sable, le The´ore`me 5.1.3 nous
donne la relation de re´currence :
NG = NG\e +NGe. (1.5)
Examinons maintenant le cas ou` e est une areˆte multiple. Pour la suppression il n’y a aucun
proble`me (l’areˆte e perd un degre´ de multiplicite´), mais la contraction d’une areˆte multiple va
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cre´er des boucles (des areˆtes {x, x}). Or, dans le mode`le du tas de sable, les boucles sont a`
proscrire : en effet, un grain qui s’e´boule le long d’une boucle revient tout simplement a` son
sommet initial. Les boucles ne jouant aucun roˆle, elles peuvent donc eˆtre supprime´es. Nous
conside´rerons d’ailleurs dans tout le Chapitre 5 uniquement le cas ou` G est sans boucle.
x y x.y
G Ge
Figure 1.8: La contraction d’une areˆte e multiple dans un graphe G me`ne a` la cre´ation de boucles.
La solution est d’introduire une notion de contraction d’areˆtes ge´ne´ralise´e. Celle-ci est de´finie
dans le cas d’un graphe G = (V ∪ {s}, E) ou` l’on distingue un puits s (comme pour le tas de
sable), dont on se donne une areˆte e = {x, y}. Alors la contraction ge´ne´ralise´e de G est donne´e par
le graphe G.e ou` e a e´te´ contracte´e en un seul sommet x.y et les autres areˆtes {x, y} sont
transforme´es en areˆtes {x.y, s} reliant le sommet x.y au puits s. Cette notion (ainsi que la
suppression d’areˆte) est illustre´e dans la Figure 1.9 ci-dessous.
s ss
aa
bbe
a.b
Figure 1.9: Un graphe G avec une areˆte e multiple, suivi de G \ e puis G.e
Cette notion peut paraˆıtre a priori un peu e´trange, mais elle pre´sente les trois avantages suivants :
• Dans le cas ou` e est une areˆte simple, elle correspond a` la contraction classique.
• Dans le cas ou` e est une areˆte multiple (non relie´e au puits) elle ne cre´e pas de boucles dans
G.e.
• Elle pre´serve le nombre cyclique de G, c’est-a`-dire le nombre d’areˆtes de G qu’il faut
supprimer pour le transformer en arbre.
On a alors le re´sultat suivant (The´ore`me 5.4.11 dans ce manuscrit). Si e est une aeˆte de G qui
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n’est pas un pont, et dont aucune extre´mite´ n’est le puits, alors :
LG(x) = LG.e(x) + xLG\e(x).
Cette relation de re´currence est l’analogue de la relation de re´currence (1.5) pour l’ASM et justifie
a fortiori le choix du mode`le du SSM. En effet, il existe d’autres mode`les stochastiques du tas de
sable (par exemple celui de Manna [42]), mais a` notre connaissance le noˆtre est le seul posse´dant
un re´sultat de ce type.
Finissons cette introduction par une remarque importante sur le mode`le stochastique du tas de
sable que nous avons e´tudie´. Nous avons choisi comme distribution des e´boulements de tirer des
variables de Bernoulli de parame`tre p ∈ (0, 1) donne´ de manie`re i.i.d. pour chaque areˆte. Tous nos
re´sultats restent ne´anmoins vrais pour n’importe quelle distribution sur les e´boulements (tant que
cette distribution charge tous les e´boulements possibles).
En effet, notre re´sultat de base est la caracte´risation imme´diate des e´tats re´currents de la fin de la
Section 5.2, ou` nous e´nonc¸ons qu’une configuration (stable) est re´currente si, et seulement si, il
existe une suite d’ajouts de grains et d’e´boulements (partiels) qui y me`nent en partant de la
configuration maximale ηmax. Cette caracte´risation reste bien suˆr vraie dans le cas ou` l’on change
la distribution des e´boulements. Il est alors fort possible que l’e´tude de la loi stationnaire de la
chaˆıne de Markov associe´e au SSM soit plus aise´e pour une autre distribution des e´boulements.
Nous discutons de cela, et d’autres questions ouvertes ou perspectives du SSM dans le Chapitre
5.6.
19
Chapitre 2
Une introduction aux cartes
Dans la premie`re partie de cette the`se, nous nous inte´ressons a` la convergence de certaines
familles de cartes. Cependant, les points de vue que nous adoptons dans les Chapitres 3 et 4 sont
diffe´rents des points de vue traditionnels de convergence de carte qui sont la convergence locale et
la convergence au sens de Gromov-Hausdorff (cf Section 2.2). En effet, dans le Chapitre 3, plutoˆt
que d’e´tudier les cartes a` home´omorphisme pre`s, nous e´tudions de plus pre`s les repre´sentations
(plongements) d’une certaine famille de cartes, appele´es triangulations en pile. Dans le Chapitre
4, nous construisons une famille croissante de surfaces (ayant une structure de carte sous-jacente)
qui converge, et e´tudions sa limite.
Remarquons que les objets que nous e´tudions ne sont pas re´ellement des cartes au sens propre du
terme, mais ils s’en rapprochent suffisamment, et nous espe´rons que ce chapitre introductif va
justifier la terminologie employe´e. Nous commenc¸ons donc par donner quelques rappels concernant
les cartes planaires, et une explication des deux points de vue habituellement utilise´s pour e´tudier
leur comportement asymptotique, puis nous introduisons les deux mode`les de “cartes” que nous
allons e´tudier dans le reste de cette partie. Le contenu du Chapitre 3 est tire´ principalement du
papier [52], en cours de re´vision. Le Chapitre 4 est quant a` lui un travail encore en cours.
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2.1 Cartes planaires
Il existe plusieurs fac¸ons e´quivalentes d’introduire les cartes, mais nous nous tiendrons ici a` celle
qui nous paraˆıt la plus visuelle, c’est-a`-dire comme graphes plonge´s sur une surface. Pour en
savoir plus sur les diffe´rentes de´finitions, nous renvoyons le lecteur a` l’ouvrage de Mohar et
Thomassen [46] pour une approche combinatoire, ou au premier chapitre du livre de Lando et
Zvonkin [36] pour une approche plus alge´brique. Dans cette the`se, nous nous limiterons au cas des
cartes planaires. Pour plus de de´tails dans le cadre ge´ne´ral, le lecteur pourra consulter [44].
De´finition 2.1.1. Un graphe (fini) G = (V,E) est dit plonge´ dans la sphe`re S2 si
• V est un ensemble de points de S2,
• E est un ensemble de courbes et de lacets simples non-oriente´s sur S2, dont les extre´mite´s
sont le(s) sommet(s) incident(s),
• l’inte´rieur d’une areˆte a une intersection vide avec les autres areˆtes et sommets de G.
Autrement dit, c’est un dessin de G dans lequel les areˆtes ne se rencontrent qu’au niveau des
sommets.
Le support supp(G) du graphe plonge´ est la re´union de ses areˆtes et de ses sommets. Les
composantes connexes du comple´mentaire de supp(G) sont appele´es faces. Le degre´ d’une face est
le nombre d’areˆtes incidentes a` cette face.
De´finition 2.1.2. Une carte (planaire) est un graphe plonge´ dans S2, conside´re´ a`
home´omorphisme direct pre`s, tel que ses faces soient home´omorphes a` des disques ouverts.
La figure 2.1 ci-dessous illustre cette notion : les trois figures repre´sentent le meˆme graphe G, avec
trois plongements diffe´rents. Cependant les deux dessins de gauche sont home´omorphes, et
repre´sentent donc la meˆme carte. La carte du dessin de droite est diffe´rente : on peut le voir en
regardant par exemple le degre´ des faces.
Figure 2.1: Une illustration de la notion de carte
Remarquons que, dans le cas des cartes planaires, la condition exigeant que les faces soient
home´omorphes a` des disques ouverts est e´quivalente a` ce que le graphe que l’on plonge soit
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connexe1. Dans toute la suite, si m est une carte, on notera V (m), E(m), F (m) l’ensemble de ses
sommets, areˆtes, et faces.
Proposition 2.1.3. Formule d’Euler
Soit m une carte, notons V , E, F l’ensemble de ses sommets, areˆtes et faces. Alors
|V |+ |F | − |E| = 2. (2.1)
Pour prouver ce re´sultat, on montre d’abord que la formule est vraie pour les arbres (i.e. les
cartes a` une face), puis qu’effacer une areˆte sur une carte quelconque (tant que celle-ci reste
connexe) ne change pas le membre gauche de l’e´galite´. Une preuve comple`te est donne´e dans [7].
Si G = (V,E) est un graphe, son ensemble de sommets V est muni naturellement d’une structure
d’espace me´trique : les areˆtes ont longueur 1, et la distance entre deux points est la longueur du
chemin minimal qui les relie. Cette distance est appele´e distance de graphe. Ainsi, si m est une
carte, elle he´rite naturellement de la distance de graphe, et peut donc eˆtre munie d’une structure
d’espace me´trique. On note dm la distance (de graphe) associe´e a` une carte m.
Pour un certain nombre de familles de cartes planaires, des re´sultats d’e´nume´ration sont trouve´s
de`s les anne´es 60 par Tutte [55]. Ses travaux sont fonde´s sur l’existence de de´compositions pour
les cartes et la traduction de ces de´compositions sous forme d’e´quations fonctionnelles. Il obtient
par exemple ainsi que le nombre de triangulations planaires 3-connexes a` 2n+ 2 faces est e´gal a` :
2(4n+ 1)!
(n+ 1)!(3n+ 2)!
∼
√
6
pi
28n+3
33n+3
n−
5
2 .
Dans les anne´es 80 commence a` se de´velopper une approche bijective de l’e´nume´ration des cartes
par Cori et Vauquelin [28]. Cette approche est approfondie dans la the`se de Schaeffer [50], ou` il
exhibe notamment une bijection entre quadrangulations et une famille d’arbres e´tiquete´s, bijection
ensuite e´tendue a` aux cartes ge´ne´rales par Bouttier, Di Francesco et Guitter [17]. Cette approche
bijective est re´ellement le point de de´part de l’e´tude du comportement asymptotique des cartes.
2.2 Comportement asymptotique : deux points de vue
Au-dela` de la simple e´nume´ration des cartes, on cherche a` re´pondre a` la question suivante :
A quoi ressemble une grande carte typique ?
Historiquement, deux topologies naturelles pour e´tudier le comportement asymptotique des cartes
planaires ont e´merge´.
1Dans le cas ge´ne´ral des cartes en genre supe´rieur, la connexite´ du graphe est ne´cessaire mais non suffisante.
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2.2.1 Convergence locale
La premie`re approche est celle de la convergence locale. Elle concerne des familles de cartes qui
sont enracine´es en un sommet. Il s’agit d’observer les phe´nome`nes au voisinage du sommet racine.
Formalisons un peu cette notion. D’abord, soit m est une carte enracine´e en un sommet ρ, et
localement finie (tous ses sommets sont de degre´ fini). Pour r ≥ 0, on de´finit Bm(r) comme la
sous-carte de m ayant pour ensemble de sommets
V (Bm(r)) := {u ∈ V (m); dm(ρ, u) ≤ r} ,
soit l’ensemble des sommets a` distance au plus r de la racine, et pour ensemble d’areˆtes les areˆtes
de m dont les deux extre´mite´s sont dans V (Bm(r)).
De´finition 2.2.1. Soit m,m′ deux cartes enracine´es. La distance locale entre m et m′ est de´finie
par :
dL(m,m
′) := inf
{
1
k + 1
; Bm(k) = Bm′(k)
}
,
ou` l’e´galite´ est au sens des cartes, c’est-a`-dire a` home´omorphisme pre`s.
Il est facile de ve´rifier que dL est une distance sur l’ensemble des cartes planaires enracine´es
localement finies (en fait c’est une distance ultrame´trique). De plus, cet ensemble de cartes muni
de cette distance est un espace me´trique se´parable complet.
Historiquement, c’est pour cette topologie qu’ont e´te´ obtenus les premiers re´sultats de
convergence de grandes cartes. En 2003, Angel et Schramm e´tudient la limite locale de
triangulations (c’est-a`-dire des cartes dont toutes les faces sont de degre´ 3) a` n faces. Plus
pre´cise´ment ils montrent que la mesure uniforme sur l’ensemble des triangulations a` n faces
converge faiblement vers une mesure porte´e par les triangulations infinies, mais localement finies.
Chassaing et Durhuus [23] montrent un re´sultat similaire pour les quadrangulations (c’est-a`-dire
les cartes dont toutes les faces sont de degre´ 4) uniformes a` n faces, en utilisant une me´thode
re´solument diffe´rente. Enfin, dans [1], Albenque et Marckert obtiennent le meˆme type de re´sultat
pour une sous-famille des triangulations, en pile, de´ja` e´voque´es dans le Chapitre 1, mais cette
fois-ci pour deux lois de probabilite´ diffe´rente : la loi uniforme et la loi dite croissante. Ces
triangulations en pile feront l’objet d’une e´tude plus approfondie un peu plus loin dans ce
manuscrit (Section 2.3 et surtout Chapitre 3).
La convergence locale nous donne une topologie pertinente pour e´tudier des familles de cartes non
normalise´es. Remarquons ne´anmoins qu’elle ne donne d’information que sur les phe´nome`nes qui
se produisent a` distance finie du sommet racine. Pour e´tudier des familles de cartes dont la taille
tend vers l’infini de manie`re plus globale, il est ne´cessaire d’utiliser d’autres outils.
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2.2.2 Convergence de cartes normalise´es : topologie de Gromov-Hausdorff
La seconde approche pour l’e´tude asymptotique de familles de cartes consiste a` renormaliser les
cartes, puis a` observer les cartes vues comme espace me´trique dans leur globalite´. Renormaliser
une carte c’est re´duire les distances par un certain facteur a(n) ou` n est la taille de la carte
e´tudie´e, autrement dit changer l’e´chelle a` laquelle on observe les phe´nome`nes. Cela permet une
description plus globale des objets.
On se limite ici a` des cartes finies, qui sont donc des espaces me´triques compacts. On introduit
alors une topologie sur les espaces me´triques : la topologie de Gromov-Hausdorff. L’ide´e est la
suivante : la distance entre deux sous-espaces compacts d’un meˆme espace me´trique peut eˆtre
mesure´e par la distance de Hausdorff (De´finition 3.2.3). Mais on voudrait mesurer la distance
entre deux espaces, meˆme s’ils sont “loin” l’un de l’autre (par exemple deux boules de rayon
proche, mais de centre e´loigne´), ou encore deux espaces qui ne sont pas plonge´s dans le meˆme
espace me´trique ambiant.
De´finition 2.2.2. Soit deux espaces me´triques compacts non vides (E1, d1), (E2, d2). La distance
de Gromov-Hausdorff entre ces espaces, note´e dGH(E1, E2), est l’infimum des ε > 0 tel qu’il
existe :
• un espace me´trique compact (E, d),
• deux injections isome´triques j1 : E1 → E, j2 : E2 → E satisfaisant dH(j1(E1), j2(E2)) < ε,
ou` dH de´signe la distance de Hausdorff usuelle dans E.
Le re´sultat important suivant peut eˆtre trouve´ dans [21] (qui est une bonne re´fe´rence pour tout ce
qui concerne la topologie de Gromov-Hausdorff).
Proposition 2.2.3. Soit E l’ensemble des espaces me´triques compacts, conside´re´s a` isome´trie
pre`s (on identifie deux espaces me´triques compacts isome´triques). Alors dGH induit une distance
sur E, et (E, dGH) est un espace me´trique se´parable complet.
L’inte´reˆt de cette notion par rapport a` la convergence locale est de pouvoir e´tudier le
comportement asymptotique d’une famille de cartes dans leur globalite´ (et non seulement sur un
voisinage fini du sommet racine. Pour bien distinguer ces deux notions conside´rons l’exemple
suivant. Soit mn la carte constitue´e d’un cycle simple enracine´ (v0 = ρ, v1, · · · , vn−1, vn = v0) (ou`
si i, j ≤ n1, vi 6= vj). On a envie de dire que quand n tend vers l’infini, cette carte va ressembler a`
un cercle. Ne´anmoins c’est loin d’eˆtre le cas pour la convergence locale, puisque quand n tend vers
l’infini, on peut de´montrer que mn converge localement vers Z = {· · · ,−1, 0, 1, · · · } (muni de sa
distance habituelle). En effet, les boules de mn centre´es en ρ sont simplement isomorphes aux
intervalles de la forme {−k,−k + 1, · · · , k − 1, k} pour n > 2k + 1, comme illustre´ dans la Figure
2.2.
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Figure 2.2: La convergence locale ne permet pas de voir certains phe´nome`nes globaux.
Mais si l’on conside`re la topologie de Gromov-Hausdorff, l’intuition ci-dessus est vraie. Il faut
pour cela renormaliser la carte mn (puisque le diame`tre de mn tend vers l’infini, mn ne peut pas
converger vers un espace compact au sens de Gromov-Hausdorff). Notons donc dn la distance de
graphe induite sur mn lorsque toutes les areˆtes ont longueur
1
n (c’est-a`-dire dn :=
1
ndmn). On peut
alors de´montrer sans difficulte´ que, lorsque n tend vers l’infini, on a :
(mn, dn) −→ (C, d),
au sens de Gromov-Hausdorff, ou` C de´signe un cercle (dans le plan) dont le pe´rime`tre est e´gal a` 1,
et d la distance usuelle sur ce cercle.
On voit ici tout l’inte´reˆt de la topologie de Gromov-Hausdorff, et cet exemple tre`s simple nous dit
aussi que pour faire converger en ce sens des familles de cartes, il faut tout d’abord trouver le bon
facteur de normalisation, c’est-a`-dire l’e´chelle a` laquelle se passent les phe´nome`nes globaux.
Remarquons ne´anmoins que cette approche peut parfois occulter certains phe´nome`nes locaux sur
les cartes : on ne voit que ce qui se passe a` l’e´chelle de renormalisation. Par exemple, pour le cycle
simple e´voque´ ci-dessus, si on “accroche” un graphe fini fixe´ G a` la racine ρ, ce graphe disparaˆıtra
dans la limite d’e´chelle. Ainsi, ces deux approches (la convergence locale, et la convergence
renormalise´e pour la distance de Gromov-Hausdorff) sont comple´mentaires.
Les premiers re´sultats concernant les limites d’e´chelle de cartes sont obtenus par Chassaing et
Schaeffer dans [24], pour les quadrangulations enracine´es a` n faces, sous la loi uniforme. Ils
montrent notamment que la bonne e´chelle de normalisation pour cette famille de cartes est n
1
4 .
Marckert et Mokkadem de´finissent ensuite dans [26] un candidat qui pourrait eˆtre la limite
continue de cartes planaires ale´atoires (l’existence de cette limite ayant e´te´ auparavant
conjecture´e par des physiciens) : ils nomment cet objet la carte brownienne.
La question de savoir si la carte brownienne est re´ellement la limite d’e´chelle de grandes cartes
planaires est reste´e ouverte pendant un certain temps, et c’est finalement Le Gall [38] et
Miermont [45] qui de´montrent ce re´sultat, de manie`re inde´pendante et en utilisant des techniques
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re´solument diffe´rentes. Notons que le re´sultat de Le Gall est un peu plus ge´ne´ral, puisqu’il prouve
que la carte brownienne est la limite d’e´chelle de toutes les familles de 2k-gulations uniformes a` n
faces, tandis que Miermont se restreint au cadre des quadrangulations.
Nous finissons cette section en reprenant l’exemple des arbres plans uniformes introduits dans le
Chapitre 1 ; nous donnerons un the´ore`me limite pour chacune de ces deux approches, et
indiquerons comment ces deux re´sultats se comple`tent mutuellement.
2.2.3 Exemple des arbres plans uniformes
Nous reprenons l’exemple des arbres plans du Chapitre 1 (Section 1.1.2.1). Un arbre plan enracine´
peut naturellement eˆtre vu comme une carte enracine´e (en repre´sentant le “premier” fils comme le
fils le plus “a` gauche”). Soit An l’ensemble des arbres plans a` n areˆtes. Rappelons le comportement
global des arbres plans uniformes, que nous avons de´ja` traite´ dans la Section 1.1.2.1.
The´ore`me 2.2.1. Soit pour tout n, an une variable ale´atoire uniforme sur An. Alors il existe un
arbre re´el compact (ale´atoire), note´ (Te, de) tel que
(an, (2n)
− 1
2dgr)
(d)−→ (Te, de), quand n→∞,
ou` la convergence a lieu en loi pour la topologie de Gromov-Hausdorff.
Ce the´ore`me nous dit que les phe´nome`nes globaux macroscopiques ont lieu a` l’e´chelle n
1
2 , et qu’a`
cette e´chelle un arbre plan uniforme ressemble a` l’arbre continu dit brownien. Par exemple, on
sait que l’arbre brownien est binaire, dans la mesure ou` ses points de branchement sont de degre´
3. Ainsi, un grand arbre uniforme ressemble, lorsqu’on le regarde “de loin” (a` l’e´chelle n
1
2 ) a` un
arbre binaire, dont les ponts de branchement sont denses. En ge´ne´ral, on peut utiliser les re´sultats
connus sur l’arbre brownien pour extraire de l’information sur les grands arbres plans uniformes.
Maintenant, le The´ore`me 2.2.1 ne donne aucune information sur les phe´nome`nes qui se passent a`
e´chelle plus petite que n
1
2 , et en particulier sur les phe´nome`nes qui se de´roulent a` distance finie de
la racine. Pour cela, on a besoin de la convergence locale. La point-cle´ de ce comportement est
que les arbres plans uniformes peuvent eˆtre vus comme des arbres de Galton-Watson conditionne´s
par leur taille. Nous ne souhaitons pas rentrer trop de de´tails dans ce chapitre, plus
d’informations sur les arbres de Galton-Watson sont donne´s a` la Section 3.3.2.
The´ore`me 2.2.2. Soit pour tout n, an une variable ale´atoire uniforme sur An. Alors il existe un
arbre (discret) ale´atoire infini T tel que
tn
(d)−→T quand n→∞,
ou` la convergence a lieu en loi pour la topologie de la convergence locale. De plus, p.s., T posse`de
une unique branche infinie u0, u1, · · · telle que pour tout i ≥ 0 :
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• Dans l’arbre T , le noeud ui a Li fils a` gauche de ui+1 et Ri fils a` droite, ou` Li et Ri sont
inde´pendantes et suivent la loi ge´ome´trique de parame`tre 12 .
• Les Di +Gi sous-arbres finis qui poussent sur le sommet ui dans T sont i.i.d, inde´pendantes
de Di, Gi et sont des arbres de Galton-Watson critiques ayant comme loi de reproduction la
loi ge´ome´trique de parame`tre 12 .
Informellement, l’arbre T se construit ite´rativement de la manie`re suivante. On marque un fils du
sommet racine qui sera dans l’unique branche infinie. On tire ensuite de manie`re inde´pendante un
nombre ge´ome´trique d’arbres de Galton-Watson critiques qu’on greffe a` gauche de ce fils, et on
fait de meˆme a` droite. On re´ite`re ensuite le proce´de´ sur le fils marque´.
La preuve du The´ore`me 2.2.2 se trouve dans la the`se de Gillet [34] qui prouve en fait un re´sultat
beaucoup plus ge´ne´ral sur la convergence locale des arbres de Galton-Watson conditionne´s par
leur taille (Section III.3.3 pour le re´sultat de convergence, Section III.3.4 pour les proprie´te´s de
l’arbre limite et Section III.3.5 pour les exemples).
Ainsi, ce the´ore`me vient “comple´ter” la convergence globale du The´ore`me 2.2.1, en nous
indiquant a` quoi ressemble les arbres plans uniformes grands lorsqu’on “zoome” sur un voisinage
(fini) de la racine. Ceci permet de voir certains phe´nome`nes locaux qui ont e´te´ e´crase´ par la
renormalisation par n
1
2 du The´ore`me 2.2.1.
Nous poursuivons a` pre´sent ce chapitre par une pre´sentation des nouveaux points de vue sur la
convergence des cartes qui sont adopte´s dans les Chapitres 3 et 4 de cette the`se.
2.3 E´tude des dessins de triangulations en pile
Dans le Chapitre 3, nous e´tudions une famille particulie`re de carte, appele´es triangulations en
pile. Commenc¸ons par pre´senter cette famille de cartes. On part d’un triangle ABC dans le plan,
qu’on enracine sur une areˆte AB. On inse`re un sommet O a` l’inte´rieur du triangle, et on dessine
les areˆtes reliant le nouveau sommet O aux trois sommets du triangle A,B,C. On obtient ainsi
une triangulation avec trois faces finies ABO, BCO et CAO. On peut alors ite´rer le proce´de´ sur
l’une de ses nouvelles faces. La Figure 2.3 ci-dessous illustre ce proce´de´.
A B
C
O
Figure 2.3: Construction d’une triangulation en pile
Les cartes obtenues par ce proce´de´ ite´ratif s’appellent les triangulations en pile. Celles-ci ont e´te´
bien e´tudie´es par le passe´. Nous mentionnons en particulier le papier d’Albenque et Marckert [1]
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sur le sujet, qui donne e´galement des re´fe´rences pour d’autres travaux. Dans ce papier, les auteurs
analysent le comportement asymptotique des triangulations en pile sous deux lois de probabilite´ :
la distribution uniforme, et la distribution dite croissante, et pour les deux points de vue aborde´s
dans la Section 2.2 (convergence locale et convergence renormalise´e). Pour les lecteurs inte´resse´s,
nous donnons plus de de´tails sur les re´sultats obtenus a` la fin de la Section 3.1.3.
Notre point de vue dans cette the`se est diffe´rent. Plutoˆt que de voir ces triangulations comme des
graphes dessine´s a` home´omorphisme pre`s, nous e´tudions les dessins (ou repre´sentations)
eux-meˆmes. Plus pre´cise´ment, nous partons d’un triangle (e´quilate´ral) dessine´ dans le plan R2, et
a` chaque insertion de sommet nous trac¸ons les segments reliant ce sommet aux trois sommets du
triangle dans lequel nous l’inse´rons. Le dessin est alors cette union de segments. Nous le voyons
comme un sous-espace compact du plan R2, et e´tudions ses proprie´te´s asymptotiques (lorsque le
nombre de sommets inse´re´s tend vers l’infini).
L’ale´a que nous mettons sur ces objets se situe a` deux niveaux :
• Le premier niveau est sur la carte de la triangulation en pile sous-jacente. Nous e´tudierons
les distributions uniforme et croissante e´voque´s ci-dessus.
• Le second niveau est sur le dessin de la triangulation, au niveau des insertions de sommets.
Celles-ci seront ale´atoires, inde´pendantes entre elles et de meˆme loi.
Notre approche est duale. D’une part nous e´tudions le comportement asymptotique des
repre´sentations elles-meˆmes vues comme des sous-espaces compacts de R2. Ici il s’agira de
convergence (en distribution) pour la distance de Hausdorff. Notre deuxie`me approche concerne le
comportement asymptotique de la mesure d’occupation des dessins (De´finition 3.2.2). Celle-ci
nous donne de l’information sur l’endroit ou` se situent asymptotiquement les proportions
macroscopiques de sommets de la triangulation dessine´e. Nous obtiendrons dans le Chapitre 3 des
re´sultats asymptotiques pour ces deux approches pour chacun des deux mode`les d’ale´a ci-dessus.
Les motivations pour ce travail proviennent de papiers de Schnyder [51] et plus tard de Bonichon,
Felsner et Mosbah [16]. Dans ces papiers, les auteurs cherchent a` dessiner des triangulations de
manie`re convexe, et donnent des bornes sur la taille de grille ne´cessaire pour pouvoir faire de tels
dessins (en mettant les points a` des coordonne´es entie`res) : ces bornes sont de la forme
(n− C)× (n− C) pour une certaine constante C, et ils en donnent une preuve constructive (sous
la forme d’un algorithme). Notre but est de re´pondre a` la question informelle : a` quoi ressemblent
de tels dessins ?
Cette approche est analogue a` des travaux de Curien et Kortchemski [29], ou` les auteurs e´tudient
les proprie´te´s asymptotiques de plusieurs familles de laminations ale´atoires du disque (telles que
les dissections, triangulations, ou encore des arbres sans croisement d’areˆte). Ils voient ces
e´le´ments comme des sous-espaces compacts du disque, et ce sont les proprie´te´s de ces sous-espaces
qui sont e´tudie´es : ils montrent que toutes ces familles convergent en distribution pour la distance
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de Hausdorff vers un meˆme objet limite ale´atoire. Des travaux analogues ont e´te´ mene´s plus
re´cemment par Broutin et Sulzbach [20], pour les triangulations du disque, mais sous une autre
loi de probabilite´ que la loi uniforme e´tudie´e par Curien et Kortchemski.
2.4 Convergence d’une famille croissante de surfaces
Dans le Chapitre 4, nous de´finissons une famille croissante de surfaces ale´atoires. Ces surfaces ne
sont pas a` proprement parler des cartes, mais moralement il faut les voir comme des
repre´sentations de cartes dans un espace infini-dimensionnel.
On construit ces surfaces de fac¸on inductive. La de´marche est la suivante : on part d’un te´trae`dre,
et on choisit une de ses faces, disons (ABC). On place un sommet M dans l’espace au-dessus de
cette face, et on remplace la face par trois nouvelles faces qui sont les trois faces qu’on cre´e en
construisant un nouveau te´trae`dre sur les sommet (A,B,C,M). On peut alors ite´rer cette
construction sur l’une des (six) faces de la nouvelle surface obtenue. Cette ope´ration de
remplacement est illustre´e a` la Figure 2.4 ci-dessous.
M
C
B
A
La surface avant
le remplacement
La surface apre`s
le remplacement
Figure 2.4: Illustration de l’ope´ration de remplacement
Une surface qu’on obtient apre`s k telles ope´rations de remplacement sera appele´e surface
triangule´e croissante de taille k. Pour qu’il n’y ait pas de proble`me d’intersection entre les
diffe´rents te´trae`dres qu’on inse`re, on se place dans un espace de dimension infinie, et chaque
nouveau sommet M est inse´re´ dans une nouvelle direction de l’espace. On choisit pour cela
l’espace des suites l2, de´fini par
l2 :=
{
(un)n≥1 ∈ RN;
∞∑
n=1
|un|2 < +∞
}
.
On munit l’espace l2 de sa norme L2 habituelle donne´e par
‖u = (un)n≥1‖2 :=
( ∞∑
n=1
|un|2
) 1
2
,
ce qui en fait un espace me´trique complet.
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On montre alors qu’une surface triangule´e croissante (de taille quelconque) est un sous-espace
compact de l2. On veut alors e´tudier le comportement asymptotique de ces objets, pour la
topologie de Hausdorff, lorsque leur taille tend vers l’infini.
Il y a naturellement une structure combinatoire sous-jacente a` ces surfaces, qui est donne´e par les
triangulations en pile (combinatoires). En effet, si on “aplatit” un te´trae`dre, on obtient
exactement la triangulation en pile de taille 1. De plus, l’ope´ration de remplacement e´voque´e
ci-dessus correspond exactement a` l’insertion d’un nouveau sommet dans une face donne´e de la
triangulation.
L’ale´a que nous mettons sur ces objets se situe a` deux niveaux :
• Le premier niveau est sur la triangulation en pile combinatoire sous-jacente. Comme dans le
Chapitre 3, nous e´tudierons les mode`les uniforme et croissant.
• Le second niveau est sur les emplacements des sommets inse´re´s, c’est-a`-dire sur les
e´tiquettes de l’arbre. A la diffe´rence du Chapitre 3, ces insertions ne pourront pas eˆtre
i.i.d. : comme explique´ dans la Section 1.2.2, il faut en outre que la hauteur d’insertion d’un
sommet de´pende de la hauteur du noeud correspondant dans l’arbre.
Nous obtenons dans le Chapitre 4 des re´sultats de convergence pour les deux mode`les e´voque´s
ci-dessus, sous des conditions sous des conditions raisonnables sur la croissance des surfaces
(The´ore`mes 4.3.1 et 4.3.10). De plus, les surfaces limites sont toujours (p.s.) home´omorphes a` la
sphe`re S2 (The´ore`mes 4.3.7 et 4.3.15).
La motivation principale de ce travail est de construire une surface ale´atoire continue par un
processus ite´ratif d’insertions. Nous souhaiterions imiter une des constructions de l’arbre continu
brownien d’Aldous [3], dans laquelle il construit inductivement l’arbre branche par branche. Notre
construction a l’avantage d’eˆtre robuste (les conditions de convergence e´tant assez ge´ne´rales, on a
un certain niveau de liberte´).
Ce mode`le de croissance de´fini ici est naturel. En effet, sur n’importe quelle surface on peut faire
une construction inverse´e : on part de trois points A,B,C sur une surface, et l’on regarde les
ge´ode´siques entre ces points. On conside`re ensuite un quatrie`me point D, mais plutoˆt que de
chercher a` de´crire toute la matrice des distances, on regarde uniquement la ge´ome´trie de D par
rapport aux trois points de´finissant la “face” dans laquelle il se trouve. L’inversion de cet
algorithme d’exploration me`ne naturellement au mode`le de´fini ci-dessus : on construit une surface
par insertions successives de sommets en prescrivant a` chaque fois la ge´ome´trie des nouveaux
sommets par rapport a` la “face” dans laquelle on les inse`re.
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Chapter 3
Representations of stack
triangulations in the plane
Stack triangulations appear as natural objects when defining an increasing family of
triangulations by successive additions of vertices. In this Chapter, we consider two different
probability distributions for such objects. We represent, or “draw” these random stack
triangulations in the plane R2 and study the asymptotic properties of these drawings, viewed as
random compact metric spaces. We also look at the occupation measure of the vertices, and show
that for these two distributions it converges to some random limit measure.
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3.1 Introduction
Consider a rooted simple triangulation of the plane, and some bounded face f, say ABC, of this
triangulation. We insert a vertex M in f, and add the three edges AM , BM , CM to the original
triangulation. We obtain a triangulation with two faces more than the original triangulation (the
face f has been replaced by three new faces). Thus, starting from a single rooted triangle, after k
such insertions, we get a (simple) triangulation with k internal vertices, that is which aren’t
vertices of the original rooted triangle, and 2k+ 1 bounded faces. The set of triangulations with k
internal vertices which can be reached through this growing procedure is denoted ∆k. We call
such triangulations stack triangulations. Note that through this construction we do not obtain the
set of all rooted triangulations. This iterative process is demonstrated in Figure 3.1.
A B
C
Mf
Figure 3.1: Iterative construction of a stack triangulation
We endow the set ∆k with two natural probability distributions:
• The first is the uniform distribution U∆k .
• The second distribution H∆k is the distribution induced by the above construction where at
each step the face in which we insert the vertex is chosen uniformly at random among all
bounded faces, independently from the past.
3.1.1 The object of our study
In this paper, rather than look at stack triangulations as maps, that is up to homeomorphism, we
look at particular representations, or drawings, of such objects in the plane, and the geometrical
properties of such representations. That is, at each insertion of a new vertex, we draw the line
segments corresponding to the edges added. We call such representations straight-line embedded
triangulations, and view them as compact subspaces of R2. The main difference is that while
maps are graphs drawn in the plane, they are considered only up to homeomorphism, whereas we
are interested in the actual representation. We are rather informal here, but will give formal
definitions later in the paper, in Section 3.2.1.
We take A = (0, 0), B = (1, 0), C = ei
pi
3 (identifying C and R2) to be the three points representing
the initial rooted triangle, with (A,B) its root. We start with T0 = T = [AB] ∪ [BC] ∪ [CA], and
set D0 = {T0}. We denote by T˜0 the filled triangle T0, that is the union of T0 and of the finite
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connected component of R2 \ T0. At time 1, we insert a point M somewhere in T˜0 \ T0. We then
define T1(M) = T0 ∪ [AM ] ∪ [BM ] ∪ [CM ], and set
D1 = {T1(M); M ∈ T˜0 \ T0}.
In words, we draw the triangulation T1(M) by placing the point M somewhere inside the initial
triangle T0, and drawing the line segments connecting M to the three vertices A,B,C of T0. We
call faces of T1(M) the bounded connected components of R2 \ T1(M), which are the interiors of
the three triangles (ABM), (BCM) and (CAM). We may then iterate this construction by
inserting a vertex N in one of these three faces. Figure 3.2 illustrates this initial construction.
T0 T1(M) T2(M,N)
MM
N
Figure 3.2: Construction of D0,D1 and D2
After such insertions, we obtain representations of stack triangulations in the plane, and call these
straight-line embedded triangulations. Denote Dk the set of such objects with k internal vertices
(that is, after k successive insertions of vertices), and for m ∈ Dk write V(G)(m) for its set of
internal vertices (viewed as a set of points in the plane). Finally, for m ∈ Dk we define the
occupation measure of m by
µ(m) :=
1
k
∑
x∈V(G)(m)
δx, (3.1)
where δx stands for the Dirac mass at x.
Remark 3.1.1. There are essentially two viewpoints on this construction. The first is the
combinatorial viewpoint: we view a straight-line embedded triangulation as a given
(combinatorial) stack triangulation (we will call this the underlying combinatorial triangulation),
together with the information at each step in the construction of where the vertices are placed in
the triangle T0. The second is their geometric representation as defined above as a union of
straight-line segments, viewed as a compact subset of the plane R2.
We are interested in this paper in the case where the successive insertions of vertices are done at
random. We suppose that all random variables in this paper are defined on some probability
space (Ω,F ,P). We denote E the expected value, and Var the variance. We consider a
probability distribution ν on R3+ such that if P = (P1, P2, P3) has law ν then a.s. Pi > 0 for all
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i ∈ {1, 2, 3} and P1 + P2 + P3 = 1 1. We suppose that each insertion of a vertex M in a face QRS
is done according to ν, that is we take M to have barycentric coordinates (Q,P1), (R,P2), (S, P3)
where P = (P1, P2, P3) has law ν, independently from all previous insertions.
Now the two distributions U∆k and H∆k on ∆k introduced at the start of the section induce
probability distributions Uνk and Hνk on Dk. In words, they are the distributions of the drawings of
stack triangulations with distribution U∆k and H∆k , where the insertions of vertices are made
according to ν, independently from each other, and independently from the choice of the
underlying stack triangulation. The object of the paper is to study the asymptotic behaviour of
these two distributions.
3.1.2 Outline of the paper
In Section 3.2, we formally define straight-line embedded triangulations. We then enrich the
classical bijection between stack triangulations and ternary trees (see for instance [1], Proposition
1) to encode straight-line embedded triangulations. For this, in Section 3.2.2, we introduce the
notion of coordinate-labelled ternary trees. These are ternary trees with labels at each vertex,
which code straight-line embedded triangulations via a bijection we establish in Theorem 3.2.8.
We end the section by formally defining the distributions Uνk and Hνk on Dk.
In Section 3.3, we study the asymptotic behaviour of the uniform distribution Uνn as n→∞. The
main results we show are:
• The weak convergence of the occupation measure as defined in (3.1) towards a Dirac mass
at a random position (Theorem 3.3.1).
• The weak convergence of the distribution Uνn towards a distribution on compact subspaces
of R2 (Theorem 3.3.9).
Finally, in Section 3.4, we study the asymptotic behaviour of the distribution Hνn. The key
ingredient is Poisson-Dirichlet fragmentation, which allows us to view the trees corresponding to
the straight-line embedded triangulations via Theorem 3.2.8 as the underlying tree of a certain
fragmentation tree (Theorem 3.4.2). The main results we show are:
• The weak convergence of straight-line embedded triangulations under Hνn to the filled
triangle T˜ (Theorem 3.4.10).
• The weak convergence of the occupation meansure as defined in (3.1) to some (random)
limit measure µ (Theorem 3.4.5), which we then study in more detail in Section 3.4.3.
1This is the notion of splitting law, defined formally in Section 3.2.1
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3.1.3 Literature and motivation
Motivation for this work stems from the papers by Schnyder [51] and by Bonichon et al. [16], in
which the authors look at convex straight line drawings of triangulations, and establish bounds
for the minimal grid size necessary for these drawings, with the constraint that all vertices are
located at integer grid points. More precisely, they show that to draw any triangulation with n
faces, a grid of size (n− C)× (n− C) (for some constant C) is sufficient, giving a constructive
proof of this result by establishing an algorithm for drawing any triangulation. The aim of this
paper if to provide an answer to the question: what do these drawings look like?
More specifically, we aim to explore an approach for the convergence of maps which differs from
the traditional combinatorial one. Indeed, maps are embeddings of graphs, but in the
combinatorial approach these are viewed up to homeomorphism, and equipped with the graph
distance, that is every edge is given the same length. Concerning this approach, we cite the
groundbreaking work by Schaeffer in his thesis [50], where he establishes a crucial bijection
between maps and a class of labelled trees, as well as the more recent work by LeGall [38] and
Miermont [45], who showed (separately, using different techniques) that uniform quadrangulations
with n faces, renormalised so that every edge has length C.n
1
4 (for some constant C), converge in
distribution to a continuous limit object called the Brownian map. In this paper however, we look
at the convergence of the embeddings themselves, viewed as (random) compact spaces. This
approach is analogous to the work of Curien and Kortchemski [29]. In this paper, the authors
showed the universality of the Brownian triangulation introduced by Aldous [6], in that is the
limit of a number of discrete families called non-crossing plane configurations, such as dissections,
triangulations, and non-crossing trees of the regular n-gon. As mentioned, Curien and
Kortchemski view non-crossing plane configurations as random compact subspaces of the unit
disk, and it is these compact spaces which converge to the limit object.
In this paper, we also study the asymptotic behaviour of the occupation measure, as defined in
(3.1). Similar work includes the paper by Fekete [32] on branching random walks. In this paper,
he considers branching random walks where the underlying tree is a binary search tree (this is
related to our distribution Hνn in this paper). He shows that the occupation measure converges
weakly to a limit measure which is deterministic. More work concerning the study of random
measures similar to ours can be found in [5]. In this paper, Aldous proposes a natural model for
random continuous “distributions of mass”, called the Integrated super-Brownian Excursion
(ISE), which is the (random) occupation measure of the Brownian snake with lifetime process the
normalised Brownian excursion. ISE is defined using random branching structures, and appears
to be the continuous limit of occupation measures of several discrete structures.
Finally, let us mention that the combinatorial aspect of stack triangulations has been extensively
studied, notably by Albenque and Marckert [1], and their paper will therefore be of great use to
us. The authors studied both the uniform distribution U∆k and the other distributionH∆k . More
precisely, they showed that:
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• for the topology of local convergence, U∆n converges weakly to a distribution on the set of
infinite maps.
• For the Gromov-Hausdorff distance, with the normalising factor n 12 , a map with the uniform
distribution U∆n converges weakly to the continuum random tree introduced by Aldous [2]
• Under the distribution H∆n , the distance between random points rescaled by 611 log n
converges to 1 in probability.
3.2 Straight-line embedded triangulations and encoding with
trees
In this section we code straight-line embedded triangulations, that is the representations of
triangulations in the plane, by some labelled trees. There are two main ideas in this coding. First
there is the combinatorial bijection between the discrete objects: stack triangulations (viewed up
to homeomorphism) and ternary trees. There is a well known bijection which maps internal
vertices of the triangulation to internal nodes of the tree and faces of the triangulation to leaves of
the tree (see for instance [1] Proposition 1 and references therein). We then enrich this bijection
to include the drawing of the triangulation by adding labels to the tree: these labels correspond
to the barycentric coordinates of the vertices of the triangulation.
3.2.1 Straight-line embedded triangulations
Here we build formally the set Dk of straight-line embedded triangulations with k internal
vertices. The construction is done by induction, and is similar to the construction of stack
triangulations. This allows us to observe the tree-like structure of these objects. During the
construction, we will define the various notions necessary for the encoding discussed above. Set as
in the introduction A = (0, 0), B = (1, 0), C = ei
pi
3 to be the three points of the original triangle,
and define T = [AB]∪ [BC]∪ [CA]. Now define D0 = {T}, and set V(G)(T ) = ∅. The set V(G)(T )
will be the set of internal nodes of T . Now assume we have constructed Dk for some k ≥ 0, such
that Dk is a set of compact subspaces of R2 and any m ∈ Dk satisfies the following properties:
1. The compact space m is the union of line segments in the plane.
2. There are exactly 2k + 1 finite connected components of R2 \m, and these are all interiors
of triangles. Let F0(m) be the set of these connected components, and call the elements of
F0(m) faces of m. For f ∈ F0(m) we define (Af , Bf , Cf ) as the three points of the triangle
f . We can in fact define these points non ambiguously as follows.
• Xf = X for X ∈ {A,B,C}, if f is the interior of the original triangle T .
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• If a triangle f is split into three triangles f1, f2, f3 by adding a point M in its interior,
and f is defined by the three points Af , Bf , Cf , then M = Af1 = Bf2 = Cf3 with the
other two vertices of each triangle fi unchanged (that is, Bf1 = Bf , Cf1 = Cf and so
forth). This is illustrated in Figure 3.3 below.
3. Finally assume that for any m ∈ Dk we have defined a set V(G)(m) of k points of T˜ , which
are the k points inserted at each step of the construction of m.
Note that these properties are all satisfied for k = 0.
Af Bf
Cf
f
Af1
Bf1
Cf1
Af2
Bf2
Cf2
Af3 Bf3
Cf3
Figure 3.3: Ordering the vertices of a triangle
We now construct the set Dk+1. First, let
.Dk = {(m, f); m ∈ Dk, f ∈ F0(m)}
be the set of straight-line embedded triangulations with a marked face. Define a map I from .Dk
onto the set of compact subspaces of R2 as follows. Let (m, f) ∈ .Dk, and let (Af , Bf , Cf ) be the
three (ordered) points of f . For any point M in the face f we define
m′ = IM (m, f) := m ∪ {[AfM ], [BfM ], [CfM ]},
that is the space m with those three new lines added, connecting the points of the face f with the
inserted vertex M . The map IM is illustrated in Figure 3.4. We see that there are exactly 2k + 3
finite connected components of R2 \m′, and these are all interiors of triangles (we have replaced
one of them, f , by three new ones). We also set
V(G)(m′) = V(G)(m) ∪ {M}, (3.2)
and thus the set V(G)(m′) is a set of k + 1 points of T˜ : it is the set of the internal vertices which
define the faces of m′. Finally, we can define
Dk+1 :=
{
IM (m, f); (m, f) ∈
.Dk,M ∈ f
}
to be the image of this map. In words, it is the set of “ drawings ” of stack triangulations with k
internal vertices, with edges included.
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IM(m, f)m
Mf
Figure 3.4: The insertion map I
Definition 3.2.1. Let k ≥ 0. For m ∈ Dk, we call the elements of V(G)(m) (where V(G)(m) is
defined step by step by (3.2)) the internal vertices of m. The set Dk is called the set of
straight-line embedded triangulations with k internal vertices. Finally, we denote
D =
⋃
k≥0
Dk
the set of straight-line embedded triangulations.
Definition 3.2.2. Let m ∈ D. We define the occupation measure of m by
µ(m) =
1
|V(G)(m)|
∑
x∈V(G)(m)
δx. (3.3)
This is a probability measure in R2.
Note that Dk is a set of compact subspaces of R2. We aim to introduce some probability laws on
these sets (as explained in the introduction), and for this we need to equip them with a σ-field.
We first recall the definition of the Hausdorff distance for compact spaces.
Definition 3.2.3. Let (E, d) be a compact metric space. For A ⊆ E and ε > 0, define the
ε-neighbourhood of A as the set of points of E whose distance to A is less than ε, that is
V ε(A) = {x ∈ E, d(x,A) < ε}.
Then for two compact sets A,B ⊆ E, the Hausdorff distance between A and B is defined by
dH(A,B) = inf{ε > 0, A ⊆ V ε(B) and B ⊆ V ε(A)}.
This defines a distance on the set of compact subspaces of E.
We equip the space of compact subspaces of T˜ with the Hausdorff distance. It is a well-known
topological fact that this makes it a compact metric space (see for instance [21] Section 7.3.1 p.
252). We equip the sets Dk with the corresponding Borel σ-algebra.
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Remark 3.2.4. Notice that the previous point (compactness) tells us that along some
subsequence, any sequence of random compact triangulations converges in distribution to a
limiting random compact subset of R2.
3.2.2 Encoding with labelled trees
We now encode straight-line embedded triangulations by certain labelled trees. All trees
considered in this paper will be ternary trees, and from now on we omit the word “ternary”. We
begin with the purely combinatorial aspect. Let
tc =
⋃
n≥0
{1, 2, 3}n.
be the set of all words on {1, 2, 3}, also called the infinite tree, and by convention set
{1, 2, 3}0 = {∅}.
If u = (u1, ..., un) ∈ tc we write |u| = n and call this the height of u. Also, if we take two words
u = (u1, ..., un) , v = (v1, ..., vm) ∈ W, we write uv = (u1, ..., un, v1, ..., vm) for the concatenation of
u and v. By convention u∅ = ∅u = u. A tree is a subset t ⊆ tc such that
1. ∅ ∈ t.
2. If u(j) ∈ t for some u ∈ W and j ∈ {1, 2, 3}, then u ∈ t.
The notation u(j) is used here to mark the fact that we are concatenating the words u and
(j), the latter being written so as to differentiate it from the letter j.
3. For every u ∈ t we have ∀j ∈ {1, 2, 3}, u(j) ∈ t or ∀j, u(j) 6∈ t.
We will denote by T the set of trees. If t ∈ T is a tree, its height h(t) is defined by
h(t) := sup{|u|; u ∈ t} ∈ J0, ∞K. Condition (3) means that every vertex u ∈ t has exactly three
children (or descendants) in t or none. If u ∈ t has no child we say that u is a leaf of t. Any
vertex which isn’t a leaf is called an internal node of t. We denote t0 the set of internal nodes of a
tree t. If t is a tree, and u, v are in t, we write u ∧ v for the highest common ancestor of u and v,
i.e. the element of maximal height of the set {w ∈ t; ∃(u′, v′), u = wu′ and v = wv′}. If u ∈ t, we
let θu(t) = {v ∈ W;uv ∈ t}. This is the subtree of t which has u as a root.
It is well known that T is mapped bijectively to the set of (combinatorial) stack triangulations.
However, straight-line embedded triangulations contain more information than stack
triangulations, namely the information of where each internal vertex is placed. This additional
information will be put at each vertex of the associated ternary tree. We will associate with a
point M its triplet C(M) of barycentric coordinates with respect to (A,B,C), taken to be with
sum equal to 1. Equivalently, if the splitting of T is given as in Figure 3.5, then
C(M) = (P1, P2, P3), where (P1, P2, P3) are the respective ratios of the areas of the triangles
MBC,AMC,AMB over the area of ABC.
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A B
C
M
P1P2
P3
Figure 3.5: The splitting of a triangle via P
Write
V2 := {(x1, x2, x3) ∈ R3; x1, x2, x3 ≥ 0 and x1 + x2 + x3 = 1}
for the 3-dimensional simplex, so that any point M ∈ T˜ corresponds bijectively to its
(normalised) barycentric coordinates in V2. Also, let
V ∗2 := {(x1, x2, x3) ∈ R3; x1, x2, x3 > 0 and x1 + x2 + x3 = 1}
be the 3-dimensional simplex with its boundary removed.
Definition 3.2.5. A fragmentation-labelled tree is a pair (t, (P (u))u∈t0), t ∈ T , such that for any
u ∈ t0, P (u) ∈ V ∗2 , that is a tree t and a set of triplets P (u) indexed by the internal nodes of t.
P (u) is called the splitting triplet at u. We denote FT n the set of fragmentation-labelled trees
with n internal vertices, and FT = ⋃FT n. If t• = (t, (P (u))u∈t0) ∈ FT is a
fragmentation-labelled tree, we denote p(t•) = t for the underlying tree.
Remark 3.2.6. The condition P (u) ∈ V ∗2 (as opposed to V2) means that the insertions of new
vertices at each step are proper insertions, that is the new point is added in the interior of a face
and not on its border. This is crucial for Theorem 3.2.8.
Once more, we aim to define probability distributions on the set FT . For this, we introduce a
distance on FT k, and consider the associated Borel σ-field.
Definition 3.2.7. Let k ≥ 0. The map dF : FT k ×FT k → R+ defined by
dF ((t1, (P1(u))u∈t01), (t2, (P2(u))u∈t02)) = 1t1 6=t2 + 1t1=t2
((
max
u∈t1=t2
d(P1(u), P2(u))
)
∧ 1
)
,
where d represents any norm distance on the set of labels (seen as a subspace of R3, is a distance
on FT k (for usual reasons). We call it the fragmentation-label distance.
The space FT k for k ≥ 0 is then equipped with the corresponding Borel σ-algebra. We can now
state the main theorem of this section.
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Theorem 3.2.8. Let n ≥ 0. Equip the set FT n with the fragmentation-label distance dF and Dn
with the Hausdorff distance dH . Then there exists a continuous bijection
Ψn : FT n → Dn
t• 7→ m,
such that:
1. Each leaf l of t• corresponds bijectively to a face f
2. Each internal node u of t• corresponds bijectively to an internal vertex M of m. Moreover,
the barycentric coordinates of the vertex M with respect to the three vertices defining the
face it was inserted in are given by P (u), the splitting triplet at u.
Remark 3.2.9. Note that the spaces which are in one-to-one correspondence are both infinite, so
that it is not the existence of the bijection as such which is of interest, but the fact that via this
bijection all relevant information on a straight-line embedded triangulation can be deduced from a
fragmentation-labelled tree. The measurability of the bijection will allow us to transport
distributions.
Let us briefly make clear what we mean when we say this bijection codes “all relevant information
on a straight-line embedded triangulation”. Recall from Remark 3.1.1 that a straight-line
embedded triangulation can be viewed as a combination of the underlying combinatorial stack
triangulation and the information regarding where the vertices are inserted. The underlying
triangulation is coded by the (non labelled) tree via the purely combinatorial bijection (see for
instance [1] and references therein). The additional information is given by the labels. Indeed,
recall the following fact (checked through a simple computation).
Fact 3.2.10. Let A,B,C, P,Q,R be six points in the plane R2, such that P,Q,R have respective
(normalised) barycentric coordinates, with respect to (A,B,C),
(xP , yP , zP ), (xQ, yQ, zQ), (xR, yR, zR). Now let M ∈ R2 have barycentric coordinates (x, y, z) with
respect to (P,Q,R). Then the coordinates of M with respect to (A,B,C) are given by
(x, y, z)
xP yP zPxQ yQ zQ
xR yR zR
 .
This, combined with the growth property (2) of Theorem 3.2.8, means that from the labels of a
fragmentation-labelled tree one can compute the barycentric coordinates, with respect to the
initial vertices A,B,C, of any vertex M of the corresponding straight-line embedded
triangulation.
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Definition 3.2.11. Let t• ∈ FT n for some n be a fragmentation-labelled tree, and
m := Ψn(t•) the corresponding straight-line embedded triangulation via the bijection of
Theorem 3.2.8.
1. Let u be an internal node in t•, and M the corresponding vertex of m. We define C(u) to be
the triplet of coordinates, with respect to A,B,C, of the respective three vertices defining the
face in which M was inserted.
2. Let u be a leaf of t•, and f the corresponding face of m. We define C(u) to be the triplet of
coordinates, with respect to A,B,C, of the respective three vertices defining the face f .
The triplet C(u) is called the coordinates of u.
Remark 3.2.12. As previously explained, the coordinates C(u) of any node u in a
fragmentation-labelled tree t• can be computed through the simple following dynamics:
(a) The coordinates of the root are C(∅) = ([1, 0, 0], [0, 1, 0], [0, 0, 1]).
(b) If C(u) = (C1, C2, C3) and P (u) = (P1, P2, P3) then for i ∈ {1, 2, 3} we have
C(u(i)) = (C˜j)j∈{1,2,3} where C˜j is equal to C(u).P (u) := P1C1 + P2C2 + P3C3 if j = i and Cj
otherwise. This property is illustrated in Figure 3.6.
C(u) = (C1,
P (u) = (P1, P2, P3)
C(u(1)) = (C(u).P (u), C2, C3) C(u(2)) = (C1, C(u).P (u), C3) C(u(3)) = (C1, C2, C(u).P (u))
u(1) u(2) u(3)
u
Figure 3.6: The local labelling rule (b) for coordinate-labelled trees
Definition 3.2.13. Let u be a node in a fragmentation-labelled tree t• ∈ FT , we define T (u) to
be the triangle whose three points are given by the triplet of coordinates C(u), and T˜ (u) for the
filled triangle. This is illustrated in Figure 3.7.
3.2.3 Proof of Theorem 3.2.8
We proceed by induction on n. We follow a similar path to the proof of Proposition 1 in [1], by
constructing the bijection iteratively. For n = 0 there is no work to do.
Now assume we have constructed Φn as in the statement of Theorem 3.2.8, for some n ≥ 0. Let
t• ∈ FT n+1. Denote t = p(t•) and choose a node u ∈ t such that u(1), u(2), u(3) are leaves of t.
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T˜ ((2))
T˜ ((3))
T˜ ((1, 1))
T˜ ((1, 2))
T˜ ((1, 3))
Figure 3.7: The indexation of triangles
Now define t′ := t \ {u(1), u(2), u(3), }, and t′• to be the fragmentation-labelled tree such that its
labels coincide with those of t• except at u where we remove the splitting triplet
P (u) = (P1, P2, P3), as u is now a leaf of t
′. Thus t′• ∈ FT n and by induction we can define
m′ := Ψn(t′) ∈ Dn. Let f be the face of m′ corresponding to the leaf u via Ψn. Write (Af , Bf , Cf )
for the three vertices defining f .
Now let M be the point in f whose barycentric coordinates with respect to (Af , Bf , Cf ) are
(P1, P2, P3), and define m = Ψn+1(t•) = m′ ∪ [Af ,M ] ∪ [Bf ,M ] ∪ [Cf ,M ]. Thus, by mapping u to
M and all other internal nodes of t• to their corresponding internal vertex via Ψn, we see that
Ψn+1 satisfies condition 2 of Theorem 3.2.8. To satisfy condition 1, we map all the leaves of t
′
except u to their corresponding faces via Ψn, noting that these faces are untouched by Ψn+1 so
that the condition remains satisfied. Finally, we map the leaves u(1), u(2), u(3) respectively to the
faces MBfCf , AfMCf , AfBfM of m. This iterative construction is illustrated in Figure 3.8.
Two points remain. Firstly, that Ψn+1 is a bijection. But this follows from our construction and
the definition of Dn. Indeed Dn+1 is obtained from Dn through the insertion of a vertex anywhere
in a given face of an element of Dn, while we have a similar iterative structure for
coordinate-labelled trees. It is important here that each vertex is inserted in the interior of some
face, and not on it’s boundary (since the splitting triplets are in V ∗2 and not just in V2), so that
the face it is inserted in is defined non ambiguously.
The final point is to prove that Ψn is continuous with respect to the given distances, but this is a
simple consequence of the definition of dF : if a tree has two sets of fragmentation-labels which are
close, the corresponding vertices of the corresponding straight-line embedded triangulation will
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P (u) = (P1, P2, P3)
u
u f
M
Af
Af
Bf
Bf
Cf
Cf
u(1) u(2) u(3)
P1
P2
P3
Figure 3.8: Illustrating the growth property of the bijection Ψn
also be close.
3.2.4 Introducing randomness
So far, we have worked in a purely deterministic setting. In this paragraph, we formally introduce
the two probability distributions on Dk which will be of interest to us.
Definition 3.2.14. A splitting law ν is a distribution on R3+ such that if P = (P1, P2, P3) is
distributed according to ν, then:
1. For any permutation σ on {1, 2, 3}, (Pσ(1), Pσ(2), Pσ(3)) has same distribution as (P1, P2, P3),
that is the law of ν is symmetric.
2. For any i ∈ {1, 2, 3}, Pi > 0 a.s..
3. P1 + P2 + P3 = 1 a.s..
We denote MS(V ∗2 ) the set of splitting laws, and say that a random variable P = (P1, P2, P3) is a
splitting ratio if its distribution is a splitting law.
Fix some n ≥ 0. We define two probability distributions on Tn.
• The first, which we denote UTn , is the uniform distribution on Tn.
• The second, which we denote HTn , is defined by induction. For n = 0, the distribution HT0
takes value the unique tree reduced to its root {∅} a.s.. Now suppose we have defined a
distribution HTn−1 on Tn−1. Choose t ∈ Tn−1 according to HTn−1. Conditionally to t, choose
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one of its 2n− 1 leaves uniformly at random, and replace that leaf by an internal node with
three children. This gives us a probability distribution HTn on Tn. Note that the weight of a
tree is proportional to the number of histories leading to its construction (starting from a
single root node).
We say that a random variable t taking values in T is an increasing tree if it has distribution HTn
for some n ≥ 0.
Proposition 3.2.15. Let t ∈ Tn be a tree of size n. For any internal node u ∈ t0 denote |tu| the
number of descendants of u which are also internal nodes of t. Then the number of histories that
lead to the construction of t is given by
#H(t) =
n!∏
u∈t0
|tu| . (3.4)
In particular, this implies that
HTn (t) =
n!( ∏
u∈t0
|tu|
)
|Tn|
.
Proof. Let t ∈ Tn be a tree of size n. We have:
#H(t) =
(
n− 1
|θ(1)(t)| |θ(2)(t)| |θ(3)(t)|
)
#H
(
θ(1)(t)
)
#H
(
θ(2)(t)
)
#H
(
θ(3)(t)
)
.
Indeed, the number of histories of t can be viewed as the number of ways of labelling the internal
vertices of t with the labels {1, · · · , n} so that the labelling is increasing along any branch of the
tree. We deduce that
#H(t)
n!
=
1
n
#H
(
θ(1)(t)
)
|θ(1)(t)|
#H
(
θ(2)(t)
)
|θ(2)(t)|
#H
(
θ(3)(t)
)
|θ(3)(t)|
.
Now one checks that the function f(t) :=
1∏
u∈t0
|tu| satisfies
∀t ∈ Tn, f(t) = 1
n
f
(
θ(1)(t)
)
|θ(1)(t)|
f
(
θ(2)(t)
)
|θ(2)(t)|
f
(
θ(3)(t)
)
|θ(3)(t)|
,
and the initial condition f(∅) = 1. It follows that
∀t ∈ Tn, f(t) = #H(t)
n!
,
and the Proposition is proved.
Definition 3.2.16. Let ν ∈MS(V ∗2 ) be a splitting law, and (P (u))u∈tc be an i.i.d. sequence of
random variables with law ν. Let n ≥ 0.
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1. We denote UT ,νn (resp. HT ,νn ) the distribution of tPn • := (tn, (P (u))u∈t0n) where tn ∈ Tn is
independent from (P (u))u∈tc and has distribution UTn (resp. HTn ).
2. We define the distributions Uνn and Hνn to be the respective images of the distributions U
T ,ν
n
and HT ,νn via the bijection Ψn of Theorem 3.2.8. These are therefore two probability
distributions on Dn.
3.3 The uniform model
In this section, we study the asymptotic behaviour of the distribution Uνn. That is, we look at
random straight-line embedded triangulations where the underlying stack triangulation is chosen
uniformly, and the insertion of vertices is done according to some splitting law ν ∈MS(V ∗2 ),
independent from the choice of the underlying triangulation. We study both the occupation
measure, and the asymptotic behaviour of the distribution itself.
3.3.1 The occupation measure
Theorem 3.3.1. Let (mn)n be a sequence of random straight-line embedded triangulations, where
mn has distribution Uνn. Recall (Definition 3.2) that V(G)(mn) denotes the set of internal vertices
of mn. For every n, conditionally on mn, let Un be a vertex of V(G)(mn), chosen uniformly at
random. Finally, let µn be the occupation measure of mn, as in (3.3). Then
1. The random point Un converges in distribution to some random limit point U∞ as n tends
to infinity.
2. We have
µn
(d)−→ δU∞ as n→∞,
where the convergence is in distribution on the space of probability measures on the filled
triangle T˜ .
Theorem 3.3.1 says is that in the uniform model, all the vertices of the straight-line embedded
triangulation are asymptotically concentrated around one point of the triangle, except for a
portion which tends to 0. Although point 2 is stronger than point 1, we state both here as point 1
will be heavily used in the proof of point 2. In Figure 3.9 is a simulation of the vertices of the
map mn where we take for ν the special case ν = δ( 13 ,
1
3
, 1
3)
, and n ∼ 10000. We can see that the
vertices are indeed concentrated at one place.
3.3.1.1 Proof of Theorem 3.3.1.(1)
We begin by recalling an elementary fact about uniform ternary trees.
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Figure 3.9: A simulation of the set V(G)(mn) where mn has distribution Uνn and n ∼ 10000
Fact 3.3.2. Take Un as in the statement of Theorem 3.3.1, and write U
′
n for the corresponding
node in the coordinate-labelled tree t•n := Ψ−1n (mn), as in Theorem 3.2.8. Write
U ′n = (u1, u2, · · · , uh) where h is the height of U ′n. Then conditionally on h, the random variables
u1, u2, ..., uh are i.i.d, and are uniformly distributed on {1, 2, 3}.
Proof. By construction of the law Uνn, the tree tn := p(t•n) follows the uniform distribution on Tn.
We now use the following argument. If t is a random ternary tree, chosen uniformly among trees
of a given size, then conditionally on their sizes the subtrees at the root θ(1)(t), θ(2)(t), θ(3)(t) are
independent, and also follow the uniform distribution. It immediately follows that the (ui) are
i.i.d, and the fact that the law of u1 is uniform on {1, 2, 3} stems from the symmetric nature of
the uniform distribution in Tn.
By definition of a coordinate-labelled tree we have the following: let u be an internal node in a
coordinate-labelled tree t, with coordinates C(u) = (C1, C2, C3) and splitting triplet
P (u) = (P1, P2, P3), then:
∀i ∈ {1, 2, 3}, C(u(i))T = M (i)ν (u).C(u)T ,
where M
(i)
ν (u) is the three-by-three identity matrix in which the i-th line is replaced by P (u), i.e.
M (1)ν (u) =
(
P1(u) P2(u) P3(u)
0 1 0
0 0 1
)
,M (2)ν (u) =
(
1 0 0
P1(u) P2(u) P3(u)
0 0 1
)
,M (3)ν (u) =
(
1 0 0
0 1 0
P1(u) P2(u) P3(u)
)
.
(3.5)
Henceforth, we will leave out the subscript ν wherever there is no risk of confusion. Combining
this and Fact 3.3.2 gives us the following result.
47
Proposition 3.3.3. Let mn, Un be as in the statement of Theorem 3.3.1. Write U
′
n for the
corresponding node in the coordinate-labelled tree t•n := Ψ−1n (mn), and
C(U ′n) = (C1(U ′n), C2(U ′n), C3(U ′n)) for the coordinates of U ′n. Then for i ∈ {1, 2, 3}, conditionally
on h the height of U ′n, the law of Ci(U ′n) is given by the i-th row of the product Mh · · ·M1 where
the Mj are i.i.d random variables with law, conditionally on P (∅), 13δM(1)(∅) + 13δM(2)(∅) + 13δM(3)(∅)
(the M (k) being defined as in (3.5)).
Now to get the desired convergence of Un, it is of course sufficient to show the convergence of the
sequence of coordinates (Cn)n≥0 where Cn is the barycentric coordinates of the point Un. By
Theorem 3.2.8(1) the law of Cn is P1C1(U ′n) + P2C2(U ′n) + P3C3(U ′n) where P = (P1, P2, P3) is a
splitting ratio with distribution ν, independent from C(U ′n). The previous proposition gives us the
law of C(U ′n). Moreover, for any A > 0, P(|U ′n| ≥ A) converges to 1 as n goes to infinity. Thus, to
prove Theorem 3.3.1, it is sufficient to show the following.
Proposition 3.3.4. Let (Mi)i≥1 be i.i.d. random variables with law as stated in Proposition
3.3.3. Then the product Sn := Mn · · ·M1 converges a.s. as n→∞ to some random matrix S
whose three lines are identical.
Proof. We write Sn =
 L
(1)
n
L
(2)
n
L
(3)
n
. We wish to show that there exists L∞ such that a.s. for all
i ∈ {1, 2, 3}, L(i)n → L∞.
Lemma 3.3.5. Let (nk) be some (random) sub-sequence of integers such that L
(i)
nk → L(i) a.s. for
all i ∈ {1, 2, 3}. Then L(1) = L(2) = L(3) a.s..
Proof. We proceed by contradiction. To simplify notation we assume that L
(i)
n → L(i) a.s. for
i ∈ {1, 2, 3}. Write A,B,C for the three points whose respective coordinates are L(1), L(2), L(3).
Similarly write An, Bn, Cn for the three points with respective coordinates L
(1)
n , L
(2)
n , L
(3)
n . We
may assume that P(A 6= C) > 0, and from now on work conditionally on this event.
Fix some ε > 0 such that 6ε < d(A,C). Now there exists N such that for any n ≥ N , we have
d(Xn, X) < ε for X ∈ {A,C}. Thus by construction the balls B(An, 2ε) and B(Cn, 2ε) do not
intersect, and B(X, ε) ⊆ B(Xn, 2ε) for X ∈ {A,C}. Define Yn := P1An + P2Bn + P3Cn, where
P = (P1, P2, P3) is a splitting ratio, independent from (An, Bn, Cn). Then d(Yn, An) ≥ 2ε or
d(Yn, Cn) ≥ 2ε, so that d(Yn, A) ≥ ε or d(Yn, C) ≥ ε. See Figure 3.10 below for an illustration of
this situation. Using the definition of the matrices (Mi) we get that with probability equal to 1
(still conditionally on the event A 6= C) there exists n0 ≥ N such that one of the following occurs:
1. We have d(Yn0 , A) ≥ ε and Mn0+1 = M (1) so that An0+1 = Yn0 , which contradicts
d(An0+1, A) < ε.
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2. We have d(Yn0 , C) ≥ ε and Mn0+1 = M (3) so that Cn0+1 = Yn0 , which contradicts
d(Cn0+1, C) < ε.
This completes the proof of the lemma.
A
CAn
Bn
Yn Cn
ε
ε
2ε 2ε
Figure 3.10: An illustration of the proof of Lemma 3.3.5
Let us now prove Proposition 3.3.4. Let (L,L,L) be the a.s. limit along some subsequence of(
(L
(1)
n , L
(2)
n , L
(3)
n )
)
. Write M for the point in T˜ with (barycentric) coordinates L. Similarly, write
(M
(1)
n ,M
(2)
n ,M
(3)
n ) for the points with respective coordinates (L
(1)
n , L
(2)
n , L
(3)
n ). Now a.s. for any
ε > 0 there exists N such that d(M
(i)
N ,M) < ε for all i ∈ {1, 2, 3}. But for n ≥ N the points M (i)n
are all in the filled triangle defined by (M
(1)
N ,M
(2)
N ,M
(3)
N ) by construction. It follows therefore that
for any n ≥ N , we have d(M (i)n ,M) < ε for all i ∈ {1, 2, 3}. This proves that a.s.(
M (1)n ,M
(2)
n ,M
(3)
n
)
−→ (M,M,M) as n→∞,
which is the desired result.
3.3.1.2 Proof of Theorem 3.3.1.(2)
The idea of the proof is as follows. Consider a uniform ternary tree tn ∈ Tn and choose two
independent nodes u
(1)
n , u
(2)
n uniformly at random in tn. Then the last common ancestor of these
vn := u
(1)
n ∧ u(2)n is at height of order n 12 (that is |vn|
n
1
2
(d)−→V where V is an a.s. positive (finite)
random variable). This says that the corresponding two vertices U
(1)
n , U
(2)
n are in a small triangle.
Intuitively, this suggests they will asymptotically be near to each other. This is made clear in the
following lemma.
Lemma 3.3.6. Keeping the same notation as in the statement of Theorem 3.3.1, conditionally on
mn, choose two vertices U
(1)
n , U
(2)
n ∈ V(G)(mn) independently, uniformly at random. Then the
following convergence holds in probability:
‖U (2)n − U (1)n ‖ P−→ 0, as n→∞.
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Proof. Let as before U
′(1)
n (resp. U
′(2)
n ) be the node corresponding to U
(1)
n (resp. U
(2)
n ) in the tree
t•n, via the bijection Ψn established in Theorem 3.2.8. Write Vn := U ′(1)n ∧ U ′(2)n for the last
common ancestor of these two nodes. It is clear that ‖U (2)n − U (1)n ‖ ≤ diam(T˜ (Vn)), where
diam(S) is the diameter of set S. Moreover, we know that for any A > 0, P(|Vn| ≥ A) tends to
zero as n goes to infinity. Using this, and Proposition 3.3.2, it is sufficient to show the following.
Lemma 3.3.7. Let (uk)k≥1 be a sequence of i.i.d. random variables, uniform on {1, 2, 3}. Write
Wn := u1 · · ·un ∈ tc. Then the following convergence holds in probability:
diam(T˜ (Wn))
P−→ 0 as n→∞.
In fact, the convergence holds a.s.. Note that the sequence of triangles
(
T˜ (Wn)
)
n
is non
increasing for inclusion, therefore
(
diam(T˜ (Wn))
)
n
is non increasing, so converges a.s. to some
limit l ≥ 0. Now take some subsequence (nk) such that the triangle T˜ (Wnk) converges to some
limit triangle T˜0 = (A0, B0, C0)
2. We can then use the same proof as for Lemma 3.3.5 to show
that A0 = B0 = C0 a.s., and hence l = 0 a.s. as desired.
We now use Lemma 3.3.6 to prove Theorem 3.3.1.(2). We denote, for any measure µ on the
triangle T˜ and any measurable function f on T˜ ,
〈f, µ〉 :=
∫
T˜
f dµ.
We show that for any real-valued function f continuous on T˜ , 〈f, µn〉 (d)−→ 〈f, δU∞〉 = f(U∞). It
suffices to show that (
〈f, µn〉 , f(Un)
)
(d)−→
(
f(U∞), f(U∞)
)
,
where Un is as in the statement of Theorem 3.3.1. Since point (1) of Theorem 3.3.1 implies that
f(Un)
(d)−→ f(U∞), it suffices to show that
〈f, µn〉 − f(Un) (d)−→ 0.
Now E(〈f, µn〉) = E
(
1
n
∑
x∈V(G)(mn) f(x)
)
= E
(
f(Un)
)
, thus it is sufficient to show that
Var
( 〈f, µn〉 − f(Un)) −→ 0.
Let U
(1)
n , U
(2)
n be as in the statement of Lemma 3.3.6. We have
Var
( 〈f, µn〉 − f(Un)) = E((〈f, µn〉 − f(Un))2)
= E
(
f
(
U (1)n
)2 − f (U (1)n ) f (U (2)n ) ),
2When we say “the triangle converges” here, we mean that the triplet of points of the triangle converges
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so that
Var
( 〈f, µn〉 − f(Un)) ≤ ‖f‖∞E(|f (U (1)n )− f (U (2)n ) |).
Since T˜ is compact and f continuous, f is uniformly continuous. Fix some ε > 0. There exists
η > 0 such that for any x, y ∈ T˜ with ‖x− y‖ ≤ η, we have |f(x)− f(y)| ≤ ε. Then
Var
( 〈f, µn〉 − f(Un)) ≤ ‖f‖∞(ε+ 2‖f‖∞P(‖U (2)n − U (1)n ‖ > η)).
Using Lemma 3.3.6 we get that
lim sup
n→∞
Var
( 〈f, µn〉 − f(Un)) ≤ ε‖f‖∞,
and since this holds for any ε > 0, the desired result follows. This completes the proof of Theorem
3.3.1.
It may also be interesting to obtain information on the law of the limit point U∞, since this point
is where the occupation measure is concentrated asymptotically. Proposition 3.3.4 tells us that
the coordinates C∞ of the limit point U∞ follow the law of one line of this matrix S, and satisfies
the following equation in distribution:
C∞
(d)
= C∞.Mν , where Mν has distribution
1
3
δ
M
(1)
ν
+
1
3
δ
M
(2)
ν
+
1
3
δ
M
(3)
ν
, (3.6)
and the M
(i)
ν are defined as in (3.5). This can be interpreted as follows. Split the original triangle
T in three using the splitting law ν, and pick one of the three subsequent triangles uniformly at
random. Now choosing a point with respect to C∞ in that triangle is the same (has the same law)
as choosing a point with respect to C∞ in T . The distribution of C∞ is thus the limit distribution
of a (very) simple Markov chain.
Proposition 3.3.8. Let M2(C) be the set of symmetric (probability) laws on V ∗2 . For any
splitting law ν ∈MS(V ∗2 ), the distribution equation C∞
(d)
= C∞.Mν has a unique solution
C∞ ∈M2(C).
This tells us that Equation (3.6) characterises the distribution of the limit point.
Proof. We endow M2(C) with the L2 norm denoted ‖.‖, defined by ‖µ‖ := ‖X‖2 =
√
E(X2),
where X is a random variable with law µ. This only depends on the law µ (and not the variable
X), and since X takes values in V ∗2 and is thus bounded, it is well defined. This norm makes
M2(C) complete, and thus by Banach’s fixed point theorem it is sufficient to show that the map{
M2(C)→M2(C)
L(X) 7→ L(X.Mν)
, where L(Y ) denotes the law of a random variable Y , is a contraction.
Take µ ∈M2(C) and let X = (X1, X2, X3) have distribution µ. Write for short m2 = E(X2i ) and
m1,1 = E(XiXj) for i 6= j. Then
‖X‖22 = 3m2.
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We now wish to compute ‖XMν‖22. We have
‖XMν‖22 =
1
3
E
( 3∑
i=1
XM (i)(M (i))TXT
)
.
Now a computation gives us that
M (1)(M (1))T =
 |P |
2 P2 P3
P2 1 0
P3 0 1
 ,
where |P |2 := P 21 + P 22 + P 23 . Thus
XM (1)(M (1))TXT = X21 |P |2 +X22P2 +X23P3 + 2(X1X2P2 +X1X3P3).
It follows that
E
(
XM (1)(M (1))TXT
)
= m2
(
E
(|P |2)+ 2
3
)
+
4
3
m1,1.
Here we use the symmetry of ν (hence in particular E(Pi) = 13). Since the above equality is
symmetric, it immediately follows that
‖XMν‖22 = m2
(
E
(|P |2)+ 2
3
)
+
4
3
m1,1. (3.7)
Now E(P 21 ) ≤ E(P1) = 13 since P1 ≤ 1 a.s. and moreover, this inequality is strict since P1 = 0 or 1
a.s. is not allowed. Write a = 3E(P 21 ) = E
(|P |2) < 1. By the Cauchy-Schwarz inequality
m1,1 = E(X1X2) ≤
√
E(X21 )
√
E(X22 ) = m2.
It follows from (3.7) that
‖XMν‖22 ≤ (a+ 2)m2 =
a+ 2
3
‖X‖22,
and since a < 1 this shows that the map X → XMν is indeed a contraction.
Special case: when P = (13 ,
1
3 ,
1
3) a.s., the law of U∞ is the uniform distribution on T˜ .
Indeed, putting a point at the centre of gravity of a triangle, choosing one of the three resulting
triangles uniformly at random and placing a point uniformly in that triangle, is the same as
placing a point uniformly in the original triangle.
3.3.2 The drawing of the triangulation
The previous results give us information on the asymptotic behaviour of the occupation measure,
and thus tell us where the vertices are located asymptotically. In this section we obtain
information on the behaviour of the drawings themselves, that is the behaviour of straight-line
embedded triangulations under Uνn. We immediately state the main result.
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Theorem 3.3.9. Let ν ∈MS(V ∗2 ) be a splitting law and let (mn)n≥0 be a sequence of
straight-line embedded triangulations under the distribution Uνn. There exists a random compact
space m∞ such that
mn −→ m∞, as n→∞
where the convergence holds in distribution in the set of compact subspaces of the filled triangle T˜
equipped with the Hausdorff distance.
The limit space m∞ is characterised as follows. Start with the initial triangle T split in three by
adding a point according to ν. Pick one of these three triangles uniformly at random, call it T ′.
For each of the other two triangles, consider independently a random critical Galton-Watson
ternary tree - this object shall be defined later in the paper - and draw the corresponding
straight-line embedded triangulation (each vertex insertion according to ν, independently from all
previous insertions and from the trees). Iterate ad infinitum this construction, replacing T with
T ′, and take the closure of the space obtained (so as to have a compact space). Figure 3.11
illustrates this convergence, showing a simulation of the map mn with n ∼ 10000. The fact we can
only see a handful of “macroscopic” triangles suggests the convergence of the drawings.
To show Theorem 3.3.9, we restrict ourselves to the special case where the splitting law
ν = ν0 := δ( 13 ,
1
3
, 1
3)
, (3.8)
that is, a splitting ratio with law ν0 takes value
(
1
3 ,
1
3 ,
1
3
)
a.s.. There is no additional difficulty in
the general case, but this special case simplifies certain statements such as Theorem 3.3.15, as well
as certain formulae such as (3.11). We will be careful to always specify how we would proceed in
the general case. Recall the definitions of the bijections Ψ in Theorem 3.2.8. We define a map
Ψ0 : T −→ E
t 7−→ Ψ (t, ((13 , 13 , 13) , u ∈ t0)), (3.9)
where E is the set of compact subspaces of T˜ , and S¯ denotes the closure of a subspace S ⊆ T˜ . In
words, we take a tree t, make it a fragmentation labelled tree by adding the labels
(
1
3 ,
1
3 ,
1
3
)
at
each internal vertex, and map it to its corresponding straight-line embedded triangulation via the
bijections established in Section 3.2 (taking the closure if the tree is infinite, so as to always work
with compact spaces). Our main tool is the local convergence of Galton-Watson trees, and our
main reference [34].
Galton-Watson trees and local convergence
Definition 3.3.10. A ζ Galton-Watson (or GW(ζ)-) tree is a random variable τ ∈ O(G) such
that
1. k∅(τ) has law ζ, i.e. P(k∅(τ) = k) = ζ(k) for any k ∈ N.
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Figure 3.11: A simulation of a map mn under the distribution Uν
0
n , with n ∼ 10000.
2. For any k such that ζ(k) > 0, under the conditional probability P(.
∣∣k∅(τ) = k), the trees
θ(1)(τ), θ(2)(τ), · · · , θ(k)(τ) are i.i.d and have the same law as τ under P.
Proposition 3.3.11. Let ξ have law 23δ0 +
1
3δ3, and τ be a GW(ξ)-tree. Then a.s. τ ∈ T and for
any n ≥ 0, conditionally on the event τ ∈ Tn, τ is uniform in Tn.
Proof. First, τ is a.s. a ternary tree since by definition of ξ every node has three children or none.
Now for any t ∈ Tn, for some n ≥ 0,
P(τ = t) =
(
1
3
)n(2
3
)2n+1
,
since any t ∈ Tn has n internal nodes which each have three children and 2n+ 1 leaves. Thus all
trees with the same size have the same weight.
We can therefore view a uniform ternary tree in Tn as a GW(ξ)-tree, conditional to have size n.
We now define the topology of local convergence on trees.
Definition 3.3.12. Let t ∈ O(G) be a planar tree, and r > 0 some real number. Then Br(t) is
the subtree of t whose vertices all have height at most r, that is
Br(t) = {u ∈ t; |u| ≤ r}.
Definition 3.3.13. Let t, t′ ∈ O(G) be two planar trees. Define the distance d˜ between t and t′ by
d˜(t, t′) = inf
{
1
r + 1
; Br(t) = Br(t
′), r ∈ R
}
.
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One checks that d˜ is indeed a distance. The following proposition is a consequence of Proposition
3.3.11 and Theorem III.3.1 in [34].
Proposition 3.3.14. Let tn be a uniform tree in Tn. Then there exists a random variable t∞ ∈ T
such that
tn −→ t∞, as n→∞,
where the convergence holds in distribution in T equipped with the distance d˜. Moreover, the
following properties hold a.s.:
1. t∞ has a unique infinite branch, written t0∞ = ∅, t1∞, t2∞, · · · .
2. For any k, conditionally on tk∞, the law of tk+1∞ is
1
3(δtk∞(1) + δtk∞(2) + δtk∞(3)). That is, the
infinite branch is an infinite sequence of i.i.d. uniform left, middle, and right turns.
3. For any u on the infinite branch, the two finite subtrees among θu(1)(t∞), θu(2)(t∞), θu(3)(t∞)
are independent GW(ξ) trees, where ξ has law 23δ0 +
1
3δ3.
Now to prove Theorem 3.3.9 in the special case (3.8), it is sufficient to have some continuity of the
function Ψ0 defined by (3.9). In fact, this function is not continuous on T . However, Theorem
25.7 in [14] says that to transport convergence in distribution via a function f , it is sufficient that
f be continuous on the support of the limit in distribution. Therefore, given the properties of t∞
listed in Proposition 3.3.14, the following suffices.
Theorem 3.3.15. Let T be equipped with the distance of local convergence d˜. Let t0 ∈ T be a tree
with exactly one infinite branch, and assume that along the infinite branch there are an infinity of
left, middle, and right turns, i.e. if (u0, u1, · · · ) is the infinite branch, then
|{i; ui = j}| =∞ for any j = 1, 2, 3. (3.10)
Then the map Ψ0 : T −→ E defined by (3.9) is continuous at t0, where E is equipped with the
Hausdorff distance.
Remark 3.3.16. In the general case where ν 6= ν0 this theorem should be re-stated as a continuity
theorem of a function which maps the set of distributions on FT to the set of distributions on E,
both sets equipped with the topology of weak convergence. The path of the proof remains
unchanged, though formula (3.11) is more complicated as is therefore the proof of Lemma 3.3.17.
Proof. Let t0 be as in the statement of the Theorem 3.3.15 and write (u0, u1, · · · ) for its infinite
branch. Let (tn) be a sequence of trees in T such that tn → t0 as n tends to infinity for the
distance d˜. Define mn = Ψ
0(tn) and m
0 = Ψ0(t0). We wish to show that mn → m0 for the
Hausdorff distance. Recall from Definition 3.2.13 that for a node u ∈ t, we write T˜ (u) for the
corresponding (filled) triangle in the straight-line embedded triangulation.
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Lemma 3.3.17. Let (u0, u1, · · · ) be the infinite branch of t0 satisfying condition (3.10). Then
diam
(
T˜ ((u0, u1, · · · , uk))
)
−→ 0, as k →∞.
That is, the diameter of the triangle corresponding to the k-th node of the infinite branch of t0
tends to zero as k tends to infinity.
Proof. Consider Figure 3.12, where M is the centre of gravity of the triangle. Then a
computation gives us
d =
1
3
√
2a2 + 2c2 − b2 ≤ 2
3
max{a, b, c}. (3.11)
a
b
c
Md
Figure 3.12:
It follows that if k1 := min{k ≥ 0; |{i ≤ k; ∀j ∈ {1, 2, 3}, ui = j}| ≥ 1} (that is, there is at least
one left, right and middle turn in the k1 first steps), then diam
(
T˜ ((u0, · · · , uk1))
)
≤ 23diam(T˜ ).
Define inductively, for l ≥ 1,
kl+1 := min{k ≥ kl; ∀j ∈ {1, 2, 3}, |{kl < i ≤ k; ui = j}| ≥ 1}.
Condition (3.10) implies that for any l, kl is finite. Moreover, we have:
diam
(
T˜ ((u0, · · · , ukl))
)
≤
(
2
3
)l
diam(T˜ ),
and taking l→∞ completes the proof of Lemma 3.3.17.
Now to prove Theorem 3.3.15, fix some ε > 0, and choose k such that
diam
(
T˜ ((u0, · · · , uk))
)
≤ ε. Write uk = (u0, · · · , uk). By the assumptions made on t0 and by
definition of the distance d˜, for sufficiently large n the trees tn and t
0 coincide except perhaps on
the subtrees θuk(tn) and θuk(t
0). But this immediately implies that
dH(mn,m
0) ≤ diam(T˜ (uk)) ≤ ε, and the theorem is proved.
3.4 The increasing case
In this section we study the asymptotic behaviour of Hνn. That is, at every step, we choose one of
the faces of our triangulation uniformly at random and split it into three. We call this the
increasing case.
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We will see that the asymptotic behaviour of the occupation measure is different to the uniform
case. Intuitively this is because, in the uniform case, the distance between two vertices chosen at
random tends to zero, since the height of their last common ancestor tends to infinity, whereas in
the increasing case its law converges to a geometric distribution.
3.4.1 The key ingredient: Poisson-Dirichlet fragmentation
Here we give a construction of the increasing ternary tree as the underlying tree of a
fragmentation tree. First, let us describe the deterministic fragmentation tree associated to a
sequence of choices u = (ui)i≥1 with ui ∈ [0, 1) for any i, and a sequence y = (yu)u∈tc where for
all u ∈ tc, yu = (yu1 , yu2 , yu3 ) ∈ V ∗2 .
With these sequences, we associate a sequence Fn = F (n,u,y) of fragmentation trees with 2n+ 1
leaves, each node being marked with a sub-interval of [0, 1), as follows.
• At time 0, F0 is the root tree {∅} marked by I∅ = [0, 1).
• Assume that at time k the tree Fk is built, and that it is a ternary tree with 2k + 1 leaves,
each node u being marked by a semi-open interval Iu = [au, bu) ⊆ [0, 1). Moreover, assume
that the leaf intervals (Il, l is a leaf of Fk) form a partition of [0, 1). The tree Fk+1 is then
built as follows. Denote l˜ the (unique) leaf of Fk such that uk+1 ∈ Il˜. We give to l˜ three
children l˜(1), l˜(2), l˜(3) and mark each of these with a sub-interval of Il˜ whose lengths are
prescribed by y l˜. More specifically, if Il˜ = [a, b) then we take Il˜(1) = [a, a+ (b− a)y l˜1),
Il˜(2) = [a+ (b− a)y l˜1), a+ (b− a)y l˜1) + (b− a)y l˜2), Il˜(3) = [a+ (b− a)y l˜1) + (b− a)y l˜2, b).
Given a fragmentation tree F we will write pi(F ) for the underlying tree (that is, the
fragmentation tree with marks removed).
Definition 3.4.1. The 2-dimensional Dirichlet distribution with parameter α ∈ (0,+∞), denoted
Dir2(α) is the probability measure on V2 with density
fα,2(x1, x2, x3) :=
Γ(3α)
Γ(α)3
xα−11 x
α−1
2 x
α−1
3
with respect to the uniform measure on V2.
The following fundamental result is due to Albenque and Marckert [1].
Theorem 3.4.2. Let U = (Ui)i≥1 be a sequence of i.i.d. random variables, uniform on [0, 1), and
Y = (Y u)u∈tc be a sequence of i.i.d. random variables with Dir2(12) distribution. Now let
Fn = F (n,U,Y) be the sequence of corresponding random fragmentation trees as described above.
Then for any n ≥ 0 the underlying ternary tree pi(Fn) follows the distribution of an increasing
ternary tree on Tn.
57
One particular consequence of this result is the following. Let tn ∈ Tn be a family of increasing
ternary trees. Then the proportion of internal nodes in each of the first three subtrees
(P1,P2,P3), where Pi is the proportion of internal nodes in the i-th first subtree of tn, that is
Pi := 1n]{u ∈ t0n; u = (i, u2, · · · , uh)}, converges in distribution to a Dir2(12) distribution.
3.4.2 Convergence of the occupation measure
In this section we show that the occupation measure µn defined by (3.3) converges to a random
measure µ. Let ν be a splitting law and (P (u), u ∈ tc) a sequence of i.i.d. splitting ratios with
distribution ν. Recall the previous construction. Let U = (Ui)i≥1 be a sequence of i.i.d. random
variables, uniform on [0, 1], and Y = (Y u)u∈tc be a sequence of i.i.d. random variables with
Dir2(
1
2) distribution. Let Fn = F (n,U,Y) be the sequence of corresponding random
fragmentation trees, and let Iu be the interval marked at the node u. If we write tn = pi(Fn) for
the underlying ternary tree, then tn is an increasing tree of size n according to the previous
theorem. Let mn := Ψn ◦ Φn
(
(tn, (P (u), u ∈ t0n))
)
be the corresponding straight-line embedded
triangulation. By definition, mn has distribution Hνn. Write µn for its occupation measure as
defined by (3.3). The remark at the end of Section 3.4.1 says that
∀u ∈ t0, µn
(
T˜ (u)
)
→ |Iu|. (3.12)
This is in fact just the law of large numbers. Indeed, the quantity µn(T˜ (u)) is the proportion of
uniform random variables on [0, 1] which fall in a sub-interval Iu. as such, with this construction
the convergence in (3.12) is a.s..
Definition 3.4.3. Let u1, u2, · · · , uk be k nodes of tc. We say that u1, · · · , uk are covering if the
following two conditions hold:
1. We have
⋃
i T˜ (ui) = T˜ .
2. For any i 6= j, Int
(
T˜ (ui)
)
∩ Int
(
T˜ (uj)
)
= ∅, where Int(S) denotes the interior of a set S.
Another important property of the occupation measure µn is that it has weight zero along the
edges of the triangles T˜ (u). Indeed, the vertices are always added to the interior of the triangles,
so that
∀u ∈ tc, µn
(
∂
(
T˜ (u)
))
→ 0, (3.13)
where ∂S represents the boundary of a set S. Once again, in our construction this convergence
holds a.s..
We now state the main result of this section.
Theorem 3.4.4. Let (lu)u∈tc be a sequence of positive random variables such that:
for any nodes u1, · · · , uk ∈ tc, if u1 · · · , uk are covering, then a.s. lu1 + · · ·+ luk = 1. (3.14)
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Then there exists an a.s. unique random measure µ on the triangle T˜ such that the following hold
a.s.:
1. For any u ∈ tc, µ
(
T˜ (u)
)
= lu.
2. For any u ∈ tc, µ
(
∂
(
T˜ (u)
))
= 0.
Since the random variables |Iu| satisfy condition (3.14), using the convergences of (3.12) and
(3.13) we obtain the following consequence.
Theorem 3.4.5. Let lu := |Iu| for all nodes u ∈ tc, and let µ be the unique measure of Theorem
3.4.4 for this choice of (lu). Then the following convergence
µn
(d)−→µ, as n→∞
holds in distribution in the set of probability measures on T˜ equipped with the topology of weak
convergence.
Remark 3.4.6. Theorem 3.4.4 tells us that the information on the triangles T˜ (u) is sufficient to
characterise the measure µ. It is crucial that there is no mass on the edges of the triangles here.
Indeed, if there were some mass on the edge [AB] of the original triangle, the knowledge of just
the values of
(
µ(T˜ (u)), u ∈ tc
)
would not be sufficient to obtain information on how that mass is
distributed.
Proof. The existence of µ is a consequence of the property (3.14) and Kolmogorov’s extension
theorem. Let us prove uniqueness. Let µ, µ′ be two measures on T˜ satisfying the conditions of
Theorem 3.4.4. For the remainder of the proof, we work with a fixed ω in our probability space Ω,
where the properties (1) and (2) of Theorem 3.4.4 hold.
Define the set Tˆ as the triangle T with the boundaries of all the triangles T˜ (u) removed, that is
Tˆ := T˜ \
⋃
u∈tc
∂
(
T˜ (u)
)
.
Because of property (2) of Theorem 3.4.4, we may view µ and µ′ as measures on Tˆ . Now the sets(
T˜ (u) ∩ Tˆ, u ∈ tc
)
form a basis of open sets for a certain topology on Tˆ , say O′. We first show
the following.
Lemma 3.4.7. Let O denote the topology induced by the usual metric topology on Tˆ . Then
O′ = O.
Proof. First, note that O′ ⊆ O, since for any u ∈ tc, the set T (u) ∩ Tˆ is an open set for the metric
topology on Tˆ . To show the converse, we show that
∀O ∈ O, ∃u ∈ tc, T (u) ⊆ O. (3.15)
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Fix O ∈ O and x ∈ O. Define un(x) to be the unique vertex u ∈ tc s.t. |u| = n and x ∈ T (u). The
uniqueness of un(x) stems from the fact that x /∈ ⋃u∈tc ∂ (T˜ (u)). For simplicity we write
Tn(x) := T (un(x)). Now to show (3.15), it is sufficient to show that
diam(Tn(x))→ 0, as n→∞. (3.16)
We write, for any n, un(x) = (u1(x), · · · , un(x)). Notice that by construction, the ui(x) are well
defined (i.e. they do not depend on n). Now if we show that the sequence (ui(x), i ≥ 1) satisfies
condition (3.10), then we can follow the path of the proof of Lemma 3.3.17 to get the desired
result. Let us therefore show that
∀j ∈ {1, 2, 3}, |{i; ui(x) = j}| =∞. (3.17)
We proceed by contradiction. If (3.17) doesn’t hold, then there are two possibilities:
(1) There exists N ∈ N and j ∈ {1, 2, 3}, such that for all i ≥ N , ui(x) = j, that is there is
exactly one value of j such that |{i; ui(x) = j}| is infinite.
(2) There exists N ∈ N and j ∈ {1, 2, 3}, such that for all i ≥ N , ui(x) 6= j and for
k ∈ {1, 2, 3} \ j, |{i; ui(x) = k}| =∞, that is there are exactly two values of j such that
|{i; ui(x) = j}| is infinite.
Consider case (1). Let N ∈ N so that for example for all i ≥ N , ui(x) = 1. Write
Ti(x) = (Ai(x), Bi(x), Ci(x)) for any i. Now for any i ≥ N , we have Bi(x) = BN (x) := B(x) and
Ci(x) = CN (x) := C(x) (recalling the ordering of triangles after splitting as shown in Figure 3.3).
Now if A(x) is a limit point of some subsequence of (An(x))n≥N we can show, using similar
arguments as in the proof of Lemma 3.3.5, that A(x) ∈ [B(x)C(x)]. This implies that as n tends
to infinity, the distance between An(x) and the line segment [B(x)C(x)] tends to zero (see Figure
3.13 below). But this would imply that x ∈ [B(x) C(x)], which is impossible since
x /∈ ⋃u∈tc ∂ (T˜ (u)). Figure 3.13 provides an illustration of this case.
AN (x)
B(x) C(x)
AN+1(x)
AN+2(x)
Figure 3.13: Case (1)
60
Now consider case (2). We suppose that for i ≥ N , ui(x) 6= 1 and that |{i; ui(x) = j}| =∞ for
j = 1, 2. We still write Ti(x) = Ai(x), Bi(x), Ci(x)) for any i. Now for any i ≥ N we have
Ai(x) = AN (x) := A(x). As above, one shows that the sequences d(A(x), Bn(x)), d(A(x), Cn(x))
both tend to zero as n tends to infinity, so that we should have x = A(x). But this contradicts
once more the fact x /∈ ⋃u∈tc ∂ (T˜ (u)). Thus, we have proved (3.17) which concludes the proof of
Lemma 3.4.7.
To complete the proof of Theorem 3.4.4, we use Dynkin’s pi − λ theorem (Theorem 3.2 in [14]).
For any set S of compact subspaces of T˜ , denote σ(S) the σ-algebra generated by S, so that σ(O)
is the usual Borel σ-algebra on T˜ . To prove Theorem 3.4.4, it is sufficient to show that
σ
(
{T˜ (u); u ∈ tc}
)
= σ(O). (3.18)
But σ
(
{T˜ (u); u ∈ tc}
)
is a Dynkin system (since it is a σ-algebra). Moreover, since tc is
countable, Lemma 3.4.7 implies that
O ⊂ σ
(
{T˜ (u); u ∈ tc}
)
,
and Dynkin’s theorem immediately implies (3.18).
3.4.3 Properties of the limit measure
We have seen that the occupation measure µn converges in distribution to a limit measure µ,
which satisfies µ(T˜ (u)) = |Iu| where Iu is the interval marking the node u in the fragmentation
construction introduced in Section 3.4.1. Moreover, for any node u, µ(∂T˜ (u)) = 0. In this section,
we determine additional properties of the measure µ.
Proposition 3.4.8. The atomic part of µ is a.s. zero. That is, a.s. there is no point x ∈ T s.t.
µ({x}) > 0.
Proof. Define T (n) := {T˜ (u); u ∈ tc, |u| = n}, that is the set of triangles “ at height n ”. It suffices
to show that a.s.
sup
τ∈T (n)
µ(τ)→ 0, as n→∞. (3.19)
Indeed, if there exists with positive probability some x ∈ T such that µ({x}) > 0, then, using the
notation Tn(x) introduced in the proof of Theorem 3.4.4, with positive probability
lim sup
n
sup
τ∈T (n)
µ(τ) ≥ lim sup
n
µ(Tn(x))
≥ lim sup
n
µ({x}) = µ({x}) > 0,
and therefore proving (3.19) is sufficient.
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For this, we will use a branching process result. Notice that if |u| = n, then the law of µ(T˜ (u)) is
P1 · · · Pn where the Pi are i.i.d. random variables with distribution the first (or equivalently, any)
marginal of a Dir2(
1
2) distribution. We shall show that
inf
τ∈T (n)
− log(µ(τ))→ +∞, as n→∞, (3.20)
which is equivalent to (3.19).
Now the law of infτ∈T (n) − log(µ(τ)) is the law of the time of first birth at generation n for a
branching process with birth times − log(P1), − log(P2), − log(P3) where (P1, P2, P3) has law
Dir2(
1
2) (and every vertex has exactly three children).
We define Φ to be the Laplace transform of the reproduction law:
Φ(θ) := E
[
3∑
i=1
exp(−θ.(− log(Pi)))
]
.
Thus Φ(θ) = 3E
(
(P1)θ
)
. Kingman proved in [35] that if a, θ > 0 satisfy Φ(θ)eθa < 1 then the first
birth process (Bn) satisfies lim infn
Bn
n ≥ a.
Now since Φ(θ) tends to zero as θ tends to infinity, we can choose θ0 such that Φ(θ0) ≤ (2e)−1
and taking a = θ−10 will give us the desired result. This is clearly enough to show (3.20) (since
a > 0), and thus Proposition 3.4.8 is proved.
We seek additional information on µ.
Theorem 3.4.9. The support Sν(µ) of the limit measure µ satisfies
Sν(µ)) = T˜ a.s..
Proof. We exploit the convergence of (3.16). Seeking contradiction, assume that with positive
probability we have Sν(µ)) ( T˜ , and work conditionally to this event.
Since µ is a probability measure, this implies that there exists some open subset O of T˜ \ Sν(µ))
such that µ(O) = 0. Now fix some x ∈ O. By (3.16), we have
diam(Tn(x))→ 0, as n→∞,
and thus there exists some N ∈ N such that TN (x) ⊂ O.
But a.s. we have µN (TN (x)) > 0 and thus µ(TN (x)) = µN (TN (x)) > 0. Since O ⊃ TN (x), it
follows that µ(O) > 0, which is the desired contradiction.
3.4.4 The drawing of the triangulation
We end this paper with a brief study the asymptotic behaviour of a random straight-line
embedded triangulation, under the distribution Hνn, as n tends to infinity.
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Theorem 3.4.10. Let ν be a splitting law, and for any n ≥ 0, mn be a random straight-line
embedded triangulation with distribution Hνn. Then we have
tn
(d)−→ T˜, as n→∞,
where the convergence holds in distribution in the set of compact subspaces of T˜ , equipped with the
Hausdorff distance.
In words, this result states that in the increasing model, large straight-line embedded
triangulations will resemble the entirely filled initial triangle.
Proof. This Theorem is a fairly straightforward consequence of the convergence (3.16). First, we
may consider a probability space where the random variables mn are defined at the start of
Section 3.4.2, so that a.s. the sequence (mn) is an increasing sequence of compact subspaces of T˜ .
Thus this sequence converges a.s. for the Hausdorff distance to some limit compact space m,
where
m :=
⋃
n≥0
mn.
Now assume m 6= T˜ . Since m is a closed subset of T˜ then there exists en open ball in T˜ \m, say
with centre x ∈ T and radius r > 0. But by (3.16), diam(Tn(x))→ 0, as n→∞. This implies in
particular that for sufficiently large n, d(x,mn) < r which gives the desired contradiction.
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Chapter 4
An increasing family of random
surfaces
In this Chapter, we define an increasing family of random surfaces. Starting from a tetrahedron,
we choose one of its faces by and replace it by a new (“smaller”) tetrahedron (minus the base).
Iterating this construction on any of the faces of the new surface, we obtain a family of surfaces
called increasing triangulated surfaces. We consider two different families of probability
distributions for these objects, and show that under very reasonable conditions the surfaces
converge to some limit compact space for each of these two models. In both cases, the limit
surface is a.s. homeomorphic to the sphere S2.
The work in this Chapter is very much still work in progress, but at the end of it (Section 4.4) we
give a number of directions in which this work should be pursued.
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4.1 Introduction
In this chapter, we define an increasing family of random surfaces. These are not maps in the
traditional sense of the term, but could/should be viewed as the representation of (combinatorial)
maps in an infinite-dimension space.
The idea is the following. We begin with a tetrahedron, and choose one of its faces, say (ABC).
We then add a new vertex M in our space somewhere “above” this face. Linking this new vertex
to the three vertices of the face by three edges, we create three new faces, and replace the original
face with these. We call this operation the replacement operation, and it is illustrated in Figure
4.1 below. We can then re-iterate this operation on one (or several) of the (six) faces of the new
surface thus created.
A
B
C
D
A A
B B
C C
D D
M M
Surface before
the replacement
Surface after
the replacement
Figure 4.1: Illustrating the replacement operation
This construction in some sense mimics one of Aldous’s constructions of the Continuum Random
Tree in [3], where he constructs the CRT “branch-by-branch”, by grafting new branches of some
prescribed (random) length at some prescribed (random) point. The idea is to exhibit a (random)
continuous surface, which we have constructed by a similar iterative procedure. We call the
objects we obtain through the above construction increasing triangulated surfaces.
We then introduce some families of probability distributions on these objects, and examine the
asymptotic properties of these distributions as the size of the increasing triangulated surface
grows to infinity.
4.1.1 Motivations
The aim of this chapter is to build a model of a random continuous surface through an iterative
process. It was initially motivated by a study of the so-called Brownian map. This is defined as
the limit of various models of random combinatorial maps such as uniform quadrangulations,
suitably renormalised. Without going into too much detail, the Brownian map is a random
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surface, which is a.s. homeomorphic to the sphere S2 (see [25] or [43]). However, very little is
known about its metric properties, although some work has been done on its geodesics (see [19])
and its Hausdorff dimension is known to be a.s. equal to 4 (see [40]).
In [18], Bouttier and Guitter study the so-called three-point function of quadrangulations. This
consists in enumerating triply-pointed quadrangulations, i.e. quadrangulations with three marked
vertices at prescribed pairwise distances. This suggests a possible decomposition of these
quadrangulations, and therefore of their continuous limit - the Brownian map - as follows.
Start with three points A,B,C on the Brownian map, and the geodesics between these three
points. We know that these geodesics are confluent (see [19]), that is the intersection of any two
such geodesics is not reduced to a point. The union of these geodesics is a sort of triangle, and
splits the map into two triangular faces. To further explore the metrics of the map, we take a new
vertex D inside one of these faces, we may add the geodesics from D to A,B and C (splitting that
face into three new triangular faces). We may then iterate this last step. If we ignore the
geometry of the paths we draw through this construction, and merely view it as a planar graph,
then the combinatorial objects we obtain are stack triangulations.
A
B
D
C
Figure 4.2: Exploring the Brownian map
However, the combinatorics of this decomposition are in fact more complicated than those of
stack triangulations, since there are added constraints in the decomposition of the Brownian map:
simply put, the geodesics must truly be geodesics, so that no short-cuts are possible through a
given face. These constraints add much difficulty to exploiting such a (structural) decomposition.
Thus this exploration of the Brownian map seems not really exploitable. Our goal is to make use
of a similar iterative process, but which should be simpler to manipulate.
Now, it is a matter of fact that the principle for the above exploration - start by choosing three
points on the surface, then the geodesics between these three points divide the surface into two
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connected parts, add a point in one of these two parts, draw the geodesics, and iterate - can be
made on any surface, random or not. It is therefore natural to be interested in some models of
constructions of surfaces with the rough following principle. Begin with a tetrahedron, and choose
some face of the tetrahedron, which we replace with the three “exterior” faces of a tetrahedron
based on that face. Iterate this construction on any of the faces of the new surface.
N.B.: we do not presume to suppose that any model of random surface described in the literature
so far (Brownian map included) may be reached through a suitable choice of parameters in this
construction. Nonetheless, it seems an interesting model, and a promising starting point.
Similar iterative constructions of random continuous objects have already been made, and work
well in the case of trees. One of the most famous examples is the branch-by-branch construction
of the CRT by Aldous [3] which we have already evoked previously. Let us briefly recall this
construction.
First, Aldous takes an infinite sequence of prescribed (random) lengths (which will be the lengths
of the tree branches): these are given by the successive intervals between jump times of a Poisson
process with intensity tdt on [0,+∞). Write l1, l2, · · · for the lengths of these intervals (taken in
order). A starts by growing a branch of length l1. Then he chooses a point uniformly at random
on that branch and grafts a new branch of length l2 from that point. He then iterates this
construction: having built a tree on the lengths l1, · · · , ln he chooses a point uniformly at random
on that tree and grafts a new branch of length ln+1 from that point. To make sure he has no
issues with crossings of edges, he embeds the tree in the infinite-dimensional space l1: at each
step the new branch is grafted in a new direction of this space.
Our construction mimics Aldous’s, but rather than build trees we build surfaces. We iteratively
build a surface, block by block, embedding it in an infinite-dimensional space (we will choose l2,
whose metric is more natural in our case).
More generally, similarly to Aldous, our construction is robust. Aldous can change the laws of the
prescribed edge-lengths, or of the insertion points, and still obtain a continuous (random) tree
(though explicit computations become extremely difficult in this case). Our construction also
resists when changing some of the randomness: we may change the law of the underlying tree, or
of the points of the replacement map (Definition 4.5 - this corresponds to the labels of the
underlying tree), and still obtain similar asymptotic results.
4.1.2 Contents
Section 4.2 is first dedicated to the formal definition of the objects of our study, that is increasing
triangulated surfaces (Section 4.2.1). We also show that increasing triangulated surfaces are
compact subsets of l2 (Fact 4.2.1 and Remark 4.2.3).
In Section 4.2.2, we code increasing triangulated surfaces by families of labelled trees, called
height-labelled trees (Definition 4.2.5). We establish that this coding is continuous (Theorem
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4.2.8). This is analogous to the labelling of straight-line embedded triangulations by
fragmentation-marked trees in Chapter 3, Section 3.2.2.
We conclude Section 4.2 by introducing the two models of probability distributions on our
increasing triangulated surfaces: similarly to the work in Chapter 3, there will be two models
called the uniform model and the increasing model (Definition 4.2.9).
The aim of Section 4.3 is then to produce some asymptotic results for these two models, as the
size of the increasing triangulated surfaces tend to infinity. We obtain two main types of result:
• The convergence (in both models) of random increasing triangulated surface to some
random compact limit surface as their size tends to infinity (Theorems 4.3.1 and 4.3.10). In
fact, the conditions on the tree labels under which this convergence holds are very
reasonable as explained in the subsequent Remarks 4.3.2 and 4.3.11.
• The fact that almost surely the limit surface (for both models) is homeomorphic to the
sphere S2 (Theorems 4.3.7 and 4.3.15).
We then end this paper in Section 4.4 with some remarks on these results, as well as some open
questions and perspectives for future work. As stated, this Chapter is still very much a work in
progress and as such some of the discussion of that Section may appear somewhat “philosophical”.
4.2 Defining the model
4.2.1 Definition of increasing triangulated surfaces
In this part we formally define increasing triangulated surfaces. We do this similarly to how we
defined straight-line embedded triangulations in Chapter 3, but there is some additional difficulty:
we need to make sure there are no problems with new edges crossing through existing faces. To
do this, we embed our objects in an infinite-dimensional space. We choose the set of sequences l2:
l2 :=
{
(un)n≥1 ∈ RN;
∞∑
n=1
|un|2 < +∞
}
.
The set l2 is an R-vector space, and if we endow it with the usual L2 norm defined by
‖u = (un)n≥1‖2 :=
( ∞∑
n=1
|un|2
) 1
2
,
for u ∈ l2, then it is a separable, complete metric space. We view elements of l2 as points (the
points of our surfaces will be vectors of l2, and for A,B ∈ l2 denote AB := ‖B −A‖2 for the
distance between two points A and B.
We will denote {ei, i ∈ N} the basis of l2 defined by
∀i ∈ N, ∀k ∈ N, ei(k) = δik =
{
1 if i = k
0 if i 6= k. (4.1)
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and we let for any n ∈ N, Vn be the (n-dimensional) subspace built on the first n vectors of this
basis, i.e.
Vn := R.e1 + R.e2 + · · ·+ R.en (4.2)
We now construct iteratively the set of increasing triangulated surfaces. First for three points
u, v, w ∈ l2 we define the triangle T (u, v, w) by:
T (u, v, w) := {α.u+ β.v + γ.w; α, β, γ ≥ 0 and α+ β + γ = 1}. (4.3)
This should be seen as the compact subspace of l2 corresponding to the triangle whose three
vertices are u, v, w. It is isometric to a triangle embedded in R2 whose three vertices are at
respective distances prescribed by those between u,v, and w. We also let
◦
T (u, v, w) := {α.u+ β.v + γ.w; α, β, γ > 0 and α+ β + γ = 1},
be the triangle T (u, v, w) with its border removed.
Now let A = (0, 0, · · · ) ∈ l2, B = e1, C = 12e1 +
√
3
2 e2, and D = x.e1 + y.e2 + z.e3 where x, y, z are
so that AB = AC = AD = BC = BD = CD = 1 (think of (A,B,C,D) as a regular tetrahedron).
We define
T0 := {T (A,B,C) ∪ T (A,B,D) ∪ T (A,C,D) ∪ T (B,C,D)} ,
so that T0 is the surface of the tetrahedron (A,B,C,D). Let
F (T0) := {T (A,B,C), T (A,B,D), T (A,C,D), T (B,C,D)},
be the set of faces of T0. Finally, write IT 0 := {T0}. The set IT k will denote the set of
increasing triangulated surfaces of size k, that is, with 2k + 4 (triangular) faces.
We note that the whole subsequent construction depends only weakly on the measurements of the
initial tetrahedron (A,B,C,D). We may choose some non-regular tetrahedron, or even a random
tetrahedron, with only some minor changes necessary to take this into account. Before continuing
with our construction, we state the following fact.
Fact 4.2.1. The set T0 is a compact subset of l
2.
Indeed, T0 is the union of four triangles, which are compact.
Now assume that for k ≥ 0, we have constructed a set IT k, and to each element m of IT k we
associate a set F (m) of faces, so that the following properties are satisfied.
1. The set F (m) is finite, with |F (m)| = 2k + 4.
2. The elements of F (m) are triangles, and built on the first k + 2 vectors of the basis (ei)i∈N,
i.e.
∀f ∈ F (m), ∃Af , Bf , Cf ∈ Vk+2, f = T (Af , Bf , Cf ).
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3. Two distinct faces of m intersect at most along one of their edges.
4. The set m is the union of its faces, i.e.
m =
⋃
f∈F (m)
f.
Note that conditions 1-4 are all satisfied for k = 0. Also note that if f ∈ F (m) for some m ∈ IT k,
we may write f = T (Af , Bf , Cf ) and the three vertices Af , Bf , Cf are uniquely defined up to
permutation. From now on, we use the notation (Af , Bf , Cf ) to denote that f = T (Af , Bf , Cf ).
We now construct the set IT k+1. First, let
.IT k := {(m, f); m ∈ IT k, f ∈ F (m)} be the set of
increasing triangulated surfaces of size k with one face marked. Now if A,B,C ∈ Vn for some n,
we define An(A,B,C) the set of points above the triangle T (A,B,C) by:
An(A,B,C) := {P ∈ l2; ∃Q ∈
◦
T (A,B,C),∃h > 0, P = Q+ h.en+1} (4.4)
Note that since (A,B,C) ∈ Vn, if P ∈ An(A,B,C), then the Q and h of (4.4) are unique. We
write Q = pi(P ) and call it the projection of P , and h = h(P ) the height above (A,B,C) of P . We
take only points which are “strictly” above the triangle (i.e. raised at a strictly positive height
above the interior of the triangle) here.
Now for (m, f) ∈ .IT k and P ∈ Ak+2(Af , Bf , Cf ), we define the replacement map RP (m, f) by:
RP (m, f) := (m \ f)
⋃
(T (Af , Bf , P ) ∪ T (Bf , Cf , P ) ∪ T (Cf , Af , P )) . (4.5)
In words, RP (m, f) is the increasing triangulated surface m in which we have replaced the
triangular face f by three new triangular faces given by (P,X, Y ) taking (X,Y ) to be the three
possible pairs of vertices of the face f .
f
m
Q
h
P
RP (m, f)
Figure 4.3: Illustrating the replacement map RP
If m′ = RP (m, f) we define its set of faces by
F (m′) := (F (m) \ f)
⋃
{T (Af , Bf , P ), T (Bf , Cf , P ), T (Cf , Af )} ,
and we see that conditions 1-4 are all satisfied for m′ and F (m′).
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Finally, we define the set of increasing triangulated surfaces of size k + 1 by
IT k+1 :=
{
RP (m, f); (m, f) ∈
.IT k and P ∈ Ak+2(Af , Bf , Cf )
}
.
Definition 4.2.2. For k ≥ 0 the set IT k constructed as above is called the set of increasing
triangulated surfaces of size k. We denote
IT :=
⋃
k≥0
IT k
the set of all increasing triangulated surfaces. For m in IT , the set F (m) is the set of faces of m.
It is a finite set of triangles in l2.
Remark 4.2.3. Since for any k ≥ 0 and m ∈ IT k, the set m is a finite union of (2k + 4)
triangles, it follows that all increasing triangulated surfaces are compact subsets of l2.
Remark 4.2.4. The embedding in the infinite-dimensional space l2 guarantees that two faces of
an increasing triangulated surface m do not intersect, except perhaps on their boundaries.
A natural example for the replacement map
In this construction, we replace one triangle (ABC) by three new triangles
(ABD), (BCD), (CAD). Rather than parametrise the new vertex D by its projection and height,
we may parametrise it by the areas of the three new triangles created. These areas must satisfy
the following compatibility conditions:
• A(ABC) ≤ A(ABD) +A(BCD) +A(CAD).
• The quantities A(ABD),A(BCD),A(CAD) satisfy the triangular inequalities.
A natural model therefore would be to parametrise the replacement of a face (ABC) by some real
number α > 1, such that:
A(ABD) = A(BCD) = A(CAD) = α
3
A(ABC), (4.6)
Using this type of replacement map for all replacements in an increasing triangulated surface, we
can easily control the total area of that surface.
4.2.2 Encoding increasing triangulated surfaces by labelled trees
The aim is to introduce probability distributions on the sets IT k of increasing triangulated
surfaces. One can view these surfaces as “decorated” stack triangulations, with the additional
information of the geometric coordinates of their vertices in l2. As in Section 3.2.2 of Chapter 3,
we therefore encode increasing triangulated surfaces by labelled trees (Theorem 4.2.8), and use
this continuous bijective mapping to transport probability distributions.
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First recall that an increasing triangulated surface is a compact subset of l2. Thus, the set IT of
all increasing triangulated surfaces can be equipped with the Hausdorff distance dH , as defined in
Definition 3.2.3. For the rest of this Chapter, we do this.
As much of this work is similar to that of Chapter 3, Section 3.2.2, we are slightly less detailed
here. There is however a slight difference, since the original tetrahedron has four faces on which
we can operate, as opposed to three for the stack triangulation of size 1. This means that when
we encode by trees, the root of the tree will have four children (and all other internal nodes
three). We denote tq the complete infinite tree (i.e. with no leaves) where this occurs, given by:
tq := {1, 2, 3, 4} ×
⋃
n≥0
{1, 2, 3}n.
Similarly to Chapter 3, we denote T the set of subtrees of tq, and call an element of T simply a
tree. Let Tk be the set of trees with k internal nodes. Finally, if t is a tree, we denote t0 its set of
internal nodes. Now, looking at Section 4.2.1, and the iterative construction of IT k+1 from IT k,
the important part is the new point P which is added above some face f of m. But P in some
sense has two coordinates: its projection pi(P ) on f , and its height h(P ) above f . Note also that
with our definition the root ∅ does not belong to the infinite tree tq; this simplifies notation
significantly.1 We proceed analogously to Section 3.2.2 in Chapter 3.
Definition 4.2.5. A height-labelled tree is a pair (t, (pi(u), h(u))u∈t0), such that t ∈ Tk for some
k ≥ 0, and for any u ∈ t0, pi(u) = (pi1(u), pi2(u), pi3(u)) ∈ V ∗2 , and h(u) > 0, where
V ∗2 := {(x, y, z) ∈ R3; x, y, z > 0 and x+ y + z = 1} is the two-dimensional simplex with border
removed.
We denote HT k the set of height-labelled trees of size k (that is, where the underlying tree t has k
internal nodes), and HT = ⋃
k≥1
HT k the set of all height-labelled trees.
Note 4.2.6. This Definition is the analog to Definition 3.2.5 in Chapter 3.
As mentioned at the start of this Section, we wish to map height-labelled trees to increasing
triangulated surfaces, so as to transport probability distributions from the former to the latter.
Therefore we first introduce a distance on the set of height-labelled trees.
Definition 4.2.7. Let t := (t, (pi(u), h(u))u∈t0), t′ := (t′, (pi′(u), h′(u))u∈t′0) ∈ HT k for some k ≥ 1
be two height-labelled trees of size k. We define the distance from t to t′ by:
dHT (t, t′) := 1t6=t′ + 1t=t′
[(
max
u∈t0
d
(
(pi(u), h(u)), (pi′(u), h′(u))
)) ∧ 1] ,
where d represents the Euclidean distance in R4.
1The root in a sense corresponds to the initial tetrahedron T0, which is fixed.
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One can check that dHT does indeed define a distance on HT k, and henceforth we equip HT k
with this distance, and the corresponding Borel σ-field.
We now make a quick remark on our iterative construction of increasing triangulated surfaces in
Section 4.2.1. It is somewhat unsatisfactory since we build it on the basis (ei), but the order in
which we use this basis is the order in which we replace triangles. In other words, consider the
increasing triangulated surface of size 0, which has four faces, say f1, f2, f3, f4. Now with our
previous construction, we would obtain different increasing triangulated surfaces if we first apply
the replacement map to f1 and then to f2, or first to f2 and then to f1, even when the vertices
we use for the replacement map have the same coordinates. To avoid this slight annoyance, rather
than index the basis (ei) by N we will index it by the infinite tree tq. That is, we write
l2 =
⊕
u∈tq
R.eu.
There is no problem in doing this, since the number of nodes in the infinite tree tq is countable.
Theorem 4.2.8. There exists a family of maps (χk)k≥0 : HT k −→ IT k such that:
1. For any k ≥ 1, the map χk is a continuous bijection from HT k to IT k, where HT k is
equipped with the distance dHT and IT k with the Hausdorff distance dH .
2. If m := χk(t) for some k ≥ 1 and t ∈ HT k, then each leaf l of t corresponds bijectively to an
face f of m.
3. If t ∈ HT k for some k ≥ 1 and t′ is obtained from t by adding three children and the labels
(pi(u), h(u)) to some leaf u of t, then we have
m′ := χk+1(t′) = RP (m, f),
where RP is the replacement map defined by (4.5), m := χk(t), f is the face of m
corresponding to the leaf u of t via χk from point 2, and P = Q(u) + h(u).eu with
Q(u) := pi1(u).Af + pi2(u).Bf + pi3(u).Cf .
In words, point 3 simply means that to go from m to m′, we add the point P above the face f
using the labels of u for the projection and height of P (and using the new direction eu), and
apply the replacement map RP to (m, f). This is illustrated in Figure 4.4 below.
Theorem 4.2.8 is similar to Theorem 3.2.8 in Chapter 3. The proof is analogous, we construct the
bijections by induction on k ≥ 1, as in the procedure described just after the Theorem when
adding new points. There is no additional difficulty here: the fact that we are working with
subsets of l2 does not change the continuity argument: if we have two increasing triangulated
surfaces whose corresponding height-labelled trees are at a short distance apart, this means that
the vertices that form the backbone of the increasing triangulated surfaces are close to one
another, and hence the Hausdorff distance between both is small.
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f
m′
h(u)
Q(u)
Figure 4.4: The dynamics of the family of bijections
Notation: Note that the dynamics of the bijections χn mean that to any vertex u of a
height-labelled tree t we may associate a triangle in l2, as in Section 3.2.2 of Chapter 3 (Definition
3.2.13). This triangle is simply the (triangular) face f to which u corresponds through point 2 of
Theorem 4.2.8 if u is a leaf. Otherwise, it is the triangle which was replaced when u became an
internal node of the tree (this is no longer an face of the increasing triangulated surface, but it
still defines a triangle of l2). We denote the corresponding triangle T (u).
4.2.3 Introducing randomness
We will use Theorem 4.2.8 to construct probability distributions on the sets IT k. Indeed, if we
have a distribution µ on the set of height-labelled trees HT k, we may consider the image of µ
under the map χk. Since the map χk is continuous, this defines a distribution on the set IT k.
Definition 4.2.9. Let (µk)k≥0 denote a family of probability distributions on (Tk)k≥0, and let for
all k ≥ 0, tk be a random variable (with values in Tk) with distribution µk. Suppose that we have
a family of random labels λ = (λ(u) = (pi(u), h(u)))u∈tq on the infinite tree such that for any u in
tq, the random variables (pi(u), h(u)) take values in V ∗2 × (0,+∞) respectively. We call such a
family a family of random tree-labels. We then define ITµ,λk to be the distribution of
mk := χk
(
tk :=
(
tk, (λ(u))u∈t0k
))
.
Note that, much as in Chapter 3, there are in some sense two levels of randomness here: the
randomness on the tree, and the randomness on its labels. Here the randomness on the tree
corresponds to the choice of distribution on the underlying combinatorial stack triangulation,
whereas the randomness on the labels corresponds to the geometry of the vertices used in the
successive replacement operations.
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Also note that we have defined these distributions by considering a family of random labels on the
infinite tree tq. We then construct the random height-labelled trees by keeping on the finite,
random, combinatorial trees tn the trace of this family of labels.
While this may seem similar to some of the work in Chapter 3, some very different probability
distributions will be needed. Indeed, in that Chapter, the labels of the trees were chosen to be
i.i.d., and independent from the underlying tree. Here we can not choose the labels to be i.i.d.
(and in particular to be identically distributed) if we want the surface to converge (without
renormalisation). Indeed, if one takes a vertex of an increasing triangulated surface, its distance
to the original triangle ABC is roughly given by the sum of the heights of the labels of its
ancestors in the tree. This implies in particular that the height h(u) label of a node u will be
dependent on the height |u| of u.
4.3 Some asymptotic results
In this section, we give some asymptotic properties of certain distributions ITµ,λn as n tends to
infinity. These results will mostly be of the following type: under certain conditions for the
distributions (µ, λ), the distribution ITµ,λn converges to some limit distribution IT∞ supported on
the set of compact subsets of l2 as n tends to ∞.
4.3.1 The uniform case
In this section, we take the underlying tree tk to be chosen uniformly among all trees of size k, or
equivalently, the underlying stack triangulation to be chosen uniformly among all stack
triangulations of size k. Here is the main result of this section.
Theorem 4.3.1. For any n ≥ 1, let tn be a random variable with uniform distribution on Tn.
Now let (λ(u) = (pi(u), h(u)))u∈tq be a family of random tree-labels. Suppose that a.s. for any
infinite branch b = (u1, u2, · · · ) satisfying |{i; ui = j}| =∞ for any j = 1, 2, 3, (that is, the
branch has an infinite number of left, middle and right turns), we have
sup
vun
 ∑
w∈[un,v)
h(w)
 P−→ 0, as n→∞, (4.7)
where the sup is taken over all descendants v of the n-th node un in the infinite branch b, the sum
over all nodes on the path from un to v with v excluded, and the convergence holds in probability.
Write mn := χn
(
tn :=
(
tn, (λ(u))u∈t0n
))
. Then there exists a random compact subset mu∞ of l2
such that
mn
(d)−→mu∞, as n→∞,
where the convergence is in distribution on the set of compact subsets of l2, equipped with the
Hausdorff distance.
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Remark 4.3.2. Morally, condition (4.7) is necessary for the increasing triangulated surfaces to
converge. Indeed, if u is an ancestor of v in the infinite tree T∞, then the distance in l2 between
the two nodes corresponding to u and v is roughly given by
∑
w h(w), where the sum is taken over
all vertices w on the path from u to v. Given this, and Proposition 4.3.4 recalled below, we see
that the convergence of (4.7) is needed for the sequence of increasing triangulated surfaces to (at
least) be bounded.
Proof. The main ingredient for the proof of this result is the local convergence of uniform ternary
trees. This is something we already exploited in Chapter 3, and we recall the main results here.
Our main reference is [34].
Definition 4.3.3. Let t, t′ ∈ U be two planar trees. Define the distance d˜ between t and t′ by
d˜(t, t′) = inf
{
1
r + 1
; Br(t) = Br(t
′), r ∈ R
}
.
One checks that d˜ is indeed a distance. The following proposition is a consequence of Theorem
III.3.1 in [34], and the fact that uniform ternary trees are Galton-Watson trees, conditioned by
their size.
Proposition 4.3.4. Let tn be a uniform tree in Tn. Then there exists a random variable t∞ ∈ T
such that
tn −→ t∞, as n→∞, (4.8)
where the convergence holds in distribution in T equipped with the distance d˜. Moreover, the
following properties hold a.s.:
1. t∞ has a unique infinite branch, written b = t1∞, t2∞, · · · .
2. The first node t1∞ of the infinite branch has uniform distribution on {1, 2, 3, 4}.
3. For any k, conditionally to tk∞, the law of tk+1∞ is
1
3(δtk∞(1) + δtk∞(2) + δtk∞(3)). That is, the
infinite branch is an infinite sequence of i.i.d. uniform left, middle, and right turns.
4. For any u on the infinite branch, the two finite subtrees among θu(1)(t∞), θu(2)(t∞), θu(3)(t∞)
are independent GW(ξ) trees, where ξ has law 23δ0 +
1
3δ3. The three finite subtrees among
θ(i)(t∞) for i ∈ {1, 2, 3, 4} are also independent GW(ξ) trees.
We first make use of Skorokhod’s representation theorem (see for instance [15], Chapter 1, Section
6). There exists a probability space (Ω,A,P) and random variables (tn)n≥1, t∞, (h(u))u∈tq on that
space such that the convergences in (4.7) and (4.8) hold a.s.. From now on, we suppose that all
our random variables are defined on this space (Ω,A,P).
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Lemma 4.3.5. Denote b = (t0∞ = ∅, t1∞, t2∞, · · · ) the a.s. unique infinite branch of t∞. Recall that
T (tn∞) is the triangle corresponding to the n-th vertex of that branch. Then under the
assumptions of Theorem 4.3.1, a.s. for any ε, there exists N ≥ 1 such that
∀n ≥ N, diam(T (tn∞)) < ε,
where diam(S) represents the diameter of a set S for the norm distance in l2.
In words, Lemma 4.3.5 tells us that triangles, corresponding to nodes in the tree whose heights
are tall, are small.
First we show how that this implies Theorem 4.3.1. Let λ be a family of random tree-labels and
(tn)n≥1, t∞ be random uniform trees (on a suitable probability space), such that the convergences
in (4.7) and (4.8) hold a.s.. Define mn := χn(tn, (λ(u))u∈t0n) to be the corresponding random
increasing triangulated surface such as in the statement of Theorem 4.3.1. We show that a.s. the
sequence (mn) is Cauchy for the Hausdorff distance. Using the following well-known topological
fact (from for instance [21]), and the fact that l2 is complete, this is sufficient to prove the
Theorem.
Proposition 4.3.6. Let (E, d) be a complete metric space. Let X denote the set of compact
subsets of E. Then (X, dH) is a complete metric space.
To show that (mn) is Cauchy, fix some ε > 0. Using Lemma 4.3.5, we may choose k1 such that
diam(T
(
tk∞
)
) < ε for k ≥ k1. Moreover, combining the convergence of (4.7) and point 2 of
Theorem 4.3.4 (which implies in particular that the infinite branch b of t∞ a.s. has an infinite
number of left, middle and right turns), we see that a.s. there exists k2 such that
sup
vtk2∞
 ∑
w∈
[
t
k2∞ ,v
]h(w)
 < ε, (4.9)
where tk2∞ is the k2-th node in the infinite branch b of t∞. Write k := max(k1, k2). Now fix
i = i(k) such that for any u ∈ t∞, we have |u| ≤ i or |a(u)| ≥ k, where a(u) is the highest ancestor
of u on the infinite branch b. In words, this means that all finite subtrees of t∞ attached to the
infinite branch at a vertex of height less than k have no nodes with height greater than i (notice
that this implies i ≥ k). We illustrate these properties in Figure 4.5.
Now the convergence of (4.8) (recall it is assumed to be a.s. on the space (Ω,A,P)) tells us that
a.s. there exists N ≥ 1 such that
∀n ≥ N,Bi(tn) = Bi(t∞),
that is, the trees tn and t∞ coincide up to height i. In particular, they coincide outside of the
subtrees θtk∞(tn), θtk∞(t∞) by definition of i. From now on all equalities or inequalities between
random variables are assumed to be a.s..
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ik
θtk∞(t∞)
Figure 4.5: The heights i and k are chosen so that no finite GW-tree attached to the infinite branch
at a height below k exceeds i in height.
This means that for n, p ≥ N the two increasing triangulated surfaces mn and mp coincide, except
for the replacements on the triangle T
(
tk∞
)
. Now one checks by induction through successive
triangular inequalities that for any vertices u, v ∈ tq such that u is an ancestor of v, one has
d(T (v), T (u)) ≤
∑
w∈[u,v)
h(w),
where the sum is taken over all nodes on the path from u to v in the tree, with u included and v
excluded.
Applying this and using the inequality (4.9), we get that for u ∈ θtk∞(t∞), we have
d(T (u), T
(
tk∞
)
) < ε. Finally, combining this and Lemma 4.3.5 gives us that for any n, p ≥ N , we
have
dH(mn,mp) < ε+ diam(T
(
tk∞
)
) + ε < 3ε,
using the fact that mn and mp coincide, except for the replacements on T
(
tk∞
)
. This shows that
the sequence (mn) is indeed (a.s.) Cauchy, which implies Theorem 4.3.1.
It remains to prove Lemma 4.3.5. We show that
lim sup
n→∞
diam(T (tn∞)) = 0, (4.10)
which is sufficient.
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Now, if we take any nodes u, v ∈ tq such that u is an ancestor of v, then we have
diam(T (v)) ≤ diam(T (u)) +
∑
w∈[u,v)
h(w), (4.11)
where [u, v) is the branch of the tree defined as above. This can be checked by induction on the
length of the branch [u, v) using successive triangular inequalities. We apply this to two nodes of
the infinite branch of t∞. Fix some ε > 0 and choose k such that∑
u ∈ b;
|u| ≥ k
h(u) < ε.
Now for any n ≥ k, applying the inequality (4.11) to u = tk∞ and v = tn∞, we obtain:
diam(T
(
tk∞
)
) ≤ diam(T (tn∞)) +
∑
k≤j<n
h
(
tj∞
) ≤ diam(T (tn∞)) + ε.
First taking the lim sup as n tends to infinity, then the lim inf as k tends to infinity, we deduce:
lim sup
n
diam(T (tn∞)) ≤ lim infn diam(T (t
n
∞)) + ε,
and since this is true for any ε > 0, it follows that lim supn diam(T (t
n∞)) = lim infn diam(T (tn∞)).
Thus rather than (4.10) it is sufficient to show that
lim inf
n→∞ diam(T (t
n
∞)) = 0.
This is done using some elementary geometry of the triangle, and the distribution of the infinite
branch of t∞, much as in the proof of Lemma 3.3.17 in Chapter 3. Some minor adjustments are
needed to take into accounts the heights h(u) but since
lim sup
n→∞
∑
u ∈ b;
|u| ≥ n
h(u) = 0,
there is no real additional difficulty here.
Thus we have proved that in the uniform case, under fairly general conditions for µ, λ - at least as
best as can really be hoped for, see Remark 4.3.2, the increasing triangulated surfaces under the
distribution ITµ,λn , converge in distribution to some random compact subspace mu∞ of l2. We
would now like to obtain more information on the limit space mu∞.
Theorem 4.3.7. Almost surely, the limit space mu∞ is homeomorphic to the two-dimensional
sphere S2.
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Since the inherent motivation of this work is to build a random continuous surface with properties
similar to the Brownian map, this is reassuring. Indeed, it is well-known that the Brownian map
is homeomorphic to the sphere S2. This was first proved by Le Gall and Paulin [25] and later by
Miermont [43], and it is the path of the latter which we follow here.
The main tool is a reinforcement of Hausdorff convergence, called 1-regular convergence and
introduced by Whyburn [56], and which has the property of conserving the topology of surfaces.
Informally, 1-regular convergence means that for sufficiently large n, there are no small loops in
the increasing triangulated surfaces mn which split the surface into two large (macroscopic) parts.
Definition 4.3.8. Let (E, d) be a complete metric space and (Xn) a sequence of compact
subspaces of E converging to some limit space X for the Hausdorff distance. We say that Xn
converges 1-regularly to X if for every ε > 0, one can find δ,N > 0 such that for all n ≥ N , every
loop in Xn with diameter at most δ is homotopic to 0 in its ε- neighbourhood.
The following theorem is due to Whyburn (see [11], Theorem 6 and comments before).
Theorem 4.3.9. Let (E, d) be a complete metric space and (Xn) a sequence of compact subspaces
of E that are all homeomorphic to the sphere S2. Assume that Xn converges to some limit space
X for the Hausdorff distance, where X is not reduced to a point, and that the convergence is
1-regular. Then X is homeomorphic to S2 as well.
Proof of Theorem 4.3.7. For any n ≥ 1, let tn be a random variable with uniform distribution on
Tn. Now let (λ(u) = (pi(u), h(u)))u∈tq be a family of random tree-labels satisfying condition (4.7).
Suppose that the random variables tn are defined on a probability space (Ω,A,P) on which the
local convergence of (4.8) holds a.s..
Write mn := χn
(
tn :=
(
tn, (λ(u))u∈t0n
))
. Then we showed in the proof of Theorem 4.3.1 that there
exists a random compact subset m∞ of l2 such that
mn
(d)−→m∞, as n→∞,
where the convergence holds a.s. for the Hausdorff distance.
Theorem 4.3.9 then tells us that it is sufficient to show that the above convergence is 1-regular.
Fix some ε > 0. Now (much as in the proof of Theorem 4.3.1) we may choose k such that
diam(T
(
tk∞
)
) < ε and ∑
u ∈ b;
|u| ≥ k
h(u) < ε, (4.12)
and N such that, for any n ≥ N , the trees tn all coincide with t∞ outside the subtrees
θtk∞(tn), θtk∞(t∞).
Inequality (4.12) implies in particular that if n ≥ N , any loop in the increasing triangulated
surface mn which is included in the face T
(
tk∞
)
or its subsequent replacements is homotopic to 0
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in its ε-neighbourhood, since the ε- neighbourhood of any point in that subspace includes the
entire subspace.
Now for a fixed n, the surface mn has a finite number of faces outside T
(
tk∞
)
and its
replacements, so that it is possible to find δ > 0 such that any loop outside T
(
tk∞
)
and its
replacements with diameter at most δ is homotopic to 0 in its ε-neighbourhood. Since the
surfaces mn all coincide outside T (t
n∞) and its subsequent replacements for all n ≥ N , this δ will
satisfy the desired property for any n ≥ N . This concludes the proof.
4.3.2 The increasing case
In this section, we take the underlying tree tk to have the increasing distribution, as defined in
Chapter 3, which means that it is the probability distribution induced when at each step we
choose a leaf uniformly at random among its leaves and give it three descendants. Equivalently,
this corresponds in the increasing triangulated surface to choosing a face uniformly at random and
operating the replacement map on that face. We immediately state the main result of this section.
Theorem 4.3.10. For any n ≥ 1, let tn be a random variable with increasing distribution on Tn.
Now let (λ(u) = (pi(u), h(u)))u∈tq be a family of random tree-labels. Suppose that
(i) The labels (λ(u)) are independent from the trees (tn).
(ii) The variables (pi(u))u∈tq are i.i.d..
(iii) The following convergence
sup
|u|=n
sup
b∈b(u)
∑
v∈b
h(v)
P−→ 0, as n→∞, (4.13)
where b(u) is the set of branches (finite or infinite) in the subtree θu (t
q) (i.e. the set of
branches rooted at u), holds in probability.
Write mn := χn
(
tn :=
(
tn, (λ(u))u∈t0n
))
. Then there exists a random compact subset mi∞ of l2
such that
mn
(d)−→mi∞, as n→∞,
where the convergence is in distribution on the set of compact subsets of l2, equipped with the
Hausdorff distance.
Remark 4.3.11. Morally, condition (4.13) is necessary for the increasing triangulated surfaces
to converge. Indeed, as before, if u is an ancestor of v in the infinite tree T∞, then the distance in
l2 between the two nodes corresponding to u and v is roughly given by
∑
w h(w), where the sum is
taken over all vertices w on the path from u to v. But for the “limit space” to be bounded, it is
necessary to control these sums over all infinite branches of the tree tq, since in the increasing
models all these branches are eventually reached.
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Proof. We follow a similar path to the proof of Theorem 4.3.1 we construct our random variables
on a probability space (Ω,A,P) on which the sequence of increasing triangulated surfaces (mn) is
a.s. Cauchy. This combined with Proposition 4.3.6 suffices to prove Theorem 4.3.10.
First, by Skorokhod’s representation theorem, there exists a probability space (Ω,A,P) on which
the convergence (4.13) holds a.s.. We suppose that our random variables are all defined on this
probability space, and show that the sequence (mn) is a.s. Cauchy.
Lemma 4.3.12. A.s., for any ε > 0 and integer n ∈ N, there exists an integer k = k(ε, n) ≥ n
such that if u ∈ tq satisfies |u| = k then
sup
M∈T (u)
d(M,∂T (u)) ≤ ε, (4.14)
where d is the distance on l2 induced by the L2 norm, and ∂T (u) is the (topological) boundary of
T (u).
Remark 4.3.13. In words, Lemma 4.3.12 tells us that sufficiently “high” triangles are small in
the sense that any point inside them is close to their boundary. This is slightly weaker than a
condition on the diameter of said high triangles. It is however the best we can hope for here, since
we need a control over all high triangles, and for instance the left-most triangle T ((1, 1, · · · , 1))
always has diameter equal to 1.
Before proving Lemma 4.3.12, let us show how it suffices to show Theorem 4.3.10. We work from
now on with fixed ω ∈ Ω, and fix some ε > 0.
By the convergence of (4.13) (recall it is assumed to be a.s.), there exists i such that for any j ≥ i,
we have
sup
|u|=j
sup
b∈b(u)
∑
v∈b
h(v) ≤ ε,
where b(u) is the set of branches (finite or infinite) in the subtree θu (t
q) (i.e. the set of branches
rooted at u).
Choose K = K(ε,H) as in Lemma 4.3.12, so that for any u ∈ tq with |u| = K, we have
diam(T (u)) ≤ ε and sup
b∈b(u)
∑
v∈b
h(v) ≤ ε. (4.15)
Now for k ≥ 1, denote tkc to be the complete tree of height k (that is, all leaves have height k),
and let mkc to be the corresponding increasing triangulated surface. The inequalities (4.15) tell us
that for any tree t whose leaves are all at height at least K, the corresponding map m satisfies
dH(m,m
K
c ) ≤ 2ε.
Let (tn) be a family of increasing trees of size n. Then a.s. there exists N ∈ N such that for any
n ≥ N :
min
l∈l(tn)
|l| ≥ K,
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where l(tn) is the set of leaves of tn. Thus for any n, p ≥ N , we get
dH(mn,mp) ≤ dH(mn,mKc ) + dH(mp,mKc ) ≤ 4ε.
This shows that the sequence (mn) is indeed Cauchy, and implies Theorem 4.3.10. This proof is
illustrated in Figure 4.6 below.
< ε
Threshold H
have height at least H
All leaves of tn
< ε
< ε
< ε
Figure 4.6: Illustrating the proof of Theorem 4.3.10
It remains to prove Lemma 4.3.12. One can restate the lemma as follows: a.s., we have
lim inf
n→∞ supu∈tq ; |u|=n
sup
M∈T (u)
d(M,∂T (u)) = 0. (4.16)
Write An := sup
u∈tq ; |u|=n
sup
M∈T (u)
d(M,∂T (u)). Seeking contradiction, we assume that An > 0 with
positive probability and work conditionally to this event. Then for some ε > 0 there exists N such
that for any n ≥ N , there exists un such that |un| = n and
sup
M∈T (un)
d(M,∂T (un)) ≥ ε. (4.17)
Consider Figure 4.7 which splits a triangle Θ into three triangles Θ1,Θ2,Θ3. One checks that
there exists some α < 1 (which does not depend on the initial triangle Θ) such that for any such
splitting at least two of the triangles Θi, i = 1, 2, 3 satisfy
sup
M∈Θi
d(M,∂Θi) ≤ α sup
M∈Θ
d(M,∂Θ).
Combining this with Condition (4.13), we deduce that there exists α′ < 1 such that for sufficiently
large n, and any u ∈ tq such that |u| ≥ n, we have
sup
M∈T (u(i))
d(M,∂T (u(i))) ≤ α′ sup
M∈T (u)
d(M,∂T (u)), (4.18)
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ΘΘ3
Θ1 Θ2
Figure 4.7: Splitting one triangle Θ into three
for at least two values of i in {1, 2, 3}, while for all such i’s, we have
sup
M∈T (u(i))
d(M,∂T (u(i))) ≤ sup
M∈T (u)
d(M,∂T (u)). (4.19)
The combination of (4.18) and (4.19) implies that for any vertex u with sufficiently great height,
we have two possibilities:
(i) Either u satisfies the inequality (4.17), and by (4.18) at most one of his direct descendants
also satisfies it.
(ii) Or u does not satisfy the inequality (4.17), and by (4.19) none of his direct descendants
satisfy it.
In particular, since we have assumed that for sufficiently large n there is at least one vertex at
height n which does satisfy (4.17), this means that there is an infinite branch b in tq such that for
any u ∈ b with sufficiently great height, u satisfies (4.17). From here, the fact that the variables
(pi(u))u∈b are i.i.d. (Condition (ii) in the statement of Theorem 4.3.10) gives us the desired
contradiction.
Remark 4.3.14. If we take the heights (h(u)) to be some deterministic function that only
depends on the height |u| of u, such that
∞∑
|u|=1
h(u) < +∞,
then Condition (4.13) is satisfied, and thus the increasing triangulated surfaces mn converge as n
tends to infinity.
As in the uniform case, it would be interesting to obtain additional information on the limit space
mi∞.
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Theorem 4.3.15. Almost surely, the limit space mi∞ is homeomorphic to the two-dimensional
sphere S2.
Proof. We may follow an identical path to the proof of Theorem 4.3.7 in the uniform case. We
simply combine the convergence of (4.13) with Lemma 4.3.12 to state that for sufficiently high
vertices u, any loop included in T (u) are necessarily homotopic to 0 in their ε-neighbourhood
since that neighbourhood includes all the eventual replacements of T (u).
Let us end this section with a remark on Theorem 4.3.10. The proof makes little use of the
increasing law of the trees tn. In fact the only place this is used is to say that increasing trees
eventually “fill all levels” of the infinite tree tq. This is true of many families of trees (though not
the uniform trees obviously), even for simply deterministic complete trees of increasing height. So
in fact the law of the trees seem to play very little role here.
It should be possible to increase the influence of this distribution by for instance making the
labels of the tree dependent on the distribution: a natural model would be when we replace a face
to do so proportionally to the sizes of the three subtrees of the corresponding node. Such a model
could be interesting to analyze in the future, though Lemma 4.3.12 is perhaps harder to state in
this case.
4.4 Continuation of this work
A lot of work remains to be done on this model. We give some indications as to which directions
could be pursued.
4.4.1 Further properties of the limit spaces
Very little is so far known about the limit spaces m∞ still: we have shown only that they are
compact, and homeomorphic to the sphere S2. The latter fact is of interest in itself: it shows in
some sense that these are proper “surfaces”, but we would like to probe further.
Of particular interest is the question of their Hausdorff dimension.
Definition 4.4.1. Let M be a metric space, and X ⊆M a subspace of M . For any d ≥ 0, we
define the d-dimensional Hausdorff measure µd of X by
µd(X) = lim
ε→0
inf
∑
i∈I
(diam(Ui))
d,
where the infimum is taken over all countable coverings (Ui)i∈I of X such that for any i ∈ I,
diam(Ui) < ε. This infimum is non decreasing as ε decreases, thus the limit exists. The Hausdorff
dimension dimH of X is then defined by
dimH(X) = sup{d ≥ 0; 0 < µd(X) <∞}.
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Morally, a space of Hausdorff dimension d can be covered by ∼ (1ε)d sets of diameter at most ε,
for arbitrarily small ε. Computing the Hausdorff dimension of spaces can be a very difficult
question, and it is likely to be so in the general context of the Theorems 4.3.1 and 4.3.10 given in
this chapter.
By way of comparison, it is known that the Hausdorff dimension of the Brownian map is a.s.
equal to 4 (see [37]).
4.4.2 Getting closer to the Brownian map
We stated in the introduction of this Chapter that our work was motivated by a study of the
Brownian map. At first glance, the limit surfaces we obtain for both models appear to be
different in nature to this. Indeed, in the uniform case some “macroscopic” triangular faces
remain in the limit: these are smooth (flat) parts of the limit surface, and the Brownian map
shows no such smoothness anywhere. In the increasing model, we notice that the boundaries of
the faces of the initial tetrahedron remain in the limit space. More importantly, Lemma 4.3.12
and the subsequent Remark 4.3.13 imply that we will have some squashed triangular faces with a
large (macroscopic) edge. We do not get such phenomena in the Brownian map, since the
geodesics are confluent. This is illustrated in Figure 4.8
A B
A B
M
Figure 4.8: In the increasing model (left), squashed faces with long edges remain. In the Brownian
map (right), the confluence of geodesics means that long geodesic edges disappear when a vertex
is inserted near to them.
It is possible to eliminate these squashed faces by tweaking the model a little. One possibility is
the following. In the replacement map, when we add a vertex above some face, instead of
connecting the nex vertex to the three points of the original face, which means the geodesic paths
between these points remain untouched, we could connect it to the middles of each of the three
edges of the face, as illustrated in Figure 4.9. This replaces a triangular face with six new faces,
and prohibits the appearance of squashed faces.
Such a model is flexible, since we may connect the new vertex to any triplet of points on the edges
of the initial face, so we would have some additional degree of liberty there. This would therefore
give us an object with fractal-like properties if we parametrise it so that the new triangles are
“smaller copies” of the initial one. Such properties are observed in the Brownian map, so this
model shows some promising signs.
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Figure 4.9: This new replacement map appears to eliminate squashed faces
Another aspect that needs to be discussed is the fact that the Brownian map is constructed as a
quotient space of [0, 1] via a certain equivalence relation (in fact, through two successive
equivalence relations, see for instance [40]). Thus, it is naturally equipped with the image of the
Lebesgue measure (on [0, 1]) via these equivalence relations. This measure is in some sense not
strongly dependent on the geometry of the Brownian map.
Let us explain this statement on the more visual case of the Brownian CRT. Let e denote a
standard Brownian excursion on [0, 1], and let ∼e denote the equivalence relation on [0, 1], defined
by
s ∼e t =⇒ e(s) = e(t) = min
[s∨t,s∧t]
e.
Then we define Te := [0, 1]/ ∼e to be the quotient of [0, 1] by this equivalence relation. This space
is equipped with the distance de given by
de(s, t) := e(s) + e(t)− 2 min
[s∨t,s∧t]
e,
to make it a metric space, called the CRT.
But this metric space (considered up to isometry) does not uniquely determine the underlying
excursion e. Indeed, in the simple example of figure 4.10, the two different excursions define the
same metric space (isometric to the line segment [0, 1]). Slightly less obviously, if one takes a
Brownian excursion e and defines e˜ by
e˜(t) =
e(2t) if t ≤ 14e (23 t+ 13) if t ≥ 14 ,
so that one obtains e˜ from e through a simple re-scaling of time, then one checks that Te and Te˜
are isometric.
Thus the geometry of the CRT does not determine the underlying excursion, and therefore it does
not determine its measure (which is simply the image of the Lebesgue measure on the quotient
space Te). In other words, the excursion contains the information of both the CRT Te and its
measure. A similar phenomenon occurs for the Brownian map (though in terms of the Brownian
snake rather than the Brownian excursion).
Now in our model there is no immediately natural notion of measure. There is however a natural
notion of area: the area of an increasing triangulated surface m is simply the sum of the areas of
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Figure 4.10: Two excursions which define the same quotient space
its faces. However, problems may arise when taking the limit of a family of surfaces, since the
area is not necessarily a continuous function of the surface (the convergence of the surfaces does
not imply the convergence of their area).
To see this, we take the following example. For all n ≥ 0, consider a sequence of 2n aligned
semi-circles of diameter 2−n. This converges for the Hausdorff distance to a segment of length 1,
but the total length of any such construction is pi2 6= 1!! This is shown in Figure 4.11. A similar
phenomenon may occur for areas of surfaces.
Figure 4.11: The alignment of semi-circle converges to the dotted segment, but this is not true for
the lengths.
Our model also has a natural notion of volume: when a face is replaced by a tetrahedron, increase
the volume by the volume of that tetrahedron. As with the area, this is not a notion naturally
present in the Brownian map, or indeed, in discrete combinatorial maps.
We do however note that it is possible to define some measures on our increasing triangulated
surfaces. Let m be an increasing triangulated surface and t = χ−1(m) its corresponding tree. We
may assign to all nodes u of t a mass µ(u) which will be the measure of the subset of m made up
of the face corresponding to u and all its subsequent replacements. This obviously requires some
compatibility conditions on the sequence (µ(u)), namely that the sums of the masses of all
children of u is equal to the mass of u.
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By way of comparison, the measure on the Brownian map (called volume measure) assigns a mass
of order r
1
4 to balls of radius r (for r ≤ 1), see for instance Proposition 3.6 in [39], and we would
like to define a model with this property.
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Chapitre 5
Le mode`le du tas de sable
Ce chapitre est consacre´ a` l’e´tude du mode`le dit du tas de sable. Il s’agit d’un processus
dynamique sur un graphe. De manie`re informelle, on conside`re un graphe, avec en chaque sommet
un nombre donne´ de grains de sable. Lorsqu’un sommet posse`de un nombre de grains supe´rieur a`
son degre´, il est dit instable et s’e´boule, en envoyant des grains de sable vers ses voisins. On
distingue dans le graphe un sommet particulier qu’on appelle le puits. Celui-ci ne s’e´boule jamais
et peut recevoir un nombre quelconque de grains. On peut de´montrer qu’apre`s un nombre fini
d’e´boulements, tous les sommets seront stables (on dira que la configuration est stable). La
dynamique e´tudie´e est la suivante : partant d’une configuration donne´e, on ajoute a` chaque
instant de temps un grain de sable en un sommet du graphe choisi de manie`re ale´atoire, puis on
stabilise la configuration par le processus des e´boulements que l’on vient de de´crire (parfois cela
ne ne´cessite aucun e´boulement). On peut de´montrer qu’apre`s un certain temps l’ensemble des
configurations atteintes par ce processus reste pie´ge´ dans un certain ensemble de configurations,
appele´es configurations re´currentes.
Nous commenc¸ons cette partie par quelques rappels sur le mode`le dit abe´lien du tas de sable.
Dans ce mode`le, les e´boulements sont de´terministes : a` chaque fois qu’un sommet est instable, il
envoie un grain de sable vers chacun de ses voisins dans le graphe. Ce mode`le a e´te´ beaucoup
e´tudie´ depuis son introduction par Bak, Tang and Wiesenfield [9, 10], et nous renvoyons le lecteur
a` l’excellent survol de Redig [48] sur ce sujet.
Le mode`le que nous e´tudions dans ce chapitre est une extension stochastique naturelle du mode`le
abe´lien : les sommets instables s’e´boulent en envoyant vers chacun de leurs voisins de manie`re
inde´pendante un grain de sable avec probabilite´ p, ou` p ∈ (0, 1) est fixe´ (avec probabilite´ (1− p) il
n’envoie pas de grain). Nous verrons que ce mode`le pre´sente des diffe´rences essentielles avec le
mode`le abe´lien.
Nous commenc¸ons ce chapitre par de´finir formellement les deux mode`les expose´s ci-dessus ; en
particulier nous montrons que le mode`le stochastique du tas de sable est bien de´fini (Sections 5.1
et 5.2). Nous e´nonc¸ons certaines proprie´te´s du mode`le abe´lien du tas de sable, surtout celles
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concernant ses configurations re´currentes (Section 5.1.3). Dans les Sections 5.4 et 5.5, nous
e´nonc¸ons et de´montrons les re´sultats principaux concernant le mode`le stochastique. Nous finissons
cette partie par donner quelques perspectives et proble`mes ouverts sur ce mode`le (Section 5.6).
Une grande part de cette partie est tire´e directement de notre papier [22], que nous avons
re´organise´ et quelque peu comple´te´ pour cette the`se. Les nouveaute´s principales sont : la Section
5.1.3 (certaines proprie´te´s sont mentionne´es dans le papier, mais nous donnons plus de de´tails
dans ce manuscrit), la Section 5.3, la discussion de la Section 5.6 (y compris le The´ore`me 5.6.1),
les re´sultats de la Section 5.7, et le The´ore`me 5.4.4. Ce travail a e´te´ effectue´ en collaboration avec
Jean-Franc¸ois Marckert et Yao-ban Chan.
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5.1 The ASM: definition and some properties
5.1.1 Introduction
Informally (we provide a formal definition later), the ASM operates on a graph where each vertex
has a number of ‘grains of sand’ on it. At every unit of time, another grain of sand is added at a
random vertex v. If this causes the number of grains at v to exceed its degree, v topples, sending
one grain to each of its neighbours. This may cause other vertices to topple, and we continue until
the configuration is stable, i.e. no vertex can topple anymore. A special vertex, the sink, can
absorb any number of grains and never topples. It is possible to show that eventually this model
will be trapped in a set of configurations, called recurrent configurations.
The origin of this model dates back to 1987 and work by Bak, Tang and Wiesenfield [9,10]. These
introduced a lattice model of what they called “self-organised criticality”. The name
“self-organised criticality” comes from the fact that characteristic length or time scales break
down in the ‘critical’ steady state. When this happens, the correlation between the number of
grains at two vertices obeys a power-law decay, as opposed to an exponential decay often found in
models away from criticality. Likewise, the average number of topplings that result from a single
grain addition also obeys a power-law distribution. In this sense, the model is ‘non-local’, as
grains added at a vertex may have an effect on vertices that are far away.
The model was generalised and formally named the Abelian Sandpile Model by Dhar several
years later [31]. Since its appearance, this model has been studied intensively, both in the physics
and in the mathematics literature. Physically, it has been used in applications as wide as forest
fires [49], earthquakes [8] and sediment deposits [53]. For more information regarding its
mathematical properties, we refer the interested reader to Dhar’s papers [30,31], as well as to the
excellent survey on the subject by Redig [48]. We will however recall some important properties
in the following section.
5.1.2 Definition
We first define the class of graphs G = (V ∪ {s}, E) that underlies the model. G must be finite,
unoriented, connected and loop-free. It may have multiple edges, and it contains a distinguished
vertex s that we call the sink. The set of these graphs is denoted G. We use the notation u ∼ v to
denote that u and v are adjacent in G, i.e. {u, v} ∈ E.
A sandpile configuration on G is a vector η = (ηv, v ∈ V ) ∈ Z|V |+ . The number ηv represents the
number of grains of sand present at the vertex v in the configuration η. When this number
exceeds a certain threshold, the vertex is said to be unstable, and will topple, sending one grain of
sand to each of its neighbours. Typically and throughout this paper, the threshold is set to the
degree of that vertex. The sink plays a special role in that it can absorb any number of grains,
and never topples.
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Two different configurations play an important role in this paper. The first one ηmaxG (or η
max
when G is clear from the context) is the configuration
ηmaxG := (d
G(v), v ∈ V ), (5.1)
where dG(v) is the degree of the vertex v in G. The second one is 1a for some vertex a in V ,
1a := (δa,v, v ∈ V ), (5.2)
where δa,v is the Kronecker symbol, meaning that all co-ordinates of 1a are 0 except for at
position a, where it is 1.
Definition 5.1.1. A configuration η = (ηv, v ∈ V ) is called stable if ηv ≤ dG(v) for all v ∈ V .
We write Stable(G) for the set of all stable configurations on G.
ηmaxG is clearly the maximum stable configuration in terms of the total number of grains in the
configuration.
Now define the toppling operator Tx corresponding to a toppling at x ∈ V by
Tx(η) = η − dG(x)1x +
∑
y∼x,y 6=s
1y, (5.3)
where configurations are added site-by-site. A toppling Tx is called legal if ηx > d
G(x).
We now define for any configuration η its stabilisation S(η) as follows. If η is stable, then
S(η) = η; otherwise
S(η) = Txm(...(Tx1(η))...), (5.4)
with the requirements that Tx1 , ..., Txm is a sequence of legal topplings, and that the configuration
S(η) is stable. The fact that this operator is well-defined, i.e. the stabilisation of a configuration
is independent of the order of the topplings that is used to stabilise it, is not immediately obvious.
We refer the interested reader to Proposition 3.7 (and Lemma 3.6) in Redig [48].
Markov chain structure of the ASM
The ASM has a Markov chain structure which is defined as follows. Assume that there are
defined some i.i.d. random variables (Xi, i ≥ 1) taking their values in V according to a
distribution µ (where the support of µ is V ), defined on a common probability space (Ω,A,P).
The sandpile process starts from any stable configuration η0. We define a Markov chain (ηi, i ≥ 0)
with values in Stable(G). Given ηi−1 for any i ≥ 1, ηi is obtained as follows:
• Add a grain at position Xi to the configuration ηi−1. Let η′i be the obtained configuration.
• Let ηi be the stabilisation of η′i, that is ηi = S(η′i) (in some cases no toppling is needed).
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Since a grain can be added anywhere with positive probability, it is immediately seen that from
any configuration η, the maximal configuration ηmax can be reached with positive probability. It
follows that the set of recurrent configurations for the Markov chain is the unique recurrent class
containing the maximal configuration. We denote this set by Det(G), and call its elements
deterministically recurrent or DR.
5.1.3 Some properties of the ASM
We now give some important properties of the ASM. We do not give any proofs in this section,
but we will give references.
Theorem 5.1.2. Let G = (V ∪ {s}, E) ∈ G be a graph. Then the set of DR configurations Det(G)
is in one-to-one correspondence with the set of spanning trees of G.
Theorem 5.1.2 is proved in [48], via the so-called burning algorithm. This algorithm establishes if
a given configuration η on G is recurrent or not, and if it is, identifies it to a spanning tree of G.
The algorithm can be described as follows:
• Initialise B0 = s. Bn will be the set of vertices which have been burnt at time n. At time 0
we burn the sink.
• Suppose that at time n ≥ 0 we have built Bn. Define
Vn = {v ∈ V \Bn s.t. ∃w ∈ Bn, v ∼ w}. This is the set of remaining vertices which are
neighbours of some vertex of Bn. Now for each vertex v in Vn we consider the quantity
dG\Bn(v) which is the number of neighbours of v in G \Bn (counted with multiplicity).
• If there exists v ∈ Vn such that ηv > dG\Bn(v), then we burn the vertex v and set
Bn+1 = Bn ∪ {v}.
If however for all v ∈ Vn, we have ηv ≤ dG\Bn(v), then the configuration on V \Bn is what
is called a forbidden subconfiguration, and the configuration η is not recurrent.
Note that as we burn vertices we may build a spanning tree of G by connecting the vertex v we
burn to (one of) its neighbour(s) in Bn. It is possible to do this and construct the bijection of
Theorem 5.1.2. We do not go into the details here, referring to [48], though we note that this
bijection is not in general canonical, i.e. there are some choices that need to be made in ordering
vertices in the burning algorithm which leads to several possible bijections.
We now refine Theorem 5.1.2 by giving a formula which allows us to count DR configurations
according to their total number of grains. Let η be a configuration on G. Define the level of η to
be its total number of grains renormalised, i.e. n(η) :=
∑
v∈V ηv − |E|. Now define the Level
Polynomial NG to be the generating function of the deterministically recurrent configurations on
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G, with x conjugate to the level of the configuration, i.e.
NG(x) =
∑
η∈Det(G)
xn(η). (5.5)
We also let TG(x, y) be the classical Tutte polynomial of the graph G. For some more general
information on this polynomial we refer the reader to the original paper by Tutte [54] or the more
recent work by Bernardi [12].
Theorem 5.1.3. We have:
NG(x) = TG(1, x). (5.6)
This formula was originally found and proved by Lo´pez [41], while Cori and Le Borgne [27] and
Bernardi [13] later gave combinatorial explanations of it.
Remark 5.1.4. Note that the formula 5.6 implies Theorem 5.1.2, since the number of DR
configurations is simply given by NG(1), while it is well known that TG(1, 1) counts the number of
spanning trees of G.
The last result we mention in this section concerns the stationary distribution of the ASM.
Standard Markov chain results tell us that there is a unique measure µD supported on the DR set
Det(G), which is invariant under the Markov chain structure defined in Section 5.1.2.
Theorem 5.1.5. For any distribution µ according to which grains are added, the stationary
distribution µD for the ASM is the uniform measure on Det(G), that is:
∀η ∈ Det(G), µD(η) = 1|Det(G)| .
The proof of this result can be found in [48] (Section 3.3), it involves some additional algebraic
structure on the set Det(G).
5.2 A natural stochastic extension of the ASM: the SSM
In the ASM, the only randomness occurs in the vertices that we add grains to. We introduce a
variation on this model, where the topplings themselves are also random. More precisely, we fix a
probability p ∈ (0, 1), and when a site is unstable, each neighbour independently has a probability
p of receiving a grain from the unstable site. In this way, an unstable site may remain unstable
after toppling but, as in the original model, the process continues until the configuration is stable.
Notice that when p = 1 this model is the standard ASM, so we assume this is not the case.
Although this new model appears similar to the ASM, a closer inspection reveals some qualitative
differences, which we shall explore in Section 5.3.
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Note 5.2.1. In the SSM, an unstable site topples one grain with probability p to each of its
neighbours independently. All the results of Section 5.4 remain valid if instead the topplings at
any unstable vertex v are done according to a toppling law (depending possibly on v) such that all
possible partial topplings have positive probability.
There are some slight difficulties in establishing that this model is indeed well-defined. Two of
them are taken into account in the proof of Theorem 5.2.2 below. A third one arises by noticing
that topplings commute in the ASM. However, in the SSM, when two legal topplings are possible,
it is not clear that they commute, since we only talk about what to do “in probability”. To solve
this, we describe a probability space where the laws of the topplings are indeed those discussed at
the beginning of this section and for which the commutation of legal topplings takes place as
needed.
We now give a formal definition of the SSM. The definition of terms introduced in relation to the
ASM, apart from the toppling operator, are unchanged. All the random variables discussed below
are defined on a common probability space (Ω,A,P), and they are all independent.
• The variables (Xi, i ≥ 0) are distributed according to a distribution µ with support equal to
V . As before, they represent a sequence of arrival places of grains.
• For any x ∈ V, e ∈ E such that e = {x, y} for some y, and any i ≥ 0, Bi(x, e) is a Bernoulli
random variable with parameter p. It represents the number of particles going from x to y
along e due to the ith toppling at x.
We now define T
(i)
x as the ith toppling at x ∈ V
T
(i)
x (η) = η −
∑
e3x
Bi(x, e)1x +
∑
y 6=s,e={x,y}∈E
Bi(x, e)1y. (5.7)
If there are multiple edges between x and some y, then we topple along each of these multiple
edges.
We will call any realisation of such a toppling a stochastic toppling. Note that with positive
probability, the ith toppling at v is a full toppling, meaning that Bi(x, e) = 1,∀e 3 x, in which
case T
(i)
x coincides with the ASM toppling Tx.
On the probability space (Ω,A,P), the SSM is well-defined when a starting configuration is
specified. We then use the same definition of a legal toppling, and define the stabilisation of a
configuration η by
RS(η) = T xn(...(T x1(η))...), (5.8)
where we take T xj = T
(i)
xj if the vertex xj appears exactly i− 1 times in the sequence of topplings
T x1 , ..., T xj−1 , and with the same requirements as for the ASM, i.e. that T x1 , ..., T xn is a legal
sequence of topplings and RS(η) is stable. The notation RS stands for the “random stabilisation”
we define.
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Theorem 5.2.2. For any graph G in G, the stabilisation operator RS is almost surely
well-defined.
Proof. Two things have to be shown. The first one is that the stabilisation process eventually
ends. Here, as opposed to the ASM, a loop may appear in the toppling process. For example, if
a ∼ b and a and b are both unstable, and for all i we have T (i)a = 1b and T (i)b = 1a, then a
repeated loop occurs where a only sends one grain to b and b only sends one grain to a, ad
infinitum. This example is obviously contrived, and it is easy to see that this occurs with
probability 0, but some more complex loops could occur.
First, one checks easily that stabilisation occurs almost surely when the graph is reduced to a
vertex and the sink. We proceed now by induction on the size of the graph. Assume that the
property has been shown for any graph with size smaller than k, meaning that starting from any
unstable configuration on such a graph, the process a.s. eventually stabilises. Consider a graph
G = (V ∪ {s}, E) in G with |V | = k+ 1, and consider a vertex v in V adjacent to the sink. Let Gv
be the graph G where v has been identified with the sink. Now take an unstable configuration on
G, and a sequence of legal topplings under the prescribed distribution. A.s. the number of
topplings at v is finite since each of these topplings sends a grain to the sink with positive
probability (and the total number of grains is finite). Now consider the sequences of topplings in
between each toppling of v. These topple according to the prescribed distribution in Gv, and so
by induction are almost surely finite. This also applies to the sequence of topplings after the last
toppling of v. Therefore the number of topplings in the entire process is almost surely finite.
The second thing we have to prove is that that the stabilisation operator is well-defined; that is,
starting from an unstable configuration η, changing the order of the site stabilisations does not
change the final result RS(η). This is the case on (Ω,A,P) since whatever is done elsewhere, the
ith toppling at v is T
(i)
v . We can then use the same argument as in Lemma 3.6 and Proposition
3.7 of Redig [48], with a simple adjustment to take into account the fact that i 7→ T (i)x is not
constant.
Remark 5.2.3. Working with fixed ω ∈ Ω, suppose that at some point in the stabilisation we
reach a configuration η with an unstable vertex v which has been toppled i− 1 times previously,
and that
∑
e3x
Bi(x, e) = 0. Then we have T
i
v(η) = η. Thus, if we change the model by conditioning
the random variables Bi(x, e) to satisfy a.s.
∑
e3x
Bi(x, e) > 0 for all x, i, we do not change the
stabilisation process. We will sometimes use this conditioned version for simplicity.
Markov chain structure of the SSM
The SSM has a Markov chain structure which is analogous to the ASM. Assume that there are
defined some i.i.d. random variables (Xi, i ≥ 1) taking their values in V according to a
distribution µ (where the support of µ is V ). The sandpile process starts from any stable
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configuration η0. We define a Markov chain (ηi, i ≥ 0) with values in Stable(G). Given ηi−1 for
any i ≥ 1, we obtain ηi as follows:
• Add a grain at position Xi to the configuration ηi−1. Let η′i be the resulting configuration.
• Let ηi be the stabilisation of η′i, that is ηi = RS(η′i) (in some cases no toppling is needed).
Note that RS is not defined ex nihilo as in the ASM. On (Ω,A,P), when RS is applied, its action
depends on all the previous topplings taken to reach the current state. In view of this, it is more
proper to write RSi or even RSi(η0) instead of RS. However, for the sake of brevity we write RS
instead.
Once again, since the support of µ is V , the maximal configuration ηmax is recurrent, and the set
of recurrent configurations for the Markov chain is the unique recurrent class containing ηmax. We
denote this set by Sto(G), and call any element of it stochastically recurrent (or SR).
To determine Sto(G), it is clear that η is SR if and only if there exists a finite sequence of adding
of grains and topplings such that η is reached from ηmax through this sequence. In Sections 5.4
and 5.5 we will study the set Sto(G) in more detail, but first let us end this part by giving some
qualitative differences between the ASM and the SSM.
5.3 Differences between the two models
5.3.1 Comparing Sto(G) and Det(G)
A first important difference between the ASM and the SSM is that, in general, their sets of
recurrent configurations are not the same. First, we have the following inclusion.
Proposition 5.3.1. For any G ∈ G,
Det(G) ⊆ Sto(G).
Proof. Take η ∈ Det(G); one can reach η from ηmax by some additions of grains and full
topplings. Since full topplings have positive probability, η belongs to Sto(G).
The two sets Det(G) and Sto(G) are not equal in general. A simple counter-example is shown in
Figure 5.1. For this graph, the configuration which has 2 grains at each vertex is SR. It can be
reached from the DR configuration [3, 1, 2] (with 3 grains at the vertex v1 leading to the sink), by
adding a grain to v1 and toppling it, sending one grain to the sink and one to v2. However, it is
not DR as it fails the burning algorithm test: the graph with the sink removed is a forbidden
subconfiguration.
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sv1
v2v3
Figure 5.1: A graph for which Det(G) is a strict subset of Sto(G). In this case Det(G) =
{[3, 1, 2], [3, 2, 1], [3, 2, 2]}, and Sto(G) = {[2, 2, 2]} ∪ Det(G).
5.3.2 The role of the sink
As stated in Section 5.1, in the ASM the set of recurrent configurations Det(G) is in bijection
with the set of spanning trees of the graph G. In particular, this implies that if one changes the
location of the sink s, one does not change the number of recurrent configurations (since the
number of spanning trees is unchanged). However, this is not true of the SSM. One may change
the location of the sink, and get a different number of recurrent configurations. An example of
such is given in Figure 5.2 below.
For the graph G on the left, one has
Det(G) = {[3, 1, 2, 3, 1], [3, 2, 1, 3, 1], [3, 2, 2, 3, 1], [3, 3, 1, 2, 1], [3, 3, 1, 3, 1], [3, 3, 2, 1, 1], [3, 3, 2, 2, 1],
[3, 3, 2, 3, 1]}, while Sto(G) = Det(G) ∪ {[1, 3, 2, 3, 1], [2, 2, 2, 3, 1], [2, 3, 1, 3, 1], [2, 3, 2, 2, 1],
[2, 3, 2, 3, 1], [3, 2, 2, 2, 1]}. Thus there are 14 SR configurations. The graph on the right has 13 SR
configurations. Thus the SR configurations are not equinumerous in both graphs (unlike the DR
configurations).
v3
v5v4
s
v1
v2
v4
v5
v3
v2
v1
s
Figure 5.2: An example where changing the location of the sink changes the number of SR config-
urations
5.3.3 The stationary distribution
Theorem 5.1.5 tells us that in the ASM, the stationary distribution is the uniform measure of the
set of (deterministically) recurrent configurations. This is no longer the case in the SSM. One
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possible way to see this is to note that if we take the limit of the stationary distribution as p
tends to 1, the measure of the sets in Sto(G) \ Det(G) tends to 0 (since p = 1 corresponds to the
ASM). In particular, this shows that the stationary distribution µS for the SSM depends on p.
We now consider a simple example on which one can easily see that the stationary distribution is
not uniform. Recall that one of the interpretations for the stationary distribution is that for a
recurrent configuration η, µ(η) represents the asymptotic proportion of time the Markov chain
spends in the state η. Now consider the graph G = ({u, s}, ({u, s}, {u, s})): that is, a graph with
one vertex u connected to the sink s by a double edge, represented in Figure 5.3. This graph has
two recurrent configurations (for both the ASM and the SSM), which are given by ηu = 1, 2; we
denote these configurations respectively η(1), η(2).
Now in the ASM, one goes from η(1) to η(2) with probability 1 and vice versa. Thus, the Markov
chain will spend the same amount of time in each configuration. However, in the SSM, while one
still goes from η(1) to η(2) with probability 1, when in η(2) one has a positive probability
(depending on p) of remaining in that same configuration (when the toppling of u is partial,
sending only one grain of sand to the sink). Thus we see that the Markov chain will spend more
time in the configuration η(2) than in η(1), and therefore we will have µS
(
η(2)
)
> µS
(
η(1)
)
.
ASM: 1         2
 
SSM: 1         2
Figure 5.3: A simple example to see that the stationary distribution is different for both models.
We show the Markov chains on the recurrent configurations for the ASM and the SSM.
In general, the study of the stationary distribution for the SSM is a complicated process, since the
transition probabilities are far more complex than for the ASM (for the ASM, once the location
at which the new grain of sand is added has been chosen, everything is deterministic). In fact, we
do not solve this problem in this manuscript, although we do explore the question in more detail
in Section 5.6.
5.4 Main results
In this section, we state the main results of this chapter, first introducing the necessary objects.
Proofs of these results will be given in Section 5.5.
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5.4.1 Graph orientations
Our first result characterises the SR states in terms of graph orientations. Take a graph
G = (V ∪ {s}, E) ∈ G. We define an orientation on G to be an orientation of each edge of E
(when G has multiple edges, all of them are oriented independently). We write a→ b to denote
that the edge {a, b} is oriented from a to b.
Definition 5.4.1. Let G = (V ∪ {s}, E) ∈ G. Take a sandpile configuration η on G. We define
the lacking number of η at v as the number of grains at v less than its maximum value:
lGη (v) = d
G(v)− ηv.
Now let O be an orientation on G and let inGO(v) be the number of incoming edges to v in O. We
say that η is compatible with O (and likewise O is compatible with η) if ∀v ∈ V ,
inGO(v) ≥ 1 + lGη (v). (5.9)
We denote the set of stable configurations that are compatible with O as comp(O).
In situations where it is clear, we will omit the superscript G for brevity. Notice that if η is
compatible with some orientation O, then ηv ≥ 1 for any v ∈ V , since condition (5.9) can be
rewritten as
ηv ≥ 1 + outGO(v), (5.10)
where outGO(v) is the number of outgoing edges from v in O.
Note that there may be several configurations compatible with a particular orientation. Likewise,
there may be several orientations compatible with any given configuration. For instance, the
maximal configuration ηmax is compatible with any orientation where each vertex has at least one
incoming edge.
Theorem 5.4.2. Let G = (V ∪ {s}, E) ∈ G. Then a (stable) configuration η is stochastically
recurrent if and only if there exists an orientation O on G such that η ∈ comp(O). In other words,
Sto(G) =
⋃
O
comp(O), (5.11)
where the union is taken over all orientations on G.
A consequence of Theorem 5.4.2, using a well-known graph theory result, is the following
characterisation.
Corollary 5.4.3. Let G = (V ∪ {s}, E) ∈ G. Then a (stable) configuration η is stochastically
recurrent if and only if
∀A ⊆ V, |E(GA)| ≤ η(A)− |A|,
where GA is the subgraph of G with vertex set A and edge set the set of edges of G whose two
extremities are in A, and η(A) =
∑
v∈A ηv is the total number of grains in A.
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Proof. This is an immediate consequence of Theorem 5.4.2 (using the equivalent formulation
(5.10)) and the following lemma, applied to λ = η − 1.
Lemma 5.4.4. Let G = (V,E) be a graph, and λ : V → R+ some non negative valued function on
V . The following two conditions are equivalent.
(i) There exists an orientation O such that for any vertex v ∈ V , we have: OutGO(v) ≤ λ(v).
(ii) For any subset of vertices A ⊆ V , we have: |E(GA)| ≤ λ(A), where λ(A) :=
∑
v∈A(λ(v)).
This proposition is more or less part of the folklore in graph theory, and we give a brief proof here.
We first show that (i) =⇒ (ii). Suppose that (i) is satisfied and consider such an orientation O.
Now take a set of vertices A ⊆ V . We have, by assumption,
λ(A) =
∑
v∈A
λ(v) ≥
∑
v∈A
outGO(v).
Now, since each edge of E(GA) is oriented in O away from one of its two extremities (which are
both in A), every edge of E(GA) contributes exactly 1 to
∑
v∈A out
G
O(v), so that we have∑
v∈A out
G
O(v) ≥ |E(GA)| (there may be other contributions, hence the inequality), and thus (ii)
is satisfied.
We now show that (ii) =⇒ (i). We proceed by induction on |E| ≥ 0.
• If |E| = 0 there is nothing to show. The graph contains no edges, so the only orientation O
satisfies OutGO(v) = 0 for all vertices v, so that (i) is satisfied (λ is non negative).
• Suppose that we have proved the induction hypothesis for all graphs G such that
|E| = n ≥ 0. Let G = (V,E) be a graph such that |E| = n+ 1, and λ : V → R+ a function
satisfying condition (ii). Consider an edge u = {u, v} ∈ E of G. Setting A = {u, v},
condition (ii) implies that λ(u) + λ(v) ≥ 1, so that λ(u) ≥ 1 or λ(v) ≥ 1. Suppose for
instance λ(u) ≥ 1.
Now define λ′ by λ′(v) = λ(v)− 1v(u) for all v ∈ V . Since λ(u) ≥ 1 the function λ′ takes
non negative values. Moreover, it satisfies the condition (ii) on G′ := (V,E \ {e}) (i.e. G′ is
the graph G with the edge e removed). Thus by induction there exists an orientation O′ of
G′ such that for any v ∈ V , λ′(v) ≥ OutGO′(v). Define O to be the orientation of G with e
oriented from u to v, and all other edges keeping their orientation from O′, so that
OutGO(v) = Out
G
O′(v) + 1v(u) for all v ∈ V . We thus have OutGO(v) ≥ λ(v) for all v ∈ V and
thus (ii) is satisfied and the lemma is proved.
Furthermore, there is also a way of characterising DR configurations using orientations.
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Theorem 5.4.5. A (stable) configuration η is deterministically recurrent if and only if there
exists an orientation O of G with no directed cycles such that η ∈ comp(O).
This theorem is intuitive given the bijection between DR configurations and spanning trees, as
any spanning tree can induce a (not necessarily unique) orientation with no directed cycles.
5.4.2 The lacking polynomial
Our second result uses Theorem 5.4.2 in order to classify SR configurations according to the total
number of grains, or equivalently to the number of grains removed from the maximal
configuration. We do this by means of the lacking polynomial, which we now define.
Definition 5.4.6. Let G = (V ∪ {s}, E) ∈ G. The lacking polynomial LG of G is the generating
function of the stochastically recurrent configurations on G, with x conjugate to the number of
lacking particles in the configuration:
LG(x) =
∑
η∈Sto(G)
x`(η), (5.12)
where
`(η) =
∑
v∈V
lGη (v).
An example of the lacking polynomial is shown in Figure 5.4. Note that we can use the lacking
polynomial to count the number of SR configurations, as |Sto(G)| = LG(1). Also note that the
lacking polynomial is very similar in definition to the level polynomial defined in 5.5 for the ASM,
since one passes from one to the other through a simple change of variables and a monomial
multiplication.
Before stating the main result of this section (Theorem 5.4.11), which gives a Tutte-like formula
to compute LG, we state (without proof) some propositions concerning some special graphs which
serve as an initialisation for the computations (since LG will be expressed in terms of the lacking
polynomials of some graphs smaller than G). Related illustrations can be found in Figure 5.4.
Proposition 5.4.7. Let G = (V ∪ {s}, E) ∈ G.
1. If V = {u} and there are k edges between u and s, then
LG(x) =
k−1∑
i=0
xi.
2. If G is a tree, then LG(x) = 1.
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3. If we can write G as the union of connected graphs Gi = (Vi ∪ {s}, Ei), i = 1, . . . , k, so that
the Vi are mutually disjoint, then
LG(x) =
k∏
i=1
LGi(x).
We say that G is the product of the Gi.
We now state that the pruning of “tree branches” of a graph G does not change its lacking
polynomial.
Definition 5.4.8. Let G = (V ∪ {s}, E) ∈ G. A tree branch of G is a subgraph T = (V ′ ∪ {r}, E′)
of G which is a tree attached to the rest of G at the vertex r. In other words, T is a tree,
dT (v) = dG(v) for any v ∈ V ′, and r ∈ V \ V ′.
Lemma 5.4.9. Let G = (V ∪ {s}, E) ∈ G, and let T = (V ′ ∪ {r}, E′) be a tree branch of G.
Define G \ T := ((V \ V ′) ∪ {s}, E \ E′) as G with the tree branch removed. Then
LG\T (x) = LG(x).
ssss
Figure 5.4: From Proposition 5.4.7, the first graph has lacking polynomial 1 + x + x2 + x3, the
second graph (which is a tree) 1, and the lacking polynomial of the third graph is the product of
the lacking polynomials of the 3 graphs surrounded by dashed lines (all containing a sink at the
same place). Lemma 5.4.9 says that in the fourth figure, the lacking polynomial is not affected by
the removal of the two tree branches surrounded by dashed lines.
Note that this lemma implies the second statement of Proposition 5.4.7. We now give a formula
allowing one to compute the lacking polynomial for a given graph; this formula is similar to the
one used to compute the Tutte polynomial. First we require some definitions of edge deletion and
contraction, similar to those used in the Tutte polynomial relation (see e.g. Bernardi [13] and
references therein).
Definition 5.4.10. Let G = (V ∪{s}, E) ∈ G, and consider an edge e = {x, y} ∈ E, with x, y 6= s.
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Figure 5.5: An example of the deletion and contraction operations. G with the edge e marked is
on the left; G \ e and G.e are in the centre and right respectively.
1. Edge deletion. The graph G \ e is the graph G with e removed, i.e.
G \ e = (V ∪ {s}, E \ {e}).
2. General edge contraction. Define the graph G.e as follows:
• If e is simple, then G.e is G with e contracted, i.e. G.e = (V ∪{x.y, s} \ {x, y}, E \ {e}),
where edges adjacent in G to either x or y are now connected to x.y instead.
• If e has multiplicity k ≥ 2, contract one of these edges as above, and replace the other
k − 1 edges with k − 1 edges {x.y, s}.
We illustrate these operations in Figure 5.5.
Theorem 5.4.11. Let G = (V ∪ {s}, E) ∈ G, and let e be an edge of E which is neither a bridge
(i.e. removing e doesn’t disconnect the graph), nor connected to the sink. Then
LG(x) = xLG\e(x) + LG.e(x). (5.13)
By way of contrast, the corresponding relation for the Tutte polynomial, where e is not a loop or
bridge, is
TG(x, y) = TG\e(x, y) + TG.e(x, y),
although here loops are allowed in G and so G.e denotes regular edge contraction rather than the
version defined above. Thus 5.13 is very similar in design to the corresponding formula (5.6) for
the ASM. This justifies a fortiori that the SSM is an appropriate generalisation of the ASM.
One can check that the use of Theorem 5.4.11, Proposition 5.4.7, and Lemma 5.4.9 allows one to
compute LG for any graph G in G without referring to the SSM. More specifically, Theorem
5.4.11 expresses LG in terms of graphs with one less edge. We can continue to use this theorem,
and case 3 in Proposition 5.4.7, until we express LG in terms of graphs which only contain edges
to the sink and bridges. The bridges must then form tree branches which are removed by Lemma
5.4.9, and case 1 in Proposition 5.4.7 provides the lacking polynomials of the remainders. It is not
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immediately obvious that the polynomial so obtained does not depend on the edges that we
choose to delete/contract; however, since the lacking polynomial itself is well-defined, this follows
from Theorem 5.4.11.
A simple corollary of Theorem 5.4.11 gives us the degree of the lacking polynomial.
Corollary 5.4.12. Let G = (V ∪ {s}, E) ∈ G. Let the number of cycles c(G) be the number of
edges it is necessary to remove in order to turn G into a tree, i.e. c(G) = |E| − |V |. Then the
degree of the lacking polynomial LG is the number of cycles c(G).
Proof. We use induction on |E|. If |E| = 1 then G = ({u, s}, {{u, s}}). Thus LG = 1, c(G) = 0 as
desired. Now consider a graph G = (V ∪ {s}, E), and an edge e which is not a bridge or
connected to the sink. If there is no such edge, then after removing tree branches, which does not
affect c(G), we can express G as the product of graphs of the form described in the first case of
Proposition 5.4.7, which obviously satisfies the corollary. Otherwise, the graphs G \ e and G.e
both have |E| − 1 edges. Moreover, c(G \ e) = c(G)− 1 and c(G.e) = c(G). The result then
immediately follows by induction using (5.13).
5.5 Proofs
5.5.1 Proof of Theorem 5.4.2
Let
V(G) =
⋃
O
comp(O)
be the set of stable configurations on G compatible with some orientation. We wish to show that
Sto(G) = V(G). We do this by showing that they are subsets of each other.
Lemma 5.5.1. Let G = (V ∪ {s}, E) ∈ G. We have
Sto(G) ⊆ V(G).
Proof. Firstly we show that ηmax ∈ V(G). For this, consider a spanning tree of G and orient all
edges of this tree outwards from the sink; that is, if {a, b} is an edge of the spanning tree such
that a is closer to the sink than b, orient the edge a→ b. Orient all remaining edges in any
direction. Then for the resulting orientation every non-sink vertex has at least one incoming edge.
Condition (5.9) now shows that ηmax is compatible with this orientation, so ηmax ∈ V(G).
Now let O be an orientation compatible with ηmax, and let η′ ∈ Sto(G). We shall construct an
orientation O′ which is compatible with η′. To do this, consider a history of grain additions and
stochastic topplings that leads from ηmax to η′. We construct O′ iteratively from O by making
the following changes to the orientation at each step of this history:
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Figure 5.6: After the vertex topples according to the dashed arrows, only the edge e is reversed.
• If a grain topples from a vertex a to a neighbour b and the edge {a, b} is oriented a→ b, we
reverse the orientation of this edge so that it is oriented b→ a.
• Otherwise — that is, if the edge {a, b} is oriented b→ a, or if a grain is added — do nothing.
These changes are shown in Figure 5.6.
We now show that η′ ∈ comp(O′). Let η1 = ηmax, η2, . . . , ηk = η′ be the configurations constructed
at each step of the history, some of which may be unstable. Let O1 = O, ..., Ok = O
′ be the
corresponding orientations. We show by induction on i that for any i ∈ {1, . . . , k}, ηi is compatible
with Oi. For i = 1 we have η
max ∈ comp(O) by definition. At any fixed i > 1, there are two cases:
1. ηi is reached from ηi−1 by addition of a grain at some vertex a.
For any vertex v, we have lηi(v) ≤ lηi−1(v) and by construction inOi(v) = inOi−1(v). Since
ηi−1 is compatible with Oi−1, condition (5.9) is satisfied for ηi and Oi for all vertices in V .
Thus ηi is compatible with Oi.
2. ηi is reached from ηi−1 through a (legal) toppling at some vertex a.
Let the neighbours of a be b1, . . . , bm, and suppose the toppling transfers α1, . . . , αm grains
from a to each of these vertices respectively. Since the toppling is legal, ηi−1|a ≥ d(a) + 1,
and so after the toppling, lηi(a) ≤
∑
j αj − 1. But now grains have toppled out from a along∑
j αj edges, so by construction all these edges are oriented towards a. Therefore
inOi(a) ≥
∑
j αj and condition (5.9) is satisfied at a.
It remains to check that (5.9) is still satisfied at each bj . At most αj incoming edges to bj in
Oi−1 are now outgoing in Oi, so inOi(bj) ≥ inOi−1(bj)− αj . Furthermore,
lηi(bj) = lηi−1(bj)− αj , so by induction (5.9) is satisfied at bj .
No other vertices apart from a and its neighbours are changed, so ηi is compatible with Oi.
Taking i = k, we have shown that O′ is compatible with η′. This completes the proof of the
lemma.
Lemma 5.5.2. Let G = (V ∪ {s}, E) ∈ G. We have
V(G) ⊆ Sto(G).
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Proof. We use induction on the number of vertices |V |. If |V | = 1, then G is simply one vertex v,
connected to s by say k edges. Then V(G) consists of all configurations η where lη(v) ≤ k − 1,
which are SR by Proposition 5.4.7.
Suppose now that the lemma is true for any graph with |V | = k − 1. Take a graph
G = (V ∪ {s}, E) with |V | = k and a configuration η ∈ V(G). We wish to show that η is SR. To
do this, take an orientation O of G such that η ∈ comp(O), and choose a vertex u connected to s.
We can assume that all edges connecting u to s are oriented towards u (if some are not, we can
reverse them and the resulting orientation remains compatible with η). Write mu for the number
of such edges.
Let Gu be the graph obtained from G by identifying u with s, removing all {u, s} edges (denote
the new sink by s.u). Note in particular that the degree of any vertex in Gu (except s.u) is equal
to its degree in G. We now let Ou be the orientation on Gu coinciding with O on all edges still
present, except that any edge connected to s.u is oriented away from it.
For any vertex v in Gu, let kv be the number of edges oriented v → u in O (kv ≥ 0). We define a
configuration ηu on Gu by η
u
v = ηv − kv for v 6= s.u in Gu. Now for any such v, we have
inGuOu(v) = in
G
O(v) + kv and l
Gu
ηu (v) = l
G
η (v) + kv. Since η ∈ comp(O), we deduce that
ηu ∈ comp(Ou). Hence by induction ηu ∈ Sto(Gu), and therefore there exists a history of grain
additions and legal topplings that leads from ηmax to ηu on Gu.
We now start from ηmax on G and copy this history (all legal topplings remain legal because the
degrees in the two graphs are identical). This results in a configuration η′ on G with η′v = ηuv if
v 6= u. We then continue the history by either adding grains to u or repeatedly toppling grains
from u to s until u has dG(u) + 1 grains, i.e. it is minimally unstable.
We now make one final toppling at u, sending kv grains to each of its neighbours v, and
max(lGη (u)−
∑
v kv + 1, 0) grains to the sink. In order to do this, we must have at least
lGη (u)−
∑
v kv + 1 edges {u, s}. However, since η and O are compatible, we know that
lGη (u) + 1 ≤ mu +
∑
v kv, so this is true. Denote by η
′′ the configuration we finally reach.
We have:
• If v is neither u nor one of its neighbours, then lGη′′(v) = lGη′(v) = lGuηu (v) = lGη (v).
• If v is a neighbour of u, then lGη′′(v) = lGη′(v)− kv = lGuηu (v)− kv = lGη (v).
• lGη′′(u) ≥
∑
v kv + l
G
η (u)−
∑
v kv + 1− 1 = lGη (u).
Together, this shows that η′′ is identical to η except at u, where it may have less grains. We then
merely add the difference in grains to u, and have thus created a history of grain additions and
legal topplings which leads from ηmax to η. Therefore η is SR and the lemma, and Theorem 5.4.2,
is proved.
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5.5.2 Proof of Theorem 5.4.5
Let η ∈ Stable(G) be compatible with an orientation with no directed cycles. Let O be such an
orientation. Since O has no directed cycles, and we can take all edges adjacent to the sink as
oriented away from it, we can order the vertices of G as s = v0, v1, . . . , vn so that there exist no
edges vj → vi for i < j.
Now we apply the burning algorithm to η. We claim by induction that this can burn the vertices
in the order described above. Since s = v0, the initial condition is trivial. Now suppose we have
burned vertices v0, . . . , vi−1. All incoming edges to vi are burnt, so the number of unburned edges
adjacent to vi is d(vi)− inO(vi). But by (5.9),
ηvi = d(vi)− lη(vi) ≥ d(vi)− inO(vi) + 1.
Therefore vi can be burnt. Thus the burning algorithm burns all the vertices of the graph, and η
is deterministically recurrent.
Conversely, let η ∈ Det(G). Now apply the burning algorithm to η, and every time we burn a
vertex v, orient all edges from previously burnt vertices to v as incoming edges to v. Since all
vertices are burnt, this produces a full orientation O on G, which obviously has no directed cycles.
From the burning condition, we know that for all v, ηv is greater than the number of unburnt
edges, which is d(v)− inO(v). This gives
lη(v) = d(v)− ηv < d(v)− (d(v)− inO(v)) = inO(v).
Since these are integers, this means that (5.9) is fulfilled for all vertices. Thus O is compatible
with η and the theorem is proved. 
5.5.3 Proof of Lemma 5.4.9
We construct a bijection Φ from Sto(G \ T ) to Sto(G) such that for any η ∈ Sto(G \ T ),
l(η) = l(Φ(η)). Define for η ∈ Sto(G \ T ) and v ∈ V
lGΦ(η)(v) =
{
0 if v ∈ V ′,
l
G\T
η (v) otherwise.
Take an orientation O on G \ T which is compatible with η, and extend this orientation to G by
orienting each edge in T away from r. Then Φ(η) is compatible with the resulting orientation, so
Φ(η) ∈ Sto(G). Moreover, Φ is clearly an injection.
It remains to show that it is surjective. To see this, consider a configuration η ∈ Sto(G) and a
compatible orientation O. Each vertex in V ′ must have at least one incoming edge in E′. But
since T is a tree, |V ′|+ 1 = |E′|+ 1. Thus each edge in E′ points to a different vertex in T , so
inGO(v) = 1 for all v ∈ V ′. This implies that lGη (v) = 0. Furthermore, all edges in E′ adjacent to r
point away from it.
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Now define η′ on G \ T according to lG\Tη′ (v) = lGη (v), and let O′ be the restriction of O to G \ T .
We have in
G\T
O′ (v) = in
G
O(v) for all v ∈ G \ T , so clearly η′ is compatible with O′ and Φ(η′) = η.
Thus Φ is a bijection.
5.5.4 Proof of Theorem 5.4.11
Let G = (V ∪ {s}, E) ∈ G, and let e be an edge with multiplicity k of E which is neither a bridge
nor connected to the sink. Write e = {a, b}. For η ∈ Sto(G) we distinguish the following two cases:
(A) There exists an orientation O on G, compatible with η, such that at least one of the k edges
e is oriented a→ b in O, and lGη (b) > 0.
(B) For all orientations O compatible with η, all k {a, b} edges are oriented b→ a, or lGη (b) = 0.
We write η ∈ Sto(x)(G) if η satisfies condition x ∈ {A,B}. Obviously
Sto(G) = Sto(A)(G) ∪ Sto(B)(G).
Now we define a function f : Sto(G)→ Stable(G \ e) ∪ Stable(G.e) as follows:
• If η ∈ Sto(A)(G) then f(η) = η − 1a is a configuration on G \ e.
• If η ∈ Sto(B)(G) then f(η)|v =
{
ηa + ηb − k − 1 if v = a.b,
ηv otherwise,
is a configuration on G.e.
Notice that in the first case (that is if η ∈ Sto(A)(G)), we have ηa ≥ 2 from (5.10), since
outGO(a) ≥ 1; in the second case, since the number of edges between a and b is k,
outGO(a) + out
G
O(b) ≥ k, and then by (5.10), ηa + ηb ≥ 2 + k from which we see that ηa + ηb − k − 1
is indeed strictly positive.
To simplify further calculations, we note that in the first case, l
G\e
f(η)(a) = l
G
η (a) and
l
G\e
f(η)(b) = l
G
η (b)− 1. In the second case, lG.ef(η)(a.b) = lGη (a) + lGη (b).
It is easy to see that if η is stable, f(η) is also stable — the lacking number can decrease by at
most one, and this occurs only at b when η ∈ Sto(A)(G), where by definition lGη (b) > 0. Moreover,
we have
l(f(η)) =
{
l(η)− 1 if η ∈ Sto(A)(G),
l(η) if η ∈ Sto(B)(G).
In light of this, it is sufficient to show the following theorem to prove Theorem 5.4.11 since the
two sets Sto(G \ e) and Sto(G.e) are disjoint, being configurations on different graphs.
Theorem 5.5.3. Let G = (V ∪ {s}, E) ∈ G. The function f defined above is a bijection from
Sto(G) to Sto(G \ e) ∪ Sto(G.e).
This theorem is itself a direct consequence of the four following lemmas. The first lemma shows
that for any η ∈ Sto(G), the configuration f(η) is indeed stochastically recurrent.
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Lemma 5.5.4. For any G = (V ∪ {s}, E) in G,
f(Sto(G)) ⊆ Sto(G \ e) ∪ Sto(G.e).
Proof. Take η ∈ Sto(G), and fix an orientation O on G such that η ∈ comp(O). There are two
cases.
1. η ∈ Sto(A)(G).
By construction, we may choose O such that e is oriented a→ b. Let O′ be the orientation
on G \ e which is identical to O on all edges of G \ e. Then for any vertex v,
in
G\e
O′ (v) = in
G
O(v)− δv,b ≥ 1 + lGη (v)− δv,b = 1 + lG\ef(η)(v),
so f(η) ∈ comp(O′). Thus, by Theorem 5.4.2, f(η) ∈ Sto(G \ e).
2. η ∈ Sto(B)(G).
Let k be the number of {a, b} edges in G. Then in G.e, these will be replaced by k− 1 edges
{a.b, s}. Orient these as s→ a.b, and orient all other edges of G.e as they are oriented in O.
Denote by O′ the resulting orientation on G.e. Then
inG.eO′ (a.b) = in
G
O(a) + in
G
O(b)− 1 ≥ (lGη (a) + 1) + (lGη (b) + 1)− 1 = lG.ef(η)(a.b) + 1,
so condition (5.9) is satisfied at a.b. Since inG.eO′ (v) = in
G
O(v) for v 6= a.b, it is clearly also
satisfied elsewhere, so f(η) ∈ comp(O′), and by Theorem 5.4.2, f(η) ∈ Sto(G.e).
We write f(A) (resp. f(B)) for the restriction of f to the set Sto(A)(G) (resp. Sto(B)(G)). We will
show that each of these are bijections onto their respective images.
Lemma 5.5.5. For any G = (V ∪ {s}, E) in G, the function f(A) is a bijection from Sto(A)(G) to
Sto(G \ e).
Proof. The fact that f(A) is injective follows immediately from the definition of f . To show that
f(A) is surjective onto Sto(G \ e), let η ∈ Sto(G \ e) and take an orientation O on G \ e compatible
with η. Let O′ = O ∪ {a→ b}, and define η′ = η + 1a as a configuration on G. It is obvious that
η′ is stable and f(η′) = η. Then for any vertex v,
inGO′(v) = in
G\e
O (v) + δv,b ≥ 1 + lG\eO (v) + δv,b = 1 + lGη′(v).
Thus η′ ∈ comp(O′) so η′ is SR. Moreover, e is oriented a→ b in O′ and lGη′(b) > 0, so
η′ ∈ Sto(A)(G) as desired.
Lemma 5.5.6. For any G = (V ∪ {s}, E) in G, the function f(B) is surjective onto Sto(G.e).
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Figure 5.7: Counting the number of edges in O′ (left) and O (right). The {a, b} edges are oriented
according to the value of ia and l
G.e
η (a.b).
Proof. For any η ∈ Sto(G.e), let O be a compatible orientation on G.e. Let k be the multiplicity
of the edge e in G (as before we may have k = 1). We may assume that the k − 1 edges {s, a.b} in
G.e are all oriented s→ a.b in O. Write ia (resp. ib) for the number of edges oriented into a.b in
O which correspond to edges into a (resp. b) in G, from vertices other than b (resp. a). This is
illustrated in Figure 5.7.
Since η is compatible with O, we have
inG.eO (a.b) = ia + ib + k − 1 ≥ 1 + lG.eη (a.b). (5.14)
Let f¯(B) : Sto(G)→ Stable(G.e) be the extension of f(B) to all of Sto(G), i.e.
f¯(B)(η)|v =
{
ηa + ηb − k − 1 if v = a.b,
ηv otherwise.
(5.15)
The difference between f¯(B) and f(B) lies in the fact that f¯(B) is defined over all Sto(G), whereas
f(B) is defined only on Sto(B)(G). We will now define a configuration η
′ ∈ Sto(G) such that
f¯(B)(η
′) = η. Firstly let η′v = ηv if v 6= a, b, a.b. Likewise let O′ be an orientation on G where all
edges in G.e are oriented identically to O (the remaining edges are as yet unspecified). Obviously
(5.9) is satisfied for η′ and O′ at vertices other than a and b. We now assign grains to a and b,
and orientations to the {a, b} edges, according to 3 cases.
1. ia = 0.
We set lGη′(a) = 0, l
G
η′(b) = l
G.e
η (a.b). In O
′, orient one {a, b} edge as b→ a and the remaining
as a→ b. Clearly, (5.9) is satisfied at a (which has one incoming edge), and
inGO′(b) = ib + k − 1 = ia + ib + k − 1 ≥ 1 + lG.eη (a.b) = 1 + lGη′(b),
from (5.14), so (5.9) is also satisfied at b.
2. 1 ≤ ia ≤ 1 + lG.eη (a.b).
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We set lGη′(a) = ia − 1 ≥ 0, lGη′(b) = lG.eη (a.b)− lGη′(a) ≥ 0. In O′, orient all k edges {a, b} as
a→ b. Then
inGO′(a) = ia = 1 + l
G
η′(a),
inGO′(b) = ib + k ≥ 1 + lG.eη (a.b)− ia + 1 = 1 + lGη′(b),
again using (5.14), so (5.9) is satisfied at both a and b.
3. ia > 1 + l
G.e
η (a.b).
We set lGη′(a) = l
G.e
η (a.b), l
G
η′(b) = 0. In O
′, orient all k edges {a, b} as a→ b. Then we have
inGO′(a) = ia ≥ 1 + lGη′(a), and inGO′(b) = ib + k ≥ 1 = 1 + lGη′(b). Thus condition (5.9) is
satisfied at a and b.
Now, in each of these cases we have lG.eη (a.b) = l
G
η′(a) + l
G
η′(b), so f¯(B)(η
′) = η. Likewise, η′ is
compatible with O′, so η′ ∈ Sto(G). It remains to show that we may choose an η′ ∈ Sto(B)(G) so
that f(η′) = η.
To show this, define lminb = min{lGη′(b) : η′ ∈ Sto(G) s.t. f¯(B)(η′) = η}. Since there exists at least
one such η′, this is well-defined. Now take η′ ∈ Sto(G) such that lGη′(b) = lminb and f¯(B)(η′) = η.
We show that η′ ∈ Sto(B)(G).
If lminb = 0, this is true by definition. Now suppose that l
min
b > 0 and there exists an orientation
O′ on G compatible with η′ with an edge oriented a→ b. We define the orientation O′′ as O′ with
that edge reversed and all other edges oriented as in O′. Likewise, define the configuration
η′′ = η′ + 1b − 1a, so that lGη′′(a) = lGη′(a) + 1, lGη′′(b) = lGη′(b)− 1 ≥ 0, and lGη′′(v) = lGη′(v) elsewhere.
Since η′ ∈ comp(O′), we have η′′ ∈ comp(O′′) by construction. Now we have f¯(B)(η′′) = η and
η′′ ∈ Sto(G), but lGη′′(b) < lminb . This is a contradiction of the definition of lminb . Therefore no such
orientation O′ exists, and η′ ∈ Sto(B)(G).
Lemma 5.5.7. For any G = (V ∪ {s}, E) in G, the function f(B) is injective.
Proof. Let η1, η2 ∈ Sto(B)(G) such that f(η1) = f(η2), that is lGη1(a) + lGη1(b) = lGη2(a) + lGη2(b) and
lGη1(v) = l
G
η2(v) if v 6= a, b, but suppose η1 6= η2. Assume without loss of generality that
lGη2(b) > l
G
η1(b) ≥ 0. Now choose compatible orientations O1 and O2 respectively on G. Suppose
that the edge e has multiplicity k ≥ 1 in G: for more clarity denote by e1, . . . , ek these k edges.
Since η2 ∈ Sto(B)(G) and lGη2(b) > 0, these k edges must be oriented b→ a in O2.
Now, if inGO2(a) > 1 + l
G
η2(a), then reversing the orientation of one of these k edges to a→ b in O2
results in another orientation compatible with η2, contradicting the fact that η2 ∈ Sto(B)(G).
Therefore these quantities are equal and
inGO1(a) ≥ 1 + lGη1(a) > 1 + lGη2(a) = inGO2(a). (5.16)
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Now let ∆ be the set of edges in O2 which are oriented differently from O1. We define a subgraph
T = (V (T ), E(T )) of G as the union of all directed paths in O2 starting from a whose edges are in
∆ (and the induced vertices). From (5.16), this contains at least one edge adjacent to a.
Firstly, we claim that b /∈ V (T ). Otherwise, there exists a directed path from a to b in O2 which
does not contain any of the edges e1, . . . , ek. Starting from O2, we may reverse e1 and all edges of
this path to reach an orientation with the same number of incoming edges at each vertex as O2,
and therefore compatible with η2, but with e1 oriented a→ b. This contradicts the assumption
that η2 ∈ Sto(B)(G).
Now start from O2 and reverse the orientation of one of the ei’s and all edges in E(T ). Denote
this orientation by O′2. We show that O′2 is compatible with η2 by checking condition (5.9) at b
and vertices in V (T ) (which include a):
• inGO′2(b) = in
G
O2
(b) + 1 ≥ 1 + lGη2(b), since ei has been reversed and b /∈ V (T ).
• For v ∈ V (T ), all incoming edges to v in O1 are identically oriented in O′2 by construction.
Therefore inGO′2
(v) ≥ inGO1(v) ≥ 1 + lGη1(v) ≥ 1 + lGη2(v), where the last inequality is strict if
v = a and an equality otherwise.
This gives us an orientation compatible with η2 containing an edge ei oriented a→ b. Again, this
is a contradiction of the assumption that η2 ∈ Sto(B)(G). Thus there cannot exist configurations
η1 6= η2 in Sto(B)(G) such that f(η1) = f(η2), and f(B) is injective.
5.6 Conclusion and perspectives
In this chapter, we have defined a generalisation of the ASM in which the topplings are
stochastic. This model behaves qualitatively differently to the established ASM of Dhar. In
particular, the set of recurrent states of this model contains that of the former model. We have
proved a characterisation of these states using graph orientations. We also defined a generating
function of these states which counts the number of “lacking” grains, and showed that this
“lacking polynomial” satisfies a recurrence relation which resembles that of the Tutte polynomial.
There are several directions in which to advance this work, and we discuss a few of these now.
5.6.1 Further exploring the Lacking Poynomial
Given the many combinatorial interpretations of the Tutte polynomial, it would be of interest to
see if the lacking polynomial demonstrates similar interpretations. In other words, the lacking
polynomial may count certain combinatorial objects for given values of its parameter, and we
would like to determine what these objects are. In some sense, the hope is that our lacking
polynomial may turn out to be an analog to the Tutte polynomial for rooted graphs. Indeed, as
discussed in Section 5.3.2, the sink in some sense doesn’t play a role in the ASM. This is
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consistent with Theorem 5.1.3 which links the ASM set of recurrent configurations to the Tutte
polynomial, since the Tutte poynomial is defined on unrooted graphs.
However, as seen, the sink does play an important role for the SSM, and hence the lacking
polynomial should take this into account. As such, the lacking polynomial could turn out to be an
important graph-invariant for rooted graphs, and be an interesting object of study in itself. It is
possible that a more encompassing definition may be needed, for instance by adding a second
variable to the Tutte polynomial through the relation 5.13 (in this case, this would involve
additional difficulty in showing such a polynomial to be well-defined).
5.6.2 A study of the stationary distribution for the SSM
Another topic of interest is to probe further into the behaviour of the Markov chain structure,
more specifically the steady state measure. As discussed in Section 5.3.3, in the ASM, all
recurrent states are equally likely, but this is not the case for the SSM. It would be interesting to
calculate the probabilities for the stochastically recurrent states. Once we have done so, we can
analyse the behaviour of the model in the steady state, and see if it displays a similar power-law
behaviour to that observed for the classic model.
In fact, calculating these probabilities turns out to be difficult. A first difficulty arises merely in
computing the transition probabilities for the Markov chain in the SSM. Indeed, for the ASM,
once the vertex at which we add a grain of sand has been chosen, there is no more randomness,
i.e. a given unstable configuration stabilises to a unique given (stable) configuration, whereas in
the SSM, from a given unstable configuration there are several possible configurations to which it
can stabilise, and the transition probabilities are not easy to determine. Another issue is that the
additional algebraic structure which exists on the set of DR configurations is absent in the SSM.
In Section 5.7, we give a few relatively simple graphs and the corresponding stationary
distributions for the SSM. As the reader can see, the formulae for the probabilities of the SR
configurations quickly become very complicated. There is however one case - the so-called crazy
office model - where the formula is simple.
Theorem 5.6.1. Let G = (V,E) be a graph with V = {v0 = s, v1, v2, · · · , vn} for some n, and
E = ({v0, v1}, {v1, v2}, · · · , {vn, v0}). Assume that the distribution ν according to which grains are
added in the SSM is the uniform distribution on V . Let µ denote the stationary distribution for
the SSM. We have:
∀η ∈ S(G), µ(η) =
{
p
n+1 if η 6= ηmax
1− n pn+1 if η = ηmax
.
We prove this theorem in the Appendix A. Note that this family of graphs is perhaps the simplest
family one can consider other than trees, since it is simply one cycle of given length where one of
the vertices is the sink. As soon as we make the graphs a little more complicated the formulae
become very difficult.
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We have stated Theorem 5.6.1 in the case where the additions of grains in the Markov chain are
made uniformly at random. However, it appears to be true for any such distribution ν. In fact,
this appears to be more general, in that we have the following.
Conjecture 5.6.2. Let G = (V,E) be a graph and ν a probability distribution on V . Then the
stationary distribution µ for the SSM where grain additions are made according to the distribution
ν does not depend on ν.
Note that the same phenomenon happens in the ASM: the stationary distribution is always the
uniform distribution, however the grains are added. In fact, it does not appear to be necessary to
assume that ν has support V .
There are a few further directions we could explore. The first is linked to Note 5.2.1. As
explained, all our results in Chapter 5 remain valid if we put any distribution on the topplings at
each vertex, provided vertices topple independently and all possible topplings (at each vertex)
have positive probability. It is possible that the probabilities for the SR configurations could be
easier to determine for some other such distribution. Another possibility would be to restrict
ourselves to certain families of graphs (for instance the complete graphs). As mentioned above in
the case of the crazy office model there does appear to be a simple formula. Finally, rather than
try to determine the exact probabilities of the SR configurations, we could adopt a more
qualitative approach. For instance, how do the probabilities of the SR configurations depend on
p? First recall the following result.
Proposition 5.6.3. Let G = (V ∪ {s}, E) ∈ G, and µ be the stationary distribution for the SSM
on G. We have:
∀η ∈ S(G), µ(η)→ 1|Det(G)| 1η∈Det(G), as p→ 1.
In words, the stationary distribution for the SSM tends to the uniform distribution on the set of
DR configurations as p tends to 1.
This is a consequence of Theorem 5.1.5, and the fact that the probabilities of SR configurations
are rational functions in p and thus continuous. Indeed, the coefficients of the transition matrix Q
for the SSM are rationnal functions in p, and the stationary distribution can be written in terms
of the inverse of (I −Q), which thus also has rationnal coefficients in p.
Conjecture 5.6.4. Let G = (V ∪ {s}, E) ∈ G, and µ be the stationary distribution for the SSM
on G. We have:
∀η ∈ S(G), µ(η)→ 1η=ηmax , as p→ 0.
In words, as p tends to 0, the stationary distribution for the SSM converges to the Dirac mass at
the maximal configuration ηmax.
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The intuition behind this “result” is as follows. When p tends to 0, the amount of grains toppled
from an unstable vertex tend to be small (in “most” cases, we expect only one grain to topple).
Thus, starting from ηmax and adding a grain somewhere, one expects the extra grain to “wander”
on the graph until it is eventually expelled through the sink, and thus the configuration ηmax
stabilises to itself. We note that this is true for all our examples in Section 5.7, since in all cases p
factorises the numerator of µ(η) when η 6= ηmax.
5.6.3 Extending the SSM to directed graphs
A final direction in which we could expand this current work would be to extend the SSM to
directed graphs, that is, graphs on which edges are directed. This has been done for the ASM
in [53]. In this paper the author remarks that the burning algorithm is not always valid for the
ASM on directed graphs. He then gives a necessary and sufficient condition on the (directed)
graph for the algorithm to be valid, and devises an algorithm, called the script algorithm, to
determine if a given configuration on a directed graph is recurrent for the ASM or not.
We would like to do some similar work for the SSM (which can of course be defined on directed
graphs). There are a few difficulties in this. First, we do not as of yet have an efficient algorithm
similar to the burning algorithm for the SSM (Theorems 5.4.2 and 5.4.3 give some algorithms, but
these are exponential; the burning algorithm is linear). Is it possible to extend the burning
algorithm to the SSM? How does one go about burning vertices? Another problem is attempting
to extend the results of Theorem 5.4.2 to directed graphs, i.e. find a similar condition to (5.9) for
directed graphs. The problem is that Condition (5.9) is a local condition, whereas there are
examples of directed graphs on which adding an edge far away from some vertex v to a graph
changes the possible values of SR configurations at v, so in some sense the SSM on directed
graphs is heavily non local.
5.7 Examples of stationary distributions for the SSM
This section gives some examples of reasonably simple graphs, with the corresponding stationary
distributions for the SSM. We will denote the stationary distribution µ throughout. The order of
the vertices (for the SR configurations) is given on the figures.
5.7.1 Computation method
5.7.1.1 Principle of the computation
As mentioned in Section 5.6, it is not easy to compute the stationary distribution for the SSM,
even for some relatively simple graphs. The main difficulty in doing so arises when computing the
transition matrix Q. Indeed, in the setting of the ASM, once it has been decided where the grain
is added, the stabilisation process is deterministic, which makes the transition probabilities
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reasonably simple to compute. In the case of the SSM, the stabilisation is random, and
computing the probability that an unstable configuration stabilises to a given stable configuration
is in general complicated.
To compute the stationary distribution, we first extend the state space. Let
Sto∗(G) := {η = (ηv, v ∈ V ) ∈ Z|V |+ ; ∃η′ ∈ Sto(G), η′  η},
where the notation η′  η means that η can be reached from η′ from the addition of one grain to
η′ and a (possibly empty) sequence of topplings. Let Stou(G) = Sto∗(G) \ Sto(G) be its unstable
elements.
The set Sto∗(G) can be seen as the set of recurrent configurations for the Markov chain whose
dynamics are as follows. First fix some order on the set V of vertices of the graph G. Start from
some configuration η0 ∈ Sto∗(G). Given ηi−1 for any i ≥ 1, we obtain ηi as follows:
• If ηi−1 is stable, then ηi is obtained through adding a grain of sand to ηi−1 at a vertex
chosen uniformly at random.
• If ηi−1 is unstable, then ηi is obtained through the toppling of the minimal unstable vertex
(for the previously fixed order).
We will call this the extended Markov chain.
Now the transition probabilities for this chain are simple to compute (there is at most one
toppling). We denote Q˜ the transition matrix for the extended Markov chain. We can compute
the transition matrix Q of the Markov chain on Sto(G) using the matrix Q˜. Indeed, for any
η, η′ ∈ Sto(G), we have:
Q(η, η′) = Q˜(η, η′) +
∑
η1,η2,··· ,ηk∈Stou(G)
Q˜(η, η1)Q˜(η1, η2) · · · Q˜(ηk−1, ηk)Q˜(ηk, η′). (5.17)
Now if we write A := (Q˜(η, η′), η, η′ ∈ Sto(G)), B := (Q˜(η, η′), (η, η′) ∈ Sto(G)× Stou(G)),
(Q˜(η, η′), (η, η′) ∈ Stou(G)× Sto(G)) and (Q˜(η, η′), η, η′ ∈ Stou(G)), so that
Q˜ =
(
A B
C D
)
,
then Equality (5.17) can be re-written as:
Q = A+B
∑
n≥0
Cn
D, (5.18)
and therefore:
Q = A+B(I − C)−1D. (5.19)
118
As mentioned the matrix Q˜, and thus the matrices A,B,C,D are easy to compute, so that
Equality (5.19) allows us to compute the transition matrix Q for the SSM, using some computer
algebra system. It is then similarly possible to compute the invariant distribution µ, which
satisfies the linear system of equations
E = {µ(I −Q) = 0,
∑
η∈Sto(G)
µ(η) = 1}. (5.20)
Note that we assumed in our computations that grains were added uniformly at random on V ,
but the method of computation is still valid if we add grains according to any distribution whose
support is V .
This method of computation is relatively simple in theory, since the transition probabilities of the
matrix Q˜ are immediate. However, there is a trade-off, in that if we increase the size of the graph
G, then the size of Sto∗(G) will increase much more than that of Sto(G). Indeed, roughly
speaking, |Sto∗(G)| is of order at least |Sto(G)||V |, since its elements are obtained by adding
grains at any location v to some η ∈ Sto(G) and then making all possible topplings.
In fact, through these topplings we may reach some states with highly unstable vertices, so that
the size of Sto∗(G) is in fact much larger than this. As an illustration of this, consider the graph
Kn = ({0, 1, · · · , n}, ([0, 1], {1, · · ·n} × {1, · · ·n})), that is the complete graph on n vertices where
we connect one of these vertices to the sink (through a single edge). Then we have, for
n = 1, · · · , 5:
n |Sto(G)| |Sto∗(G)|
1 1 2
2 1 4
3 4 29
4 32 412
5 366 8636
In particular, the size of the transition matrix Q˜ for the extended Markov chain will be much
larger than the transition matrix Q of the original Markov chain. In practice, the size of the
matrix Q˜ quickly becomes an obstacle to the computation, in particular in computing the inverse
of (I −D). In the example above, to compute the transition probabilities on K5 (which has 366
SR states) we would have to compute the inverse of a matrix of size ≥ 8000.
5.7.1.2 A simple example
We show the successive steps necessary to compute the invariant distribution on a simple
example. Let G = ({v0 = s, v1, v2}, {(v0, v1), (v1, v2), (v2, v0)}) be the graph in Figure 5.8.
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v1 v2
s
Figure 5.8: A simple example
To simplify notation, we define ω1 :=
p(1− p)
1− (1− p)2 =
1− p
2− p and ω2 :=
p2
1− (1− p)2 =
p
2− p , with
ω2 + 2ω1 = 1. The quantities ω1, ω2 are the probabilities of all possible topplings on the graph G,
when these topplings are conditioned to be proper topplings, in the sense that at least one grain is
toppled from the vertex, as per Remark 5.2.3. Thus, ω2 is the probability that a vertex topples
fully (sends one grain to each of its two neighbours), ω1 is the probability that a vertex sends one
grain to a given neighbour and none to the other neighbour.
The first step is to compute the set Sto∗(G). We do this step-by-step, computing at the same
time the transition matrix Q˜ for the extended Markov chain. This is represented in Figure 5.9.
(2, 2) (3, 1)
(1, 2)
1
2
1
2
1
2
1
2
(2, 3)
1
2
1
2
(1, 3)
ω1
ω2ω2
ω1ω1
ω2
ω2 ω1
ω1
ω1
ω1
ω1
(3, 2)
(2, 1)
Figure 5.9: The extended Markov chain with its transition matrix Q˜
We can then compute the transition matrix Q of the original Markov chain using Equality (5.19).
We order the states of Sto∗(G) as follows:
Sto∗(G) = {[1, 2]; [2, 1]; [2, 2]; [1, 3]; [2, 3]; [3, 1]; [3, 2]}.
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Then we have:
A =
0 0
1
2
0 0 12
0 0 0
 , B =

1
2 0 0 0
0 0 12 0
0 12 0
1
2
 , C =

ω1 ω2 ω1
0 0 ω1
ω2 ω1 ω1
0 0 ω1
 , D =

0 0 0 0
0 0 ω2 ω1
0 0 0 0
ω2 ω1 0 0
 .
We compute
(I −D)−1 = 1
1− ω21

1− ω21 0 0 0
ω1ω2 1 ω2 ω1
0 0 1− ω21 0
ω2 ω1 ω1ω2 1
 ,
and after some simplifications using the fact that ω2 + 2ω1 = 1, Equality (5.19) gives us that
Q =
1
2
ω1 ω2 1 + ω1ω2 ω1 1 + ω1
ω2 ω2 4ω1
 .
The final step is to solve the system (5.20). After simplification, we get
µ[1,2] = µ[2,1] =
p
3
, µ[2,2] = 1−
2p
3
.
We now compute the stationary distributions on some other examples, giving just the results.
The idea is to show that even on some relatively simple-looking graphs, the stationary
distributions can be very complicated.
Theorem 5.6.1 gives us the stationary distribution in the case where G is a simple cycle of which
one vertex is the sink. It is thus natural to want to consider the case where G is a simple cycle,
where one vertex is connected to the sink. We do this in Section 5.7.2, but as we can see, the
formulae for the stationary distribution are immediately very complicated. In Section 5.7.3 we try
to make the graph as symmetrical as possible by studying the case where G is a complete graph
(with all vertices connected to the sink), but once more the formulae quickly become difficult.
Finally, in Section 5.7.4 we study a case where the transition matrix Q is easy to compute: G is
one vertex connected to the sink by an edge of multiplicity k. The simple formulae for the
transition probabilities of Q do not translate to simple formulae for the stationary distribution.
5.7.2 A simple cycle, connected to a sink
In this section, we study the case where the graph is a simple cycle connected to the sink.
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5.7.2.1 Triangle
[2, 2, 2] : µ1 = 2
(1−p)p2
3 p2−7 p+5
[3, 1, 2] : µ2 =
1
3
p(3 p2−4 p+2)
3 p2−7 p+5
[3, 2, 1] : µ3 =
1
3
p(3 p2−4 p+2)
3 p2−7 p+5
[3, 2, 2] : µ4 =
1
3
15−25 p+11 p2
3 p2−7 p+5
5.7.2.2 Square
[2, 2, 2, 2] : µ1 = −2 p
2(p−1)(18 p2−40 p+23)
48 p4−222 p3+405 p2−342 p+112
[3, 1, 2, 2] : µ2 = 1/4
(48 p4−166 p3+233 p2−162 p+48)p
48 p4−222 p3+405 p2−342 p+112
[3, 2, 1, 2] : µ3 = 1/4
p(3 p−4)(16 p3−42 p2+39 p−14)
48 p4−222 p3+405 p2−342 p+112
[3, 2, 2, 1] : µ4 = 1/4
(48 p4−166 p3+233 p2−162 p+48)p
48 p4−222 p3+405 p2−342 p+112
[3, 2, 2, 2] : µ5 = 1/4
(25 p2−56 p+32)(10 p2−23 p+14)
48 p4−222 p3+405 p2−342 p+112
5.7.2.3 Pentagon
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[2, 2, 2, 2, 2] : µ1 = −2 p
2(p−1)(16 p2−35 p+20)
40 p4−186 p3+344 p2−296 p+99
[3, 1, 2, 2, 2] : µ2 = 1/5
p(40 p4−131 p3+184 p2−136 p+44)
40 p4−186 p3+344 p2−296 p+99
[3, 2, 1, 2, 2] : µ3 = 1/5
(40 p4−161 p3+249 p2−181 p+54)p
40 p4−186 p3+344 p2−296 p+99
[3, 2, 2, 1, 2] : µ4 = 1/5
(40 p4−161 p3+249 p2−181 p+54)p
40 p4−186 p3+344 p2−296 p+99
[3, 2, 2, 2, 1] : µ5 = 1/5
p(40 p4−131 p3+184 p2−136 p+44)
40 p4−186 p3+344 p2−296 p+99
[3, 2, 2, 2, 2] : µ6 = 1/5
274 p4−1246 p3+2154 p2−1676 p+495
40 p4−186 p3+344 p2−296 p+99
5.7.3 Complete graphs
We look at some examples of complete graphs (that it, graphs with a single edge between all pairs
of vertices).
5.7.3.1 Complete graph with 2 vertices all connected to the sink
[1, 2] : µ1 =
1
3 p
[2, 1] : µ2 =
1
3 p
[2, 2] : µ3 = 1− 23 p
5.7.3.2 Complete graph with 3 vertices all connected to the sink
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[1, 2, 3] : µ1 = 1/16
p3(p2−p+1)
p2−2 p+2
[1, 3, 2] : µ2 = 1/16
p3(p2−p+1)
p2−2 p+2
[1, 3, 3] : µ3 = −1/16 (2 p
3−5 p2+6 p−4)p2
p2−2 p+2
[2, 1, 3] : µ4 = 1/16
p3(p2−p+1)
p2−2 p+2
[2, 2, 2] : µ5 = −3/8 (p−1)p
4
p2−2 p+2
[2, 2, 3] : µ6 = 1/16
(2 p3−p2−8 p+8)p2
p2−2 p+2
[2, 3, 1] : µ7 = 1/16
p3(p2−p+1)
p2−2 p+2
[2, 3, 2] : µ8 = 1/16
(2 p3−p2−8 p+8)p2
p2−2 p+2
[2, 3, 3] : µ9 = −1/16 p(8 p
3−31 p2+42 p−20)
p2−2 p+2
[3, 1, 2] : µ10 = 1/16
p3(p2−p+1)
p2−2 p+2
[3, 1, 3] : µ11 = −1/16 (2 p
3−5 p2+6 p−4)p2
p2−2 p+2
[3, 2, 1] : µ12 = 1/16
p3(p2−p+1)
p2−2 p+2
[3, 2, 2] : µ13 = 1/16
(2 p3−p2−8 p+8)p2
p2−2 p+2
[3, 2, 3] : µ14 = −1/16 p(8 p
3−31 p2+42 p−20)
p2−2 p+2
[3, 3, 1] : µ15 = −1/16 (2 p
3−5 p2+6 p−4)p2
p2−2 p+2
[3, 3, 2] : µ16 = −1/16 p(8 p
3−31 p2+42 p−20)
p2−2 p+2
[3, 3, 3] : µ17 = 1/16
(4 p2−11 p+8)(3 p2−6 p+4)
p2−2 p+2
5.7.4 One vertex connected with multiplicity k to the sink
We end this Section by looking at the case where the graph is one vertex connected to the sink by
an edge of multiplicity k ≥ 2. This is a case where the transition probabilities of the Markov
chain are easy to compute, but there still does not appear to be a simple formula for the steady
state measure.
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We may have 1, 2, . . . , k grains of sand on the vertex u. The Markov chain has transition matrix
Qk :=

0 1 0 · · · 0 0
0 0 1 · · · 0 0
...
... · · · 0 0
0 0 0 · · · 0 1(
k
k
) pk
ak
(
k
1
)pk−1(1−p)
ak
(
k
2
)pk−2(1−p)2
ak
(
k
k−2
)p2(1−p)k−2
ak
(
k
k−1
)p(1−p)k−1
ak

with ak = 1− (1− p)k. We get:
• For k = 1:
µ1 = 1.
• For k = 2:
µ1 =
1
2
p, µ2 = −1
2
p+ 1.
• For k = 3:
µ1 =
1
3
p2, µ2 = −1
3
p (2 p− 3) , µ3 = 1− p+ 1
3
p2.
• For k = 4:
µ1 =
1
4
p3, µ2 = −1
4
p2 (3 p− 4) , µ3 = 1
4
p
(
6− 8 p+ 3 p2) ,
µ4 = −1
4
(p− 2) (p2 − 2 p+ 2) .
• For k = 5:
µ1 =
1
5
p4, µ2 = −1
5
(4 p− 5) p3, µ3 = 1
5
p2
(
6 p2 − 15 p+ 10) ,
µ4 = −1
5
p
(−10 + 20 p− 15 p2 + 4 p3) , µ5 = 1− 2 p+ 2 p2 − p3 + 1
5
p4.
• For k = 6:
µ1 =
1
6
p5, µ2 = −1
6
p4 (5 p− 6) , µ3 = 1
6
p3
(
10 p2 − 24 p+ 15) ,
µ4 = −1
6
p2
(
10 p3 − 36 p2 + 45 p− 20) , µ5 = 1
6
p
(
15− 40 p+ 45 p2 − 24 p3 + 5 p4) ,
µ6 = −1
6
(p− 2) (p2 − p+ 1) (3− 3 p+ p2) .
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Appendix A
Proof of Theorem 5.6.1
This appendix contains the proof of Theorem 5.6.1. We denote Gn := ({v0 = s, v1, v2, · · · , vn},
({v0, v1}, {v1, v2}, · · · , {vn, v0})) the crazy office graph with n vertices and the sink. Define for
any i ∈ {1, · · · , n}, the configuration ηi by
ηi = ηmax − 1i,
that is the configuration with one grain of sand at i and two grains elsewhere. We will sometimes
write ηi(n) where it is necessary to take into account the size of the graph. Now for any n, we
denote Qn the transition matrix for the SSM on the graph Gn.
Recall also the notation introduced in Section 5.7.1.2 for the topplings on Gn. We denote
ω1 :=
p(1− p)
1− (1− p)2 =
1− p
2− p and ω2 :=
p2
1− (1− p)2 =
p
2− p , with ω2 + 2ω1 = 1. The quantities
ω1, ω2 are the probabilities of all possible topplings on the graph G, when these topplings are
conditioned to be proper topplings, in the sense that at least one grain is toppled from the vertex,
as per Remark 5.2.3. Thus, ω2 is the probability that a vertex topples fully (sends one grain to
each of its two neighbours), ω1 is the probability that a vertex sends one grain to a given
neighbour and none to the other neighbour.
Theorem A.0.1. Let n ∈ N and i, j ∈ {1, · · ·n} such that i 6= j. We have:
1. Qn
(
ηi, ηj
)
=
ω2
n
.
2. Qn
(
ηi, ηi
)
=
(
n− 1
n
)
ω1.
3. Qn
(
ηi, ηmax
)
=
1
n
+
(
n− 1
n
)
ω1.
4. Qn (η
max, ηmax) = 2ω1.
5. Qn
(
ηmax, ηi
)
=
ω2
n
.
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First let us show the Theorem A.0.1 implies Theorem 5.6.1. It suffices to show that if µ is defined
as in the statement of Theorem 5.6.1 by
µ
(
ηi
)
=
p
n+ 1
, ∀i ∈ {1, · · ·n}
µ (ηmax) = 1− np
n+ 1
,
then µQn = µ.
In fact, let us define a measure µ˜ by:µ˜
(
ηi
)
= ω2, ∀i ∈ {1, · · ·n}
µ˜ (ηmax) = ω2 + (n+ 1)ω1
,
so that µ˜ =
n+ 1
2− pµ. Thus µ is simply the renormalisation of µ˜, so that it is sufficient to check that
µ˜Qn = µ˜. (A.1)
Now let j ∈ {1, · · ·n}. We have:
(µ˜Qn)
(
ηj
)
=
n∑
i=1
µ˜
(
ηi
)
Qn
(
ηi, ηj
)
+ µ˜ (ηmax)Qn
(
ηmax, ηj
)
= (n− 1)ω2ω2
n
+ ω2
(
n− 1
n
)
ω1 + (ω2 + (n+ 1)ω1)
(ω2
n
)
=
1
n
(
(n− 1)ω22 + (n− 1)ω1ω2 + ω22 + (n+ 1)ω1ω2
)
=
1
n
(nω22 + 2nω1ω2) = ω2,
since ω2 + 2ω1 = 1, and thus (µ˜Qn)
(
ηj
)
= µ˜
(
ηj
)
.
Since this is true for any j, the stochasticity of the matrix Qn means that this is sufficient to show
Equation (A.1). It remains to prove Theorem A.0.1.
Proof. There are several steps in this proof. The key idea is that in some sense the vertex i in the
configuration ηi acts like some sort of sink. Indeed, in the stabilisation of ηi + 1j for some j 6= i,
the vertex i never topples since it can receive at most one grain throughout the process.
Lemma A.0.2. Let n ∈ N and i ∈ {1, · · ·n}. We have:
Qn
(
ηi, ηmax
)
=
1
n
+Qn
(
ηi, ηi
)
. (A.2)
Proof. Let n ∈ N and i ∈ {1, · · ·n}. To reach the configuration ηmax from ηi there are two
possibilities:
(a) We may add a grain at i with probability 1n ;
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(b) We may add a grain at some j 6= i and have RS (ηi + 1j) = ηmax.
In case (b) throughout the stabilisation no grain can topple into the sink, since the number of
grains on the graph must remain constant. Moreover, from the remark at the beginning of the
proof, it follows that exactly one grain must be toppled into i (since i cannot topple).
Now to reach the configuration ηi from ηi we must add a grain at some j 6= i and have
RS
(
ηi + 1j
)
= ηi. Now throughout this stabilisation exactly one grain must topple into the sink,
and no grain may topple into i (since i cannot topple). This means that the vertex i and the sink
play symmetrical roles if we have RS
(
ηi + 1j
)
= ηmax or RS
(
ηi + 1j
)
= ηi. In particular, this
implies that ∑
j 6=i
P
(
RS
(
ηi + 1j
)
= ηmax
)
=
∑
j 6=i
P
(
RS
(
ηi + 1j
)
= ηi
)
. (A.3)
This immediately gives us Lemma A.0.2.
Lemma A.0.3. Let n ∈ N and i, j ∈ {1, · · ·n} such that i 6= j. We have:
Qn
(
ηi, ηj
)
=
ω2
n
. (A.4)
Proof. We first explain why this is true for j = i+ 1 = n. Indeed, to reach ηn from ηn−1 there is
only one possibility: add a grain at n and make a full toppling. Indeed, if we add a grain at some
k < n− 1 the extra grain can never “cross over” the vertex n− 1, so the vertex n can never
become unstable. The sequence “add a grain at n and make a full toppling” has probability ω2n ,
so Equation (A.4) is true for j = i+ 1 = n.
We now show that the quantity Qn
(
ηi, ηj
)
does not depend on j. Assume for instance that j > i.
First note as above that to reach ηj from ηi we must add a grain at some k > i. Somewhere along
the stabilisation process the configuration must reach (possibly re-ordering the topplings) the
following state:
• The only unstable vertex is j.
• There is exactly one vertex k such that i ≤ k < j and k has exactly one grain of sand.
• There is at most one vertex l > j which has exactly one grain of sand. If there is no such
vertex, we take l = n+ 1 to be the sink.
Now we can see that to reach ηj from such a configuration, j must topple fully, sending one grain
to the vertex k and one to the vertex l. But we can see that the probability of this stabilisation
occurring depends only on the length l − k and not on j, so that by summing over all such
possible configurations we get that the quantity Qn
(
ηi, ηj
)
does not depend on j. A similar
argument shows that Qn
(
ηi, ηj
)
does not depend on i, and this suffices to show Lemma A.0.3.
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We note that Lemmas A.0.2 and A.0.3, combined with the stochasticity of the matrix Qn, are
sufficient to show the equalities (1), (2) and (3) of Theorem A.0.1. We also note that a symmetry
argument similar to the proof of Lemma A.0.2 implies that the quantity Qn
(
ηmax, ηi
)
does not
depend on i. Using the stochasticity of Qn, to show Theorem A.0.1 it is thus sufficient to show
the following.
Lemma A.0.4. Let n ∈ N. We have:
Qn (η
max, ηmax) = 2ω1. (A.5)
We have:
Qn (η
max, ηmax) =
1
n
n∑
k=1
P (RS (ηmax + 1k) = ηmax) . (A.6)
Define αk := P (RS (ηmax + 1k) = ηmax). To reach ηmax from ηmax + 1k exactly one grain must
topple into the sink (and all other vertices stabilise). This grain may topple from v1 or from vn.
Denote βk the probability that RS (η
max + 1k) = η
max and that the grain is toppled into the sink
from v1; denote the intersection of these events Bk so that βk = P(Bk). The symmetry of the
graph Gn gives us
n∑
k=1
αk = 2
n∑
k=1
βk. (A.7)
But in the event Bk no grain must ever be toppled into the sink from the vertex n. This is
equivalent to a vertex n+ 1 being added between n and the sink and requiring that no grain is
ever toppled from n into n+ 1. This is exactly the situation in the graph Gn+1 when attempting
to reach ηn+1 from ηn+1: the vertex n+ 1 must always have only one grain of sand. Thus
P(Bk) = P
(
RS
(
ηn+1(n+ 1) + 1k(n+ 1)
)
= ηn+1(n+ 1)
)
.
Now Equality (2) of Theorem A.0.1 (which we have already proved) tells us that
Qn+1
(
ηn+1, ηn+1
)
=
1
n+ 1
n∑
k=1
P
(
RS
(
ηn+1 + 1k
)
= ηn+1
)
=
n
n+ 1
ω1,
so that
n∑
k=1
βk =
n∑
k=1
P(Bk) =
n∑
k=1
P
(
RS
(
ηn+1 + 1k
)
= ηn+1
)
= nω1,
and combining this with Equations (A.6) and (A.7) gives us Equation (A.5). This concludes the
proof.
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