ABSTRACT. We determine, under a certain assumption, the Alexeev-Brion moduli scheme M S of affine spherical G-varieties with a prescribed weight monoid S. In [PVS12] we showed that if G is a connected complex reductive group of type A and S is the weight monoid of a spherical G-module, then M S is an affine space. Here we prove that this remains true without any restriction on the type of G.
INTRODUCTION AND STATEMENT OF RESULTS
A natural invariant of an affine variety X equipped with an action of a complex connected reductive group G is its weight monoid S(X). It is the set of (isomorphism classes of) irreducible representations of G that occur in the ring of regular functions C[X]. If every irreducible representation occurs at most once in this ring, then X is called multiplicity-free. If, in addition, X is normal, then it is an affine spherical variety. For multiplicity-free varieties, the weight monoid completely describes the structure of C[X] as a representation of G. Knop's Conjecture, proved by Losev in [Los09] , asserts that if X is smooth and multiplicity-free, then S(X) uniquely determines X. This is no longer true without the smoothness assumption. A moduli scheme introduced by V. Alexeev and M. Brion [AB05] brings geometry to the natural question, "to what extent does S(X) determine X as a variety?"
To describe the moduli scheme, following [Bri13, Section 4 .3], we introduce some more notation. Let B be a Borel subgroup of G. Then B = TU where T is a maximal torus of G and U is the unipotent radical of B. Let Λ + be the monoid of dominant weights in the weight lattice Λ. Recall that by highest weight theory, the elements of Λ + are in bijection with the isomorphism classes of irreducible representations of G. Under this identification, the weight monoid S(X) of a multiplicity-free affine G-variety X is a finitely generated submonoid of Λ + . Now, given a finitely generated submonoid S of Λ + , define the following G-module: V(S ) := ⊕ λ∈S V(λ). By identifying it with the semigroup algebra C[S ], we equip the space of highest weight vectors V(S ) U with a T-multiplication law. The moduli scheme M S introduced in [AB05] parametrizes the G-multiplication laws on V(S ) that extend the chosen T-multiplication law on the subspace V(S ) U . We will sometimes write M G S instead of M S when we need to specify the group under consideration. Alexeev and Brion showed that M S is an affine scheme of finite type over C.
In more geometric language, the moduli scheme M S parametrizes pairs (X, ϕ) where X is a multiplicity-free affine G-variety with weight monoid S and ϕ is a T-equivariant map Spec(C[X] U ) → Spec(C[S ]). Alexeev and Brion equipped M S with a natural action of the 'adjoint torus' T ad := T/Z(G), where Z(G) is the center of G. They proved that the orbits correspond to isomorphism classes of multiplicity-free affine varieties with weight monoid S, and that there is a unique closed T ad -orbit, which is a fixed point denoted X 0 .
1 Finally, they showed that if X is an affine multiplicity-free variety with weight monoid S, and we think of X as a closed point on M S , then the closure of the orbit T ad · X ⊆ M S has coordinate ring C[Σ X ], where Σ X is the so-called root monoid of X:
Here C[X] (λ) is the isotypic component of C[X] of type λ ∈ Λ + .
Main results.
In [PVS12] we proved that if S is the weight monoid of a spherical G-module, where G is of type A, then M S is an affine space. Here we extend this result to weight monoids of spherical G-modules for arbitrary connected reductive groups G.
That is, we here prove the following. We recall from [PVS12, Lemma 2.7] that for a given spherical G-module W, the invariant d W is easy to calculate from the rank of the free abelian group S(W) Z : it is the difference between the rank of S(W) Z and the number of irreducible components of W. Thanks to the reduction in Section 4 of [PVS12] , which is independent of the type of the group G, the proof of Theorem 1.1, which is formally given in Section 1.2, reduces to the following theorem.
Theorem 1.2. Suppose (G, W) is an entry in Knop's List of saturated indecomposable spherical modules (see List 3.1 on page 16). If G is a connected reductive group such that (1) G ′ ⊆ G ⊆ G; and (2) W is spherical as a G-module then
dim T X 0 M G S = d W ,
where S is the weight monoid of (G, W).
In [PVS12, Section 5], we proved Theorem 1.2 for groups G of type A. In Section 3 below, we prove it for the remaining modules in Knop's List, i.e. those where the acting group contains a component that is not of type A. As in our previous paper, we do this by determining for each entry in Knop's List the structure of T X 0 M S as a T ad -module: we determine the T ad -weights occuring in T X 0 M S and show that each weight has multiplicity one. It follows from our descriptions that only certain 'special' elements of the root lattice of G occur as T ad -weights in T X 0 M S : every T ad -weight in T X 0 M S is a so-called "spherical root" of G (cf. [Lun01, Section 1.2] for the definition of this notion).
Section 2, which may be of independent interest, contains some auxilary results about the tangent space T X 0 M S to M S at the point X 0 . Corollary 2.9 is a sharpening of the extension criterion [PVS12, Proposition 3.4] for invariant sections of the normal sheaf of X 0 in V.
The Appendix presents the details, in a specific case, of a different technique which explicitly computes the T ad -eigenvectors in (V/g · x 0 ) G x 0 . After most of the work on this paper had been completed, the preprints [ACF14] and [BVS15] were posted on the arXiv. We do not use the results contained in these papers, and for the weight monoids S under consideration in the present paper our main result is stronger. More precisely, while [ACF14, BVS15] also prove (and in much greater generality than in the present paper) that the T ad -weights in T X 0 M S are spherical roots of G and have multiplicity one, in the present paper we additionally prove that M S is irreducible for the monoids S under consideration.
1.2. Formal proof of Theorem 1.1. We now give the proof of Theorem 1.1. Corollary 2.6 and Corollary 4.17 of [PVS12] reduce the proof to Theorem 1.2, which we prove by a case-by-case verification in Section 3.
1.3. Notations. We will follow the conventions and notations of [PVS12] . In particular, by a variety we mean a reduced, irreducible and separated scheme of finite type over C. We will use Λ for the weight lattice of G, i.e. the group of characters of a fixed maximal torus T, which is identified with the group of characters of a chosen Borel subgroup B of G which contains T. Then Λ + will denote the monoid of dominant weights in Λ, and we will use V(λ) for the irreducible representation of G corresponding to λ ∈ Λ + , and v λ for a highest weight vector in V(λ). We will use g for the Lie algebra of G. If α is a root, then α ∨ ∈ Hom Z (Λ, Z) will be its coroot (in the sense of [Bou68] ), g α its root space and X α ∈ g α \ {0} a root operator. We will use Π for the set of simple roots (relative to T and B) and Λ R for the root lattice:
We will number the fundamental weights and the simple roots of the simple Lie algebras as in [Bou68] . When G = GL(n) and i ∈ {1, . . . , n}, the highest weight of the module i C n will be denoted by ω i . Moreover, we put ω 0 = 0. It is well-known that the simple roots of GL(n) have the following expressions in terms of the ω i :
(1.1) α i = −ω i−1 + 2ω i − ω i+1 for i ∈ {1, 2, . . . , n − 1}.
We will use E * for the basis of a free monoid S of dominant weights and E := {λ * : λ ∈ E * }. Here λ * is the highest weight of the representation V(λ) * which is dual to V(λ); that is: V(λ * ) ≃ V(λ) * .
1.4. Acknowledgment. The authors thank Michel Brion for suggesting, during a 2011 visit of the second-named author to the University of Grenoble, the general strategy for the extension criterion in Section 2. They also thank an anonymous referee for pointing out a mistake in the proof of Proposition 3.12, for her/his very careful reading and for the numerous and detailed suggestions which improved the paper.
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CRITERION FOR EXTENSION OF SECTIONS
In this section, E * is a set of linearly independent dominant weights of a complex connected reductive group G, and S is the submonoid of Λ + generated by E * . We do not assume that S is the weight monoid of a spherical module. Like before, E = {λ : λ * ∈ E * }. As in [PVS12] , we put
and we denote by N X 0 |V the normal sheaf of X 0 in V.
Remark 2.1. We record some well-known facts about x 0 and X 0 that will be of use later in the paper. 
In [AB05] Alexeev and Brion equipped M S with an action of T ad and showed that X 0 , viewed as a point of M S , is a fixed point and the unique closed orbit for this action. As in [PVS12] we will work with a 'twist' of the action in [AB05] . It is obtained by composing Alexeev and Brion's action with the automorphism of T ad induced by the automorphism γ → w 0 (γ) of the root lattice Λ R , which is the group of characters of T ad . Here w 0 is the longest element of the Weyl group of (G, T). We will call our action on M S and its induced action on T X 0 M S "the T ad -action." As shown in [AB05] and reviewed in [PVS12, §2.2], we have a sequence of T ad -equivariant linear maps (2.1)
where the first and the third map are isomorphisms, and the second one is an inclusion. Because they will play a role later on, we recall from [PVS12, §2.2] explicit descriptions of our T ad -actions on (V/g · x 0 ) G x 0 and on H 0 (X 0 , N X 0 |V ) G . For the former, we begin by equipping V with the same action α of T ad as in [PVS12, Definition 2.11]:
by the action of T ad . This induced action on (V/g · x 0 ) G x 0 is what we call "the T ad -action"
By slight abuse of notation, we also denote it by α.
To describe the T ad -action on H 0 (G · x 0 , N X 0 |V ) G and on H 0 (X 0 , N X 0 |V ) G , let GL(V) G be the group of linear automorphisms of V that commute with the action of G. Since the elements of E are distinct, GL(V) G is isomorphic to the product of |E| copies of C × . The natural action of GL(V) G on V stabilizes G · x 0 and X 0 and the embedding
Composing the action of GL(V) G with the homomorphism
Proposition 2.13 of [PVS12] shows that Z(G) is in the kernel of ψ and that the isomorphism
In Section 2.1 we strengthen [PVS12, Proposition 3.4] and obtain necessary and sufficient conditions for a section s ∈ H 0 (G · x 0 , N X 0 |V ) G to extend to X 0 : see Corollary 2.9. The proof is given in Section 2.3, after we review some generalities about extending sections of a vector bundle over a normal variety in Section 2.2. In Section 2.4 we gather a few more results on T X 0 M S .
Extending sections.
We denote by X ≤1 0 ⊂ X 0 the union of G · x 0 with all G-orbits of X 0 that have codimension 1. By [Bri10, Lemma 1.14] X
≤1
0 is an open subset of X 0 , and because X 0 is normal, it is a subset of the smooth locus of X 0 (see, e.g., the argument in the proof of [PVS12, Lemma 3.3] for details). Definition 2.2. We say the λ ∈ E has codimension one if
As an immediate consequence of, e.g., [PVS12, Proposition 3.1] one has the following simple criterion to determine whether an element of E has codimension one.
Proposition 2.3. For λ ∈ E the following are equivalent
(1) λ has codimension one;
The following is an immediate consequence of [Bri13, Lemma 3.9]. 
Proof. The equivalence of (1) and (2) is a special case of [Bri13, Lemma 3.9]. The equivalence of (2) and (3) is a consequence of the definition of a sheaf, once we prove that the collection of sets
forms an open cover of X ≤1 0 . We first show that each set
0 is a finite (by Remark 2.1(c)) union of orbits in X ≤1 0 that are all closed because they are of minimal dimension. Secondly, the union of the sets in the collection (2.5) is all of X ≤1 0 because, by Remark 2.1(c) and [PVS12, Lemma 2.16] every orbit of codimension 1 in X 0 is of the form G · (x 0 − v λ ) for some λ ∈ E of codimension 1.
We recall some well-known facts about T ad -weights and
Proof. This follows from the following standard argument.
Proposition 2.6. Let β ∈ Λ and assume that v is a T ad -eigenvector in V of weight β such that
Proof. Assertion (b) is a consequence in Lemma 2.17(c) of [PVS12] . Let α ∈ Π. Recalling that if X α · v is nonzero, then it has T ad -weight β − α, assertions (a) and (d) follow from Lemma 2.18 in loc.cit. Since the root operator X α belongs to the Lie algebra of G x 0 , we have that X α · v ∈ g · x 0 . Assertion (c) now follows from the fact that if the T ad -weight β − α occurs in g · x 0 then the corresponding weight space is
Remark 2.7. Since we will frequently make use of it later, we note the following consequence of (a) and (b) in Proposition 2.6:
Theorem 2.8. Assume that v is a T ad -eigenvector in V of T ad -weight β such that
. Let λ be an element of E which has codimension 1 and put 
The proof of Theorem 2.8 will be given in Section 2.3 which starts on page 10. Before that, we gather some general results on extending sections in Section 2.2. The following is a synthesis of Proposition 2.4 and Theorem 2.8. 
Denote by e 1 , e 2 (resp. g 1 , g 2 ) a basis of C 2 where the first (resp. second) SL 2 acts in the standard fashion. A small calculation gives that the vector space (V/g · x 0 ) G x 0 is 3-dimensional with basis the classes in V/g · x 0 of
The vector w 1 has T ad weight α = λ 1 , and since w 1 ∈ V(λ 1 ) part C) of Theorem 2.8 implies that the induced equivariant section extends to G · x 0 ∪ G · v λ 2 , hence to the whole of X 0 . The vector w 2 has T ad weight 2α ′ = −4λ 1 + 2λ 2 , and part A) of Theorem 2.8 implies that the induced equivariant section extends to X 0 . The vector w 3 has T ad weight 2α = 2λ 1 , hence part B) of Theorem 2.8 implies that the induced equivariant section does not extend to G · x 0 ∪ G · v λ 2 . We have shown that
as a T ad -module. We remark that to exclude the section induced by w 3 from T X 0 M S we could not have used [PVS12, Proposition 3.4], since condition (ES2) of that proposition is not satisfied for w 3 . We also remark that Luna has shown in an unpublished note from 2005 that this moduli scheme M S , equipped with its reduced scheme structure, is a union of two affine lines meeting in a point. It was the first example of a non-irreducible scheme M S .
2.2. Generalities about extending sections. In this section X denotes a variety, in particular it is reduced, irreducible and separated. Let E → X be an algebraic vector bundle. For the proof of Theorem 2.8 in Section 2.3 we need the following general propositions. They are well known, but for completeness we provide proofs. Proof. We consider f as a rational function on X. Since f does not extend to a morphism X → C it follows that f is not the constant function with value 0. Using that X is normal, there is a well defined divisor of poles of f and a well defined divisor of zeroes of f , see, e.g. We fix a point p ∈ X which is in the support of the divisor of poles of f but not in the support of the divisor of zeroes. To obtain a contradiction, we assume that there exists an irreducible algebraic curve C ⊂ X with p ∈ C and U ∩ C = ∅ such that the morphism f restricted to U ∩ C extends to a morphismf : C → C.
Denote by g the rational function 1/ f . The divisor of zeroes of g is the divisor of poles of f and the divisor of poles of g is the divisor of zeroes of f . Hence p is in the support of the divisor of zeroes of g and is not in the support on the divisor of poles of g. It follows that there exists a Zariski open subset W ⊂ X with p ∈ W such that g defines a morphism g : W → C with the property g(p) = 0. Denote byḡ :
Example 2.13. If X = C 2 and f = x/y we can choose p = (a, 0) for any a ∈ C \ {0}. Proof. By the defining gluing property of sections of sheaves, there exists a nonempty Zariski open V ⊂ X such that E restricted to V is trivial and s restricted to V ∩ U does not extend to a section over V. Hence we can assume, without loss of generality, that E is the trivial vector bundle. So assume E = X × C n → X is the first projection. Let e 1 , . . . , e n be a basis of C n and define s i ∈ H 0 (X, E ) by s i (x) = (x, e i ) for all x ∈ X. There exist (unique)
for all u ∈ U. If each f i extended to a morphism X → C, it would then follow that s extends to a section X → E which contradicts the assumptions. Hence at least one of the f i does not extend to a morphism. Using Proposition 2.12 there exists p ∈ X \ U such that for every algebraic curve C ⊂ X with p ∈ C and U ∩ C = ∅, the morphism f i restricted to U ∩ C does not extend to a morphism C → C. As a consequence, s restricted to U ∩ C does not extend to a section C → E.
Assume now in addition that G is a connected linear algebraic group over C, X is a G-variety and π : E → X is a G-vector bundle over X. This means that we are given an algebraic action ρ :
for all g ∈ G, v ∈ V and that for fixed g ∈ G and x ∈ X the induced map
is an isomorphism of vector spaces. While its proof is elementary, the following proposition implies that the section s of Theorem 2.8 extends to Z if and only if it extends along just one curve; see Proposition 2.16. Proof. We first show that s extends to an element of H 0 (X, E ), and then that the extension is G-equivariant.
We assume that s does not extend to an element of H 0 (X, E ), and we will get a contradiction. By Proposition 2.14 there exists p ∈ X \ U such that for every algebraic curve C ⊂ X with p ∈ C and U ∩ C = ∅ the section s restricted to U ∩ C does not extend to a section
Since s is G-equivariant we have t| U∩C = s| U∩C , hence t is a section of E over C which extends s| U∩C , contradicting the choice of p.
We have shown that s extends to a section s 1 : X → E. We claim that s 1 is G-equivariant.
2.3. Proof of Theorem 2.8. We start the proof of Theorem 2.8. Let λ ∈ E be of codimension 1. For t ∈ C, we put (2.8)
and G · z 0 has codimension 1 in X 0 .
Since Z = G · x 0 ∪ G · z 0 is smooth, the restriction of the sheaf N X 0 |V to Z is locally free. We denote by E → Z the total space of the corresponding vector bundle. In particular the sections of the restriction of N X 0 |V to Z are naturally identified with those of E.
Recall
t ∈ C}, and denote by s * the section of E over For w ∈ V we denote by s w ∈ H 0 (X 0 , N X 0 |V ) the global section defined by
for all x ∈ X 0 . We will use V β for the T ad -weight space in V of weight β. Recall that, by Proposition 2.6, β is a nonzero element of Π N and that
The idea of the proof of Theorem 2.8 is to find elements {y i } in V β such that their images in V/T z t X 0 form a basis of the T ad -weight space of weight β in V/T z t X 0 for all t ∈ C. It then follows that (the restriction to C 0 of) the sections s y i form a linearly independent subset of H 0 (C 0 , E ), and that there exist f i ∈ C(t) such that for all t ∈ C \ {0} we have
The section s * extends to all of C 0 if and only if each f i (t) belongs to the polynomial ring
With the appropriate choice of the vectors {y i } the rational functions f i (t) are very simple; see Proposition 2.18.
Proof. Recall that T z t X 0 is equal to the linear span of g · z t ∪ {v λ }. Using that u − is spanned by the set {X −γ : γ positive root of G}, the lemma follows from the fact that v λ has T adweight zero (and so not equal to β) and that
Before giving the details of the remaining arguments for the proof of Theorem 2.8, we introduce some more notation for the remainder of this section. Put
Because the summands V 1 and V 2 of V are stable under the T ad -action, there exists a basis y 2 , . . . , y n of V β , such that
Recall that a is the coefficient of λ in the unique expression of β as a linear combination of the elements of E. Proposition 2.18. Let {y 2 , y 3 , . . . , y n } be a basis of V β as above, and let b i be elements of C such that the equality (2.11) holds. For all t ∈ C * we have
Proof. By assumption, s is an eigenvector of weight β for the
Equivalently, s is an eigenvector (of weight described below) 
We now argue as in the proof of Part i) of [PVS12, Proposition 3.4]. The homomorphism f : T → GL(V) G of (2.3) is surjective (because E is linearly independent), and therefore the homomorphism f * :
Since, by definition, a is the coefficient of λ in the expression of β as a Z-linear combination of the elements of E, we have that δ(σ D (t)) = t a . Consequently
Taking into account that
the proposition follows.
We prove part A) of Theorem 2.8. Assume a ≤ 0. Since the s y i are sections defined over the whole X 0 , Proposition 2.18 implies that s * extends to a section over C 0 . Hence s extends to Z by Proposition 2.16.
For the rest of the proof we separate into five cases. Recall that
Case 1: β is a root, X −β · v λ = 0 and there exists µ ∈ E \ {λ} with X −β · v µ = 0. Case 2: β is a root, X −β · v λ = 0 and there exists µ ∈ E \ {λ} with
Case 5: β is not a root.
We first show that Case 3 and Case 4 cannot happen. Case 3 cannot occur, because it contradicts the assumption that λ has codimension 1, by Proposition 2.3. Case 4 cannot occur, because β ∈ E Z by Proposition 2.6. Indeed, if β is a root in E Z , then {µ ∈ E : β ∨ , µ = 0} is nonempty and so X −β · x 0 = 0.
We now prove B) and C) of Theorem 2.8 in Case 1. We begin by choosing an appropriate basis of V β . Put y n := X −β · v λ , and let y 2 , y 3 , . . . , y q be the elements of
in some order. Finally, extend y 2 , y 3 , . . . , y q , y n to a basis y 2 , y 3 , . . . , y n of V β such that
Hence there is, in V/T z t X 0 , the following equality
Using Lemma 2.17 it follows that the classes, in V/T z t X 0 , of y 3 , . . . , y n are a basis for the image of V β in V/T z t X 0 . In other words, the elements s y i (z t ), for 3 ≤ i ≤ n, are linearly independent for every t ∈ C.
Combining the relation (2.12) with Proposition 2.18 we get for all nonzero t that
We now prove part B) in Case 1. Assume a > 1. We assume that s extends and we will get a contradiction. Since s extends we have that s * also extends. Since the set {s y i (z t ) : 3 ≤ i ≤ n} is linearly independent for all t ∈ C, and −a + 1 and −a are negative, Equation (2.13) implies that b i = b 2 for 3 ≤ i ≤ q and for i = n, and that
. This proves part B) in Case 1.
We now prove part C) in Case 1. Assume that a = 1. Since −a + 1 = 0 and −a < 0, arguing similarly to the case a > 1 we get that s * extends over C 0 if and only if
which is an element of V 1 . Conversely, assume there existsv ∈ V 1 with v −v ∈ g · x 0 . Then v andv define the same equivariant section s of E over G · x 0 . Hence we can assume in Equation (2.11) that b i = 0 for 2 ≤ i ≤ m. As a consequence, Proposition 2.18 implies that s * extends, hence by Proposition 2.16 s also extends. This finishes the proof of part C) of Theorem 2.8 in Case 1.
The arguments for the proof of B) and C) of Theorem 2.8 for Cases 2 and 5 are very similar to those of Case 1 so we only sketch them.
In Case 2, we can choose a basis y 2 , y 3 , . . . , y n of V β with the following properties: -{y 2 , y 3 , . . .
Then, for all t ∈ C we have the following equality in V/T z t (X 0 ):
and, similarly to Case 1, the elements s y i (z t ), for 3 ≤ i ≤ n, are linearly independent. Continuing as in the proof of Case 1 the result follows.
In Case 5, we choose a basis y 2 , . . . , y n of V β with the following properties: -y i ∈ V 2 for 2 ≤ i ≤ m; and -y i ∈ V 1 for m + 1 ≤ i ≤ n. Then for all t ∈ C the elements s y i (z t ), for 2 ≤ i ≤ n, are linearly independent. Continuing as in the proof of Case 1 the result follows. This finishes the proof of Theorem 2.8.
2.4.
A few more facts about T X 0 M S . In this subsection we prove three more facts about T ad -weights in T X 0 M S . Let β be such a weight, and let β = ∑ λ∈E a λ λ be the unique expression of β as a Z-linear combination of the elements of E. Proposition 2.19 guarantees that at least one of the a λ is positive. Proposition 2.20, which is a consequence of a classical result attributed to Kostant, bounds the number and size of positive coefficients a λ . Finally, Proposition 2.21 gives a sufficient condition for β to be a simple root and describes the T ad -weight space of weight β when the condition is met. The first two propositions do not use our extension criterion (Theorem 2.8), while the third one does. Proof. This follows by a standard argument from the fact, recalled in Proposition 2.6, that β is a nonzero element of Π N . For completeness, we include the details. Recall that we can equip the vector space Λ R ⊗ Z R, where Λ R = Π Z is the root lattice, with a positive definite inner product (· | ·) such that for all α ∈ Π and all γ ∈ Λ R , we have that α ∨ , γ is a positive multiple of (α | γ), see e.g. [TY05, §18.3 and §18.4].
Since β is an element of Π N there exists, for every α ∈ Π, a nonnegative integer n α such that β = ∑ α∈Π n α α. Since β = 0, we know by the positive definiteness and the bilinearity of (· | ·) that (2.14)
It follows that there is some α ∈ Π for which (α | β) > 0, whence α ∨ , β > 0, which is what we had to prove. Proof. This is a consequence of the following fact, attributed to Kostant (see, e.g., [Tim11, Proposition 28.6]): the ideal I = I(X 0 ) of the subvariety X 0 of V is generated by the intersection, which we denote by I 2 , of I with the subspace C[V] 2 of polynomials of degree 2 in C[V]. If we number the elements of E as {λ 1 , λ 2 , . . . , 
Recall from [PVS12, Section 2.2] that, as reviewed at the start of Section 2 above, the
Clearly, ρ is completely determined by its restriction to I 2 , since I 2 generates I as an ideal. Being G-equivariant, ρ sends each irreducible G-submodule M of I 2 to 0 or to a G-submodule of C[V]/I isomorphic to M.
Since C[V]/I = C[X 0 ], the G-module structure of this algebra is given by
Moreover, as stated in the first paragraph of the proof of [Tim11, Proposition 28 
3) on page 5 relates the T ad -action to the action of GL(V) G . Since β ∈ E Z and E is linearly independent there exists a unique character δ of 
where the second equality uses equations (2.17) and (2.19) and the third equality uses the C-linearity of ρ. The proposition now follows from comparing (2.22) with equation (2.18). 15 we may assume that v ∈ V(λ) ⊆ V. To get a contradiction, we assume that β is not a simple root. Then, by Proposition 2.6, there exists a simple root α such that β − α is a positive root and
On the other hand, because λ is of codimension one, there exists λ ′ ∈ E \ {λ} such that (β − α) ∨ , λ ′ = 0. Consequently, the line X −(β−α) x 0 C has nonzero projection on V(λ ′ ).
We have shown that (2.23) and (2.24) are in contradiction. That is, we have shown that β is a simple root. By elementary highest weight theory, the T ad -weight space of weight β in V(λ) is X −β v λ C . This implies the second assertion.
3. PROOF OF THEOREM 1.2
In this section, we prove Theorem 1. 
Remark 3.2. The indices m and n in family (K17) and family (K18) run through a larger set than that given in Knop's List in [Kno98] . Knop communicated the revised range of indices for these families to the second author. We remark that these cases do appear in the lists of [Lea98] and [BR96] . In the family (K9) we suppose that n ≥ 3, whereas in [Kno98] it is required that n ≥ 2. This correction to (K9) was already made in the revised version of [Kno98] available on Knop's website.
In the rest of the present section, we will use the same notations as in [PVS12, Section 5]: in each subsection, (G, W) will denote a member of the family from List 3.1 under consideration. Given such a spherical module (G, W),
-E denotes the basis of the weight monoid of (G, W * ) (the elements of E are called the 'basic weights' in [Kno98] );
Recall that such a group G is necessarily reductive. To lighten notation, we will use G ′ for the derived subgroup G ′ of G. This should not cause confu-
We will use p for the projection from the weight lattice of G to the weight lattice of G ′ (where we fix the maximal torus T ∩ G ′ of G ′ ). We will use ω, ω ′ , ω ′′ for weights of the first, second and third non-abelian factor of G, while ε will refer to the character 
We will make use of the following general lemma to treat this case, as well as the cases (K9), (K11) and (K13) below. 
Proof. This follows from [JR09, Proposition 1.1] using the fact that X 0 = G · x 0 and W have the same weight monoid.
Applying this lemma to the modules W in the family (K4) yields the following proposition. 
G ′ x 0 as T ad -modules. Recall that p is the projection from the weight lattice Λ of G to the weight lattice of 
Observe that the support of each of the two generators of Λ R ∩ ω 1 + ω ′ 1 , ω 2 Z in equation (3.1) contains a simple root not in the support of the other generator. Because the T ad -weights of (V ′ /g ′ · x ′ 0 )
G ′ x 0 are linear combinations of the simple roots with positive coefficents, it follows that they belong to α 1 + 2δ + α n , α 1 + α ′ N . One checks that for n > 2, the only T ad -weights in [BCF08, Table 1 ] satisfying this requirement are α 1 + α ′ and α 1 + 2δ + α n . For n = 2 there is a third T ad -weight that satisfies it, namely γ := 2α 1 + 2α 2 . The weight γ occurs in V ′ , with multiplicity one. More precisely, this T ad -weight space is a line Cv in
We prove the claim by contradiction. Indeed, since α 2 is the only simple root such that γ − α 2 ∈ R + ∪ {0}, we
. This is absurd since X −(γ−α 2 ) · x ′ 0 has nonzero projection onto the component V(ω 1 + ω ′ 1 ) of V ′ and the claim is proved. We have shown that (V/g · x 0 ) G ′ x 0 is multiplicity-free and that its T ad -weight set is a subset of the one in the statement of the proposition. Since Proposition 2.5(1) of [PVS12] tells us that dim T X 0 M G S ≥ d W and Corollary 2.14 of loc.cit. says that
G x 0 , the proposition follows.
(K6)
The modules (Sp(2n) × GL(3), C 2n ⊗ C 3 ) with 3 ≤ n. For these modules,
where
We remark that G = G is the only connected group between G ′ and G for which these modules are spherical, cf. Remark 3.3. Therefore, we assume that G = G = Sp(2n) × GL(3) throughout this section. In this section we will prove the following proposition.
Proposition 3.8. The T ad -module T X
Proof. Let β be a T ad -weight in T X 0 M G S . It follows from Proposition 2.19 that at least one λ ∈ E has a positive coefficient in the expression of β as a Z-linear combination of elements of E. Note that all elements of E except λ 3 have codimension 1. In particular, if λ = λ 3 , then it follows from Proposition 2.21 that β is a simple root belonging to the set (3.2), and that its weight space has dimension one.
Since dim
Proposition 2.5(1)], what remains to prove the proposition is to show the following three claims:
Claim A: if λ 3 is the only element of E which has a positive coefficient in the expression of β, then β = α 2 + γ if n > 3 and β ∈ {α 2 + γ, 2α 2 + 2γ} if n = 3.
Claim B: suppose n = 3; the T ad -weight β = 2α 2 + 2γ does not occur in (V/g · x 0 ) G x 0 , and therefore also not in the subspace T X 0 M G S . Claim C: the T ad -weight β = α 2 + γ has multiplicity at most one in T X 0 M G S . We begin with Claim A. Recall from Proposition 2.6 that β ∈ E Z ∩ Π N . Straightforward computations show that
, γ Z and that
Let K be the basis of E Z ∩ Λ R given in equation (3.3). Since β ∈ Π N and all elements of K contain a simple root in their support, that is not in the support of any other element of K, it follows that β ∈ K N . Therefore, there exist A 1 , A 2 , . . . , 
Adding the first two inequalities in (3.5) yields that A 1 = A 4 = 0. Then adding the first and the last gives that A 3 = 0. After substituting these values into the first and last inequalities, we deduce that A 2 = A 5 . It follows that β ∈ α 2 + γ N . Using that β is the sum of a simple root and an element of R + ∪ {0} (see Proposition 2.6) it follows that β = α 2 + γ if n > 3 and that β ∈ {α 2 + γ, 2α 2 + 2γ} if n = 3, This proves Claim A.
We proceed to Claim B. Let n = 3 and fix β = 2α 2 + 2γ = 2α 2 + 2α 3 . One deduces from the well-known decompositions into T-weight spaces of V(ω 1 ), V(ω 2 ) and V(ω 3 ) that the T ad -weight space in V of T ad -weight β is a line Cv in V(λ 3 ) ⊆ V. We prove Claim B by contradiction. Indeed, since α 3 is the only simple root such that γ − α 3 ∈ R + ∪ {0}, we have that 0 = [v] ∈ (V/g · x 0 ) G x 0 would, by Proposition 2.6, imply that X α 3 · v is a nonzero element of X −(γ−α 3 ) · x 0 C . This is absurd since X −(γ−α 3 ) · x 0 has nonzero projection onto the components V(λ 2 ) and V(λ 6 ) of V. Claim B is proved.
Finally, we show Claim C. We fix β = α 2 + γ. We will show that the T ad -weight β has multiplicity at most one in (V/g
) G x 0 , this implies Claim C. First off, we claim that the T ad -weight β only occurs in V(λ 2 ), V(λ 3 ) and in V(λ 6 ). Indeed, β belongs to the root lattice of Sp(2n), and does not occur as a T ad -weight in V(ω 1 ). Let Z be the subspace of V(λ 2 ) ⊕ V(λ 3 ) ⊕ V(λ 6 ) consisting of T ad -eigenvectors v of T ad -weight β that satisfy the following three conditions:
Since α = α 2 and α = α 3 are the only simple roots such that β − α ∈ R + ∪ {0} it follows from Proposition 2.6 that every v ∈ V β such that 0 = [v] ∈ (V/g · x 0 ) G x 0 satisfies (3.6), (3.7) and (3.8). To show Claim C it is therefore enough to prove that (3.9) dim Z ≤ 2, since the nonzero vector X −β · x 0 belongs to g · x 0 ∩ Z.
To prove the inequality (3.9) we will make use of the explicit description of sp(2n) and its root operators given in the proof of [GW09, Theorem 2.4.1], as well as the notations therein. In particular, we have a basis {e 1 , e 2 , . . . , e n , e −1 , e −2 , . . . , e −n } of C 2n and a Z-basis {ε 1 , ε 2 , . . . , ε n } of the weight lattice of Sp(2n) such that e i has weight ε i and e −k has weight −ε k in the defining representation of Sp(2n) on C 2n . In terms of the basis {ε 1 , ε 2 , . . . , ε n } of the weight lattice, the simple roots of Sp(2n) are α i = ε i − ε i+1 for i ∈ {1, 2, . . . , n − 1} and α n = 2ε n . Moreover, for each root δ we have a root operator X δ ∈ sp(2n) δ . In view of conditions (3.6), (3.7) and (3.8) we will make use of the root operators associated to the simple roots and to the negative roots −(β − α 2 ) = −2ε 3 and −(β − α 3 ) = −ε 2 − ε 4 . The action of these operators on the given basis of the defining representation C 2n of Sp(2n) is as follows:
for i ∈ {1, 2, . . . , n − 1}; (3.10)
where 1 ≤ i < j ≤ n; (3.13)
We now identify the weight spaces of this T ad -weight in the representations V(ω 2 ) and V(ω 3 ) of Sp(2n). A vector in V(ω 2 ) has T ad -weight β if and only if it has T-weight ω 2 − β = ε 1 − ε 3 . We identify V(ω 2 ) with the sub-Sp(2n)-representation of ∧ 2 C 2n with highest weight vector e 1 ∧ e 2 . Then the T-weight space in V(ω 2 ) of weight ε 1 − ε 3 is the line 21 spanned by (3.14) e 1 ∧ e −3 .
A vector in V(ω 3 ) has T ad -weight β if and only if it has T-weight ω 3 − β = ε 1 . As is well-known, V(ω 3 ) is the irreducible component of the Sp(2n)-module ∧ 3 C 2n generated by the highest weight vector e 1 ∧ e 2 ∧ e 3 . In the larger module ∧ 3 C 2n the T-weight space of weight ε 1 is spanned by the following vectors (3.15) e 1 ∧ e 2 ∧ e −2 , e 1 ∧ e 3 ∧ e −3 , . . . , e 1 ∧ e n ∧ e −n .
It follows from the previous paragraph that if v ∈ Z, then there exist A 1 , A 2 ∈ C and B 2 , B 3 , . . . , B n ∈ C such that
Straightforward computations using the root operators show that conditions (3.6), (3.7) and (3.8) imply that
, where
satisfies the equations (3.17) and (3.18). It is straightforward to check that v 1 is a highest weight vector. It follows that v 1 is an element of the Sp(2n)-stable complement to V(ω 3 ) in ∧ 3 C 2n . Consequently, the line spanned by
is not contained in Z, and dim Z ≤ 2. This proves Claim C, and the proposition.
(K7)
The module (Sp(4) × GL(3), C 4 ⊗ C 3 ). For this module we have
It follows from Proposition 2.19 that at least one λ ∈ E has a positive coefficient in the expression of β as a Z-linear combination of elements of E. Note that all elements of E have codimension 1. It follows from Proposition 2.21 that β is a simple root and that its weight space has dimension one. Since the set (3.19) contains all simple roots of G, we can conclude that β belongs to this set and that dim
The proposition now follows from the a priori estimate dim
It follows from Proposition 2.19 that at least one λ ∈ E has a positive coefficient in the expression of β as a Z-linear combination of elements of E. Note that all elements of E except λ 6 have codimension 1. In particular, if λ = λ 6 , then it follows from Proposition 2.21 that β is a simple root belonging to the set (3.20), and that its weight space has dimension one.
Consequently, to prove the proposition, what remains is to show that λ 6 cannot be the only element of E which has a positive coefficient in the expression of β as a linear combination of the elements of E.
Note that G ′ = Sp(4) × SL(n) and therefore that dim G/G ′ = 1. For n = 4 the only connected group between G ′ and G, for which W is spherical, is G = G. On the other hand, if n > 4, then there are two such groups:
Straightforward computations show that
and n is even and n > 4 where
Since β ∈ Π N and all elements of K contain a simple root in their support, which is not in the support of any other element of K, it follows that β ∈ K N . We have the following equalities:
As one easily sees, γ is the only element of K in which λ 6 has a positive coefficient. Consequently, the Proposition follows from equation (3.21) for G = G, for odd n and for n = 4. We now assume that G = G ′ , that n is even and at least 6 and that λ 6 has a positive coefficient in β. We will come to a contradiction. Our assumptions imply that γ has 23 a positive coefficient in the expression of β as an N-linear combination of the elements of K. Recall from Proposition 2.6 that β is the sum of a simple root and an element of R + ∪ {0}. By equation (3.22) this is only possible if n = 6 and if β is one of the following three elements of K N :
Since β 1 = λ 1 + 2λ 6 − λ 4 and β 2 = λ 2 + 2λ 6 − λ 5 , it follows that β cannot be either of them by Proposition 2.20. Finally, β = β 3 is not possible because if v ∈ V β 3 with
has nonzero projection on V(λ 4 ), so does v, but β 3 does not occur as a T ad -weight in V(λ 4 ) as follows immediately from the well known list of T-weights in V(ω ′ 3 ). This completes the proof.
(K9)
The modules (SO(n) × C × , C n ) with 3 ≤ n. For these modules
Its weight is
if n is even;
Proposition 2.5(1) and Corollary 2.14]. We now find the T ad -weight of (V/g · x 0 ) G ′ x 0 . Using the well-known T-weight space decomposition of the G-module V(ω 1 + ε) ≃ C n ⊗ C ε , the fact that V(2ε) ⊂ g · x 0 and [PVS12, Lemma 2.16(4)], one readily checks that the one-dimensional T ad -module V/g · x 0 has the T ad -weight given in the proposition.
(K10)
The module (Spin(10) × C × , C 16 ). Here
Proof. Recall that p is the projection from the weight lattice Λ of G to the weight lattice of G ′ = Spin(10). We first observe that W = V(ω 5 + ε) is spherical for G ′ = Spin (10) 
In the root system of type D 5 , if an element of Π + (R + ∪ {0}) is written as a linear combination of the simple roots, then none of the coefficients are greater than 3. Consequently, (3.25) and (3.26) imply that there exists a, b ∈ Z such that β = aβ 1 + bβ 2 and
It follows from (3.27) that b ∈ {0, 1}. If b = 0, then it follows from (3.28) that a ∈ {0, 1}. If b = 1, then it follows from (3.29) that a ∈ {0, 1}, and then (3.28) implies that a = 0. Since β = 0, we have shown that β = β 1 or β = β 2 .
To finish the proof, we have to show that β 2 cannot occur as a
Since α = α 1 is the only simple root such that β 2 − α ∈ R + ∪ {0}, it follows from Proposition 2.6 that
Since (β 2 − α 1 ) ∨ , ω 1 = 0 and (β 2 − α 1 ) ∨ , ω 5 = 0, the vector X −(β 2 −α 1 ) · x 0 has nonzero projection on both irreducible components of V. This is in contradiction with (3.30), since the T ad -weight β does not occur in V(ω 5 ). This finishes the proof.
Remark 3.13. The fact that the T ad -weight of (V/g · x 0 )
G ′ x 0 is α 2 + 2α 3 + α 4 + 2α 5 , which is equal to ε 2 + ε 3 + ε 4 + ε 5 , can also be deduced from the description of the little Weyl group of the module W * given in [Kno98] (see [PVS12, Remark 2.8] for some context.) 3.8. (K11) The module (Spin(7) × C × , C 8 ). Here
G ′ x 0 = 1 is exactly like in the proof of Proposition 3.11. We now find the T ad -weight of (V/g · x 0 ) G ′ x 0 , also like in the proof of Proposition 3.11. Using the T-weight space decomposition of the G-module V(ω 3 + ε) (which can be computed by hand or with LiE [vLCL92] ), the fact that V(2ε) ⊂ g · x 0 and [PVS12, Lemma 2.16(4)], one readily checks that the one-dimensional T ad -module V/g · x 0 has the T adweight given in the proposition.
3.9. (K12) The module (Spin(9) × C × , C 16 ). Here
is multiplicity-free and has T ad -weight set
A straightforward computation shows that 4 and β 2 = α 2 + 2α 3 + 3α 4 . The explicit description of R + for Spin(9) (see, e.g. [Bou68, Planche II]) shows that (3.32) implies that if β is written as a linear combination of the simple roots, then the coefficient of α 1 is at most 2 and that of the other simple roots is at most 3. Combined with (3.31) and (3.33) this implies that there exist a, b ∈ Z such that β = aβ 1 + bβ 2 and 2 ≥ a ≥ 0; and 3 ≥ a + 3b ≥ 0 This system implies that (a, b) ∈ {(0, 0), (1, 0), (2, 0), (0, 1)}. Since β = 0, we have shown that
We claim that β 3 := 2(α 1
We will argue by contradiction; assume v ∈ V ′ is a T ad -eigenvector of weight
Using the explicit description of R + once more, one readily checks that α = α 1 is the only simple root α such that β 3 − α ∈ R + ∪ {0}. By Proposition 2.6 this implies that
0 has nonzero projection to both summands V(ω 1 ) and V(ω 4 ) of V ′ . On the other hand, the following computation in LiE shows that β 3 does not occur as a T ad -weight in V(ω 4 ).
setdefault ( Since the monoid E ′ N is free and G ′ -saturated, we know that the
x 0 is multiplicity-free by [BCF08, Theorem 3.10]. Equation (3.34) and the claim above
Same argument as for Proposition 3.14.
3.11. (K14) The module (E 6 × C × , C 27 ). Here
is multiplicity-free and has T ad -weight set {α 2 + α 3 + 2α 4 + 2α 5 + 2α 6 , 2α 1 + α 2 + 2α 3 + 2α 4 + α 5 }.
The monoid p( E N ) = ω 1 , ω 6 N is free and G ′ -saturated. By [BCF08, Theorems 3.1 and 3.10], (
x 0 is multiplicity-free and its T ad -weights belong to Table 1 
Observe that the support of each of the two generators of Λ R ∩ ω 1 , ω 6 Z in equation (3.36) contains a simple root not in the support of the other generator. Because the T ad -weights
G ′ x 0 belong to Π N , it follows that they belong to α 2 + α 3 + 2α 4 + 2α 5 + 2α 6 , 2α 1 + α 2 + 2α 3 + 2α 4 + α 5 N . Because none of the T ad -weights in [BCF08, Table 1 ] supported on a subdiagram of E 6 has a coefficient greater than 2, it follows that the T ad -
Note that G = G is the only connected group between G ′ and G for which this module is spherical, cf. Remark 3.3. Therefore, we can assume throughout this section that
Proposition 3.18. The T ad -module T X 0 M G S is multiplicity-free and has T ad -weight set {α 1 , α 1 + γ},
Proof. This proof is similar to that of Proposition 3.8. Let β be a T ad -weight in T X 0 M G S . By Proposition 2.6, we know that β ∈ Π N ∩ E Z . A straightforward computation shows that Λ R ∩ E Z = α 1 , γ Z . Since α 1 is not in the support of γ and α 2 is in the support of γ but not in the support of α 1 , it follows that
By Proposition 2.19, at least one element of {λ 1 , λ 2 , λ 3 } must have a positive coefficient in the expression of β as a linear combination of the elements of E. Since λ 1 and λ 2 have codimension 1, it follows from Proposition 2.21 that if one of them has a positive coefficient, then β = α 1 and β has multiplicity one in T X 0 M G S . To finish the proof it is therefore enough to show the following four claims:
Claim A: if λ 3 is the only element of E which has a positive coefficient in the expression of β as a linear combination of the elements of E, then β ∈ {α 1 + γ, γ} if n > 2 and β ∈ {α 1 + γ, γ, 2α 1 + 2γ} if n = 2. Claim B: the T ad -weight β = γ does not occur in (V/g · x 0 ) G x 0 , and therefore also not in the subspace T X 0 M G S .
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Claim C: suppose n = 2; the T ad -weight β = 2α 1 + 2γ does not occur in (V/g · x 0 ) G x 0 , and therefore also not in the supspace T X 0 M G S . Claim D: the T ad -weight β = α 1 + γ has multiplicity at most one in T X 0 M G S . To prove Claim A, we first observe that
It follows from (3.37) and the hypothesis of Claim A, that there exist A, B ∈ N with B > 0 and B ≥ A such that (3.38)
For n > 2 the only β as in (3.38) that satisfy Proposition 2.6(a) are γ and α 1 + γ. For n = 2, there are three additional such β, namely β = 2γ = 2α 2 , β = α 1 + 2γ = α 1 + 2α 2 and β = 2α 1 + 2α 2 . Proposition 2.20 tells us that β = 2α 2 and β = α 1 + 2α 2 cannot occur as a T ad -weight in T X 0 M G S . This finishes the proof of Claim A. We proceed to Claim B. Let β = γ. Observe that the T ad -weight γ does not occur in the G-modules V(λ 1 ), V(λ 2 ) and V(λ 4 ). It occurs in V(λ 3 ) with multiplicity one: the T adweight space in V(λ 3 ) of weight β is spanned by X −β v λ 3 . It follows that β occurs with multiplicity one in V and that its weight space is a subspace of g · x 0 . This proves Claim B.
We move to Claim C. Let n = 2 and β = 2α 1 + 2α 2 . One deduces from the wellknown decompositions into T-weight spaces of V(ω 1 ) and V(ω 2 ) that the T ad -weight space in V of T ad -weight β is a line Cv in V(λ 3 ) ⊆ V. We prove Claim C by contradiction. Indeed, since α 2 is the only simple root such that β − α 2 ∈ R + ∪ {0}, we have that 0 = [v] ∈ (V/g · x 0 ) G x 0 would, by Proposition 2.6, imply that X α 2 · v is a nonzero element of X −(β−α 2 ) · x 0 C . This is absurd since X −(β−α 2 ) · x 0 has nonzero projection onto the components V(λ 1 ) and V(λ 2 ) of V. Claim C is proved.
Finally, we show Claim D. We fix β = α 1 + γ. We will show that the T ad -weight β has multiplicity at most one in (V/g
of T ad -weight β that satisfy the following three conditions: 
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To prove the inequality (3.42) we will make use of the explicit description of sp(2n) and its root operators given in the proof of [GW09, Theorem 2.4.1], as well as the notations therein like we did in the proof of Proposition 3.8; see page 21.
Note that
We now identify the weight spaces of this T ad -weight in the representations V(ω 1 ) and V(ω 2 ) of Sp(2n). A vector in V(ω 1 ) has T ad -weight β if and only if it has T-weight ω 1 − β = −ε 2 . We identify V(ω 1 ) with the standard representation C 2n of Sp(2n), which has e 1 as a highest weight vector. Then the T-weight space of weight −ε 2 is the line spanned by e −2 . A vector in V(ω 2 ) has T ad -weight β if and only if it has T-weight ω 2 − β = 0. As is well-known, V(ω 2 ) is the irreducible component of the Sp(2n)-module ∧ 2 C 2n generated by the highest weight vector e 1 ∧ e 2 . In the larger module ∧ 2 C 2n the T-weight space of weight 0 is spanned by the following vectors (3.43) e 1 ∧ e −1 , e 2 ∧ e −2 , . . . , e n ∧ e −n .
It follows from the previous paragraph that if v ∈ Z, then there exist A, B ∈ C and
Straightforward computations using the root operators show that conditions (3.39), (3.40) and (3.41) imply that when n > 2, (3.46) and that when n = 2,
Either way, this implies that dim Z ≤ 3. Note that the vector
satisfies the equations (3.45) and (3.46). It is straightforward to check that v 1 is a highest weight vector. It follows that v 1 is an element of the Sp(2n)-stable complement to V(ω 2 ) in ∧ 2 C 2n . Consequently, the line spanned by v 1 ⊗ v ε+ε ′ is not contained in Z, and dim Z ≤ 2. This proves Claim D, and the proposition. 
We remark that G = G is the only connected group between G ′ and G for which these modules are spherical, cf. Remark 3.3. Therefore, we assume G = G = Sp(2n) × C × × GL(2) throughout this section. In this section we will prove the following proposition.
The argument is very similar to that of Proposition 3.8. Let β be a T ad -weight in T X 0 M G S . It follows from Proposition 2.19 that at least one λ ∈ E has a positive coefficient in the expression of β as a Z-linear combination of elements of E. Note that all elements of E except λ 4 have codimension 1. In particular, if λ = λ 4 , then it follows from Proposition 2.21 that β is a simple root belonging to the set (3.48), and that its weight space has dimension one. Consequently, to prove the proposition, what remains is to show the following two claims:
Claim A: if λ 4 is the only element of E which has a positive coefficient in the expression of β, then β = α 1 + γ. Claim B: the T ad -weight β = α 1 + γ has multiplicity at most one in T X 0 M G S . We begin with Claim A. Recall from Proposition 2.6 that β ∈ E Z ∩ Π N . Straightforward computations show that
Let K be the basis of E Z ∩ Λ R given in equation (3.49). Since β ∈ Π N and all elements of K contain a simple root in their support, which is not in the support of any other element of K, it follows that β ∈ K N . Therefore, there exist A, B, C ∈ N such that (3.50)
From the hypothesis of Claim A, it follows that (3.51)
Adding the first two inequalities in (3.51) yields that B = 0. After substituting B = 0, the first two inequalities yield that A = C. It follows that β ∈ α 1 + γ N . Using that β is the sum of a simple root and an element of R + ∪ {0} (see Proposition 2.6) it follows that β = α 1 + γ when n > 2 and that β ∈ {α 1 + γ, 2α 1 + 2γ} when n = 2. With an argument like that for Claim C in the proof of Proposition 3.18, one shows that 2α 1 + 2γ cannot occur as a T ad -weight in (V/g · x 0 ) G x 0 when n = 2. This proves Claim A. The argument for Claim B is the same as that for Claim D in Proposition 3.18 above.
(K22) The modules
with 2 ≤ m, n. For these modules,
In this section we will prove the following proposition.
Proposition 3.21. The T ad -module T X 0 M G S is multiplicity-free. Its T ad -weight set is (3.52)
The argument is very similar to that of Propositions 3.8, 3.18 and 3.20. Let β be a T ad -weight in T X 0 M G S . It follows from Proposition 2.19 that at least one λ ∈ E has a positive coefficient in the expression of β as a Z-linear combination of elements of E. Note that all elements of E except λ 4 and λ 5 have codimension 1. In particular, if λ ∈ {λ 4 , λ 5 }, then it follows from Proposition 2.21 that β is a simple root belonging to the set (3.52), and that its weight space has dimension one.
Consequently, to prove the proposition, what remains is to show the following two claims:
Claim A: if λ 4 or λ 5 are the only elements of E which have a positive coefficient in the expression of β, then β = α 1 + γ. Claim B: the T ad -weight β = α 1 + γ has multiplicity at most one in T X 0 M G S . We begin with Claim A. Recall from Proposition 2.6 that
and that
Let K be the basis of p( E Z ) ∩ Λ R given in equation (3.53). Since β ∈ Π N and all elements of K contain a simple root in their support, which is not in the support of any other element of K, it follows that β ∈ K N . Therefore, there exist
. From the hypothesis of Claim A, it follows that (3.55)
Adding the last two inequalities in (3.55) yields that A 4 = 0. After substituting A 4 = 0, the first two inequalities yield that A 3 = 0 and then that A 1 = A 2 . It follows that β ∈ α 1 + γ N . Using that β is the sum of a simple root and an element of R + ∪ {0} (see Proposition 2.6) it follows that β = α 1 + γ when m > 2 and that β ∈ {α 1 + γ, 2α 1 + 2γ} when m = 2. With an argument like that for Claim C in the proof of Proposition 3.18, one shows that 2α 1 + 2γ cannot occur as a T ad -weight in (V/g · x 0 ) G x 0 when m = 2. This proves Claim A.
We now proceed to Claim B. We fix β = α 1 + γ. We will show that the T ad -weight β has multiplicity at most one in (V/g
) G x 0 , this implies Claim B. First off, we note that the T ad -weight β only occurs in V(λ 1 ), V(λ 3 ) and in V(λ 4 ), since β belongs to the root lattice of Sp(2n). Let Z be the subspace of V(λ 1 ) ⊕ V(λ 3 ) ⊕ V(λ 4 ) consisting of T ad -eigenvectors v of T ad -weight β that satisfy the following three conditions:
By Proposition 2.6, every v ∈ V β with 0 = [v] ∈ (V/g · x 0 ) G x 0 satisfies (3.56), (3.57) and (3.58). To show Claim B it is therefore enough to prove that (3.59) dim Z ≤ 2, since the nonzero vector X −β · x 0 belongs to g · x 0 ∩ Z. The proof of (3.59) is the same as that of (3.42). 
) with 2 ≤ m, n. For these modules,
We remark that G = G is the only connected group between G ′ and G for which these modules are spherical, cf. Remark 3.3. Therefore, we assume
The argument is very similar to that of Propositions 3.8, 3.20 and 3.21. Let β be a T ad -weight in T X 0 M G S . It follows from Proposition 2.19 that at least one λ ∈ E has a positive coefficient in the expression of β as a Z-linear combination of elements of E. Note that all elements of E except λ 4 and λ 5 have codimension 1. In particular, if λ ∈ {λ 4 , λ 5 }, then it follows from Proposition 2.21 that β is a simple root belonging to the set (3.52), and that its weight space has dimension one.
Claim A: if λ 4 or λ 5 are the only element of E which have a positive coefficient in the expression of β, then β = α 1 + γ or β = α ′′ 1 + γ ′′ . Claim B: the T ad -weights β = α 1 + γ and β ′′ = α ′′ 1 + γ ′′ 1 have multiplicity at most one in T X 0 M G S . We begin with Claim A. Recall from Proposition 2.6 that β ∈ E Z ∩ Π N . Straightforward computations show that
Let K be the basis of E Z ∩ Λ R given in equation (3.61). Since β ∈ Π N and all elements of K contain a simple root in their support, which is not in the support of any other element of K, it follows that β ∈ K N . Therefore, there exist
From the hypothesis of Claim A, it follows that (3.63)
Adding the first two inequalities in (3.63) yields that A 3 = 0. Adding the first and the third inequality tells us that A 1 ≤ A 2 , while adding the second and third gives A 4 ≤ A 5 . Moreover, after substituting A 3 = 0, the first two inequalities also give us that
By Proposition 2.20, it follows from (3.65) that A 1 + A 4 + 4C ≤ 2. This implies that C = 0. The inequality A 1 + A 4 ≤ 2 has five solutions in N × N. This implies that β ∈ {β 1 , β 2 , . . . , β 5 } where
We cannot have β = β 3 because β 3 does not belong to Π + (R + ∪ {0}). If m > 2, then β = β 4 for the same reason. If m = 2, then an argument like that for Claim C in the proof of Proposition 3.18 shows that β = β 4 . If n > 2, then β = β 5 because β 5 / ∈ Π + (R + ∪ {0}). If n = 2, then β = β 5 by an argument like that for Claim C in the proof of Proposition 3.18. This proves Claim A.
The argument for Claim B is the same as that for Claim B in the proof of Proposition 3.20, except that one has to go through it twice: first for β = α 1 + γ and then for β ′′ = α ′′ 1 + γ ′′ . This finishes the proof. We claim that none of them is a T ad -weight in (V ′ /g ′ · x ′ 0 )
G ′ x 0 . Let i ∈ {1, 3, 4}. We will argue by contradiction that γ i is not a T ad -weight in (V ′ /g ′ · x ′ 0 )
Note that α i is the only simple root β such that γ i − β is in R + ∪ {0}. By Proposition 2.6 this implies that (3.68)
· is nonzero on ω 1 , ω 3 and ω 4 , we have that X −(γ i −α i ) x ′ 0 has nonzero projection on the three summands V(ω 1 ), V(ω 3 ) and V(ω 4 ) of V ′ . On the other hand, one checks with LiE that γ i does not occur as a T ad -weight in all three components of V ′ (see the proof of Proposition 3.15 for the code of a similar compuation in LiE). This contradiction with equation (3.68) proves the claim.
The remaining three T ad -weights in [BCF08, Table 1 ] that satisfy equation (3.67) are the three weights listed in the proposition. Since d W = 3 this proves the proposition.
APPENDIX: COMPUTING THE INVARIANTS OF THE MODULES IN THE FAMILY K5
During the work for the present paper, we also developed a different technique which explicitly computes the invariants in (V/g · x 0 ) G x 0 . The main idea is to use theoretical and elementary arguments to reduce the problem to the study of the smallest case for the parameter n (or the parameters (n, m)), and then do a direct computation for the smallest 36 case. In this appendix we present the method for the K5 family. The method works equally well for the study of the remaining infinite families.
3.17. Notation and Generalities about Sp 2n . To accommodate the computational and explicit nature of this appendix, the notation used here is different from that used in the rest of the paper. Assume n ≥ 1 is a positive integer. Consider the vector space C 2n with basis e 1 , . . . , e 2n . We also set f i = e 2n+1−i for 1 ≤ i ≤ n.
We define a nondegenerate skewsymmetric bilinear form Ω : C 2n × C 2n → C by Ω(e i , e j ) = Ω( f i , f j ) = 3.18. Notation for the K5 example. By definition, for n ≥ 2, K5 with parameter n, or more simply K5(n), is the K5 family in List (3.1) with group Sp 2n × GL 2 and W = C 2n ⊗ C 2 . Fix n ≥ 2. Set G = Sp 2n × GL 2 . We denote by ε 1 , . . . , ε n the standard basis of the weight lattice of Sp 2n and by ε ′ 1 , ε ′ 2 the standard basis of the weight lattice of GL 2 . For 1 ≤ i ≤ n we denote by ω i the i-th fundamental weight of Sp 2n , and for 1 ≤ i ≤ 2 we denote by ω ′ i the i-th fundamental weight of GL 2 . We set: For the C 2n that Sp 2n acts we fix a basis e 1 , . . . , e 2n and define Ω, f i , a ij , b kl , c kl as in Subsection 3.17. For the C 2 that GL 2 acts we fix a basis g 1 , g 2 and define a basis {d pq : 1 ≤ p, q ≤ 2} of gl 2 by d pq (e a ) = e p if q = a and 0 otherwise. Then the set {a ij , b kl , c kl , d pq : 1 ≤ i, j ≤ n, 1 ≤ k ≤ l ≤ n, 1 ≤ p, q ≤ 2} is a basis of g which we call the standard basis.
We set A = {1, 2, 2n − 1, 2n} and H = ∑ n i=1 e i ∧ f i ∈ ∧ 2 C 2n , H s = ∑ 2 i=1 e i ∧ f i ∈ ∧ 2 C 2n , x 0 = e 1 ⊗ g 1 + e 1 ∧ e 2 ⊗ g 1 ∧ g 2 + g 1 ∧ g 2 . For 1 ≤ i ≤ 3 we denote by v i the component of x 0 that is in V i . For example, v 3 = g 1 ∧ g 2 .
We say that v ∈ V ′ is an invariant if [v] ∈ (V ′ /g · x 0 ) G x 0 . For 1 ≤ i ≤ 2n we define that the index of e i is i. Since f i = e 2n+1−i , we also define that the index of f i is 2n + 1 − i. We denote by X 0 ⊂ V the Zariski closure of the G-orbit of x 0 .
We fix the following basis of V ′ which we call the monomial basis: e i ⊗ g p : 1 ≤ i ≤ 2n, 1 ≤ p ≤ 2, e i ∧ e j ⊗ g 1 ∧ g 2 : 1 ≤ i < j ≤ 2n, g 1 ∧ g 2 . For v ∈ V ′ , the terms of v are by definition the nonzero monomial terms of the (unique) expression of v as a linear combination of the monomial basis. For example, the terms of 2e 2 ⊗ g 1 + 7g 1 ∧ g 2 are 2e 2 ⊗ g 1 and 7g 1 ∧ g 2 .
We denote by V ′ a , the linear span of the subset of the monomial basis of V ′ where all indices appearing for e i are in A. In more detail, V ′ a is the linear span of e i ⊗ g p : i ∈ A, 1 ≤ p ≤ 2, e i ∧ e j ⊗ g 1 ∧ g 2 : 1 ≤ i < j ≤ 2n, {i, j} ⊂ A, g 1 ∧ g 2 . We denote by V ′ b the linear span of the remaining elements of the monomial basis of V ′ . We define a Lie subalgebra Z a ⊂ g and a vector subspace Z b ⊂ g such that, as vector space, g is the direct sum of Z a and Z b . Namely, we set Z a to be the linear span of
and Z b to be the linear span of the remaining elements of the standard basis of g. Clearly Z a is in a natural way isomorphic to sp 4 ⊕ gl 2 which is the Lie algebra of the group Sp 4 × GL 2 of the case K5(2).
An easy direct computation proves the following proposition.
