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ON THE REVERSE LOOMIS–WHITNEY INEQUALITY
STEFANO CAMPI, PETER GRITZMANN, AND PAOLO GRONCHI
Abstract. The present paper deals with the problem of computing (or at least estimating)
the LW-number λ(n), i.e., the supremum of all γ such that for each convex body K in Rn
there exists an orthonormal basis {u1, . . . , un} such that
voln(K)
n−1 ≥ γ
n∏
i=1
voln−1(K|u⊥i ),
where K|u⊥
i
denotes the orthogonal projection of K onto the hyperplane u⊥
i
perpendicular
to ui. Any such inequality can be regarded as a reverse to the well-known classical Loomis–
Whitney inequality. We present various results on such reverse Loomis–Whitney inequalities.
In particular, we prove some structural results, give bounds on λ(n) and deal with the problem
of actually computing the LW-constant of a rational polytope.
1. Introduction
1.1. The Loomis–Whitney inequality. The well-known Loomis–Whitney inequality [44]
states that, for any Lebesgue measurable set A in Rn,
(1) µn(A)
n−1 ≤
n∏
i=1
µn−1(A|e⊥i ),
where ei is the ith standard coordinate vector of R
n, i ∈ [n] = {1, . . . , n}, µk denotes the
k-dimensional Lebesgue measure, and A|u⊥ stands for the orthogonal projection of A on the
hyperplane u⊥ through the origin perpendicular to u ∈ Rn \ {0}.
The original proof by Loomis and Whitney is based on a combinatorial argument. Note that,
as coordinate boxes are examples of sets for which equality holds, (1) is tight. Recently, [5]
and [28] gave general stability results which, in particular, yield characterizations of equality
in (1). For instance, in the class of bodies, i.e., connected compact sets which are the closure
of their interior, (1) holds with equality for, and only for, coordinate boxes; see [28, Corollary
2]).
Over the years, the Loomis–Whitney inequality has been extended, generalized and used
in other mathematical areas in various ways. For instance, [9] and [16] consider versions
involving projections on coordinate subspaces of any dimension, [1] establishes a connection
with Shearer’s entropy inequality, [2] gives a generalization for projections along other suitable
directions, [7], [8], [11] prove extensions to analytical inequalities, [6] shows its relevance for
the multilinear Kakeya conjecture, and [37] studies its implications in group theory. The very
recent papers [12], [13], [32] give various generalizations particularly in the context of the
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uniform cover inequality, for the average volume of sections or between quermassintegrals of
convex bodies and extremal or average projections on lower dimensional spaces, respectively.
Fields of applications of Loomis–Whitney type inequalities range from microscopy and
stereology [61], to geochemistry [60], astrophysics [53] and information theory [24], [38]; see
[19] and [20] for other examples.
1.2. Reversing the inequality. While the Loomis–Whitney inequality gives an estimate
of the Lebesgue measure of a set A from above, the present paper asks for a corresponding
estimate from below. Since the case of n = 1 is trivial, we assume in the following that n ≥ 2.
Of course, in general µn(A) can be made arbitrarily small by removing suitable subsets of
interior points from A without changing its projections. Therefore, we are quite naturally led
to the class Kn of convex bodies (and we will write volk now rather than µk). This restriction
already allows the reverse inequality by Meyer [48]
(2) voln(K)
n−1 ≥ (n− 1)!
nn−1
n∏
i=1
voln−1(K ∩ e⊥i )
in terms of sections with coordinate hyperplanes instead of projections. In (2) equality holds if
and only if K is a coordinate crosspolytope, i.e., the convex hull of segments [−αiei, αiei] with
αi ∈ (0,∞), i ∈ [n]. However, even for convex bodies, only trivial reverse Loomis–Whitney
inequalities exist if we insist on projections onto coordinate hyperplanes. In fact, let Tn denote
the n-dimensional regular simplex in Rn. (We speak of the regular simplex since our problem
is invariant under similarity anyway). Further let Tˆn−1 = conv({e1, . . . , en}) ⊂ Rn be the
standard embedding of Tn−1 in R
n. Then voln(Tˆn−1) = 0 while voln−1(Tˆn−1|e⊥i ) = 1/(n− 1)!.
Hence, the family {Sτ : τ ∈ (0, 1n)} of the convex hulls of Tˆn−1 and the point (τ, τ, . . . , τ) ∈ Rn
cannot satisfy the inequality
voln(Sτ )
n−1 ≥ γ
n∏
i=1
voln−1(Sτ |e⊥i )
for any positive constant γ. Therefore, we allow rotations first, i.e., we project on hyperplanes
u⊥i perpendicular to the vectors u1, . . . , un of an orthonormal basis of R
n.
1.3. Reverse Loomis–Whitney inequalities and LW-numbers. Any orthonormal basis
F = {u1, . . . , un} of Rn will be called a frame, and the set of all frames F will be denoted by
Fn. Further, for K ∈ Kn and F = {u1, . . . , un} ∈ Fn let
Ψ(K;F ) =
n∏
i=1
voln−1(K|u⊥i ), Λ(K;F ) =
voln(K)
n−1
Ψ(K;F )
.
The quantities Ψ(K;F ) and Λ(K;F ) will be called the projection average and the LW-ratio
of K for F , respectively. Then
Ψ(K) = min
F∈Fn
Ψ(K;F ), Λ(K) = max
F∈Fn
Λ(K;F )
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are the minimal projection average and the LW-constant of K, respectively. Note that, by
compactness of the Euclidean unit sphere in Rn, the minimum on the left and, hence, the
maximum on the right are indeed attained. A frame producing the minimum projection
average Ψ(K) for the given convex body K will be called a best frame for K. Obviously, the
LW-ratio is invariant under similarity.
We are interested in the best universal LW-constant, i.e., the LW-number of Kn,
λ(n) = inf
K∈Kn
Λ(K).
In other words, we want to compute (or at least estimate) the supremum λ(n) of all γ such
that for each convex body K in Rn there exists an orthonormal basis {u1, . . . , un} satisfying
voln(K)
n−1 ≥ γ
n∏
i=1
voln−1(K|u⊥i ).
Any inequality of this type will be called a reverse Loomis–Whitney inequality.
The paper is organized as follows. Section 2 is devoted to some preliminaries. Section 3 will
give an overview of our main results and open problems, Section 4 will link a best frame for a
polytope P to a rectangular box of smallest volume containing the projection body of P and
will then show how best frames relate to the facets of P . In Section 5 we will estimate λ(n)
as well as Λ(K) for special bodies like simplices and regular crosspolytope. Section 6 will deal
with algorithmic issues. The final Section 7 will provide results for some related functionals.
2. Preliminaries
For easier reference we collect in this section some notation used throughout the paper.
Specific terms related to computational aspects will be given at the beginning of Section 6.
We shall denote by ‖·‖ the Euclidean norm, by Bn the unit ball and by Sn−1 the unit sphere
in Rn. We shall mean by convex body in Rn a compact convex subset of Rn with nonempty
interior, and we shall denote by Kn the class of n-dimensional convex bodies. Moreover, Kno
will denote the subclass of all origin symmetric convex bodies.
In addition to the volume voln(K) we shall also need the surface area S(K) of a convex
body K and the corresponding isoperimetric ratio
iso(K) =
voln(K)
n−1
S(K)n
.
For K ∈ Kn, the support function hK is defined by
hK(u) = max{uTx : x ∈ K}, u ∈ Sn−1,
where uT stands for the transpose of u.
The radial function ρK of K is
ρK(u) = max{λ : λu ∈ K}, u ∈ Sn−1.
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For any K ∈ Kn containing the origin in its interior, the polar of K is the convex body K◦
such that
(3) ρK(u)hK◦(u) = 1, u ∈ Sn−1.
The projection body ΠK of K is the convex body defined by
(4) hΠK(u) = voln−1(K|u⊥), u ∈ Sn−1.
The body ΠK is origin symmetric; in fact, it is a full-dimensional zonoid (see e.g. [57, p. 302],
[58]). If P is a polytope in Kn, then ΠP is a zonotope, i.e., the Minkowski sum of finitely
many line segments. More precisely, if F1, . . . , Fm denote the facets of P with corresponding
outward unit normals a1, . . . , am, then
(5) ΠP =
1
2
m∑
j=1
voln−1(Fj)[−aj , aj ],
where [−aj , aj] denotes the line segment from −aj to aj.
We shall make use of an inequality due to Zhang [62] involving the polar (ΠK)◦ of the
projection body (ΠK)◦ of K. Using the abbreviation (Π◦K) for (ΠK)◦, it says that, for
K ∈ Kn,
(6) voln(K)
n−1 ≥
(
2n
n
)
nn voln(Π◦K)
with equality if and only if K is a simplex.
Finally, a rectangular crosspolytope is the convex hull of segments [−αiui, αiui] with αi ∈
(0,∞), i ∈ [n], where {u1, . . . , un} is a frame. A coordinate crosspolytope is one corresponding
to the standard orthonormal basis.
3. Main results and open problems
Our first theorem links best frames for polytopes to their facets. More specifically, we have
the following result.
Theorem 1. Let P ∈ Kn be a polytope and let F = {u1, . . . , un} be a best frame for F . Then
at least n− 1 of the vectors ui are parallel to a facet of P .
The proof of Theorem 1 will be given in Section 4. Our next result settles the problem in
the plane.
Theorem 2. If K is a planar convex body, then
Λ(K) ≥ 1
2
,
and equality holds if and only if K is a triangle.
The planar case suggests computing the LW-constant Λ(Sn) of n-dimensional simplices Sn.
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Theorem 3. Let Sn be an n-dimensional simplex in R
n, n ≥ 3. Then
(n− 1)!
2n−2nn−1
< Λ(Sn) ≤ Λ(Tn) = (n− 1)!
nn−1
.
The next result follows immediately from (2) with the aid of Theorem 1 for excluding
equality.
Proposition 4. Let K ∈ Kn. If
voln−1(K|e⊥i ) = voln−1(K ∩ e⊥i ), i ∈ [n]
then
Λ(K) >
(n− 1)!
nn−1
.
For the general case we have a somewhat weaker bound.
Theorem 5. For every K ∈ Kn,
Λ(K) ≥
(
2n
n
)
(2n)n
.
In a previous arXiv-version of the present paper we asked for the asymptotic behavior of
Λ(n) as n→∞. Subsequently, the authors of [42] showed that the correct order is
n−n/2,
which, in particular, implies that simplices do not provide the worst case. Their proof relies
heavily on previous work in [2] and [3].
Theorems 2, 3 and 5 will be proved in Section 5. In Section 6 we will deal with various
algorithmic issues related to reverse Loomis–Whitney inequalities and give a tractability result
in fixed dimension. More precisely, we show that there is a pseudopolynomial algorithm for
approximating Λ(P ) whose running time depends on the binary size of the input, the error
and a lower bound on the isoperimetric ratio iso(P ) of P .
Theorem 6. Let the dimension n be fixed. For a given rational polytope P , a given ν ∈ Q
with 0 < ν ≤ iso(P ), and a given bound δ ∈ (0, 1) ∩Q we can compute a number Λ such that
Λ ≤ Λ(P ) ≤ (1 + δ)Λ
in time that is polynomial in size(P ), 1/δ and 1/ν.
Of course, the dependence on iso(P ) can be dropped in Theorem 6 if we restrict the poly-
topes to any class for which there exists a function f(n,m) depending only on n and, for each
fixed n, only polynomially on the number m of facets, such that iso(P ) ≥ f(n,m). We do
not know whether there is an algorithm that only depends on size(P ) and 1/δ. In any case,
we presume that, in Theorem 6, the condition that n is fixed cannot be lifted. Actually, we
conjecture that the problem
Given a rational polytope P (presented by its vertices or facet halfspaces) and
a precision p, approximate Λ(P ) up to p binary digits
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is #P-hard; see Conjecture 20.
In the final Section 7 we present various results on functionals related to Λ. In particular,
we consider the functional Φ which associates with K ∈ Kn the volume ratio of K and a
rectangular box of minimal volume containing K. The problem of finding a rectangular box
of minimal volume enclosing a body has been studied extensively for n = 2, 3 in computational
geometry, as it appears in various practical tasks. In particular, applications are reported in
robot grasping [39], industrial packing and optimal design [22], hierarchical partitioning of
sets of points or set theoretic estimation [4], [23], and state estimation of dynamic systems
[49].
4. Projection bodies and best frames for polytopes
We begin by observing that the best frames for a given K ∈ Kn are related to volume
minimal rectangular boxes containing the projection body ΠK of K.
Lemma 7. Let K ∈ Kn, let B denote a rectangular box of smallest volume containing ΠK,
and let ±u1, . . . ,±un be its outward unit normals. Then F = {u1, . . . , un} constitutes a best
frame for K, and vice versa.
Proof. Let F = {v1, . . . , vn} be a frame and let B be the rectangular box of minimal volume
containing ΠK whose outward unit normals are ±v1, . . . ,±vn. Then each facet of B contains
a point of ΠK. Moreover, ΠK is origin symmetric and consequently B is origin symmetric,
too. Hence
voln(B) =
n∏
i=1
(
2hB(vi)
)
= 2n
n∏
i=1
hΠK(vi) = 2
n
n∏
i=1
voln−1(K|v⊥i ) = 2nΨ(K;F ).
Thus any smallest box containing ΠK induces a best frame for K and vice versa. 
As Lemma 7 shows, the problem of determining Λ(K) is indeed a special instance of a
containment problem; see [34] for a survey on general containment problems. Actually, by
Lemma 7, Λ(K) is closely related to the functional
Φ(K) = max
F∈Fn
voln(K)
voln(B(K;F ))
,
where B(K;F ) is the rectangular box of minimal volume containing K with edges parallel to
the vectors in F .
Note that, in the plane, Λ(K) is the ratio of vol2(K) and the area of the minimal area
rectangle circumscribed about K, i.e., for K ∈ K2 we have Λ(K) = Φ(K). In general, the two
functionals are related through the Petty functional [54]
Θ(K) =
voln(K)
n−1
voln(ΠK)
;
more precisely,
Λ(K) = 2nΦ(ΠK)Θ(K).
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While the functional Θ has attracted much interest in the theory of convex bodies, the
determination of its extreme values is still open (see [30, pp. 375, 380] and [57, pp. 577–578]).
In particular, it was conjectured by Petty that Θ attains its maximum if and only if K is an
ellipsoid. On the other hand, Brannen [10] conjectured that the minimum is attained if K is
a simplex.
As Λ(K) = Φ(K) forK ∈ K2, ifK is a polygon, the following result reduces the computation
of Λ(K) to a comparison of finitely many values.
Proposition 8 (Freeman and Shapira [29]). Let P be a planar convex polygon. Then every
rectangle of minimal area containing P has at least one edge parallel to an edge of P .
We now turn to dimensions n ≥ 3. Even though results on minimal volume enclosing
rectangular boxes cannot be evoked directly anymore, we will see that Lemma 7 is still useful.
We first point out that in dimension three an analogous result to Proposition 8 holds.
Proposition 9 (O’Rourke [52]). Let P be a polytope in R3. Then every minimal volume
rectangular box containing P has at least two adjacent faces both containing more than one
point of P .
Next, we prove a structural result in arbitrary dimensions.
Theorem 10. Let P be a convex polytope in Rn, and let B be a rectangular box of minimal
volume containing P . Then B has at most one pair of opposite facets whose intersections with
P are just a single point each.
Proof. Let B be a rectangular box of minimal volume containing P , and let ±v1, . . . ,±vn be
the outward unit normals of the facets of B. Suppose that there are two pairs of opposite
facets containing just one point of P each, and let ±v1 and ±v2 be their normals. Among all
frames in Rn, we focus on those which contain v3, . . . , vn, and have the remaining two in the
plane V = lin{v1, v2} spanned by v1 and v2. All such frames are related to each other through
a rotation in V , i.e., a rotation with axis W = lin{v3, . . . , vn}.
In order to minimize the volume of the bounding box associated to each such frame, we
have to minimize the product of the widths of P in two orthogonal directions of V . Therefore,
we need to minimize the area of the rectangle bounding P |V . By Proposition 8, the minimum
is attained by a rectangle which contains an edge of P |V in its boundary. So B cannot have
two pairs of opposite facets each containing a unique point of P . 
We can now prove Theorem 1.
Proof of Theorem 1. By Lemma 7, every best frame of P corresponds to a minimal volume
rectangular box B containing ΠP. Since ΠP is origin symmetric, Theorem 10 guarantees that
each facet of B, except possibly one pair of opposite facets, contains at least two points of ΠP
and consequently contains a face of ΠP of dimension at least one. Since ΠP is a zonotope,
each of its faces is the Minkowski sum of some of its generating segments. In particular,
this means that each facet of B, except possibly one pair of opposite facets, is parallel to at
least one segment generating ΠP. Therefore each vector of a best frame, with possibly one
exception, is parallel to at least one facet of P . 
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5. Bounds on Λ
The computation of λ(2) is based on the results of Section 4, more precisely on Proposition
8 and Lemma 7.
Proof of Theorem 2. In order to prove the inequality, it is enough to show that, for every
planar convex body K, there exists a frame {u1, u2} such that the area of the rectangle
circumscribed about K with edges parallel to u1 and u2 is not larger than twice the area of
K.
Let a, b ∈ K be such that ‖a − b‖ is the diameter diamK of K. Further, let u1 = (a −
b)/‖a− b‖ and let u2 ∈ S1 be perpendicular to u1. Then the lines a+ lin{u2} and b+ lin{u2}
support K. Let c, d ∈ K be such that c + lin{u1} and d + lin{u1} are different supporting
lines to K. Then the four corresponding halfplanes define a rectangle B circumscribed about
K. (Note that the four points a, b, c, d need not all be distinct.) Now set P = conv{a, b, c, d}.
Then we have
vol2(B) = 2 vol2(P ) ≤ 2 vol2(K),
with equality if and only if K = P .
Finally suppose that Λ(K) = 1
2
. Then K = P and B is a rectangle of minimal area
containing K. Hence, by Proposition 8, one of the edges of B must contain two points of
{a, b, c, d}. Since a and b are the endpoints of a diameter of K, it follows that c or d belongs
to the line segment [a, b]. Hence K must be a triangle. 
The result λ(2) = 1
2
of Theorem 2 deals with the worst case among all planar convex bodies.
It may, however, also be of interest to regard restricted classes. A natural class to consider is
Kno , i.e., that of origin symmetric convex bodies and hence to define
λo(n) = inf
K∈Kno
Λ(K).
The following remark shows that already in the plane some caution has to be exercised since,
unlike for λ(2), the infimum need no longer be attained.
Lemma 11. The number λo(2) equals λ(2), but the infimum is not attained.
Proof. In view of Theorem 2 and its characterization of the equality case it suffices to construct
a sequence of planar origin symmetric convex bodies whose LW-constant tends to 1
2
. For
l ∈ (0, 1) let Rl denote a rhombus whose diagonals have length 2 and 2l, respectively. By
Theorem 8, the best frame for Rl has a direction parallel to one of its edges. Hence, by
elementary calculations we obtain
Λ(Rl) = 2l
(
4l
1 + l2
)−1
=
1 + l2
2
,
which tends to 1
2
as l → 0. 
The results for the planar case suggest to focus on simplices in Rn. We now prove Theorem 3.
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Proof of Theorem 3. We start with the proof of the upper bound. Let F = {u1, . . . , un} be
any frame. For v ∈ Sn−1, let l(v) denote the length of the longest chord in Sn parallel to v.
Then
(7) voln(Sn) =
l(v)
n
voln−1(Sn|v⊥).
(By [45], simplices are the only sets which satisfy this formula for all v ∈ Sn−1.) Note that Sn
contains the convex hull Q of the chords of length l(ui) parallel to ui, for all i ∈ [n]. Therefore,
(8) voln(Sn) ≥ voln(Q) ≥
∏n
i=1 l(ui)
n!
.
The latter inequality can be proved by induction on n on noting that
n voln(Q) ≥ l(ui) voln−1(Q|u⊥i ),
for each i ∈ [n] (an easy consequence of an inequality by Rogers and Shephard [55]). By (7)
and (8), we obtain
Λ(Sn;F ) =
voln(Sn)
n−1∏n
i=1 voln−1(Sn|u⊥i )
=
voln(Sn)
n−1
∏n
i=1 l(ui)
voln(Sn)nnn
≤ n!
nn
and hence
Λ(Sn) ≤ (n− 1)!
nn−1
.
We claim that equality holds for Tn. Denote by a a vertex of Tn, by Tn−1 its opposite facet,
by v the outward unit normal to Tn−1 and by ha the distance from a to Tn−1. The line through
a parallel to v intersects Tn−1. Therefore,
voln−1(Tn|v⊥) = voln−1(Tn−1).
For every frame F = {v1, . . . , vn} with v1 = v, we have
voln−1(Tn|v⊥i ) =
ha
n− 1 voln−2(Tn−1|v
⊥
i ), for i = 2, . . . , n.
Clearly
voln(Tn) =
ha
n
voln−1(Tn−1).
Consequently,
Λ(Tn;F ) =
voln−1(Tn−1)
n−1 hn−1a (n− 1)n−1
nn−1 voln−1(Tn−1) hn−1a
∏n
i=2 voln−2(Tn−1|v⊥i )
=
(n− 1)n−1
nn−1
Λ(Tn−1;F \ {v1}).
This implies
Λ(Tn) ≥ (n− 1)
n−1
nn−1
Λ(Tn−1),
since Λ(Tn) ≥ max{F :v1∈F} Λ(Tn;F ). Applying this inequality recursively and using that
Λ(T2) =
1
2
proves the claim.
Next, we prove the lower bound for Sn. The argument is rather similar to the one for Tn.
10 S. CAMPI, P. GRITZMANN, AND P. GRONCHI
We denote by ai, i ∈ [n+1], the vertices of Sn, by Fi the facet opposite to ai and by hi the
distance from ai to Fi. Let F1 be a facet of Sn with largest (n− 1)-dimensional volume, and
let v be its outward unit normal. We assume without loss of generality that F1 ⊂ v⊥.
We claim that voln−1(Sn|v⊥) < 2 voln−1(F1). To see this, let pi denote the projection of ai
onto v⊥, i ∈ [n + 1] (so pi = ai, for i 6= 1). Then Sn|v⊥ = conv{p1, . . . , pn+1}. Let L be the
simplex in v⊥ each of whose facets is parallel to a facet of F1 and contains the vertex of F1
opposite this facet. (Note that L is, up to translation, equal to −nF1.) Since voln−1(F1) is
maximal, it is at least as large as the (n − 1)-dimensional volume of the projection of each
facet Fi onto v
⊥, and then as large as the (n − 1)-dimensional volume of the convex hull of
any n of the pi’s. It follows that the distance from p1 to any facet E of F1 is less than the
height of F1 relative to E. Therefore, p1 is contained in the slab determined (on v
⊥) by the
two planes parallel to E, and at a distance equal to the height of F1 relative to E. Repeating
the argument for all facets of F1 we deduce that p1 ∈ L.
Let g(x) = voln−1(conv(F1 ∪ {x})), x ∈ v⊥. Then g(p1) = voln−1(Sn|v⊥). Moreover, g(x) is
a convex function of x; this is a consequence of [57, Theorem 10.4.1], and follows easily from
its specialization [57, p. 543] with K0 = F1 and K1 = {x}. Therefore the maximum value of
g is attained at some vertex w of L. Notice that w is on the boundary of each slab considered
before. Moreover, if we assume E is the facet of F1 parallel to the facet of L opposite to w, we
see that E cuts conv(F1 ∪ {w}) in two simplices of equal (n− 1)-dimensional volume: Hence,
g(w) = 2 voln−1(F1). This maximum cannot be attained or else a facet of Sn would have a
projection onto v⊥ with the same volume as F1. Thus g(p1) < g(w) and this proves the claim.
Now, for every frame F = {v1, . . . , vn} with v1 = v, we have
voln−1(Sn|v⊥i ) =
h1
n− 1 voln−2(F1|v
⊥
i ), for i = 2, . . . , n,
voln(Sn) =
h1
n
voln−1(F1).
Therefore, we deduce
Λ(Sn;F ) >
voln−1(F1)
n−1 hn−11 (n− 1)n−1
2nn−1 voln−1(F1) h
n−1
1
∏n
i=2 voln−2(F1|v⊥i )
=
(n− 1)n−1
2nn−1
Λ(F1;F \ {v1}).
Since Λ(Sn) ≥ max{F :v1∈F}Λ(Sn;F ), we get
Λ(Sn) >
(n− 1)n−1
2nn−1
Λ(F1),
which, applied recursively together with Λ(S2) =
1
2
, yields the assertion. 
We notice that the proof of Theorem 3 makes use of few properties of the regular simplex.
Indeed, we observe that the inductive step holds whenever one altitude of a simplex falls into
the opposite facet. Unfortunately, for n ≥ 3, there exist simplices with no internal altitude.
Corollary 12. Let Sn be a simplex. Then Λ(Sn) = n!/n
n if and only if there exists a frame
F = {u1, . . . , un} such that the convex hull of the maximal chords of Sn parallel to u1, . . . , un,
respectively, is Sn itself.
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Proof. If Λ(Sn) = n!/n
n, then equality holds in (8) and so Sn = Q. 
Corollary 13. Let Sn be a simplex. If Λ(Sn) = n!/n
n, then every best frame contains a vector
that is parallel to an edge of Sn.
Proof. Consider a best frame F . By Corollary 12, the vertices of Sn are extremal points of
some maximal chord parallel to a direction in F . Since we have n + 1 vertices and n chords,
surely at least one chord contains two vertices, which is what we want to prove. 
Example 14. There are simplices S in R3 with Λ(S) < 2/9. For example, consider a rect-
angular box with edges of length 1, 2, 4 and the simplex S which is the convex hull of four
vertices of the box no two connected by an edge of the box. (The edges of S have length√
5,
√
17 and 2
√
5.) By Theorem 3 with n = 3, Λ(S) ≤ 2/9. Suppose that Λ(S) = 2/9. Let
F = {v1, v2, v3} be a best frame of S. By Corollary 13, F contains a direction, say v1, parallel
to one of the edges of S, say E. Since S has no pair of orthogonal edges, by Corollary 12 we
infer that the maximal chords of S parallel to v2 and v3, respectively, each contain a vertex
of S not in E. Taking into account that a maximal chord through a vertex has to intersect
the opposite facet, elementary (but tedious) calculations show that we get a contradiction.
Hence, Λ(S) < 2/9. 
For general convex bodies, we can give a positive lower bound for λ(n). It is based on the
following lemma.
Lemma 15. If K ∈ Kno , then there exists a rectangular crosspolytope C contained in K with
voln(K) ≤ n! voln(C).
Proof. We use induction on the dimension n. For n = 2 the statement follows by taking C
to be the convex hull of a diameter of K and an orthogonal maximal chord. Let n ≥ 3 and
suppose that the asserted inequality holds in dimension n−1. Let v ∈ Sn−1 be the direction of
a diameter of K. Since K is origin symmetric, it follows from the Brunn-Minkowski inequality
(see e.g. [30, p. 415]) that Vn−1(K ∩ v⊥) is largest among all sections K ∩ (λv + v⊥), λ ∈ R,
parallel to v⊥. Hence,
(9) voln(K) ≤ (diamK) voln−1(K ∩ v⊥).
By the induction hypothesis, there exists an (n−1)-dimensional rectangular crosspolytope C ′
in K ∩ v⊥ with
(10) voln−1(K ∩ v⊥) ≤ (n− 1)! voln−1(C ′).
Let
C = conv
(
1
2
(diamK)[−v, v] ∪ C ′
)
and note that C is a rectangular crosspolytope. Using (9) and (10), we obtain
voln(K) ≤ (n− 1)!(diamK) voln−1(C ′) = n! voln(C),
which completes the proof. 
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Now we can prove Theorem 5.
Proof of Theorem 5. It suffices to show that, for every K ∈ Kn, there exists a frame F =
{u1, . . . , un} such that
Λ(K;F ) ≥
(
2n
n
)
(2n)n
.
Let F be the frame that consists of the directions of the axes of a rectangular crosspolytope
C of maximum volume contained in Π◦K. By (3), (4), (6) and Lemma 15, we have
Λ(K;F ) =
voln(K)
n−1∏n
i=1 hΠK(ui)
≥
(
2n
n
)
2nnn
∏n
i=1 2ρΠ◦K(ui)
voln(Π◦K)
=
(
2n
n
)
2nnn
n! voln(C)
voln(Π◦K)
≥
(
2n
n
)
(2n)n
,
which proves the assertion. 
Since the case of the standard cube is trivial and that of the simplex is investigated in
Theorem 3, it might be worthwhile to consider the last of the three regular polytopes that
exist in any dimension, the regular crosspolytope Cn = conv{±e1, . . . ,±en}.
Theorem 16.
Λ(Cn) ≥


(n− 1)! 2n2
nn−1
for n even;
(n− 1)! 2n−12
nn−1
for n odd.
.
Proof. First note that
voln(Cn) =
2n
n!
, voln−1(Cn|e⊥1 ) =
2n−1
(n− 1)! ,
and that all the facets of Cn are regular simplices Tn−1, with
voln−1(Tn−1) =
√
n
(n− 1)! .
Also, if u is the direction of an edge of Cn, e.g.,
u =
1√
2
(e1 − e2)
and wj, j ∈ [2n], denote the 2n facet outward unit normals (±1/
√
n, . . . ,±1/√n) of Cn, we
have
voln−1(Cn|u⊥) = 1
2
voln−1(Tn−1)
2n∑
j=1
|uTwj| = 1
2
√
2(n− 1)!2
n−2(2 + 2) =
1√
2(n− 1)!2
n−1.
Now, let n be even. Then, for i ∈ [n/2], the vectors
u2i−1 =
1√
2
(0, . . . , 0, 1, 1, 0, . . . , 0)T , u2i =
1√
2
(0, . . . , 0, 1,−1, 0, . . . , 0)T
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(where the first nonzero entries are in the (2i− 1)th position), corresponding to directions of
edges of Cn, form a frame F . Therefore,
Λ(Cn) ≥ Λ(Cn;F ) = voln(Cn)
n−1
voln−1(Cn|u⊥)n =
(n− 1)! 2n2
nn−1
.
If n is odd, we use n − 1 projections along edges and one projection along an orthogonal
coordinate direction e and obtain
Λ(Cn) ≥ voln(Cn)
n−1
voln−1(Cn|u⊥)n−1 voln−1(Cn|e⊥) =
(n− 1)! 2n−12
nn−1
,
which completes the proof. 
Conjecture 17. Let n be even. Then
Λ(Cn) =
(n− 1)! 2n2
nn−1
.
Note that Conjecture 17 is trivially correct for n = 2, follows from [46] for n = 4, and
for general even n from the conjecture of [46, p.167] that the orthogonal projections of Cn of
minimal volume occur in the direction of edges of Cn. We remark that (when specified appro-
priately) the problems of finding maximal or minimal projections of polytopes on hyperplanes
are NP-hard even for very special classes of polytopes; see [17] and [18].
6. Algorithmic issues
We will now deal with the reverse Loomis–Whitney problem from a computational point
of view. In order to be able to employ the binary Turing machine model we will restrict our
considerations to rational polytopes.
6.1. Volume computation and the case of variable dimension. Since the projection
averages and the LW-constant involve volume computations we begin with a brief account
of the algorithmic properties of the task to compute or approximate the volume of given
polytopes.
Let P and Q be polytopes in Rn. We say that P is anH-polytope and write P = (n,m,A, b),
if P is specified by n,m ∈ N, A ∈ Qm×n and b ∈ Qm, such that P = {x ∈ Rn : Ax ≤ b}.
Similarly, Q is called a V-polytope, written Q = (n, k, V ), if Q is specified by n, k ∈ N,
V ⊂ Qn with k = |V | and Q = conv(V ).
As it is well-known, each H-polytope admits a V-presentation, each V-polytope admits an
H-presentation, and one presentation can be derived from the other in polynomial time if the
dimension n is fixed. As, for instance, the standard n-cube has 2n facets but 2n vertices, and
the standard n-cross-polytope has 2n facets but 2n vertices, we have, however, to distinguish
the different kinds of representations if the dimension is part of the input.
In the binary Turing machine model, the size of the input is measured as the length size(P )
of the binary encoding needed to present the input data. The running time of an algorithm
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is defined in terms of the number of operations of its corresponding Turing machine; see e.g.
[31].
In the sequel, H-Volume and V-Volume will denote the following decision versions:
Given an H-polytope or a V-polytope P , respectively, and ν ∈ Q with ν ≥ 0,
decide whether voln(P ) ≤ ν.
In the randomized case, there are additional positive rationals β and ǫ, and the task is to
determine a positive rational random variable ν such that
prob
{∣∣∣∣ νvoln(P ) − 1
∣∣∣∣ ≤ ǫ
}
≥ 1− β.
The following proposition summarizes complexity results that are relevant for our purpose.
The non trivial results are due to [25], [26], [40], [41] and [43]; see [35] and [36] for more details,
further references to related results and extensions.
Proposition 18. (1) If the dimension is fixed and P is a V- or an H-polytope, the volume
of P can be computed in polynomial time.
(2) If P is a V-polytope, then the binary size of voln(P ) is bounded above by a polynomial in
the input size. In general, the binary size of voln(P ) for H-polytopes P is not bounded
above by a polynomial in the input size.
(3) H-Volume and V-Volume are #P-hard. If fact, the problem of computing the volume
is #P-hard both, for the intersection of the H-unit cube with a rational halfspace and
for the convex hull of the regular V-crosspolytope and an additional integer vector.
(4) There is a randomized algorithm for volume computation for V- and H-polytopes which
runs in time that is polynomial in the input size and in 1/ǫ.
The LW-ratio for a given polytope and a given frame is the ratio of two terms that involve
volume computation. Hence, it might seem natural to expect that the #P-hardness results
for volume computation imply intractability results for LW-constant computation.
To be more specific, let in the sequel a1, . . . , am ∈ Qn \ {0}, β1, . . . , βm ∈ Q, such that
P = {x ∈ Rn : aT1 x ≤ β1, . . . , aTmx ≤ βm}
is an n-dimensional polytope in Rn with m facets F1, . . . , Fm. Since our problem is invariant
under translations we can assume that β1, . . . , βm > 0. Then βj/‖aj‖ is the distance of Fj from
the origin. While voln(P ) ∈ Q, the facet volumes voln−1(Fj) need not be rational. However,
since
voln−1(Fj) =
n‖aj‖
βj
voln
(
conv({0} ∪ Fj)
)
,
the normalized facet volumes
ωj =
voln−1(Fj)
‖aj‖ , j ∈ [m],
are all rational. Using (5), we then have the following identity.
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Remark 19. (
1
n
m∑
j=1
βjωj
)n−1
= Λ(P ;F ) ·
n∏
i=1
(
1
2
m∑
j=1
ωj|uTi aj |
)
.
Therefore Λ(P ;F ) is the ratio of terms involving the normalized facet volumes of P . Hence,
from the knowledge of Λ(P ;Fk) for a suitable finite set of different frames Fk ∈ Fn one
can in principle compute all normalized facet volumes (through the corresponding system of
multivariate polynomial equations along the lines of [27]). Hence voln(P ) can be approximated
up to any given precision 2−p, p ∈ N. This indicates that the computation of Λ(P ;Fk) for
such frames should be #P-hard.
The situation seems, however, much less obvious if we just had an efficient algorithm for
computing (or approximating) Λ(P ). It is, in fact, not clear at all how we could actually use
the knowlege of Λ(P ) for volume computation (or to solve any other #P-hard problem). So
it is conceivable that the task of computation the LW-constant of V- or H-polytopes is easier
than volume computation. We conjecture, however, that this is not the case.
Conjecture 20. The problem, given a V-polytope P (or an H-polytope, respectively) and a
precision p ∈ N, approximate Λ(P ) up to p binary digits, is #P-hard.
It is also conceivable that LW-constant computation is actually harder than volume compu-
tation in that not even randomization helps. Similarly to radii-computations [14], [15] there
may exist a sequence of convex bodies Kn ∈ Kn for which the set of all frames that produce
good approximations of Λ(Kn) has measure that decreases too quickly in the dimension n.
Getting back to the deterministic case, suppose now that we had an efficient algorithm at
hand that would compute (or closely approximate) the volume of polytopes. Could we use
this algorithm as a subroutine to compute Λ(P ) efficiently? Recall that by (5) and Lemma
7 the computation of Λ(P ) could then be achieved by finding a rectangular box of minimal
volume containing the zonotope
ΠP =
1
2
m∑
j=1
ωj[−aj , aj ].
As it turns out every zonotope is actually the projection body of a polytope.
Lemma 21. Let a1, . . . , am ∈ Rn \ {0} spanning Rn and set
Z =
1
2
m∑
j=1
[−aj , aj ].
Then there exists a polytope Q with outer facet normals ±a1, . . . ,±am such that Z = ΠQ.
Proof. Let
bj =
aj
‖aj‖ , bn+j = −
aj
‖aj‖ , γj = γn+j =
1
2
‖aj‖, j ∈ [m].
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Then
2m∑
j=1
γjbj = 0,
and we apply Minkowski’s Theorem [50]; compare also [51], and see [33] for an algorithmic
version. Hence there exists a polytope Q, unique up to translation, with facet outward unit
normals b1, . . . , b2m and corresponding facet volumes γ1, . . . , γ2m, and we have
ΠQ =
1
2
2m∑
j=1
γj[−bj , bj] = 1
4
m∑
j=1
[−aj , aj ] + 1
4
m∑
j=1
[aj ,−aj ] = 1
2
m∑
j=1
[−aj , aj] = Z.

Let us point out that Lemma 21 does not claim that Q is a rational polytope. Nevertheless
we believe that the difficulty of the computation of Λ(P ) is not caused by that of volume
computation alone but is also due to the intractability of the following problem.
BoxContZonotope: Given a1, . . . , am ∈ Qn and ν ∈ [0,∞[∩Q; decide
whether there exists a rectangular box B such that
m∑
j=1
[−aj , aj] ⊂ B, voln(B) ≤ ν.
Conjecture 22. The problem BoxContZonotope is NP-hard.
Note that Conjecture 22 is related to a conjecture of [47] that the following problem is
NP-complete: Given a point set V in Rn, does there exists a rigid motion ϕ such that V is
contained in ϕ([−1, 1]n)?
6.2. Fixed dimension. Now we turn to the case of fixed dimensions, i.e., we assume that n
is not part of the input but constant. Using the same notation as before, let P be a rational
polytope with facets F1, . . . , Fm. Of course, as n is constant, voln(P ), and the normalized
facet volumes ω1, . . . , ωm can be computed in polynomial time.
With respect to exact computations the only parts of Remark 19 that require attention
are the terms |uTi aj |. Note that the structural result of Theorem 1 that relates best frames
to the normals of P does not imply that there always exists a best frame that (up to norm
computations) can be finitely encoded. More precisely, we have the following problem.
Problem 23. Given a rational polytope P , do there exist integer vectors v1, . . . , vn ∈ Zn \ {0}
such that {
v1
‖v1‖ , . . . ,
vn
‖vn‖
}
is a best frame for P?
Even if Problem 23 would admit an affirmative answer the evaluation of Λ(P ;F ) will in
general still need to involve approximations of norms. In the following we will therefore resort
to suitably specified approximations.
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First we give additive error bounds for projection average computation after a suitable
scaling of P . Recall that Λ is invariant under scaling. More precisely, we assume that
1 ≤ S(P ) =
m∑
j=1
voln−1(Fj) =
m∑
j=1
ωj‖aj‖ ≤ 1 + 1
n
.
Such a scaling can be done in polynomial time.
We begin with a technical lemma which shows that a tight rational approximation of the
vectors of a frame F leads to a tight approximation of Λ(P ;F ).
Lemma 24. Let 1 ≤ S(P ) ≤ 1 + 1/n, τ ∈ (0, 1] and set
ρ =
2n
enn
τ.
Further, let F = {u1, . . . , un} ∈ Fn and w1, . . . , wn ∈ Qn such that
‖wi − ui‖ ≤ ρ , i ∈ [n].
Then ∣∣∣∣∣Ψ(P ;F )− 12n
n∏
i=1
(
m∑
j=1
ωj|wTi aj |
)∣∣∣∣∣ ≤ τ.
Proof. Let zi = wi−ui, i ∈ [n]. Then, using the abbreviation α = 1+1/n, we have for i ∈ [n]
und j ∈ [m]
ωj|wTi aj | ≤ ωj|uTi aj|+ ωj|zTi aj | ≤ ωj|uTi aj|+ ρωj‖aj‖,
hence,
m∑
j=1
ωj|wTi aj | ≤
m∑
j=1
ωj|uTi aj |+ ρ
m∑
j=1
ωj‖aj‖ ≤ ρα +
m∑
j=1
ωj|uTi aj |,
and therefore
n∏
i=1
(
m∑
j=1
ωj|wTi aj |
)
≤
n∏
i=1
(
ρα +
m∑
j=1
ωj|uTi aj |
)
.
Setting
ξ = ρα, ηi =
m∑
j=1
ωj|uTi aj | , i ∈ [n],
the right hand side can be expressed in terms of the elementary symmetric polynomials in
η1, . . . , ηn, i.e.,
n∏
i=1
(ξ + ηi) = ξ
n + σ1ξ
n−1 + σ2ξ
n−2 + . . .+ σn−1ξ + σn
with
σk =
∑
S⊂[n]
|S|=k
∏
i∈S
ηi , k ∈ [n].
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Since
ηi =
m∑
j=1
ωj|uTi aj | ≤
m∑
j=1
ωj‖aj‖ ≤ α
it follows that
σk ≤
∑
S⊂[n]
|S|=k
αk =
(
n
k
)
αk ≤ (nα)k.
Thus, with σ0 = 1 and ρ ≤ 1 we have
n∏
i=1
(ξ + ηi) = σn + ξ
n−1∑
i=0
σiξ
n−1−i ≤ σn + ξ
n−1∑
i=0
(nα)i(ρα)n−i−1
= σn + α
nρ
n−1∑
i=0
niρn−i−1 ≤ σn + αnnnρ.
Therefore, we obtain
1
2n
n∏
i=1
(
m∑
j=1
ωj|wTi aj |
)
≤ Ψ(P ;F ) + α
nnn
2n
ρ ≤ Ψ(P ;F ) + en
n
2n
ρ = Ψ(P ;F ) + τ,
which proves the first part of the assertion.
Similarly, for i ∈ [n] und j ∈ [m],
ωj |wTi aj | ≥ ωj|uTi aj| − ωj|zTi aj | ≥ ωj|uTi aj | − ρωj‖aj‖
and
n∏
i=1
(−ξ + ηi) = σn − ξ
n−1∑
i=0
σi(−ξ)n−1−i ≥ σn − ξ
n−1∑
i=0
σiξ
n−1−i.
Hence, the same arguments as before yield
1
2n
n∏
i=1
(
m∑
j=1
ωj |wTi aj|
)
≥ 1
2n
n∏
i=1
(
−ρα +
m∑
j=1
ωj|uTi aj|
)
≥ Ψ(P ;F )− en
n
2n
ρ = Ψ(P ;F )− τ,
which proves the assertion. 
Lemma 24 shows that it is enough to approximate the vectors of a best frame by rational
vectors up to some distance O(τ) in order to obtain the LW-constant of P up to a given
precision τ .
The algorithm for approximating LW-constants will now be based on the structural results
of Theorem 1 augmented by a discrete approximate sampling of the set of all frames in order
to take care of the remaining degrees of freedom.
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Recall that according to Theorem 1, with at most one exception, the vectors of a best
frame are parallel to facets of P . Thus in addition to the normalization and the orthogonality
constraints we have the conditions
∃j ∈ [m] : aTj u1 = 0, . . . , ∃j ∈ [m] : aTj un−1 = 0.
A simple count shows that this still leaves 1
2
(n − 1)(n− 2) remaining degrees of freedom for
each of the (
m+ n− 2
m− 1
)
= O(mn−1)
(minimal) choices for the ui orthogonal to some aj . Each such potential choice is characterized
by a subset R of [n]× [m] of those pairs (i, j) for which aTj ui = 0. Let R denote the set of all
such R.
The algorithm will perform O(mn−1) steps of exhaustive search involving the remaining
degrees of freedom. The candidates for near-best frames will be constructed successively. In
the ith step we construct a setWi of rational vectors wi of length close to 1 that are orthogonal
to w1, . . . , wi−1 and satisfy a
T
j wi = 0, j ∈ Ji, for some Ji ⊂ [m]. By Theorem 1 we can assume
that Ji 6= ∅ for i ∈ [n− 1].
The linear conditions in step i define a linear subspace Xi of R
n. We use the following result
from algorithmic linear algebra which is simply based on Gauss elimination and Gram-Schmidt
orthogonalization; see e.g. [59].
Remark 25. Let Xi be a q-dimensional subspace of R
n given as the solution of a system
of linear equations with rational coefficients. Then there exist linearly independent vectors
x1, . . . , xq ∈ Xi ∩Qn such that
xTk xl = 0 , k, l ∈ [q], k < l, 1 ≤ ‖xk‖ ≤ 2 , k ∈ [q].
Such vectors can be found in polynomial time; they will be referred to as a near-normal or-
thogonal basis of Xi.
Next we construct the sets Wi.
Lemma 26. Let τ ∈ (0, 1] ∩ Q and ρ = τ2nn−ne−1, as in Lemma 24, and set α = ρ/(2n).
Further, let x1, . . . , xq ∈ Qn be a near-normal orthogonal basis of Xi, and set
Wi =
{
w =
q∑
k=1
τkxk : τk ∈ αZ, w ∈ (1 + ρ)Bn, w 6∈ int(Bn)
}
.
Then
|Wi| ≤
(
enn+1
2n−3τ
)q
.
Further, for every vector u ∈ Xi ∩ Sn−1 there exists a w ∈ Wi such that
‖u− w‖ ≤ ρ.
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Proof. Clearly, |Wi| is bounded from above by the number of points of the form
q∑
k=1
(
αZ ∩ (1 + ρ)[−1, 1]) xk‖xk‖ .
Hence
|Wi| ≤
(
2
1 + ρ
α
+ 1
)q
=
(
4n
(
1 + τ−12−nnne
)
+ 1
)q ≤ (8enn+1
τ2n
)q
=
(
enn+1
τ2n−3
)q
.
Now, for u ∈ Xi ∩ Sn−1 and k ∈ [q] let σk ∈ {−1, 1} such that
(
u + σktxk
) ∩ Bn = ∅, for
every positive t. Then,
u+
q∑
k=1
σk[0, α]xk ⊂
(
(1 + ρ)Bn
) \ int(Bn).
By construction, the box in Xi on the left-hand side contains a point w ∈ Wi, and we have
‖u− w‖ ≤ 2√qα ≤ ρ,
which completes the proof. 
The elements
W = {w1, . . . , wm} ∈ W(R) = W1 ×W2 × . . .×Wn−1 ×Wn
will be called pseudo frames and the corresponding term
Ψ(P ;W ) =
1
2n
n∏
i=1
(
m∑
j=1
ωj|wTi aj |
)
will be referred to as pseudo average.
The algorithm Structured Search for approximating Ψ(P ) (and Λ(P )) in fixed dimen-
sion simply computes for each R ∈ R and each pseudo frame W ∈ W(R) the pseudo average
Ψ(P ;W ) and takes the minimum.
The number of pseudo average computations in each step depends on the specific set R ∈ R
under consideration. As general bounds, we have
dim(Xi) ≤ n− i , i ∈ [n− 1], dim(Xn) = 1,
from which we obtain the following result.
Remark 27.
|W(R)| ≤
(
enn+1
τ2n−3
) (n−1)n+2
2
.
Note that it would be enough to use only one representative of the class {±w1, . . . ,±wn}
for each {w1, . . . , wm} ∈ W(R). Hence we could reduce the |W(R)| by a factor of 2n.
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Theorem 28. Let 1 ≤ S(P ) ≤ 1 + 1/n. For a given bound τ ∈ (0, 1] ∩ Q we can compute a
number ψ with
Ψ(P ) ≤ ψ ≤ Ψ(P ) + τ
in time that is polynomial in size(P ) and 1/τ .
Proof. We compute for each O(mn−1) choices of R ∈ R the pseudo averages of P for all
O
(
τ−
(n−1)n+2
2
)
elements in W(R) and take ψ as the minimum. It then follows from Lemmas
24 and 26 that ψ differs from Ψ(P ) only by an additive term of τ . 
Recall that the above additive error depends on the scaling. The following result uses
the fact that Λ(P ) is invariant under scaling. The running time of the algorithm depends,
however, on the isoperimetric ratio of P .
Corollary 29 (see Theorem 6). Let n be fixed. Then, given ν ∈ Q with ν > 0, an H-polytope
P with ν ≤ iso(P ), and a bound δ ∈]0, 1[∩Q, a number Λ with
Λ ≤ Λ(P ) ≤ (1 + δ)Λ
can be computed in time that is polynomial in size(P ), 1/δ and 1/ν.
Proof. In polynomial time we can compute a dilatation factor σ such that 1 ≤ S(σP ) ≤ 1+1/n.
Since Λ(P ) is invariant under scaling we will in the following assume that P itself already lies
within these bounds, i.e., 1 ≤ S(P ) ≤ 1 + 1/n. Then we apply Theorem 28 to compute for
τ = min{1, ν · δ}
in polynomial time a number ψ with
Ψ(P ) ≤ ψ ≤ Ψ(P ) + τ,
and set Λ = voln(P )
n−1/ψ. Hence,
Λ(P ) =
voln(P )
n−1
Ψ(P )
=
ψ
Ψ(P )
Λ ≤
(
1 +
τ
Ψ(P )
)
Λ.
Using the classical Loomis-Whitney inequality (1) we obtain
Λ(P ) ≤
(
1 +
τ
voln(P )n−1
)
Λ =
(
1 +
τ
S(P )n iso(P )
)
Λ.
Since by our scaling S(P )n ≥ 1, this implies that
Λ(P ) ≤
(
1 +
τ
iso(P )
)
Λ ≤
(
1 +
ν
iso(P )
· δ
)
Λ ≤ (1 + δ) Λ.
On the other hand,
Λ(P ) =
voln(P )
n−1
Ψ(P )
≥ voln(P )
n−1
ψ
= Λ,
which proves the assertion. 
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Note that, by Proposition 18, voln(P ) and ω1, . . . , ωm can be computed in polynomial time.
Also ‖a1‖, . . . , ‖am‖ can be approximated efficiently. Hence we can compute an appropriate
lower bound ν for iso(P ) in polynomial time. This bound ν enters the running time of the
algorithm, however, directly rather than its binary size. Hence the algorithm is in general
only pseudopolynomial in the input data and in 1/δ.
While the structural results of Section 4 were used in Structured Search to reduce the
number of projection average computations, the characterization of Theorem 1 is too weak to
produce a combinatorial algorithm. (Also, the situation of the simplex shows that it is not
likely that a much stronger characterization exists.) This is in accordance with a result of [52]
which shows that for n = 3 the one degree of freedom is governed by a polynomial of degree
6 which can be used to devise an O(m3) algorithm in the real RAM-model in that case.
7. Related functionals
We now give some additional results which involve minimal rectangular boxes containing
a given convex body. We begin with the functional Φ introduced in Section 4. While for
K ∈ K2 we have Λ(K) = Φ(K), the following result gives an inequality for general n.
Lemma 30. For K ∈ Kn, we have
Λ(K)1/(n−1) ≥ Φ(K) .
Proof. Let F = {u1, . . . , un} be a frame such that Φ(K) = voln(K)/ voln(B(K;F )). Then
Λ(K)1/n−1 ≥ voln(K)∏n
i=1 voln−1(K|u⊥i )
1
n−1
≥ voln(K)∏n
i=1 voln−1(B(K;F )|u⊥i )
1
n−1
=
voln(K)
voln(B(K;F ))
= Φ(K),
which concludes the proof. 
A lower estimate of Φ(K) is provided by the following lemma.
Lemma 31. For every K ∈ Kn,
Φ(K) ≥ 1/n!.
Proof. The proof proceeds by induction on n. For n = 2, the inequality is a consequence of
the fact that Λ(2) = 1/2.
Let the inequality be true now for every body in Kn−1, let K be a convex body in Rn, let
v ∈ Sn−1 be parallel to a diameter of K, and let D ⊂ K be a segement of length diamK
parallel to v. Further, let Bˆ be a rectangular box in v⊥ containing the orthogonal projection
of K onto v⊥ such that voln−1(Bˆ) ≤ (n− 1)! voln−1(K|v⊥). We define the rectangular box B
as the Minkowski sum of Bˆ and D. Then B contains K and
voln(K) ≥ 1
n
(diamK) voln−1(K|v⊥) ≥ 1
n
(diamK)
voln−1(Bˆ)
(n− 1)! =
voln(B)
n!
.

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Replacing the volume voln by an intrinsic volume Vi (see, e.g., [57, p. 213]) we obtain the
functionals
Φi(K) = max
F∈Fn
Vi(K)
Vi(B(K;F ))
, i ∈ [n].
Recall that voln = Vn, hence Φn = Φ. Also, up to a constant, V1 is the mean width, and
S = 2Vn−1. Let us point out that, rather dealing with extrema of Vi(B(K;F )) as a function
of F , Chakerian [21] and Schneider [56] considered the mean value of such a function.
For Φ1 we can give additional results. We begin with the analogue of Proposition 8 and
Theorem 10.
Theorem 32. If P is a planar convex polygon, then all rectangles of minimal perimeter
containing P have at least one edge parallel to an edge of P .
Proof. Let u(θ) = (cos θ, sin θ). Without loss of generality, suppose that the origin lies in the
interior of P and consider the frames F ∈ F2 of the form F (θ) = {u(θ), u(θ + π/2)}, with
θ ∈ [0, π). Note that the perimeter of B(P ;F (θ)) is given by the function
ϕ(θ) = 2hDP(u(θ)) + 2hDP(u(θ + π/2)),
where DP = P +(−P ) is the difference body of P . We want to show that the minimum of ϕ is
attained at some θ so that u(θ) or u(θ + π/2) is parallel to some edge of P . Let p1, p2, . . . , ps
be the vertices of DP. Then, of course, for u ∈ S1,
hDP(u) = max
i∈[s]
uTpi.
Therefore, ϕ is differentiable at θ and θ + π/2 unless there is an edge of DP whose outward
unit normal is u(θ) or u(θ+ π/2). Further, whenever hDP is differentiable (as a function of θ)
it is locally of the form (eT1 pi) cos θ + (e
T
2 pi) sin θ, for some i ∈ [s], and therefore smooth. Let
Θ denote the set of all θ ∈ [0, π) for which ϕ is smooth. For θ ∈ Θ, h′′DP(θ) = −hDP(θ). Thus,
ϕ′′(θ) is also negative, and therefore ϕ does not have a local minimum for θ ∈ Θ. Hence any
minimum of ϕ corresponds to a frame for which at least one direction is parallel to an edge
of P . 
In higher dimensions, we can argue by induction as in the proof of Theorem 10 to obtain
the following result.
Theorem 33. If P is a convex polytope in Rn, then a rectangular box containing P with
minimal mean width has at most two opposite facets which contain just one point of P .
A functional which can be associated to Φ1 in a natural way is
Λ1(K) = max
F∈Fn
V1(K)∑n
i=1 V1(K|u⊥i )
.
By [20], for every n-dimensional convex body K,
Λ1(K) ≤ 1/(n− 1)
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with equality if and only if K is a rectangular box, and by [19],
Λ1(K) ≥ Λ1(Cn).
The following lemma is analogous to Lemma 30.
Lemma 34. For every K ∈ Kn we have
Φ1(K) ≤ (n− 1) Λ1(K).
In the case of equality there exist a coordinate box B and a rotate Kg of K such that
Kg|e⊥i = B|e⊥i , i ∈ [n].
Proof. Let g be a rotation such that Kg admits a coordinate box B as a minimal mean width
rectangular box. Then
Φ1(K) =
V1(K
g)
V1(B)
=
(n− 1)V1(K)∑n
i=1 V1(B|e⊥i )
≤ (n− 1)V1(K)∑n
i=1 V1(K
g|e⊥i )
≤ (n− 1)Λ1(K).
The assertion for the equality case follows from the above chain of inequalities. 
The upper bound of Lemma 34 should be contrasted with the inequality
Φ1(K) ≥ 2κn−1
κn
of [21], where κn = voln(B
n), which holds with equality if and only if V1(B(K;F )) is indepen-
dent of F .
Acknowledgement: The authors are grateful to the referees for their valuable comments
on a previous version of the present paper.
References
[1] P. Balister and B. Bolloba´s. Projections, entropy and sumsets. Combinatorica, 32:125–141, 2012.
[2] K.M. Ball. Shadows of convex bodies. Trans. Amer. Math. Soc., 327:891–901, 1991.
[3] K.M. Ball. Volume ratio and a reverse isoperimetric inequality. J. London Math. Soc., 44:351–359, 1991.
[4] G. Barequet and S. Har-Peled. Efficiently approximating the minimum-volume bounding box of a point
set in three dimensions. J. Algorithms, 38:91–109, 2001.
[5] J. Bennett, N. Bez, T. C. Flock, and S. Lee. Stability of the Brascamp–Lieb constant and applications.
American J. Math., to appear, 2017. (arXiv:1508.07502v1).
[6] J. Bennett, A. Carbery, and T. Tao. On the multilinear restriction and Kakeya conjectures. Acta Math.,
196:261–302, 2006.
[7] J. Bennett, A. Carbery, and J. Wright. A non-linear generalization of the Loomis–Whitney inequality
and applications. Math. Res. Letters, 12:443–457, 2005.
[8] S. G. Bobkov and F. L. Nazarov. On convex bodies and log-concave probability measures with uncondi-
tional basis. In B. Klartag, S. Mendelson, and V. D. Milman, editors, Geometric Aspects of Functional
Analysis, Lect. Notes Math. 1807, pages 53–69. Springer, Berlin, 2003.
ON THE REVERSE LOOMIS–WHITNEY INEQUALITY 25
[9] B. Bolloba´s and A. Thomason. Projections of bodies and hereditary properties of hypergraphs. Bull.
London Math. Soc., 27:417–424, 1995.
[10] N.S. Brannen. Volumes of projection bodies. Mathematika, 43:255–264, 1996.
[11] H. J. Brascamp and E. H. Lieb. Best constants in Young’s inequality, its converse, and its generalizations
to more than three functions. Adv. Math., 20:151–173, 1976.
[12] S. Brazitikos, S. Dann, A. Giannopoulos, and A. Koldobsky. On the average volume of sections of convex
bodies. Israel J. Math., to appear, 2017. (arXiv:1607.04862v1).
[13] S. Brazitikos, A. Giannopoulos, and D.M. Liakopoulos. Uniform cover inequalities for the volume of coordi-
nate sections and projections of convex bodies. Advances Geom., to appear, 2017. (arXiv:1606.03779v1).
[14] A. Brieden, P. Gritzmann, R. Kannan, V. Klee, L. Lova´sz, and M. Simonovits. Approximation of di-
ameters: randomization doesn’t help. IEEE Symp. Found. Computer Sci. (FOCS’98), pages 244 – 251,
1998.
[15] A. Brieden, P. Gritzmann, R. Kannan, V. Klee, L. Lova´sz, and M. Simonovits. Deterministic and ran-
domized polynomial-time approximation of radii. Mathematika, 48:63–105, 2001.
[16] Y. D. Burago and V. A. Zalgaller. Geometric Inequalities. Springer, New York, 1988.
[17] T. Burger and P. Gritzmann. Finding optimal shadows of polytopes. Discrete Comput. Geom., 24:219–240,
2000.
[18] T. Burger, P. Gritzmann, and V. Klee. Polytope projection and projection polytopes. Amer. Math.
Monthly, 103:742–755, 1996.
[19] S. Campi, R. Gardner, and P. Gronchi. Reverse and dual Loomis–Whitney-type inequalities. Trans. Amer.
Math. Soc., 368:5093–5124, 2016.
[20] S. Campi and P. Gronchi. Estimates of Loomis–Whitney type for intrinsic volumes. Adv. in Appl. Math.,
47:545–561, 2011.
[21] G. D. Chakerian. The mean volume of boxes and cylinders circumscribed about a convex body. Israel J.
Math., 12:249–256, 1972.
[22] C. K. Chan and S. T. Tan. Determination of the minimum bounding box of an arbitrary solid: an iterative
approach. Computer & Structures, 79:1433–1449, 2001.
[23] P. Combettes. The foundations of set theoretic estimation. Proc. IEEE, 81:182–208, 1993.
[24] D. L. Donoho. Compressed sensing. IEEE Trans. Info. Theory, 52:1289–1306, 2006.
[25] M. Dyer and A. Frieze. On the complexity of computing the volume of a polytope. SIAM J. Comput.,
17:967–974, 1988.
[26] M. Dyer and A. Frieze. A random polynomial time algorithm for estimating volumes of convex bodies.
Proc. 21st Symp. Th. Comput., 17:375–381, 1989.
[27] M. Dyer, P. Gritzmann, and A. Hufnagel. On the complexity of computing mixed volumes. SIAM J.
Comput., 27:356–400, 1998.
[28] D. Ellis, E. Friedgut, G. Kindler, and A. Yehudayoff. Geometric stability via information theory. Discrete
Analysis, 10: 28 pp, 2016.
[29] H. Freeman and H. Shapira. Determining the minimum-area encasing rectangle for an arbitrary closed
curve. Comm. ACM, 18:409–413, 1975.
[30] R. J. Gardner. Geometric Tomography. Cambridge Univ. Press, New York, 2006. 2. ed.
[31] M.R. Garey and D.S. Johnson. Computers and Intractability: A Guide to the Theory of NP-completeness.
Freeman, San Francisco, 1979.
[32] A. Giannopoulos, A. Koldobsky, and P. Valettas. Inequalities for the surface area of projections of convex
bodies. Cannadian J. Math., to appear, 2017. (arXiv:1601.05600v1).
[33] P. Gritzmann and A. Hufnagel. On the algorithmic complexity of Minkowski’s reconstruction theorem.
J. London Math. Soc., 59:1081–1100, 1999.
26 S. CAMPI, P. GRITZMANN, AND P. GRONCHI
[34] P. Gritzmann and V. Klee. On the complexity of some basic problems in computational convexity: I.
containment problems. Discrete Mathematics, 136:129–174, 1994. Reprinted in Trends in Discrete Math-
ematics, (W. Deuber, H. J. Proemel, and B. Voigt, editors), North-Holland, Amsterdam, 1995.
[35] P. Gritzmann and V. Klee. On the complexity of some basic problems in computational convexity: II.
Volume and mixed volumes. In T. Bisztriczky, P. McMullen, R. Schneider, and A. Ivic Weiss, editors,
Polytopes: Abstract, Convex and Computational, pages 373–466. Kluwer, Boston, 1994.
[36] P. Gritzmann and V. Klee. Computational convexity. In J.E. Goodman, J. O’Rourke, and C.D. Toth,
editors, Handbook of Discrete and Computational Geometry, 3rd ed. CRC Press, Raylor & Francis, Boca
Raton, 2017. (to appear).
[37] M. Gromov. Entropy and isoperimetry for linear and non-linear group actions. Groups Geom. Dyn.,
2:499–593, 2008.
[38] C. Hegde, M. B. Wakin, and R. G. Baraniuk. Random projections for manifold learning. In J. C. Platt,
D. Koller, Y. Singer, and S. T. Roweis, editors, Advances in Neural Information Processing Systems 20,
pages 641–648. Curran Associates, Inc., 2008.
[39] K. Huebner, S. Ruthotto, and D. Kragic. Minimum volume bounding box decomposition for shape approx-
imation in robot grasping. In IEEE Int. Conf. on Robotics and Automation, pages 1628–1633. Institute
of Electrical and Electronics Engineers, 2008.
[40] L.G. Khachiyan. On the complexity of computing the volume of a polytope. Izvestia Akad. Nauk. SSSR,
Engineering Cybernetics, 3:216–217, 1988.
[41] L.G. Khachiyan. The problem of computing the volume of polytopes is #P-hard. Uspekhi Mat. Nauk.,
44:199–200, 1989.
[42] A. Koldobsky, C. Saroglou, and A. Zvavitch. Estimating volume and surface area of a convex body via
projections or sections. arXiv:1611.08921v1, 2016.
[43] J Lawrence. Polytope volume computation. Math. Comput., 57:259–271, 1991.
[44] L.H. Loomis and H. Whitney. An inequality related to the isoperimetric inequality. Bull. Amer. Math.
Soc., 55:961–962, 1949.
[45] H. Martini. Some characterizing properties of the simplex. Geom. Dedicata, 29:1–6, 1989.
[46] H. Martini and B. Weißbach. Zur besten Beleuchtung konvexer Polyeder. Beitr. Geom. Alg., 17:151–168,
1984.
[47] N. Megiddo. On the complexity of some geometric problems in unbounded dimension. J. Symbolic. Compt.,
10:327–334, 1990.
[48] M. Meyer. A volume inequality concerning sections of convex sets. Bull. London Math. Soc., 20:151–155,
1988.
[49] M. Milanese and A. Vicino. Optimal estimation theory for dynamic systems with set membership uncer-
tainty: an overview. Automatica, 27:997–1009, 1991.
[50] H. Minkowski. Volumen und Oberfla¨che. Math. Ann., 57:447–495, 1903.
[51] H. Minkowski. Volumen und Oberfla¨che. In Ges. Abh. Bd. II, pages 230–276. Kluwer, Leipzig u. Berlin,
1911.
[52] H. O’Rourke. Finding minimal enclosing boxes. Internat. J. Comput. Inform. Sci., 14:183–199, 1985.
[53] S. J. Ostro and R. Connelly. Convex profiles from asteroid lightcurves. Icarus, 57:443–463, 1984.
[54] C. M. Petty. Isoperimetric problems. In Proc. Conf. Convexity Combinat. Geom., pages 26–41. Univ.
Oklahoma, 1971.
[55] C. A. Rogers and G. C. Shephard. Convex bodies assoaciated with a given convex body. J. London Math.
Soc. (2), 33:270–281, 1958.
[56] R. Schneider. The mean surface area of the boxes circumscribed about a convex body. Ann. Polonici
Math., 25:325–328, 1972.
[57] R. Schneider. Convex Bodies: The Brunn–Minkowski Theory. Cambridge Univ. Press, Cambridge, 2014.
2. ed.
ON THE REVERSE LOOMIS–WHITNEY INEQUALITY 27
[58] R. Schneider and W. Weil. Zonoids and related topics. In P. M. Gruber and J. M. Wills, editors, Convexity
and its Applications, pages 296–317. Birkha¨user, Basel, 1983.
[59] A. Schrijver. Theory of Linear and Integer Programming. John Wiley & Sons, Chichester, UK, 1986.
[60] T. J. Shepherd, A. H. Rankin, and D. H. M. Alderton. A Practical Guide to Fluid Inclusion Studies.
Blackie, Glasgow, UK, 1985.
[61] E. B. Vedel Jensen. Local Stereology. World Scientific, Singapore, 1998.
[62] G. Zhang. Restricted chord projection and affine inequalities. Geom. Dedicata, 39:213–222, 1991.
Stefano Campi: Dipartimento di Ingegneria dell’Informazione, Universita´ degli Studi di
Sienna, I-53100 Siena, Italy
E-mail address : campi@dii.unisi.it
Peter Gritzmann: Zentrum Mathematik, Technische Universita¨t Mu¨nchen, D-85747 Garch-
ing bei Mu¨nchen, Germany
E-mail address : gritzmann@tum.de
Paolo Gronchi: Dipartimento di Matematica e Informatica “Ulisse Dini”, Universita´ degli
Studi di Firenze, I-50122 Firenze, Italy
E-mail address : paolo.gronchi@unifi.it
