A novel design of a three dimensional localiser intended for autonomous robot vehicles is presented. A prototype is implemented in air using ultrasonic beacons at known positions, and can be adapted to underwater environments where it has important applications, such as deep sea maintenance, data collection and reconnaissance tasks. The paper presents the hardware design, algorithms for position and orientation determination (six degrees of freedom), and performance results of a laboratory prototype. Two approaches are discussed for position and orientation determination -(i) fast single measurement set techniques and (ii) computationally slower Kalman filter based techniques. The Kalman filter approach allows the incorporation of robot motion information, more accurate beacon modelling and the capability of processing data from more than four beacons, the minimum number required for localisation.
Introduction
Untethered underwater robot vehicles present challenging problems to the robotics researcher over conventional wheeled vehicles operating on a plane surface due to the extra degrees of freedom in movement and lack of rigid control 1,2,3,4,5 . Localisation in difficult environments, such as in dark or muddied waters with temperature gradients and varying currents, is an important research issue, especially in light of the fact that these conditions are present over most of the Earth. The exploration and exploitation of undersea regions has immense potential which can be achieved through autonomous undersea vehicles with the ability to determine their position accurately in three dimensions.
The three dimensional localiser described in this paper can measure the full six degrees of freedom of position and orientation. A localiser based on three artificial beacons has been reported that produces two dimensional position from the intersection of hyperboloids and relies on under-water pressure sensors for the depth 4 . Other localisation systems exist for underwater navigation, such as the SHARPS system 2 which reports the vehicle 2 D position, heading and roll using a beacon system. The work presented here uses a fourth beacon for determining depth, and Kalman filtering is employed for optimal position and orientation estimates with the rejection of spurious data. Orientation is available from the system presented here due to the receiver array structure employed. The system presented here is novel in the sense that it produces robust estimates of all the six degrees of freedom of position and orientation with the one sensor.
The work described here is an extension of a two dimensional localiser 6,7 . This paper significantly improves on previous work on a three dimensional position determination algorithm 8 and orientation determination 9 . The organisation of the paper is as follows: In section 2 the structure of the localiser is introduced and section 3 outlines the hardware design of an airborne prototype. In Section 4 two position determination algorithms are presented, one derived from geometrical constraints and the other taking into account models of robot motion and beacon behaviour using an Iterated Extended Kalman Filter. In section 5, orientation algorithms are derived, and results of experiments on the prototype are summarised in section 6.
Finally future work and conclusions are presented in section 7.
Overview of the 3-D Localiser
The localiser requires at least four fixed beacons in known noncoplanar locations. For example, three beacons could be placed on the surface of water and the fourth suspended underwater. In the prototype described in this paper beacons are placed at the coordinate system origin and on each of the axes as shown in figure 1. The beacons fire ultrasonic pulses that are received by the receiver array onboard the robot. The beacons fire in a regular sequence with fixed inter-firing period as illustrated in figure 2. Note that beacon 1 emits a double pulse for initial identification by the receiver. Once beacon 1 is identified, the double pulse can be ignored, since the time of arrival uniquely determines the beacon number thereafter. The beacon design is similar in concept to the 2-D localisation system and is described in more detail elsewhere 6 . The beacons are required to be synchronised to each other, a common feature of many navigation systems. The synchronisation can be achieved via wiring interconnections as is done in the air prototype or via more sophisticated local time keeping and message passing approaches as in the Loran-C 10 navigation system. 
Receiver Hardware Design
The receiver array is spherical in shape and consists of an array of 32 ultrasonic receivers positioned on the faces of a truncated icosahedron as shown in figure 3 . This arrangement orients all receivers so that their angular sensitivity adequately covers a full solid
angle. There are two types of receivers -pentagonal receivers (connect to 5 adjacent receivers) and hexagonal receivers. The directions of a pair of adjacent receivers differ by 37.3 or 41.8 degrees, depending on whether the pair consists of two hexagonal receivers or one hexagonal and one pentagonal receiver. The worse case of 41.8 degrees corresponds to an angular sensitivity of -15 dB with respect to straight ahead.
The organisation of the 32 receivers for the interfacing to an 8 bit microprocessor is done by "colouring" the receivers with four colours so that no two adjacent receivers share the same colour, as shown in Figure 4 . The colouring allows receivers to be interfaced in four groups where at most one receiver within a group is active for any arrival pulse direction. Interference is thus avoided within a group interface where signals are added before being rectified for envelope extraction. The sequence of microprocessor interrogation begins by sampling the sum of all receivers in a tight loop until a threshold is exceeded. This time is recorded as the raw arrival time which is later compensated for the amplitude of the received pulse and the slow rise time. Each of the four coloured group sums is sampled to find the maximum colour, and then eight receivers are sampled to find the "maximum receiver" within this colour and hence overall. The maximum receiver provides an approximate estimate of the arrival direction of the pulse and is used to determine the orientation of the receiver. Thus, 12 receiver samples are necessary to find the maximum receiver as opposed to 32 that would be required with no receiver colour grouping.
Position Determination
Two techniques are described for 3D position determination. 
Geometric Position Algorithm
An iterative algorithm is derived in another paper 8 based on the intersection of hyperboloids. In this paper, a more concise derivation of the same algorithm is presented based on the gradients of three scalar fields. The scalar fields consist of the difference in distances from a reference beacon to the other beacons. Differences in distances are considered since the absolute distances are unknown.
To elaborate on this, consider the arrival time, t i , corresponding to
where T is the (known) beacon inter-firing period, t 0 is the (unknown) time when beacon 1 fires, d i is the distance to beacon i and c is the 
where × is the vector cross product. To a first order linear approximation, a small move δ δr will produce a change in d ij of δd ij if
where • is the vector dot product. Applying equation (5) to (4) 
Applying the vector identities
to equation (6) and substituting in equation (4) 
The expression in equation (8) can be shown, not surprisingly, to give the same result if the reference beacon 1 is replaced by any other beacon and therefore the choice of beacon 1 as reference is arbitrary.
Equations (1) and (3) delay is the inter-firing period which has been designed so that reverberating pulse amplitudes decay below the receiver threshold.
Measurements are performed every 900 msec by the prototype.
Iterated Extended Kalman Filter for Position Estimation
Kalman filtering is a well established technique for estimating the state of a system in the presence of noise and the unfamiliar reader is referred to Jazwinski 11 for details. The Extended Kalman filter implementation of the localiser exploits previous estimates of position by using knowledge about the robot motion and beacon behaviour to smooth the data. The previous geometric position algorithm does not exploit this information since it processes each set of four arrival times in isolation, ignoring the previous robot position and subsequent motion that may have taken place. The Kalman filter approach also allows the rejection of spurious arrival times which can arise if an indirect path is taken by a pulse from beacon to receiver.
Given that the measurement and state noise is Gaussian, the Kalman filter provides the optimum minimum error variance estimate of the position. Moreover, the position estimate is updated each time a beacon fires, thus increasing the frequency of localisation by a factor of four. The estimated error variance of the position estimates is also available from the Kalman filter. Finally, the Kalman filter implementation is easily generalised to more that four beacons, for a more robust solution. The cost of these advantages is increased processing time.
On each pulse arrival, the Kalman filter estimates the n dimensional state of the system, denoted x, given a new measurement vector y. The state in our case is the 5 dimensional vector
which consists of the robot position, (x,y,z), the beacon inter-firing period, T, and the beacon firing time, t f .
The state transition equations predict the state at the next time step, x(n+1), given the current state, x(n), and allow for uncertainty by incorporating noise components: 
When the function is non-linear, as is the case in equation (11) version of the localiser 6 . The angle of arrival of a pulse, derived from the maximum receiver, can also be used to reject those echoed pulses which arrive from a grossly different direction.
It is possible, but unlikely, that some arrival times are delayed only slightly rather than grossly. This may occur when a diffracted path is taken around a small obstacle that differs little from the direct path to a beacon for example. Unfortunately, there is no way of distinguishing these errors from genuine random noise perturbations of the arrival time unless they persisted for a long period of time. The effect on the Kalman filter is that a small temporary bias will be introduced in the position estimates.
Due to the computation involved with matrix manipulations, the processing time for the Kalman filter algorithm is considerably longer than the previous approach. On a 16MHz 80286, measurements could be processed in real time -that is 230 msec per measurement step. The Kalman filter software was coded in C++ using a class library written by the author applicable to any Kalman filtering application.
Further measurements can easily be incorporated into the localiser Kalman filter, such as dead-reckoning of movements 7 , underwater depth sensors 4 or inertial navigation devices.
Orientation Determination
For each beacon firing, the receiver array reports the closest receiver transducer to the beacon. These direction measurements are used for determining the orientation of the robot.
Two approaches, along the lines of the position determination, are considered for orientation determination. The first technique relies on a set of four direction measurements to geometrically evaluate the orientation of the receiver array. The second technique employs an Iterated Extended Kalman filter which allows measurements to be smoothed in accordance with knowledge of motion statistics.
Geometrical Orientation Algorithm
The orientation of the robot can be determined from the arrival 
The rotation transformation to match normal vectors of planes defined by the receiving elements n1 and n2 with the unit vectors to the corresponding beacons b1 and b2 is derived below. If either n1
and n2 or b1 and b2 lie in a straight line, there is no unique rotation to match the vector pairs and the problem is ill-conditioned. Thus the pairs of vectors are chosen from a cycle of four beacons to have the maximum absolute sine of angle between them. The planes defined by the vector pairs are matched with Tplanes given by
The angles between the pairs may not be the same in practice due to the discretisation in the receiver normal vectors (ie there are only 32 of them for a full solid angle). The approach taken is to match the pairs so that the error is minimum and the same for each vector.
The bisector vectors, which now lie in the same plane, are matched, to produce the final transformation:
Tfinal T Tplanes n1 n2 b1 b2 Tplanes
The transformation Tfinal can be converted to the roll, pitch and yaw angles (described in the next section) by referring to Graig 14 .
Iterated Extended Kalman Filter for Orientation Estimation
There are three degrees of freedom of orientation, and these are represented by nine elements of the transformation matrix described in the previous section. Such a redundant state representation in a Kalman filter implementation would result in complexity and inefficiency. Instead, the orientation is represented by a state vector consisting of roll, pitch and yaw angles, φ, θ, ψ 15 . The transformation matrix RPY(φ, θ, ψ) that rotates the world axis frame to the axes of the robot is defined by the ordered rotations around each coordinate axis as follows:
where Rot(x, ψ) is a rotation around the x-axis by angle ψ and similarly for Rot(y, θ) and Rot(z, φ). These are defined in terms of matrix transformations in McKerrow 15 . Note that the orientation representation is not unique for roll, pitch and yaw angles between -π and π and the restriction of a pitch angle lying between -π/2 and π/2 is necessary to make the representation unique. Furthermore, if the pitch angle is equal to π/2 or -π/2, only the sum or difference of roll and yaw angles is unique, and then the roll angle can be arbitrarily defined to be zero to achieve a unique representation 14 .
In the Kalman filter implementation, the state transition matrix, 
where RPY T is also the inverse of RPY. The position of the robot (x,y,z)
is available from the position determination algorithms described above. The noise variances associated with the measurements can be estimated based on the discretisation caused by the 32 receiver transducers in the receiver array geometry. It is worth noting that the measurement errors are not strictly independent from sample to sample, since they are dominated by discrepancies between receiver transducer orientation and the actual arrival direction due to receiver angle discretisation. If the robot is stationary these errors will be nearly identical from measurement to measurement. The Kalman filter will then optimistically estimate the state covariance matrix. Table I and Table II ♦ error in estimating the speed of sound, which can be as much as 1 percent when temperature compensation is used alone 18 .
♦ air turbulence and local variations in the speed of sound.
The Kalman filter results in Table II 
Future Work and Conclusions
A novel three dimensional localiser has been designed, constructed and tested. The laboratory prototype performs to an accuracy of approximately 50 mm depending on the position. The size of the prototype workspace could be extended to 10 meters on each axis with no modification of the hardware (if laboratory space permitted) and with little change in the absolute error, based on experience with a two dimensional ultrasonic localiser 7 .
Improvements in the accuracy of the localiser can be achieved by more sophisticated pulse arrival time detection techniques 16,17 and the use of more expensive transducers. However the aim of this prototype was to prove the concept and this has been successfully achieved.
Further beacons can also be added beyond the minimum required number of four to improve the robustness and accuracy of the localiser. Kalman filtering techniques are particularly suited to fusing the data of redundant beacons and also the exclusion of spurious arrival times. An underwater version is also being considered as an extension of this work.
