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Abstract. In this paper, we propose and test a novel diagonal sweeping domain decomposi-
tion method (DDM) with source transfer for solving the high-frequency Helmholtz equation
in Rn. In the method the computational domain is partitioned into overlapping checker-
board subdomains for source transfer with the perfectly matched layer (PML) technique,
then a set of diagonal sweeps over the subdomains are specially designed to solve the sys-
tem efficiently. The method improves the additive overlapping DDM [42] and the L-sweeps
method [49] by employing a more efficient subdomain solving order. We show that the
method achieves the exact solution of the global PML problem with 2n sweeps in the con-
stant medium case. Although the sweeping usually implies sequential subdomain solves,
the number of sequential steps required for each sweep in the method is only proportional
to the n-th root of the number of subdomains when the domain decomposition is quasi-
uniform with respect to all directions, thus it is very suitable for parallel computing of the
Helmholtz problem with multiple right-hand sides through the pipeline processing. Exten-
sive numerical experiments in two and three dimensions are presented to demonstrate the
effectiveness and efficiency of the proposed method.
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1 Introduction
In this paper, we consider the well-known Helmholtz equation defined in Rn (n= 2,3) as fol-
lows:
∆u+κ2u= f , in Rn, (1.1)
imposed with the Sommerfeld radiation condition
r
n−1
2
(∂u
∂r
−iκu
)
→0, as r= |x|→∞, (1.2)
where u(x) is the unknown function, f (x) is the source and κ(x) :=ω/c(x) denotes the wave
number with ω being the angular frequency and c(x) the wave speed. Solving the Helmholtz
equation (1.1) with large wave number accurately and efficiently is crucial to many physics and
engineering problems. For example, in exploration seismology, the Helmholtz equation with
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pre-given wave speed needs to be solved for hundreds of different sources in reverse time mi-
gration, and even more in full wave inversion. However, since the discrete Helmholtz system
with large wave number is highly indefinite, constructing efficient solvers is quite important
and challenging [26], and for this purpose many methods have been proposed and studied,
including the direct method [18], the multigrid method [25] and the domain decomposition
method [15].
The direct method, such as the multifrontal method [18] with nested dissection [36], was
designed to solve linear systems arising from discretization of general PDE problems, and has
been employed to solve the discrete Helmholtz problem. The multifrontal method was further
coupled with the hierarchically semi-separable matrices (HSS) in [38], and the low rank pro-
prieties were exploited to reduce the computational complexity for many problems including
Helmholtz equation in [54,55]. However, the low-rank representation for the Helmholtz kernel
in high frequency is missing [21], which causes the HSS and multifrontal coupled method to
be less effective for high frequency problems. On the other hand, some variants of the mul-
tifrontal method were also introduced in [37, 43] for the Helmholtz problem. Those methods
mostly focus on constructing the Dirichlet to Neumann (DtN) map for the subdomains in the
nested dissection, which is more intuitive than manipulating the algebraic matrices in the mul-
tifrontal method, while the order of computational complexity remains the same.
The multigrid method with the shifted Laplace was first introduced in [25], and then fur-
ther developed in [3,22–24,47,52]. A complex shift is added to the Helmholtz operator, result-
ing in an easier problem that could be solved with multigrid solver, which then can be used as
an effective preconditioner for the original Helmholtz problem. The shifted Laplace method
has been shown to be very effective, and followed by many researches in literature, to name a
few, [1, 7, 8, 13, 14, 33, 39, 45, 51]. The amount of the shift is a compromise, a larger shift leads to
an easier problem to solve in preconditioning but more iteration steps in the Krylov subspace
solve, while a smaller shift results in harder preconditioning but fewer iteration steps. For the
high frequency problem, if the shifted problem in preconditioning is required to be solved effi-
ciently, then the number of iterations in the Krylov subspace solve grows as fast as the square
of the frequency [34], thus the high frequency problem is still a big challenge for the shifted
Laplace method.
The domain decomposition method (DDM) for solving the Helmholtz problem was first
studied in [15]. A good approximation of the Dirichlet to Neumann (DtN) map is the key to
maintain the effectiveness of DDM for the Helmholtz equation, and later various transmission
conditions are proposed to approximate the DtN map, leading to different DDMs as in [5,12,16,
27–31, 35, 46, 50]. However, the additive nature of these DDMs cause the number of iterations
grows as fast as the n-th root of the number of subdomains in the checkerboard partition case.
The first sweeping type DDM for the Helmholtz problem was introduced by Engquist and
Ying in [19, 20], and followed by many variants, such as the single layer potential [48], the
double sweeping preconditioner [53], the polarized trace method [56], and the source transfer
DDM (STDDM) [9, 10]. These methods employ the perfectly matched layer (PML) bound-
ary condition on each subdomain and mainly differ at the transmission conditions between
subdomains, and they all can be uniformly formulated in the context of optimized Schwarz
method [32]. These DDMs usually decomposes the domain into layers, and sweep forwards
and backwards in the layers to obtain good approximations of the solution. The sweeping
type DDMs could be interpreted as LU or LDLT factorizations and forward/backward substi-
tutions, and they generally have two phases, the factorization phase and the sweeping phase.
In the factorization phase, the local discrete systems of subdomains are factorized, which could
be done in parallel. In the sweeping phase, the local solves of subdomain problems are applied
one by one to form the global solution, which is a sequential process. The factorization phase
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is the bottleneck for the sweeping type DDMs for the Helmholtz problem in R3, since the fac-
torization of each 2D layered subdomain requires a scalable and efficient direct solver, which
is often hard to accomplish as mentioned previously. On the other hand, although the sweep-
ing phase is sequential, it could be arranged in a pipeline for parallel processing in the case of
multiple right-hand sides (RHSs), which is quite common in many practical applications such
as seismic imaging and electromagnetic scattering.
Some recursive sweeping DDMs were proposed and studied in [44] and [17], which are
based on the sweeping preconditioner and the source transfer DDM, respectively. In these
methods, each of the layered subdomains is further decomposed into smaller layers in the per-
pendicular direction, and again solved with the sweeping DDM. In such a way, the bottleneck
caused by the factorization of subdomains no longer exists. However, the difficulty is then
shifted to the sweeping phase. The number of steps used for each of the sequential subdo-
main sweeps is now proportional to the number of subdomains, that causes these methods
not suitable for parallel computing in practice, for example, when solving the multiple RHSs
problem with the pipeline processing, the construction of an efficient pipeline will require a
large number of RHSs in order to achieve good parallel efficiency.
The success of using source or trace transfer in sweeping DDMs with layered partitions
inspires the development of the additive overlapping DDM for the Helmholtz equation in
[42], which is based on structured subdomains along all spatial directions (i.e., checkerboard
domain decomposition) in the context of the source transfer method. It is proved that this
method could produce the exact solution in finite steps for the constant medium problem. The
corner transfer is considered for the first time in this method. It is observed that for the case
that the source lies only in one subdomain, the exact global solution can be constructed with
the subdomain solution marching along four diagonal directions in R2. Recently, a sweeping-
type DDM method called “L-sweeps” was proposed in [49], which is also based on the corner
transfer. The L-sweeps method wisely utilizes the property of diagonal subdomain solution
marching, and employs a novel subdomain solving order of sweeps of all directions, which is
the main difference between the additive overlapping DDM [42] and the “L-sweeps” method.
The L-sweeps method produces an outstanding algorithm with O(N logN) complexity where
N denotes the number of unknowns of the discrete system. Furthermore, the number of steps
required by each sequential subdomain sweep in the L-sweeps method is only proportional
to the n-th root of the number of subdomains, thus this method is much more suitable for
parallel computing compared to the recursive sweeping methods. When solving the multiple
RHSs problem using the L-sweeps method with pipeline, the requirement on the number of
RHSs to achieve good parallel efficiency is feasible and could be easily satisfied in practical
applications.
In this paper, we propose a novel diagonal sweeping DDM for solving the Helmholtz equa-
tion (1.1) based on checkerboard domain decomposition. Our method adopts a new subdo-
main solving order, which partly originates from the L-sweeps method [49] but is more effi-
cient. Compared to the L-sweeps method, the proposed method has two major advantages in
terms of efficiency and effectiveness:
• The needed sweeps in each preconditioning solve are reduced from L-sweeps of 3n−1
directions (8 inR2 and 26 inR3 respectively) to diagonal sweeps of 2n directions (4 inR2
and 8 in R3 respectively).
• The reflections are treated more appropriately for the layered media problems, increasing
from one reflection to averagely two reflections per preconditioning solve.
The rest of the paper is organized as follows. We first review the PML method associated with
the Helmholtz equation and the corresponding additive overlapping DDM [42] with source
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transfer in R2 and R3 in Section 2. By wisely re-arranging the solving order of the additive
DDM, the diagonal sweeping DDM with source transfer in R2 is proposed and analyzed in
Section3 and its extension toR3 in Section 4. In addition, we show that the DDM solutions are
the exact solutions of the corresponding PML problems in R2 and R3 in the constant medium
case. In Section 5, various numerical experiments in two and three dimensions are performed
to verify convergence of the diagonal sweeping DDM for constant medium problems, and to
test efficiency and effectiveness of the method as the preconditioner for layered media and
even more complicated problems. Some concluding remarks are finally drawn in Section 6.
2 Perfectly matched layer and additive overlapping DDM with source
transfer
In this section, we first recall the perfectly matched layer method and the source transfer tech-
nique, and then review the additive overlapping DDM with source transfer proposed in [42],
which is the basis of the diagonal sweeping DDM proposed in this paper.
2.1 Perfectly matched layer and source transfer
The Helmholtz equation (1.1) defined in the whole space with the Sommerfeld radiation con-
dition (1.2) can be solved in a bounded domain such as a rectangular box using the so-called
uniaxial PML method [4,6,10,11,41], provided that the source lies inside the box. Suppose that
a rectangular box inR2 is defined as B={(x1,x2) |aj≤xj≤bj, j=1,2}, with the center of the box
denoted by (c1,c2) where cj=
aj+bj
2 , for j=1,2. Let α1(x1)=1+iσ1(x1) and α2(x2)=1+iσ2(x2),
with {σj}2j=1 being piecewise smooth functions such that
σj(x)=

σ̂(xj−bj), if bj≤ xj,
0, if aj< xj<bj,
σ̂(aj−xj), if xj≤ aj,
(2.1)
where σ̂(t) is certain smooth medium profile function, then the complex coordinate stretching
x˜(x) for x=(x1,x2) is defined as
x˜j(xj)= cj+
∫ xj
cj
αj(t)dt= xj+i
∫ xj
cj
σj(t)dt, j=1,2. (2.2)
The PML equation is then defined under the complex coordinate stretching as follows:
J−1B ∇·(AB∇u˜)+κ2u˜= f , (2.3)
where
AB(x)=diag
(
α2(x2)
α1(x1)
,
α1(x1)
α2(x2)
)
, JB(x)=α1(x1)α2(x2),
and u˜ is called the PML solution. The well-posedness of the weak problem associated with
equation (2.3) has been established in [10, Lemma 3.3], and the PML solution u˜ equals u within
the box and decays exponentially outside of the box. For convenience, we denote by PB the
PML problem (2.3) associated with the rectangular box B, and denote by LB := J−1B ∇·(AB∇·)+
κ2 the linear operator associated with PB.
Similarly inR3, the PML equation for the cuboidal box B={(x1,x2,x3) |aj≤xj≤bj, j=1,2,3}
could be defined as (2.3) for x=(x1,x2,x3) with
AB(x)=diag
(
α2(x2)α3(x3)
α1(x1)
,
α1(x1)α3(x3)
α2(x2)
,
α1(x1)α2(x2)
α3(x3)
)
, JB(x)=α1(x1)α2(x2)α3(x3),
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where α3(x3)=1+iσ3(x3) and σ3(x3) is defined in the same way as (2.1).
From now on, the constant medium (i.e., the constant wave number κ(x)≡κ) is assumed for
development and analysis of the DDM methods. The source transfer technique is presented in
the following. The case of R2 is used for illustration and the results can be similarly extended
to the case of R3. Suppose that a piecewise smooth curve γ divides R2 into two parts Ω1 and
Ω2, and at the meantime, the curve also divides the rectangular box B into two parts. Let Ω˜1
be the extended domain of Ω1 by a distance of d, for instance, Ω˜1 = {x : ρ(x,Ω1)≤ d} where
d>0 is a positive constant and denote γ˜=∂Ω˜1, as shown in Figure 1-(a). There always exists a
smooth cutoff function β∈C2(Rn) with 0≤β≤1 such that
β|Ω1≡1, β|Rn\Ω˜1≡0,
and
|∇β(x)|<C, ∀x∈ Ω˜1\Ω1,
where C is a generic positive constant. Then we have the following result on source transfer
[42]:
Lemma 2.1. Suppose that the support of f is in Ω1∩B. Let u be the solution to the PML
problem PB with the source f (i.e, LBu= f in R2). Given u1 as the restriction of u on Ω˜1, such
as u1 :=uχΩ˜1 , and let u2 be solution to the PML problem PB with the source−LB(u1β)χΩ2 (i.e.,
LBu2=−LB(u1β)χΩ2 in R2). Then it holds that u1β+u2=u in R2 and u2=0 in Ω1.
The above Lemma is straightforward based on the fact u1β is the partial modification
of u and u2 is the correction to the modification according to the residual, f−LB(u1β) =
−LB(u1β)χΩ2 . Lemma 2.1 is applied in the additive DDM [42] for two types of boundaries, the
straight line and the fold line, as shown in Figure 1-(b) and (c), which correspond to the hor-
izontal/vertical transfer and the corner transfer, respectively. The overlapping region Ω˜1\Ω1
in Lemma 2.1 is handled with a shifted PML media profile function ̂̂σ(t) defined by
̂̂σ(t)={ 0, if t≤d,
σ̂(t−d), if t>d. (2.4)
For simplicity, the above shifted medium profile is denoted by σ̂(t) in the rest of the paper, and
when we refer to the PML problem PB, an extended region of width d is always attached to
the rectangular box B, for possible overlapping with its neighbor regions.
γ
γ˜
Ω1
B
Ω2
γ
B1 B2
Ω1 Ω2
γ
B1
B2
Ω2
Ω1
(a) (b) (c)
Figure 1: Divide R2 and the box B with a piecewise smooth curve γ.
The domain decomposition that we use is stated below. The rectangular domain Ω =
[−l1,l1]×[−l2,l2] in R2 is uniformly partitioned into Nx×Ny nonoverlapping rectangular sub-
domains. Let ∆ξ = 2l1/Nx, ξi =−l1+(i−1)∆ξ for i = 1,2,.. .,Nx+1, and ∆η = 2l2/Ny, ηj =
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−l2+(j−1)∆η for j=1,2,.. .,Ny+1. Then we have Nx×Ny nonoverlapping rectangular subdo-
mains as
Ωi,j :=[ξi,ξi+1]×[ηj,ηj+1], i=1,2,.. .,Nx, j=1,2,.. .,Ny.
For convenience, we also define the boxΩi0,i1;j0,j1 (1≤i0≤i1≤Nx+1, 1≤ j0≤ j1≤Ny+1), which
consists of a set of rectangular subdomains:
Ωi0,i1;j0,j1 :=
⋃
i0≤i≤i1
j0≤j≤j1
Ωi,j.
It is clear that the PML equation associated with each rectangular subdomain Ωi,j needs to be
solved in the DDM method. The source f , which is assumed to be compactly supported in Ω,
is decomposed to
fi,j= f ·χΩi,j , i=1,2...,Nx, j=1,2,.. .,Ny.
Notice that the PML profile as (2.4) makes each subdomain has an overlapping region with
its neighbor subdomains, thus we next define an overlapping domain decomposition of the
two-dimensional space R2 as
Ω˜i,j :=(ξ˜i−d, ξ˜i+1+d)×(η˜j−d,η˜j+1+d), i=1,2,.. .,Nx, j=1,2,.. .,Ny,
where
ξ˜i=

−∞, i=1,
ξi, i=2,.. .,Nx,
+∞, i=Nx+1,
η˜j=

−∞, j=1,
ηj, j=2,.. .,Ny,
+∞, j=Ny+1.
Similarly, for the cuboidal domain Ω=[−l1,l1]×[−l2,l2]×[−l3,l3] in R3, the partition in z-
direction is done with ∆ζ=2l3/Nz, ζk =−l3+(k−1)∆ζ for k=1,.. .,Nz+1, then we have Nx×
Ny×Nz nonoverlapping subdomains Ωi,j,k, overlapping subdomains Ω˜i,j,k, and decomposed
sources fi,j,k= f ·χΩi,j,k .
2.2 The additive overlapping DDM with source transfer
The additive DDM proposed in [42] is based on checkerboard domain decomposition and
source transfer between overlapping subdomains. Let us first illustrate it with the 2×2 domain
partition in R2. A few notations are first introduced below. Two truncation functions are
defined as
χ→=χ(ξ2,+∞)×(−∞,+∞), χ↑=χ(−∞,+∞)×(η2,+∞),
and four one-dimensional cutoff functions are defined as
β→= β̂
( x1−ξ2
d
)
, β←= β̂
( ξ2−x1
d
)
, β↓= β̂
(η2−x2
d
)
, β↑= β̂(
x2−η2
d
)
,
where β̂(t) is a monotone cutoff function in C2(R) such that β̂(t)=1 for t≤0, β̂(t)=0 for t≥1,
and |β̂′(t)|<C for 0<t<1. With the above one-dimensional cutoff functions, the corresponding
two-dimensional cutoff functions associated with the subdomains Ωi,j (i, j=1,2) are defined as
βΩ1,1 =β→β↑, βΩ2,1 =β←β↑, βΩ1,2 =β→β↓, βΩ2,2 =β←β↓.
Denote by Li,j the linear operator associated with the PML problem PΩi,j .
Let us first consider the simple case that the source lies inside Ω1,1. At step 1, the sub-
domain PML problem PΩ1,1 is solved with the source f1,1 and the solution is denoted by u0,
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as is shown in Figure 2-(a), the horizontal and vertical transferred sources are computed on
each subdomain. At step 2, the local problem PΩ2,1 is solved with the right transferred source
L1,1(u0β→)χ→ (see Figure 2-(b)) as the local source, and the solution is denoted by u→ (see
Figure 2 (c)). By using Lemma 2.1 for Ω1,2;1,1, the rightward source transfer is applied and we
have
u0β→+u→=u, in (−∞,+∞)×(−∞,η2+d), (2.5)
as is shown in Figure 2-(d). Similarly, the local solution u↑ of the subdomain Ω1,2 are obtained
and we have
u0β↑+u↑=u, in (−∞,ξ2+d)×(−∞,+∞), (2.6)
as shown in Figure 2-(f) and (g).
Note that the additive DDM has an important property that the subdomain solving is not
direction related, in the sense that, on each subdomain, the transferred sources coming from
different directions are summed into one local source and then solved. At step 3, the subdo-
main solution has already been constructed in Ω1,1, Ω1,2 and Ω2,1 in previous steps, thus only
the solution for Ω2,2 needs to be constructed. However, in order to derive an algorithm that
is not direction related as mentioned above, instead of directly using a corner source transfer,
the horizontal and vertical source transfers are applied again on each subdomain, though the
nonzero ones are only the upper transfer of u→ from Ω2,1 and the right transfer of u↑ from
Ω1,2. In addition to the horizontal and vertical sources −L1,2(u↑β→)χ→ and −L2,1(u→β↑)χ↑
transferred to Ω2,2, the corner direction transferred source −L2,2(u0β→β↑)χ→χ↑ is also passed
to Ω2,2. Using (2.5) and (2.6), we have that the summation of transferred sources for Ω2,2 is in
fact LΩ(uβ↗), where β↗=1−(1−β→)(1−β↑) is the cutoff function for the L-shaped domain
Ω1,1∪Ω2,1∪Ω1,2, then by using Lemma 2.1, the corner source transfer is applied, and we know
that uβ↗+u↗=u. Now that the local solutions in all subdomains are obtained, a formula of
the global solution expressed as the combination of local solutions is then to be derived. From
(2.5) and (2.6), it holds that
u0β↑β→+u→β↑=uβ↑, inR2, (2.7)
u0β↑β→+u↑β→=uβ→, inR2, (2.8)
thus uβ↗ can be expressed as uβ↗=u0β→β↑+u→β↑+u↑β→, and we have
u0β→β↑+u→β↑+u↑β→+u↗=u,
or in a more symmetric form,
u0βΩ1,1+u→βΩ2,1+u↑βΩ1,2+u↗βΩ2,2 =u.
Now we are ready to state the additive DDM for 2×2 domain partition in the case of general
source f . At step 1, solve the local problemsPΩi,j with local sources fi,j and denote the solutions
as u1i,j. Then at step 2, solve the local problems PΩi,j with horizontal and vertical transferred
sources calculated by using the solutions of step 1, and denote the solutions as u2i,j. Finally at
step 3, solve the local problems PΩi,j with horizontal, vertical and corner transferred sources
calculated by using the solutions of step 1 and 2, and denote the solution as u2i,j. Then the DDM
solution is constructed to be
uDDM= ∑
s=1,2,3
∑
i=1,2
j=1,2
usi,jβΩi,j ,
which is indeed the solution to PΩ with source f in the constant medium case.
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(a) u0 (b) L1,1u0(β→)χ→ (c) u→ (d) u0β→+u→
(e) L1,1(u0β↑)χ↑ (f) u↑ (g) u0β↑+u↑ (h) L1,2(u↑β→)χ→
+L2,1(u→β↑)χ↑
+L2,2(u0β→β↑)χ→χ↑
(j) uβ↗ (k) u↗ (l) u
Figure 2: Illustration of the source transfer DDM solving process with the 2×2 domain decom-
position, where the source lies in Ω1,1 only. The borders of subdomains are shown with solid
lines, and the upper and right borders of overlapping regions are shown with dotted lines,
which are x1= ξ2+d and x2=η2+d, respectively.
To illustrate the extension of the additive DDM from 2×2 to Nx×Ny domain partitions, let
us define the following one-dimensional cutoff functions,
β
(1)2,i(x1)=

β̂( ξi−x1d ), 2=−1,andi 6=1,
β̂( x1−ξi+1d ), 2=1,andi 6=Nx,
1, otherwize,
β
(2)
M,j(x2)=

β̂(
ηj−x2
d ), M=−1,and j 6=1,
β̂(
x2−ηj+1
d ), M=1,and j 6=Ny,
1, otherwize,
for i = 1,.. .,Nx, j= 1,.. .,Ny and 2,M=±1,0. Note that the symbols 2 and M are used to in-
dicate the signs of the x and y components of a direction, respectively. With the above one-
dimensional cutoff functions, two-dimensional ones are defined as
β2,M;i,j(x1,x2) :=β(1)2,i(x1)β(2)M,j(x2),
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for 2,M=−1,0,1 with (2,M) 6=(0,0), and
β0,0;i,j(x1,x2) :=β
(1)
−1,i(x1)β
(1)
+1,i+1(x1)β
(2)
−1,j(x2)β
(2)
+1,j+1(x2).
Define the following truncation functions for the half spaces and the quarter spaces in R2:
χ2,M;i,j(x1,x2) :=χI(1)2,i(x1)×I(2)M,j (x2),
where
I(1)2,i (x1)=

(−∞,ξi), 2=−1,
(ξi+1,+∞), 2=1,
(−∞,+∞), 2=0, I
(2)
M,j (x2)=

(−∞,ηj), M=−1,
(ηj+1,+∞), M=1,
(−∞,+∞), M=0.
Using the above cutoff functions, truncation functions and linear operators, we are able to
define the source transfer operators in R2 as:
Ψ2,M;i,j(v) :=−Li+2,j+M(β2,M;i,jv)χ2,M;i,j,
for 2,M=±1,0 with (2,M) 6=(0,0). Then the additive overlapping DDM with source transfer
in R2 [42] can be stated as follows:
Algorithm 2.1 (Additive overlapping DDM with source transfer in R2 [42]).
1: Set {u0i,j}=0 in R2 for i=1,2,.. .,Nx, j=1,2,.. .,Ny.
2: Step 1: solve the PML problems PΩi,j with the source fi,j
Li,ju1i,j= fi,j, inR2, (2.9)
for i=1,2,.. .,Nx, j=1,2,.. .,Ny.
3: for Step s=2,3,.. .,Nx+Ny−1 do
4: Solve the local subdomain problems: for i=1,2,.. .,Nx, j=1,2,.. .,Ny,
Li,jusi,j= ∑2,M=−1,0,1
(2,M) 6=(0,0)
Ψ2,M;i−2,j−M(us−|2|−|M|i−2,j−M ). (2.10)
5: end for
6: The DDM solution for PΩ with the source f is then given by
uDDM= ∑
s=1,···,Nx+Ny−1
∑
i=1,...,Nx
j=1,...,Ny
β0,0;i,jusi,j. (2.11)
For the constant medium case, it is proved in [42] that the DDM solution uDDM defined by
(2.11) is the exactly the solution of the PΩ with the source f . In the above Algorithm 2.1, all
the sources fi,j, i=1,2,.. .,Nx, j=1,2,.. .,Ny are solved simultaneously. For a given source fi0,j0 ,
depending on the relative position of the subdomain Ωi,j to subdomain Ωi0,j0 , the subdomains
can be divided into two types in the solving process: the first type consists of the ones with
either i=i0 or j=j0, of which the local solutions effected by source fi0,j0 are obtained by applying
horizontal or vertical source transfer, the other type consists of the ones with i 6= i0 and j 6= j0,
of which the local solutions effected by source fi0,j0 are obtained by applying corner source
transfer.
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To illustrate the method in R3, the same notations as above for the x and y components
are re-used and we also add the notations for the z component. The one-dimensional cutoff
functions in the z direction are defined as
β
(3)#,k(x3)=

β̂( ζk−x3d ), #=−1,andk 6=1,
β̂( x3−ζk+1d ), #=1,andk 6=Nz,
1, otherwise,
for k=1,.. .,Nz and #=±1,0, then the cutoff function for each subdomain are
β2,M,#;i,j,k(ξ,η,ζ) :=β(1)2,i(ξ)β(2)M,j(η)β(3)#,k(ζ),
where 2,M,#=±1,0 with (2,M,#) 6=(0,0,0), and
β0,0,0;i,j(x1,x2)=β
(1)
−1,i(x1)β
(1)
+1,i+1(x1)β
(2)
−1,j(x2)β
(2)
+1,j+1(x2)β
(3)
−1,k(x3)β
(3)
+1,k+1(x3).
The truncation functions for the half spaces, the quarter spaces and the eighth spaces inR3 are
defined as
χ2,M,#;i,j,k(x1,x2,x3) :=χI(1)2,i(x1)×I(2)M,j (x2)×I(3)#,k(x3),
where
I(3)#,k(x3)=

(−∞,ζk), #=−1,
(ζk,+∞), #=1,
(−∞,+∞), #=0.
Then the corresponding transfer function in R3 is defines as
Ψ2,M,#;i,j,k(v) :=−Li+2,j+M,k+#(β2,M,#;i,j,k v)χ2,M,#;i,j,k, (2.12)
for 2,M,#=±1,0 and (2,M,#) 6=(0,0,0). The additive overlapping DDM with source transfer
in R3 [42] can be stated as follows:
Algorithm 2.2 (Additive overlapping DDM with source transfer in R3 [42]).
1: Set {u0i,j,k}=0 in R3 for i=1,2,.. .,Nx, j=1,2,.. .,Ny, k=1,2,.. .,Nz.
2: Step 1: solve the PML problems PΩi,j,k with the source fi,j,k
Li,j,ku1i,j,k= fi,j,k, inR3, (2.13)
for i=1,2,.. .,Nx, j=1,2,.. .,Ny, k=1,2,.. .,Nz.
3: for Step s=2,3,.. .,Nx+Ny+Nz−2 do
4: Solve the local subdomain problems: for i=1,2,.. .,Nx, j=1,2,.. .,Ny, k=1,2,.. .,Nz,
Li,j,kusi,j,k= ∑2,M,#=−1,0,1
(2,M,#) 6=(0,0,0)
Ψ2,M,#;i−2,j−M,k−#(us−|2|−|M|−|#|i−2,j−M,k−# ). (2.14)
5: end for
6: The DDM solution for PΩ with the source f is then given by
uDDM= ∑
s=1,···,Nx+Ny+Nz−2
∑
i=1,...,Nx
j=1,...,Ny
k=1,...,Nz
β0,0,0;i,j,kusi,j,k. (2.15)
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It is shown in [42] that in the case of source f lying in only one subdomain Ωi0,j0 in R
2
(or Ωi0,j0,k0 in R
3), the subdomain Ωi,j (or Ωi,j,k) performs nonzero local solving only at step
s= |i−i0|+|j− j0|+1 (or s= |i−i0|+|j− j0|+|k−k0|+1), and construct the exact solution u in
the subdomain at that very step. This results in subdomain solution marching in diagonal
directions, and such diagonal marching suggests a sweeping type solver, which will be derived
in the next section. We note that this property makes it possible to reduce the sweeping solve
of all directions [49] to only diagonal directions.
3 The diagonal sweeping DDM with source transfer in R2
In this section we will develop the diagonal sweeping DDM with source transfer in R2 by
starting with the source lying only inside one subdomain. If the exact solution is constructed
for the case of the source lying within only one subdomain and the solving procedure does not
depend on such specific subdomain, then the exact solution could be constructed straightfor-
wardly for the case of general source f , since the solutions to the decomposed sources, fi,j’s,
are constructed simultaneously and together they form the total exact solution. Without loss
of generality, we take a 5×5 (Nx = Ny = 5) domain partition and assume that the source lies
only in Ω3,3 (i0 = j0 = 3) in our illustration. There are totally 22 = 4 diagonal directions in R2:
(+1,+1), (−1,+1), (+1,−1), (−1,−1), and the sweep along each of the directions contains a
total of (Nx−1)+(Ny−1)+1=Nx+Ny−1=9 steps.
We perform the first sweep along the direction (+1,+1), i.e., from the lower-left subdo-
mains to the upper-right subdomains, where the s-th step of this sweep handles the group of
subdomains {Ωi,j}with (i−1)+(j−1)+1=i+ j−1=s. In the first (i0−1)+(j0−1)=4 steps, the
solution is always zero since the local source in Ωi,j with (i−1)+(j−1)+1<5 is zero. At step
(i0−1)+(j0−1)+1=5, the subdomain problems in Ωi0,j0 =Ω3,3 is solved with the source f3,3,
32−1=8 transferred sources are generated and passed to its neighbor subdomains correspond-
ingly for later use, as shown in Figure 3-(a). At step 6, the subdomain problems in Ω3,4 and
Ω4,3 are solved. Take Ω4,3 for example, the horizontal source transfer is applied, in which the
rightward transferred source from Ω3,3 at step 5 is used as the local source for Ω4,3, the local
subdomain problem is solved, and 5 new transferred sources are generated and passed to its
corresponding neighbor subdomains, as shown in Figure 3-(b). At step 7, the subdomain prob-
lems in Ω3,5, Ω5,3 and Ω4,4 are solved. The cases in Ω3,5 and Ω5,3 are similar to step 6. As for
Ω4,4, the corner source transfer is applied, in which the upward transferred source from Ω3,4
at step 6, the rightward transferred source from Ω4,3 at step 6, and the upper-right transferred
source from Ω3,3 at step 5 are summed as the local source for Ω4,4, the local subdomain prob-
lem is solved, and 3 new transferred sources are generated and passed to its corresponding
neighbor subdomains, as shown in Figure 3-(c). The following steps in the sweeping con-
tinues and at step 9, the solution is constructed in the upper-right quadrant with respect to
(ξ3,η3), Ωi0,Nx ;j0,Ny =Ω3,5;3,5.
We note that the subdomains on which the upwards transfers are solved, namely Ω3,4 and
Ω3,5, are handled by this sweep of upper-right direction, while they are handled by the up-
wards sweep in the L-sweeps method [49]. Similarly, the subdomains on which the rightwards
transfers are solved, namely Ω4,3 and Ω5,3, are also handled by this sweep, while they are han-
dled by the rightwards sweep in the L-sweeps method. These illustrate the major difference
between the L-sweeps method and the proposed diagonal sweeping method, that is the hori-
zontal and vertical sweeps in the former method are merged into the diagonal sweeps in the
latter method.
It is clear that the directions of sweeps and the source transfers are important in designing
the sweeping algorithm. We define that two vectors d1 and d2 inR2 are in the similar direction
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if and only if d1 ·d2 > 0. In the steps of the first sweep, it is found that only the transferred
sources in the directions (+1,0), (0,+1) and (+1,+1) are used and they are in the similar
directions of the current sweep (+1,+1), while the others are left for future sweeps. Thus the
first rule on the transferred source in sweeps in R2 is defined as:
Rule 3.1. (Similar directions in R2) A transferred source which is not in the similar direction
of one sweep should not be used in that sweep.
(a) First sweep: step 5 (b) First sweep: step 6 (c) First sweep: step 7
(d) After first sweep (e) Second sweep: step 6 (f) Second sweep: step 7
Figure 3: The first sweep (+1,+1) and the second sweep (−1,+1) in the diagonal sweeping
DDM in R2. The arrows denote the transferred sources with their directions, the red ones are
in the similar direction to the current sweep, while the green ones are not (the green ones are
excluded from being used in the current sweep due to Rule 3.1).
In the second sweep, the direction of sweep is chosen to be (−1,+1), which aims at con-
structing the solution in the upper-left quadrant Ω1,i0−1;j0,Ny =Ω1,2;3,5. Note that the s-th step
of this sweep handles the group of subdomains {Ωi,j} with (Nx−i)+(j−1)+1= 5−i+ j= s.
According to Rule 3.1, among all the transferred sources left from the previous sweep (i.e., the
first sweep), the ones with directions (−1,0), (0,+1) and (−1,+1) will be used in this sweep,
since they are in the similar direction to the current sweeping direction (−1,+1). There is noth-
ing to solve at the first (Nx−(i0−1))+(j0−1)=5 steps of this sweep. At step 6, the subdomain
problem in Ω2,3 is solved with the leftward transferred source from Ω3,3, and 5 transferred
sources are generated and passed to its neighbor subdomains as shown in Figure 3-(e). At step
7, the subdomain problems onΩ1,3 andΩ2,4 are solved as shown Figure 3-(f), and so on for the
following steps, and after step 9 the solution is constructed in the upper-left quadrant Ω1,2;3,5,
again leaving some transferred sources for future sweeps. It is found that the subdomains that
need leftwards transfer solving are handled in the second sweep, while the subdomains that
need upwards transfer solving have already been handled in the first sweep.
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In the third sweep, the direction of sweep is chosen to be (+1,−1), which aims at con-
structing the solution in the lower-right quadrant Ωi0,Nx ;1,j0−1 =Ω3,5;1,2 as shown in Figure
4-(a). Note that the s-th step of this sweep handles the group of subdomains {Ωi,j} with
(i−1)+(Ny− j)+1=5+i− j=s. The transferred sources from the upper-right quadrant Ω3,5;3,5
are needed, while the transferred sources from the upper-left quadrant Ω1,2;3,5 should be ex-
cluded, thus we need to introduce one more rule for the source transfer in sweeps. Note that
the new rule should not make decisions for transferred sources based on the relative position
with respect to Ω3,3, otherwise the method is only valid for this special case of the source ly-
ing within only Ω3,3. The second rule on the transferred source in sweeps in R2 is defined as
follows:
Rule 3.2. (Opposite directions in R2) The horizontal or vertical transferred source generated
in one sweep should not be used in a later sweep if these two sweeps have opposite directions.
Such a rule affects neither the transferred sources in the previous two sweeps nor the trans-
ferred sources from the upper-right quadrantΩ3,5;3,5 in the third sweep, but effectively prevent
the transferred sources from the upper-left quadrantΩ1,2;3,5 to enter the third sweep since they
are generated in the second sweep, which has the opposite direction to the third sweep. There
is nothing to solve at the first (i0−1)+(Ny−(j0−1)) = 5 steps of the third sweep. At step 6,
the subdomain problem in Ω3,2 is solved with the downward transferred source from Ω3,3,
and 5 new transferred sources are generated and passed to its neighbor subdomains as shown
Figure 4-(b). At step 7 of the third sweep, the subdomain problems in Ω3,1 and Ω4,2 are solved
as shown Figure 4-(c), and so on for the following steps, and after step 9, the solution is con-
structed in the lower-right quadrant Ω3,5;1,2, leaving a few transferred sources to be used in
the fourth sweep. It is found that now the subdomains that need downwards transfer solving
are handled in this sweep, and there are no more subdomains that need horizontal or vertical
transfer solving.
In the fourth sweep (also the last), the sweep with the direction (−1,−1) is performed.
Note that the s-th step of this sweep handles the group of subdomains {Ωi,j} with (Nx−i)+
(Ny− j)+1=11−i− j= s. Now all the transferred sources left from previous sweeps are in the
similar direction to this sweep (none of horizontal or vertical ones are from the first sweep) as
shown in Figure 4-(d), thus according to Rules 3.1 and 3.2, all of them will be used in the last
sweep. There is nothing to solve at the first (Nx−(i0−1))+(Ny−(j0−1))=6 steps of this sweep.
At step 7 of the fourth sweep, the subdomain problem in Ω2,2 is solved as shown in Figure
4-(e), and so on for the following steps. After step 9, the solution is constructed in the lower-
left quadrant Ω1,i0−1;1,j0−1 =Ω1,2;1,2. Finally after such four diagonal sweeps with directions
(+1,+1), (−1,+1), (+1,−1) and (−1,−1), the solution in the whole domain is constructed, as
shown in Figure 4-(f).
By generalizing the above algorithm to Nx×Ny subdomains and general source, we pro-
pose the following diagonal sweeping DDM with source transfer in R2:
Algorithm 3.1 (Diagonal sweeping DDM with source transfer in R2).
1: Set the sweep order as (+1,+1), (−1,+1), (+1,−1), (−1,−1).
2: Set the local subdomain sources at each sweep as r1i,j = fi,j, and r
l
i,j = 0, for l = 2,3,4, i =
1,2,.. .,Nx, j=1,2,.. .,Ny.
3: for Sweep l=1,2,.. .,4 do
4: for Step s=1,2,.. .,Nx+Ny−1 do
5: for each subdomain Ωi,j in Step s of Sweep l do
6: Solve the local solution uli,j with the local source r
l
i,j
Li,j(uli,j)= rli,j, (3.1)
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(a) Before third sweep (b) Third sweep: step 6 (c) Third sweep: step 7
(d) After third sweep (e) Fourth sweep: step 7 (f) After fourth sweep
Figure 4: The third sweep (+1,−1) and the fourth sweep (−1,−1) in the diagonal sweep DDM
in R2. The arrows denote the transferred sources with their directions, both the red and blue
ones are in the similar direction to the current sweep (however the blues ones are excluded
from being used in the current sweep due to Rule 3.2), and the green ones are not (the green
ones are excluded from being used in the current sweep due to Rule 3.1).
7: for each direction (2,M) that 2,M=±1,0 and (2,M) 6=(0,0) do
8: Generate the new source Ψ2,M;i,j(uli,j) needed to be transferred;
9: Find the smallest sweep number l′ ≥ l, such that the transferred source
Ψ2,M;i,j(uli,j) could be used in Sweep l′, according to Rules 3.1 and 3.2;
10: Add the transferred source to the l′-th local source of the corresponding
neighbor subdomain
rl
′
i+2,j+M= rl
′
i+2,j+M+Ψ2,M;i,j(uli,j). (3.2)
11: end for
12: end for
13: end for
14: end for
15: The DDM solution for PΩ with the source f is then given by
uDDM= ∑
l=1,...,4
∑
i=1,...,Nx
j=1,...,Ny
β0,0;i,juli,j. (3.3)
It is then easy to deduce the following result based on similar process for the 5×5 partition.
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Theorem 3.3. The DDM solution uDDM produced by Algorithm 3.1 is indeed the solution of
the problem PΩ in R2 in the constant medium case.
4 The diagonal sweeping DDM with source transfer in R3
The diagonal sweeping DDM in R2 (Algorithm 3.1) can be further extended to R3 based on
the additive overlapping DDM (Algorithm 2.2) in R3. There are totally 23=8 diagonal direc-
tions in R3: (+1,+1,+1), (−1,+1,+1), (+1,−1,+1), (−1,−1,+1), (+1,+1,−1), (−1,+1,−1),
(+1,−1,−1), (−1,−1,−1), and the sweep along each of the directions contains a total of Nx+
Ny+Nz−2 steps.
4.1 Sweeping orders, source transfer rules and sweeping algorithm
We choose to use the following sweeping order for our diagonal sweeping DDM in this pa-
per, which could be viewed as the two-dimensional sweeping order with first the positive z
direction and then the negative one:
(+1,+1,+1), (−1,+1,+1), (+1,−1,+1), (−1,−1,+1),
(+1,+1,−1), (−1,+1,−1), (+1,−1,−1), (−1,−1,−1). (4.1)
Other sweeping order also exists, such as
(+1,+1,+1), (−1,+1,+1), (+1,−1,+1), (+1,+1,−1),
(−1,−1,+1), (−1,+1,−1), (+1,−1,−1), (−1,−1,−1),
where the L1 distance between the successive sweeping directions and the first one is mono-
tonically increasing.
Let us first define the similar direction in R3. Two vector d1 and d2 in R3 are called in the
similar direction if d1 ·d2>0 and d1(k)d2(k)≥0 for k=1,2,3, where d1(k) and d2(k) are the k-th
components of d1 and d2, respectively. Then the first rule on the transferred source in sweeps
in R3 (in correspondence to Rule 3.1 in R2) is defined below:
Rule 4.1. (Similar directions in R3) A transferred source which is not in the similar direction
of one sweep in R3 should not be used in that sweep.
Note that by projection onto two-dimensional planes, the three-dimensional construction
of the solution becomes the two-dimensional quadrant-wise construction of the solution, thus
we follow Rule 3.2 for R2, and define the second rule on the transferred source in sweeps in
R3 as follows:
Rule 4.2. (Opposite directions inR3) Suppose a transferred source with direction dsrc is gener-
ated in one sweep with direction d1, then it should not be used in the later sweep with direction
d2, if under any of x−y, x−z, y−z plane projections, the projection of dsrc has exactly one zero
component and the projections of d1 and d2 are opposite.
Now we propose the diagonal sweeping DDM with source transfer in R3 in the following:
Algorithm 4.1 (Diagonal sweeping DDM with source transfer in R3).
1: Set the sweep order as list (4.1)
2: Set the local subdomain sources for each sweep as r1i,j,k= fi,j,k, and r
l
i,j,k=0, for l=2,3,.. .,8,
i=1,2,.. .,Nx, j=1,2,.. .,Ny, k=1,2,.. .,Nz.
3: for Sweep l=1,.. .,8 do
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4: for Step s=1,.. .,Nx+Ny+Nz−2 do
5: for subdomain Ωi,j,k in Step s of the current sweep do
6: Solve the local solution uli,j,k with the local source of current sweep
Li,j,k(uli,j,k)= rli,j,k, (4.2)
7: for each direction (2,M,#) that 2,M,#=±1,0 and (2,M,#) 6=(0,0,0) do
8: Compute new transferred source Ψ2,M,#;i,j,k(uli,j,k);
9: Find the smallest sweep number l′ ≥ l, such that the transferred source
Ψ2,M,#;i,j,k(uli,j,k) could be used in Sweep l′, according to Rules 4.1 and 4.2;
10: Add the transferred source to the l′-th local source of the corresponding
neighbor subdomain
rl
′
i+2,j+M,k+#= rl
′
i+2,j+M,k+#+Ψ2,M,#;i,j,k(uli,j,k). (4.3)
11: end for
12: end for
13: end for
14: end for
15: The DDM solution for PΩ with the source f is then given by
uDDM= ∑
l=1,...,8
∑
i=1,...,Nx
j=1,...,Ny
k=1,...,Nz
β0,0,0;i,j,kuli,j,k. (4.4)
4.2 Verification of the DDM solution
Next we verify that the DDM solution uDDM produced by Algorithm 4.1 is indeed the solution
to the problem PΩ inR3 in the constant medium case. Again the case of the source lying within
only one subdomain is verified, for instance, supp f ⊂Ωi0,j0,k0 , then the case of general source
follows if the solving process does not depend on such specific subdomain. Let us call Ωi0,j0,k0
the origin subdomain.
In each sweep of the sweeping diagonal DDM, the local solution of some subdomains in
certain region is to be constructed and we describe these regions in the following. The whole
domain is split into 33 = 27 regions based on the relative position to the specific subdomain
Ωi0,j0,k0 , as shown in Figure 5-(a), we denote them by Ω
(2,M,#), 2,M,#=±1,0,
Ω(2,M,#)= ⋃
i∈I2(i0), j∈IM(j0),k∈I#(k0)
i=1,...,Nx , j=1,...,Ny,k=1,...,Nz
Ωi,j,k (4.5)
where Is(a) is a set with I1(a)={a+1,a+2,.. .,+∞}, I0(a)={a}, and I−1(a)={−∞,. . .,a−2,a−1}.
These regions could be divided into four types:
• the origin one (2,M,#)=(0,0,0), which contains the source;
• 6 axial ones with exactly two zeros in (2,M,#) as shown in Figure 5-(b), in which the
subdomains are solved with x, y or z directional source transfers;
• 12 planar ones with exactly one zeros in (2,M,#) as shown in Figure 5-(c), in which the
subdomains are solved with x-y, y-z or x-z directional source transfers;
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(a) All 27 regions (b) 6 axial regions (c) 12 planar regions
(d) 8 octantal regions (e) 8 extended octantal regions
Figure 5: Divided regions based on the relative position to the particular subdomain Ωi0,j0,k0 .
• 8 octantal ones with no zeros in (2,M,#) as shown in Figure 5-(d), in which the subdo-
mains are solved with x-y-z directional source transfers.
The L-sweeps method [49] constructs the solution in each of the 27 regions separately with
26 sweeps, however, our diagonal sweep DDM merges the origin, axial and planar regions
into the octant regions, and constructs the solution in 8 extended octantal regions (shown in
Figure 5-(e)) with 8 sweeps. Specifically, we denote the 8 extended octantal regions by Ω˜(2,M,#),2,M,#=±1 with (2,M,#) being referred as the direction of the octants, and we have
Ω˜(+1,+1,+1)=Ωi0,Nx ;j0,Ny;k0,Nz , Ω˜
(−1,+1,+1)=Ω1,i0−1;j0,Ny;k0,Nz ,
Ω˜(+1,−1,+1)=Ωi0,Nx ;1,j0−1;k0,Nz , Ω˜
(−1,−1,+1)=Ω1,i0−1;1,j0−1;k0,Nz ,
Ω˜(+1,+1,−1)=Ωi0,Nx ;j0,Ny;1,k0−1, Ω˜
(−1,+1,−1)=Ω1,i0−1;j0,Ny;1,k0−1,
Ω˜(+1,−1,−1)=Ωi0,Nx ;1,j0−1;1,k0−1, Ω˜
(−1,−1,−1)=Ω1,i0−1;1,j0−1;1,k0−1.
(4.6)
The extended octantal regions will be referred as the octants for short in the remaining part of
the paper. Each octant Ω˜2,M,# is to be solved in the sweep along the direction (2,M,#).
The definition of neighbor octants is introduced as follows. The distance of two octants is
measured by the half of L1 distance of their directions, thus any octant has three distance-1
neighbor octants (or face neighbor octants), three distance-2 neighbor octants (or edge neigh-
bor octants), and one distance-3 neighbor octant (or the opposite octant). Before solving an
octant in the current sweep, some other octants may have already been solved in the previous
sweeps, then the octant to be solved in the current sweep may have zero, one, two or three
solved face neighbor octants, these are the four cases that we will encounter a few times in the
solving process, as shown in Figure 6-(a) to (c).
For all the eight diagonal sweeps in R3, the choice of transferred sources to be used in
each sweep become the key problem and is quite complicated, thus we first discuss some basic
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(a) One solved face neighbor
octant
(b) Two solved face neighbor
octants
(c) Three solved face neighbor
octants
Figure 6: The light yellow transparent region is the octant to be solved, and the other colored
ones are the already solved octants.
properties of the octant-wise solving, and then develop some useful tools for the verification
using Rules 4.1 and 4.2 on source transfer. To better describe the unused transferred sources
generated from an octant solving in the corresponding sweep, we categorize them by the faces,
edges, and vertices of the octant as follows. The unused transferred sources associated with
a face of the octant are defined as the unused transferred sources that are generated by the
boundary subdomains of the octant and have the similar direction to the octant face, see Figure
7-(a) for an illustration. The unused transferred sources associated with an edge of the octant
are defined as the intersection of the unused transferred sources associated with the two faces
sharing the edge, see Figure 7-(b). The unused transferred sources associated with a vertex of
an octant are defined as the intersection of the unused transferred sources associated with all
three faces, see Figure 7-(c).
(a) (b) (c)
Figure 7: Illustration of the unused transferred sources associated with a face (a), or an edge
(b), or a vertex (c) of one octant, which is denoted by red arrows. The face and edge are marked
with blue lines.
It is obvious that the unused transferred sources needed to solve an octant in the corre-
sponding sweep must be in the similar direction to the octant, and we will refer the unused
transferred sources in the similar direction to the octant as the candidate transferred sources for
the octant to be solved. Note that not all the candidate transferred sources are needed to solve
an octant, the following result holds.
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Lemma 4.3. Suppose that an octant is to be solved in the corresponding sweep, then all the
candidate transferred sources it needs are those associated with the sharing faces of the solved
face neighbor octants, or associated with the sharing edges of the solved edge neighbor octants,
or associated with the sharing vertices of the solved opposite octants.
Lemma 4.3 presents the requirement that we need to verify during the sweeps of the di-
agonal sweeping DDM in R3. To simplify the verification of Algorithm 4.1, a few tools are
introduced below.
Lemma 4.4. (Shared face in R3) When solving an octant, the candidate transferred sources
associated with the shared face of its solved face neighbor octant are successfully selected in
Algorithm 4.1 according to Rule 4.1 and 4.2.
Proof. Since the octant and its face neighbor octant could have only one opposite component,
the directions of the two octants aren’t opposite under any of x-y, y-z and x-z plane projection
(in which two opposite components are required). Consequently, Rule 4.2 for the opposite
direction doesn’t apply and these candidate transferred sources will not be excluded.
(a) (b)
Figure 8: Illustration of the case in Lemma 4.5. The light yellow transparent region is the
octant to be solved, the red subdomain is the origin subdomain. The pink or purple region is
the solved octant, the face to be checked is marked with blue frames, and the arrows denote
the unused transferred sources to be excluded from the current sweep.
The following Lemma is used to check in Algorithm 4.1 whether the candidate transferred
sources associated with a face of a distance-2 or distance-3 solved octant are excluded from the
current sweep, which is a very common situation.
Lemma 4.5. (Nonadjacent face in R3) When solving an octant, suppose under one of the x-y,
y-z and x-z plane projection, both the octant to be solved and the origin subdomain are in the
same half of a plane. Under this plane projection, a distance-2 or distance-3 solved octant is
in the opposite position, one of its face is to be checked and both the solved octant and the
face are in the other half of the plane. Then the unused transferred sources associated with the
to-be-checked face of the solved octant, will be excluded from this octant solving in Algorithm
4.1 according to Rule 4.2.
Proof. The situation of the above Lemma is illustrated in Figure 8. Assume that under the
x-z projection, the octant Ω˜(+1,+1,−1) (yellow) is to be solved, the solved octant is either the
distance-2 octant Ω˜(−1,+1,+1) (pink) in Figure 8-(a) or the distance-3 octant Ω˜(−1,−1,+1) (purple)
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in Figure 8-(b), and the face to be checked has the outer normal (0,0,−1). The negative x-half
plane has the octant and the origin subdomain, while the positive x-half plane has the solved
octant and the face. Now suppose one of the candidate transferred sources associated with the
to-be-checked face of the solved octant Ω˜(−1,+1,+1) (pink) or Ω˜(−1,−1,+1) (purple) has direction
(dx,dy,dz). The candidate transferred sources are associated with the face of the outer normal
(0,0,−1), thus dz=−1. Since the origin subdomain is in the positive x direction, we have dx≤0.
If dx < 0, the transferred sources will not be in the similar direction of the octant Ω˜(+1,+1,−1).
If dx=0, then the direction of the transferred sources will become (0,±1,−1), which is (0,−1)
under the x-z projection. Since the octant Ω˜(+1,+1,−1) (light yellow) and the solved octant are in
the opposite position under the x-z projection, Rule 4.2 applies and the candidate transferred
sources associated with the to-be-checked face of the solved octant are excluded in Algorithm
4.1.
Lemma 4.6. (Shared edge in R3) When solving an octant that has two or three solved face
neighbor octants, the candidate transferred sources associated with the shared edge of its
solved distance-2 neighbor octants are successfully selected in Algorithm 4.1 according to
Rules 4.1 and 4.2.
Proof. The octant and its solved distance-2 neighbor octant is only opposite under one plane
projection, and under that plane projection, these candidate transferred sources will have two
non-zero components, hence Rule 4.2 doesn’t apply and these candidate transferred sources
will not be excluded.
Lemma 4.7. (Shared vertex in R3) When solving an octant that has three solved face neigh-
bor octants, the candidate transferred sources associated with the shared vertex of its solved
distance-3 neighbor octant are successfully selected in Algorithm 4.1 according to Rules 4.1
and 4.2.
Proof. This is obvious since these candidate transferred sources have three non-zero compo-
nents and Rule 4.2 doesn’t apply at all.
With the above results, the verification of Algorithm 4.1 becomes much easier. The can-
didate transferred sources associated with the sharing faces, edges and vertices have already
been selected by Lemmas 4.4, 4.6 and 4.7, and now the main concern is whether the candidate
transferred sources that aren’t listed in Lemma 4.3 are excluded by Lemma 4.5 with the nonad-
jacent face. Without loss of generality, we take a 5×5×5 (Nx=Ny=Nz=5) domain partition to
illustrate the solving process, and assume the source lies in the subdomainΩ3,3,3 (i0=j0=k0=3).
The sweep along each of the directions contains a total of Nx+Ny+Nz−2= 5+5+5−2= 13
steps. We will illustrate the first sweep in details and the following sweeps will be performed
similarly; in particular, we will discuss and verify the choice of transferred sources to be used
by each of the octant solves.
The first sweep of direction (+1,+1,+1) is performed to construct the solution in the oc-
tant Ω˜(+1,+1,+1)=Ω3,5;3,5;3,5, where the s-th step of this sweep handles the group of subdomains
{Ωi,j,k}with (i−1)+(j−1)+(k−1)+1= i+ j+k−2=s. In the first (i0−1)+(j0−1)+(k0−1)=6
steps, the local source and solutions in the subdomains are all zero. Then at step (i0−1)+(j0−
1)+(k0−1)+1= 7, the subdomain problem in Ωi0,j0,k0 =Ω3,3,3 is solved with the source f3,3,3,
and 33−1= 26 transferred sources are generated and passed to its neighbor subdomains cor-
respondingly as shown in Figure 9-(a). At step 8, the x, y and z directional source transfers are
applied onΩ4,3,3, Ω3,4,3 andΩ3,3,4 respectively, and the problem in each of these subdomains is
solved with just one transferred source at step 7 from Ω3,3,3 as the local source, i.e., the subdo-
main problem in Ω4,3,3 is solved with the (1,0,0) directional transferred source, the subdomain
20
(a) First sweep: step 7 (b) First sweep: step 8 (c) First sweep: step 9
(d) Before second sweep (e) Second sweep: step 8 (f) Second sweep: step 9
Figure 9: The first sweep (+1,+1,+1) and the second sweep (−1,−1,−1) in the diagonal
sweeping DDM in R3. The arrows denote the transferred sources with their directions, where
the red ones are used in the current sweep while the black ones are not (due to Rule 4.1).
problem in Ω3,4,3 with the (0,1,0) directional transferred source and the subdomain problem
in Ω3,3,4 with the (0,0,1) directional transferred source. For each of them, 17 new transferred
sources are then generated and passed to its corresponding neighbor subdomains as shown
in Figure 9-(b). At step 9, the x, y and z directional source transfers are applied on Ω5,3,3,
Ω3,5,3 and Ω3,3,5 respectively and the problems in these subdomains are solved just as step 8.
Additionally, the x-y, y-z and x-z directional source transfers are applied on Ω4,4,3, Ω3,4,4 and
Ω4,3,4, the problems in these subdomains are solved with the sum of three transferred sources
from their neighbor subdomains respectively, e.g., the subdomain problem in Ω4,4,3 is solved
with the sum of the (1,0,0) directional transferred source from Ω3,4,3 at step 8, the (0,1,0) di-
rectional transferred source from Ω4,3,3 at step 8, and the (1,1,0) directional transferred source
from Ω3,3,3 at step 7. For each of the subdomains Ω4,4,3, Ω3,4,4 and Ω4,3,4, 12 new transferred
sources are generated and passed to their corresponding neighbor subdomains as shown in
Figure 9-(c). At step 10, the x, y, z, x-y, y-z and x-z directional source transfers are applied just
as step 9. Additionally the (+1,+1,+1) directional source transfer is applied on Ω4,4,4, and
this subdomain problem is solved with the sum of seven transferred sources from its neighbor
subdomains that are solved in previous steps. The following steps continue similarly and after
Nx+Ny+Nz−2 steps, the solution in octant Ω˜(+1,+1,+1) is successfully constructed.
Then the second sweep with direction (−1,+1,+1) is performed, which aims at construct-
ing the solution in the octant Ω˜(−1,+1,+1)=Ω1,2;3,5;3,5. The s-th step of this sweep handles the
group of subdomains {Ωi,j,k} with (Nx−i)+(j−1)+(k−1)+1=4−i+ j+k= s. The sweeping
solve procedure is similar to the first sweep as shown in Figure 9-(d) to (f), except that some
transferred sources from the first sweep are used due to Rule 4.1.
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(a) Third sweep (b) Fourth sweep (c) Fifth sweep
(d) Sixth sweep (e) Seventh sweep (f) Eighth sweep
Figure 10: At the beginning of the third to eighth sweeps in the diagonal sweeping DDM in
R3, where the light yellow transparent region denotes the octant to be solved in the current
sweep. The arrows denote the transferred sources with their directions, both the red and blue
ones are in the similar direction to the current sweep ( however the blues ones are excluded
from being used in the current sweep due to Rule 4.2), and the black ones are not (the black
ones are excluded from being used in the current sweep due to Rule 4.1).
In the third sweep with direction (+1,−1,+1), the octant to be solved is Ω˜(+1,−1,+1) =
Ω3,5;1,2;3,5, which has one solved face neighbor Ω˜(+1,+1,+1) (brown), as shown in Figure 10-
(a). Out of the four faces of the two solved octants, one is shared, two are not in the similar
direction, and the remaining one face with the outer normal (0,−1,0) of Ω˜(−1,+1,+1) (pink) is
to be checked using Lemma 4.5 as shown in Figure 11-(a). Under the x-y plane projection, in
the negative x-half plane we have the octant to be solved and the origin subdomain, while in
the positive x-half plane we have the distance-2 solved octant Ω˜(−1,+1,+1) (pink) and the face
with the outer normal (0,−1,0), thus the candidate transferred sources associated with the
face are excluded using Lemma 4.5. Therefore, the solution in the octant Ω˜(+1,−1,+1) could be
constructed by this sweep.
In the fourth sweep with direction (−1,−1,+1), the octant to be solved is Ω˜(−1,−1,+1) =
Ω1,2;1,2;3,5, which has two solved face neighbor octants, Ω˜(−1,+1,+1) (pink) and Ω˜(+1,−1,+1) (or-
ange) as shown in Figure 10-(b). Out of the five faces of the three solved octants, two are
shared and the rest three ones are not in the similar direction.
In the fifth sweep with direction (+1,+1,−1), the octant to be solved is Ω˜(+1,+1,−1) =
Ω3,5;3,5;1,2, which has one solved face neighbor Ω˜(+1,+1,+1) (brown) as shown in Figure 10-
(c). Out of the four faces of the solved octants, one is shared, the rest three are the faces with
the outer normal (0,0,−1) of Ω˜(−1,+1,+1) (pink), Ω˜(+1,−1,+1) (orange) and Ω˜(−1,−1,+1) (purple),
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(a) Third sweep (b) Fifth sweep (c) Fifth sweep
(d) Sixth sweep (e) Seventh sweep (f) Seventh sweep
Figure 11: Check the unused transferred sources at the beginning of certain sweeps in the
diagonal sweeping DDM in R3 using Lemma 4.5, by taking a different view of the third, fifth,
sixth and seventh sweep of Figure 10. Note that the origin subdomain is Ω3,3,3.
which are to be checked using Lemma 4.5. Under the y-z plane projection (checked in the pos-
itive and negative z-half planes), the candidate transferred source associated with the faces of
Ω˜(+1,−1,+1) (orange) and Ω˜(−1,−1,+1) (purple) are excluded as shown in Figure 11-(b). Under
the x-z plane projection (checked in the positive and negative x-half planes), the candidate
transferred source associated with the faces of Ω˜(−1,+1,+1) (pink) and Ω˜(−1,−1,+1) (purple) are
excluded as shown in Figure 11-(c).
In the sixth sweep with direction(−1,+1,−1), the octant to be solved is Ω˜(−1,+1,−1) =
Ω1,2;3,5;1,2, which has two solved face neighbor octants, Ω˜(+1,+1,−1) (blue) and Ω˜(−1,+1,+1) (pink)
as shown in Figure 10-(d). Out of the five faces of the solved octants, two are shared, two are
not in the similar direction with the current sweep, and the rest one face is with the outer nor-
mal (0,0,−1) of Ω˜(−1,−1,+1) (purple), which is to be checked using Lemma 4.5. Under the y-z
plane projection (checked in the positive and negative y-half planes), the candidate transferred
sources associated with the face of Ω˜(−1,−1,+1) (purple) are excluded as shown in Figure 11-(d).
In the seventh sweep with direction (+1,−1,−1), the octant to be solved is Ω˜(+1,−1,−1)=
Ω3,5;1,2;1,2, which has two solved face neighbor octants, Ω˜(+1,+1,−1) (blue) and Ω˜(+1,−1,+1) (or-
ange) as shown in Figure 10-(e). Out of the four faces of the solved octant, two are shared, and
the rest two are the face with the outer normal (0,0,−1) of Ω˜(−1,−1,+1) (purple) and the face
with the outer normal (0,−1,0) of Ω˜(−1,+1,−1) (green), which are to be checked using Lemma
4.5. Under the x-z plane projection (checked in the positive and negative x-half planes), the
candidate transferred sources associated with the face of Ω˜(−1,−1,+1) (purple) are excluded as
shown in Figure 11-(e). Under the x-y plane projection (checked in the positive and negative
x-half planes), the candidate transferred sources associated with the face Ω˜(−1,+1,−1) (green)
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are excluded as shown in Figure 11-(f).
In the eighth sweep (also the last sweep) with direction (−1,−1,−1), the octant to be
solved is Ω˜(−1,−1,−1)=Ω1,2;1,2;1,2, which has three face neighbor octants, Ω˜(−1,−1,+1) (purple),
Ω˜(−1,+1,−1) (green), and Ω˜(+1,−1,−1) (gray), as shown in Figure 10-(f). The octant to be solved
has only shared faces, edges and vertices with solved octants. After the eight diagonal sweeps
the total solution is finally constructed.
By extending the above process to the case of Nx×Ny×Nz domain partition and general
source, we obtain the following result.
Theorem 4.8. The DDM solution uDDM produced by Algorithm 4.1 is indeed the solution of
the problem PΩ in R3 in the constant medium case.
Remark 1. The diagonal sweeping DDM could be used as a preconditioner for Krylov sub-
space methods such as GMRES when solving the discrete system of the Helmholtz equation.
Let us denote by niter the needed number of iterations for the relative residual to reach certain
tolerance. Assume that the size of the subdomain problem is fixed, then the complexity of
the factorization and solving one subdomain problem becomes O(1), then the total complex-
ity of solving one RHS is O(Nniter), where N is the size of the discrete system. Through the
numerical experiments presented in Section 5, we demonstrate niter∼O(logN), thus the total
complexity of solving one RHS is O(N logN) by using the proposed diagonal sweeping DDM
as the preconditioner.
Remark 2. The proposed diagonal sweeping DDM is very suitable for parallel solution of the
Helmholtz problem with multiple RHSs in many practical applications, such as seismic imag-
ing and electromagnetic scattering. Taking the full wave inversion (FWI) in seismic imaging as
an example, it is a large scale nonlinear optimization problem aimed at solving the subsurface
geophysical parameters. In one optimization step, a forward and adjoint wavefield modeling
needs to be solved for each shot, which is then used to calculate the gradient of the misfit
between the observed and modeled seismograms. There are usually hundreds of shots and
all the shots are independent of each other, thus the wavefield modeling problem is indeed a
problem with multiple RHSs.
We can use the pipeline technique to parallelize the proposed DDM for solving such prob-
lem and obtain good scalability. Suppose that the number of cores to be used is equal to the
number of subdomains, and since the subdomains are solved in different orders for different
sweeps, in order to keep the solving order of cores the same in the pipeline, each core is as-
signed to solve one of 2n pre-assigned subdomains in each of the total 2n sweep. Let us take
the 3D case for illustration. There are Nx×Ny×Nz subdomains and cores, and the subdomains
Ωi′,j′,k′ , where i′= i,Nx+1−i, j′= j,Ny+1− j, k′= k,Nz+1−k, are assigned to the core of rank
((i′−1)Ny+ j′−1)Nz+k′, and the solving order of cores is kept the same as the first sweep.
The pipeline overhead time, which is time that all cores begin to work, is (Nx+Ny+Nz−2)T0,
where T0 is the time for solving one subdomain problem. Denote the number of RHSs by NRHS
and assume it is a multiple of Nx+Ny+Nz−2, then the total time cost of solving all RHSs using
the pipeline is (
Nx+Ny+Nz−2
)
T0+8niterNRHST0,
thus the average solving time for one RHS is
8niterT0+
Nx+Ny+Nz−2
NRHS
T0. (4.7)
The idle of the cores at the beginning the pipeline only cause the average solving time to
increase by a neglectable factor, e.g., when NRHS = 2(Nx+Ny+Nz−2) and niter = 10 (which
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is very common in real applications), the idle of the cores only increases the average solving
time by 0.625%.
With the similar pipeline setup, the recursive sweeping DDM [17,44] has the average solv-
ing time of one RHS as
8niterT0+
Nx NyNz
NRHS
T0, (4.8)
under the condition that NRHS is a multiple of Nx NyNz, which is very hard to satisfy for real
applications since Nx NyNz is often larger than NRHS. What is more, comparing the average
solving time (4.7) and (4.8), our diagonal sweeping DDM is clearly much more efficient and
scalable when Nx≈Ny≈Nz.
The parallelization of the L-sweeps method [49] adopts another way that suits better solv-
ing one RHS. Each row of the subdomains of the checkboard domain decomposition is as-
signed with one core, thus only a total of Nx cores are used in the computation and each core
handles the corresponding subdomains during one sweep of the L-sweeps method. Using Nx
cores to solve problem of Nx×Ny subdomains implies that the problem size per core grows as
Ny increases, thus the parallelization is not weak scalable, thus not suitable for large problems
with many subdomains.
5 Numerical experiments
The proposed diagonal sweeping DDM with source transfer (Algorithms 3.1 in R2 and 4.1 in
R3) will be tested with various experiments to demonstrate its performance for numerically
solving the Helmholtz problem (1.1), especially with high frequency. First, the convergence of
the proposed method will be tested. In the constant medium case, the discrete DDM solution
is an excellent approximation to the continuous Helmholtz problem, and the total error of the
approximation comes from the spatial numerical discretization and the truncation of PML. By
choosing appropriately the PML medium parameters, including the PML width and the ab-
sorbing parameter σ̂, the total error is expected to be dominated by the spatial discretization
error. Note that although only the solving orders are different in the diagonal sweeping DDM
and the additive overlapping DDM [42], the errors coming from the truncation of PML in two
methods are not the same, hence the convergence of the diagonal sweeping method still needs
to be tested. Second, the proposed method will be tested as the preconditioner for the GMRES
method to solve the global discrete system since the discrete DDM solution is an approxima-
tion to the discrete Helmholtz problem in general. Many factors affect this approximation,
including the truncation of PML, the reflections in the medium and the discretization, etc. The
performance of the algorithm is tested with constant medium problem, layered media prob-
lems, and a more realistic problem (the 2004 BP model), to demonstrate the great potentials of
the proposed diagonal sweeping DDM.
In all the numerical experiments, the Helmholtz equation is discretized on structured meshes
with the second-order central finite difference scheme, which is a five-points stencil in two di-
mensions and a seven-points stencil in three dimensions, respectively. The diagonal sweeping
DDM algorithms are implemented in parallel using Message Passing Interface (MPI) and the
local subdomain problems are solved with the direct solver “MUMPS” [2]. The supercomputer
“LSSC-IV”, located in State Key Laboratory of Scientific and Engineering Computing, Chinese
Academy of Sciences, is used for all numerical tests, which has a total of 408 nodes and each
node has two 2.3GHz Xeon Gold 6140 processors (18 cores and 192G memory). The number of
cores is always chosen to be equal to the number of the subdomains.
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5.1 Convergence tests of the discrete DDM solutions
In this subsection, the convergence of the diagonal sweeping DDM is tested for the constant
medium Helmholtz problems, where the wave number and the number of subdomains are
both fixed while the mesh resolution is uniformly increased.
5.1.1 2D constant medium problem
In this example, a Helmholtz problem inR2 with a constant wave number κ/2pi=25 is solved
using Algorithm 3.1. The computational domain is BL=[−L,L]2 with L=1/2, and the interior
domain without PML is Bl = [−l,l]2 with l = 25/56. Denote by q the mesh density, which is
defined to be the number of nodes per wave length, a series of uniformly refined meshes are
used, where the mesh density increases approximately from 22 to 270. A 5×5 domain partition
is used for all meshes. The source is chosen as
f (x1,x2)=
16κ2
pi3
e−(
4κ
pi )
2((x1−r1)2+(x2−r2)2),
where (r1,r2)=(0.09,0.268), whose support mostly lies in four subdomains,Ω3,4,Ω3,5,Ω4,4 and
Ω4,5. The results on the errors and convergence rates of the discrete DDM solutions for this 2D
problem are shown in Table 1. The optimal convergences (order 2) of the errors measured by
both L2 and H1 norms along the refinement of the meshes are obtained, which also demon-
strate that the total errors are indeed dominated by the finite difference discretization errors in
this test as expected.
Mesh Local Size L2 Error Conv. H1 Error Conv.
Size without PML Rate Rate
5602 1002 3.13×10−3 4.89×10−1
11202 2002 7.78×10−4 2.0 1.22×10−1 2.0
22402 4002 1.94×10−4 2.0 3.04×10−2 2.0
44802 8002 4.86×10−5 2.0 6.64×10−3 2.0
67202 12002 2.17×10−5 2.0 3.44×10−3 2.0
Table 1: The errors and convergence rates of the numerical solutions obtained by Algorithm
3.1 for the 2D constant medium problem.
5.1.2 3D constant medium problem
Next a Helmholtz problem in R3 with a constant wave number κ/2pi = 10 is solved using
Algorithm 4.1. The computational domain is BL=[−L,L]3 with L=1/2, and the interior domain
without PML is Bl = [−l,l]3 with l = 3/8. A series of refined meshes are used, where the
mesh density increases approximately from 8 to 16. A 3×3×3 domain partition is used for
all meshes. The source is chosen as
f (x1,x2,x3)=
64κ3
pi9/2
e−(
4κ
pi )
2((x1−r1)2+(x2−r2)2+(x3−r3)2),
where (r1,r2,r3) = (0.12,0.133,0.125), whose support mostly lies in eight subdomains, Ωi,j,k’s
with i=2,3, j=2,3, k=2,3. The results on the errors and convergence rates of the discrete DDM
solutions for this 3D problem are reported in Table 2. Similar to in the R2 case, the optimal
second order convergences for both L2 and H1 errors are obtained as expected, which demon-
strate again that the total errors are indeed dominated by the finite difference discretization
errors.
26
Mesh Local Size L2 Error Conv. H1 Error Conv.
Size without PML Rate Rate
803 203 2.67×10−2 1.62×100
963 243 1.82×10−2 2.1 1.12×100 2.0
1283 323 1.00×10−3 2.1 6.20×10−1 2.0
1603 403 6.49×10−3 2.0 4.04×10−1 2.0
Table 2: The errors and convergence rates of the numerical solutions obtained by Algorithm
4.1 for the 3D constant medium problem.
5.2 Performance tests with the DDM solutions as the preconditioner
The DDM solutions for the constant medium Helmholtz problem could be used as the pre-
conditioner for solution of the global discrete systems that arise from discretization of the
Helmholtz equation. In particular, we will demonstrate the effectiveness and efficiency of such
preconditioner to the GMRES solver for both constant and layered media problems. In each
GMRES iteration, one preconditioner solving is performed in which 4 diagonal sweeps are
carried out with Nx+Ny−1 steps in each step inR2 or 8 diagonal sweeps with Nx+Ny+Nz−2
steps in each sweep in R3. In the following tests, the stopping criterion is set to be that the
relative residual reaches a tolerance of 10−6.
5.2.1 2D constant medium problem
Algorithm 3.1 as the preconditioner is tested for a constant medium problem on the square
domain [0,1]2 with different frequencies. Four shots located at (xs1,x
s
2)=(1/4,1/4), (1/4,3/4),
(3/4,1/4) and (3/4,3/4), for s=1,.. .,4, are taken as the source, and the shape of each shot is
an approximated δ function, for instance,
f (x1,x2)= ∑
i=1...Nx
j=1...Ny
∑
s=1,...,4
1
h1h2
δ(xs1−ih2)δ(xs2− jh2), (5.1)
where h1 and h2 are the grid spacing in x and y directions, respectively. The size of the subdo-
main problems without PML layer is fixed to be 300×300, while the number of subdomains
(Nx×Ny) and the frequency simultaneously increases. The PML layer is of 30 grid points,
which is approximately 2.5 wave length. The results on the numbers of GMRES iterations (de-
noted by niter) and the running times are shown in Table 3, where Tit denotes the total time
measured in seconds. As we can see, niter grows as the number of the subdomains grows, and
roughly, niter is proportional to log(ω) or log(N). We mainly focus on the iteration number in
this test and leave the pipeline tests for multiple RHSs to some of later experiments.
5.2.2 2D Layered media problems and discussions
The layered media problem is of particular interest, since it is the common case in the reflection
seismology. We first demonstrate how the algorithm handles the reflections in the medium. Let
us consider the simplest case of two-layered media problem in R2, for instance, a region with
two media is partitioned into 2×2 subdomains and the interface of the two media is in the
upper-half of the region, say, Ω1,2 and Ω2,2, as shown in Figure 12-(left). The wave solution to
this problem contains the wave generated by the source in one medium, the reflection in the
same medium and the refraction in the other medium.
In the case of 2×2 partition, the solution always could be obtained in one iteration (four
sweeps) by Algorithm 3.1 when the source lies in any of the four subdomains. Suppose that
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Mesh Nx×Ny Freq. GMRES TitSize ω/2pi niter
6002 2 × 2 55 2 22
12002 4 × 4 105 2 52
24002 8 × 8 205 3 130
48002 16 × 16 405 3 268
96002 32 × 32 805 4 759
144002 48 × 48 1205 5 1429
Table 3: The performance of Algorithm 3.1 as the preconditioner for the 2D constant medium
problem with the subdomain problem size being fixed.
Figure 12: Velocity profiles of the 2D two-layered media (left) and three-layered media (right)
problems. The 2×2 partition is illustrated with the dotted line in the left figure. The 1×2 and
3×3 partition are illustrated with the solid and dotted lines respectively in the right figure.
the source lies in the subdomain Ω2,1, in the first sweep the solution in Ω2,2 is obtained and the
reflection in Ω2,1 is missing as shown Figure 13-(a). In the second sweep, the solution in Ω1,2 is
obtained, and the reflection inΩ1,1 is missing as shown in Figure 13-(b). The third sweep brings
the missing reflections to Ω1,2 and the fourth sweep brings the missing reflections to Ω1,1 as
shown in Figures 13-(c) to (d). Thus the solution with the reflections in the whole domain is
obtained in one iteration.
(a) First sweep↗ (b) Second sweep↖ (c) Third sweep↘ (d) Fourth sweep↙
Figure 13: Solution after sweeps for the 2×2 partition with the source lying inΩ2,1. The arrows
in the captions denote the sweeping directions.
However, for the general partition Nx×Ny, in the case that the source lies above the inter-
face of the two media, two iterations (eight sweeps) are needed to produce the solution with
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the reflections in the whole domain by Algorithm 3.1. Nevertheless, for the general case of
multi-layered media, since the reflections are traveling back and forth in the layers, the effect
of the source location to the algorithm is expected to be negligible, which will be shown by the
next test.
The three-layered media case has been widely used for many DDMs to illustrate that the
residual decay rate is controlled by the medium properties [43]. For instance, a square region
[0,1]2 with three-layered media is partitioned into two subdomains and the subdomain inter-
face lies in the middle layer as shown in Figure 12-(right). Then a series of reflections occur in
the middle layer at the upper and lower medium interface during the DDM iterations, just as
the time domain wave traveling. The maximum residual decay rate is related to the reflection
rates at the medium interfaces. Thus we define the residual decay rate per iteration of two sub-
domain partition as the optimal residual decay rate, where two reflections take place in one
iteration consists an upward and a downward sweeping. A 3×3 subdomain partition is used
to test Algorithm 3.1 for the three-layered media problem, and a shot located at (1/4∆ξ,1/3∆η)
is used as the source. As discussed in the two-layered media case, in one iteration of the al-
gorithm, an effective upward sweeping and a downward sweeping are performed, thus the
optimal residual decay rate per iteration is expected to be achieved and the results shown in
Figure 14 verify that it is indeed obtained (note that in order to remove the influence of Krylov
space correction, we use the DDM algorithm as an iterative solver rather than a preconditioner
in this test).
Figure 14: The residual at each iteration for the 2D three-layered media problem.
5.2.3 The BP-2004 model in R2
The performance of Algorithm 3.1 as the preconditioner is further tested with the 2D BP-2004
benchmark model [40], which contains a salt body and sharp velocity contrasts and has been
popularly used for benchmarking reverse time migration. The left side of the model is used
in the test, which is [0,24]×[−12,0] measured in kilometers based on a geological cross section
through the Western Gulf of Mexico, and the velocity varies from 1000 m/s to 5000 m/s, as
shown in Figure 15. For a Nx×Ny domain partition, a total number of NRHS = 2(Nx+Ny−1)
shots are tested as sources, and each of the shots is located at (xˆ,− 14∆η), where xˆ is a random
position in the x-direction range of the domain without PML. The size of the subdomain prob-
lems is fixed to be 200×200, while the number of subdomains (Nx×Ny) and frequency simul-
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taneously increase. The PML layer is of 30 grid points. The pipeline technique is implemented
and used for handling this multiple RHSs problem as discussed in Remark 2. An approximate
solution to the problem of one of the random shots with the angular frequency ω/2pi= 8.56
is presented in Figure 16. The results on the numbers of GMRES iterations and the running
times are reported in Table 4. It is easy to see that the number of GMRES iterations again
grows roughly proportional to log(ω) and so does the average solving time Tave := TitNRHS , which
demonstrates excellent efficiency and parallel scalability of the proposed diagonal sweeping
DDM with the pipeline processing.
Figure 15: The velocity profile of the BP-2004 model.
Figure 16: The real part of the approximate solution to the problem of the shot located at (21.931
km, -0.6944 km) with angular frequency ω/2pi=8.56 on the mesh of size 16002 in the BP-2004
model.
5.2.4 3D layered media problem
Algorithm 4.1 as the preconditioner is tested for a 3D five-layered media problem on the
cuboidal domain [0,1]3 with different frequencies, see Figure 17-(left). For a Nx×Ny×Nz do-
main partition, a total number of NRHS = 2(Nx+Ny+Nz−2) shots are tested as sources, and
each of the shot is located at (xˆ,yˆ,0.85), where (xˆ,yˆ) is a random position within the range of
(0.15,0.85)×(0.15,0.85). The pipeline technique is again used for handling this multiple RHSs
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Mesh Nx×Ny Freq. NRHS GMRES Tit TaveSize ω/2pi niter
4002 2 × 2 2.37 6 6 71.4 11.9
8002 4 × 4 4.43 14 7 221 15.8
16002 8 × 8 8.56 30 8 478 15.9
32002 16 × 16 16.82 62 10 1276 20.6
64002 32 × 32 33.33 126 11 2832 22.5
Table 4: The performance of Algorithm 3.1 as the preconditioner for the BP-2004 model with
the subdomain problem size being fixed.
problem. The size of the subdomain problems without PML layer is fixed to be 303, and the
mesh density is kept to be 8, while the number of subdomains (Nx×Ny×Nz) and the frequency
simultaneously increase. The PML layer is of 12 grid points, which is approximately 1.5 wave
length. An approximate solution to the problem of one of the random shots with the angu-
lar frequency ω/2pi= 27.40 is presented in Figure 17-(right). The results on the numbers of
GMRES iterations and the running times are reported in Table 5. As we can see, niter grows
as the number of the subdomains grows, and roughly, niter is again proportional to log(ω) or
log(N), and so does the average solving time Tave, which again show that the proposed diago-
nal sweeping DDM is very efficient and scalable when combined with the pipeline processing.
Figure 17: The velocity profile of the 3D layered media problem (left) and the real part of
the approximate solution (right) to the problem of the shot located at (0.811, 0.383, 0.85) with
angular frequency ω/2pi=27.40 on the mesh of size 2403.
Mesh Nx×Ny Freq. NRHS GMRES Tit TaveSize ω/2pi niter
603 2×2×2 8.65 8 4 290 36.3
1203 4×4×4 14.90 20 5 862 43.1
1803 6×6×6 21.15 32 5 1530 47.8
2403 8×8×8 27.40 44 6 2469 56.1
3003 10×10×10 33.65 56 6 3232 57.7
Table 5: The performance of Algorithm 4.1 as the preconditioner for the 3D layered media
problem with the subdomain problem size being fixed.
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6 Conclusions
In this paper, we have developed a diagonal sweeping domain decomposition method with
source transfer for solving the high-frequency Helmholtz equation in Rn. Through careful
analysis and extensive numerical experiments, we demonstrate the effectiveness and efficiency
of the proposed method as a direct solver or a preconditioner for Krylov subspace methods.
Comparing to the L-sweeps method [49] with trace transfer, the proposed method with source
transfer reduces from all directional sweeps of total 3n−1 to only diagonal sweeps of total 2n.
Furthermore, the proposed method can handle the reflections in the medium in a more proper
way. Due to the close relation between source transfer and trace transfer, the proposed method
could be naturally extended to the polarized trace approach with some modifications, and the
differences of the resulted DDMs caused by different transfer methods and their performance
comparisons are currently under our study. At the same time, the application of the proposed
diagonal sweeping DDM to 3D seismic imaging is another main focus of our future research,
the parallel frequency domain solver based on the proposed method will be optimized in sev-
eral ways including pipeline setup, domain decomposition strategy and sparse direct solver,
to challenge the popularly used time domain solvers in term of computational cost. In ad-
dition, the extension of the proposed method to the frequency domain wave equations, e.g.
electromagnetic and elastic equations, is also worthy of further investigation.
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