With the demand of high data rate and low latency in fifth generation (5G), deep neural network decoder (NND) has become a promising candidate due to its capability of one-shot decoding and parallel computing. In this paper, three types of NND, i.e., multi-layer perceptron (MLP), convolution neural network (CNN) and recurrent neural network (RNN), are proposed with the same parameter magnitude. The performance of these deep neural networks are evaluated through extensive simulation. Numerical results show that RNN has the best decoding performance, yet at the price of the highest computational overhead. Moreover, we find there exists a saturation length for each type of neural network, which is caused by their restricted learning abilities.
I. INTRODUCTION
Recently, the long-term evolution, also known as fifth generation (5G), has been widely rolled out in many countries. There is no doubt that 5G can accommodate the rapid increase of user data and system capacity. Intuitively, higher transmission rate requires lower decoding latency. However, conventional decoding algorithms suffer from high decoding complexity that involves a number of iterative calculations. As such, designing new high-speed low-latency decoders has become an emerging issue to be coped with.
Recent advances in deep learning provide a new direction to tackle this problem. Deep learning [1] has been applied in computer vision [2] , natural language processing [3] , autonomous vehicles [4] and many other areas. The remarkable results verify its good performance. Inspired by this, the general decoding problem can be viewed as a form of classification, which is a typical application of deep learning. In brief, the deep neural network uses a cascade of multiple layers with nonlinear processing units to extract and transform features contained in encoding structure and noise characteristic. Compared with conventional iterative decoding, the deep neural network decoder (NND) calculates its estimator by passing each layer only once with the pre-trained neural network, which is referred to as one-shot decoding. It provides a foundation for low-latency implementations. In addition, the high-speed demand can be easily satisfied by utilizing the current deep learning platforms, such as Tensorflow [5] . Generally, they support parallel computing and exploit the powerful hardwares like graphical processing units (GPUs).
Researchers have tried to solve channel decoding problem using deep neural network. The authors in [6] have demonstrated that by assigning proper weights to the passing mes-sages in the Tanner graph, comparable decoding performance can be achieved with less iterations than traditional belief propagation (BP) decoders. These weights are obtained via training in deep learning, which partially compensates for the effect of small cycles in the Tanner graph. Considering that BP decoding contains many multiplications, [7] proposed a lightweight neural offset min-sum decoding algorithm, with no multiplication and simple hardware implementation. [8] found that the structured codes are indeed easier to learn than random codes, and addressed the challenge that deep learning based decoders are difficult to train for long codes. Consequently, [9] proposed to divide the polar coding graph into sub-blocks, with the decoder for each sub-codeword being trained separately.
Although the combination of channel decoding and deep neural network has been studied in the above works, two important problems have not been fully investigated. First, which type of deep neural network is more suitable for NND. Second, how the length of codeword affects the NND performance. In this paper, three types of NND, which build upon multi-layer perceptron (MLP), convolution neural network (CNN) and recurrent neural network (RNN), are proposed with the same parameter magnitude. We compare the performance among these three deep neural networks through numerical simulation, and find that the RNN has the best decoding performance at the price of the highest computational overhead. Also, we find the length of codeword influences the fitting of deep neural network (overfitting and underfitting). It is inferred that there exists a saturation length for each type of deep neural network, which is caused by their restricted learning abilities.
The rest of this paper is organized as follows. In Section II, the system framework and the proposed structures of NND are provided. Section III shows the numerical results and provides the comparisons among MLP, CNN and RNN that are trained with and without noise. Section IV concludes this paper.
II. SYSTEM DESIGN
In order to better present the design of NND, we first describe the system framework of NND. Specifically, the training process of NND is introduced in detail and the reason why we set some parameters like training ratio of codebook set is explained. Finally, we describe the proposed structures of MLP, CNN and RNN, respectively. 
A. System Framework
The architecture of NND is illustrated in Fig. 1 . At the transmitter, we assume that the length of information bits x is . Then, x is encoded to a binary codeword u of length through a channel encoder, and the codeword u is then mapped to a symbol vector s through the binary phase shift keying (BPSK) modulation. It is assumed that the BPSK symbols are transmitted in the additive white Gaussian noise (AWGN) in this paper.
At the receiver, vector y is received and can be written as
where n ∼ (0, 2 I ) represents the × 1 symbol vector. The estimated information bitsx is decoded from y with the aid of the NND, where the structure of NND substantially affects the performance. For the notational convenience of the following paper, we denote thatx −1 ], and we refer to the set of all possible x andx as and that of all possible y as . Generally, the aim of decoding algorithm is to find a optimal map function * :
→ , which satisfies the maximum a posteriori (MAP) criterion * (y) = arg max x∈ (x|y).
(
Obviously, we hope that the NND can reach the performance of MAP decoding as far as possible. As a supervised learning method, the construction of neural network needs two phases, they are training phase and testing phase, respectively. During the training phase, a number of training samples are used to correct the weights and biases in the neural network with the aim of minimizing the loss function, and the map function will be obtained after this phase. Then, the testing phase, which is the actual decoding phase, is just to estimate information bits from the new received symbol vector by , and it is why we call it one-shot decoding.
B. Training
To design the training phase of neural network, which greatly influences the decoding performance of NND, we need solve two problems. First, how to generate training samples. Second, which type of loss function should be chosen.
1) Generating training samples: To train the network, we need both received vector y and true information bits x. As such, the general sample generating process can be described like this: The information bits x is randomly picked from , and then the received vector y can be obtained by performing channel encoding, BPSK mapping and simulated channel noise. However, there are two important factors we have to consider in the design. One is the ratio of codebook set during training phase, we denote it as . If we just randomly pick x from entire set in the training phase, the new codewords received at testing phase may have been seen during the training phase, thus the process of neural network is more like recording and reading, other than learning. To evaluate the generalization ability of NND which means if the NND is able to estimate the unseen codewords, we set that the information bits x is randomly picked from which covers only % of the entire set . The other factor is the signal to noise ratio (SNR) of training samples, we denote it as . As the SNR of the actual decoding phase is unknown and timevarying, the performance of NND greatly depends on the SNR of training samples. As in [8] , we adopt the proposed method for the setting of training SNR and define a new performance metric which is called the normalized validation error (NVE) as follows
where , denotes the -th SNR in a set of different validation samples, BER NND ( , , ) is the bit error rate (BER) achieved by a NND trained at on the data with , and BER MAP ( , ) represents the BER of MAP decoding at , .
As such, the NVE measures how good a NND, trained at a particular SNR, is compared to MAP decoding over a range of different SNRs, and it can be inferred that the less NVE indicates the better performance the NND. As [8] says, there is always an optimal , which can be explained by the two extreme cases:
• → +∞: train without noise, the NND is not trained to handle noise.
• → −∞: train only with noise, the NN can not learn the encoding structure. This clearly indicates an optimum somewhere in between these two cases. For this reason, we train the NND with datasets of different in our work, and choose the optimal which results in the least NVE.
2) Cost function: Loss function is to measure the difference between the actual NND output and its expected output, if the actual output is close to the expected output, the loss should be incremented only slightly whereas large errors should result in a very large loss. In our work, we employ the mean squared error (MSE) as the loss function, which is defined as
where ∈ {0, 1} is the -th target information bit andî s the -th NND estimator. Notably, we makeˆ∈ [0, 1] by incurring a sigmoid function at the end of NND, and it can be interpreted as the probability that a "1" was transmitted.
Although there are other commonly used cost functions in neural network, our focus is to compare the NND performance with different types of deep neural network, and the influence of cost function for each type of NND is identical, thus we just choose the MSE which is simple and easy understanding. 
C. Design of Deep Neural Network
In this section, our specific designs for MLP, CNN and RNN are described. It is well known that if the parameters of neural network (weights and biases) are very large, the expression and learning ability of neural network usually will be very strong.
Considering that our aim is to compare the learning ability of different deep neural networks, we should keep the total parameter number of each neural network approximately the same, to avoid that the performance difference of deep neural networks comes from the difference of parameter number. As such, we construct a relative simple and general structure for 
Output the classification probability 1 × each neural network, and keep the magnitude of parameters as 10 3 , which is shown in Table I . MLP is a class of feedforward artificial neural network with fully connection between layers, which consists of at least three layers of nodes. Each node of MLP is a neuron that uses a nonlinear activation function which gives it learning ability. It is shown in [10] that nonlinear activation functions can theoretically approximate any continuous function on a bounded region arbitrarily closely if the number of neurons is large enough. In this paper, the proposed architecture of MLP is described in Fig. 2 . We employ three hidden layers with 64, 32, 16 in MLP, and the nodes of input layer and output layer is and with no doubt. CNN is also a class of feedforward artificial neural networks which has been successfully applied to analyzing visual imagery. The hidden layers of CNN are either convolutional or pooling, which emulated the response of an individual neuron to visual stimuli [11] , and the convolution operation significantly reduces the number of parameters, allowing the network to be deeper with fewer parameters. As such, the excellent performance of CNN for the image characteristic extraction motivates us to combine CNN with NND in this work. Considering that CNN is usually used for image, some modifications are needed when applying CNN in NND. As Fig. 3 shows, we modify the each layer's input of CNN as a 1-D vector instead of a 2-D image. Also, we employ a general structure of CNN without some high-level tricks like batch normalization presented in [13] , the detailed parameter setting is listed in Table II. RNN is a class of artificial neural network where connections between units form a directed cycle. This allows it to exhibit dynamic temporal behavior. Unlike feedforward neural networks, RNN can use their internal memory to process arbitrary sequences of inputs. This makes them applicable to tasks such as unsegmented, connected handwriting recognition or speech recognition [12] . Inspired by the remarkable performance of RNN on the time series task, we hope it can also achieve a good performance in NND. Notably, general RNN suffers a serious vanishing gradient problem as described in [15] , people usually adopt long short-term memory (LSTM) in practice. As presented in [14] , LSTM contains three gates, called forget gate, input gate and output gate respectively, to control the information flow, which can prevent backpropagated errors from vanishing or exploding. As such, we take LSTM as the representative of RNN, and the proposed architecture is described in Fig. 4 . We set the output dimension of LSTM cell is 256, i.e., ℎ and are 256 × 1 vectors, and only one LSTM cell is employed in each time step. is set as 40%, 60%, 80% and 100%. We take 12 different SNR points from −2 dB to 20 dB as training SNR , and as mentioned before, the best , which results in the least NVE, will be chosen for testing phase. For the setting of general parameters in neural network, which are called hyperparameters [16] , we choose a relatively reasonable and satisfying set as shown in Table III after a lot of trials. Notably, we use Tensorflow as our experimental platform, and the source code 1 is available for reproducible research.
To better evaluate the learning ability of NND, we divide the simulation into two parts. First part investigates the performance of NND that are trained without noise, which only 1 https://github.com/levylv/deep-neural-network-decoder reflects the learning ability for encoding structure. Second part investigates the performance of NND that are trained with noise, which involves the simultaneous learning for encoding structure and noise characteristic. Additionally, the system performance is measured by the bit error rate (BER) based on the testing samples, and the performance of MAP decoding is compared as a benchmark. Fig. 5 investigates the BER achieved by MLP, CNN and RNN without noise as a function of the number of training epochs ranging from = 10 1 , . . . , 10 5 for = 8, with respect to different training ratio of codebook. From Fig. 5 , we can see that the BER decreases gradually with the number of training epoch increasing, and it finally reaches a steady value, which represents the convergence of deep neural network. For all three deep neural networks, it can be observed that the lower leads to higher BER, and only when = 100% the BER drops to 0, which denotes the neural networks have learned the complete encoding structure. The phenomenon can be explained as the overfitting of neural network, i.e., the neural network can fit the relationship between input and output very well for each value of even if it is not 100%, thus it leads to a bad generalization performance, which is based on the entire codebook.
A. Learning without Noise
The similar case but when = 16 is studied in Fig. 6 . For MLP, we find that when = 100%, the performance is getting worse compared with the case of = 8, the reason is the size of codebook exponentially increase with the growth of , thus it induces a more complex relationship between the input and output of NND, which goes beyond the learning ability of current neural network and make it tend to be underfitting. However, it is satisfied to see that when = 60% and 80%, the BER drops to 0, which represents the MLP is able to generalize from a fraction of codebook to the entire codebook set. The only difference of CNN when compared with MLP is that when BER drops to 0, the is 80% and 100%, it indicates the learning ability of CNN is a little bit stronger than MLP. Notably, the RNN is still in the state of overfitting since its performance remains the same as the case when = 8. Similarly, Fig. 7 is for the case when = 32. Obviously, it can be inferred that both of MLP and CNN are in state of underfitting. However, RNN can achieve a very good performance because the BER drops to 0 with each value of , it proves that RNN is better than MLP and CNN for NND.
B. Learning with Noise
In this part, we research the case with noise which involves the simultaneous learning for encoding structure and noise characteristic, and the BER performances versus the testing SNR / 0 for different codeword length are investigated. Fig. 8 studies the case when = 8, it can be observed that MLP, CNN and RNN can all achieve MAP performance when = 100%, although they are overfitting when is under the 100%. Similarly, Fig. 9 studies the case when = 16. For both MLP and CNN, we find that the four curves of different training ratio are very close and have a certain gap compared with MAP curve, it indicated that both of MLP and CNN tend to be underfitting, although CNN is a little better than MLP. However, RNN still keeps overfitting who can achieve MAP performance when = 100%. From Fig. 10 , which studies the case when = 32, we can conclude that both of MLP and CNN are in state of underfitting, while RNN appears the signs of underfitting as the case of MLP and CNN when = 16. Based on the results above, we summary that there exists a saturation length for each type of deep neural network in NND, which is caused by their restricted learning abilities. When the codeword length is under the saturation length, the complete encoding structure and noise characteristic can be well-learned only when the entire codebook is trained, i.e., = 100%, the NND will suffer from the problem of overfitting when is under 100%. When approaches the saturation length, the performances with different training ratio are very close, and the NND tends to be underfitting with the training ratio increasing. When exceeds the saturation length, the NND is thoroughly underfitting no matter what the is. For the proposed neural network architectures in this paper, we can conclude that the saturation lengths of MLP and CNN are both 16 despite that the learning ability of CNN is a little stronger than MLP, while the saturation length of RNN is 32.
We further investigate the computational time of MLP, CNN and RNN as shown in Fig. 11 . As mentioned before, we keep the same parameter magnitude for each neural network, however, the actual computational time is still very different due to their own specific structures. For both training and testing phase, the computational time of RNN is much higher than that of MLP and CNN, while the computational time of CNN is just a little bit higher than that of MLP. As such, we can conclude that the performances of CNN and MLP are very close, although CNN has better decoding performance but higher computational time in a small degree, and RNN can achieve the best decoding performance at the price of the highest computational time.
IV. CONCLUSION
In this paper, we propose three types of NND, which build upon MLP, CNN and RNN. We compare the performance among these three deep neural networks through experiment, and find that RNN has the best decoding performance at the price of the highest computational time, and CNN has better decoding performance but higher computational time than MLP in a small degree. We find that the length of codeword influences the fitting of deep neural network, i.e., overfitting and underfitting. It is inferred that there exists a saturation length for each type of neural network, which is caused by their restricted learning abilities. Reminding that the proposed structures of MLP, CNN and RNN are relatively simple and general, the focus of our future work is to design more complex structures to improve their saturation lengths for the demand of longer codewords, for example, increasing neuron nodes for MLP, adding convolution layers for CNN or stacking more LSTM cells in each time step. In the meanwhile, the decoding performance with the saturation length must approximate the MAP performance as far as possible.
