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Abstract
In this note, we propose a general method to find cuts for a contingency table. Useful cuts are, in many
cases, statistics S-sufficient for the nuisance parameter and S-ancillary for the parameter of interest. In
general, cuts facilitate a strong form of parameter separation known to be useful for conditional inference
[E.L. Lehmann, Testing Statistical Hypotheses, 2nd ed., Springer, New York, 1997, pp. 546–548]. Cuts
also achieve significant dimension reduction, hence, increase computational efficiency. This is particularly
true for the inference about cross-tabulated data, usually with a large number of parameters. Depending on
the parameter of interest, we propose a flexible transformation to reparameterize the discrete multivariate
response distribution. Inference on cell probabilities or odds ratios will require different parameterizations.
The reparameterized distribution is not sum-symmetric. Thus, the finding in this paper expands the results
in Barndorff-Nielsen [O.E. Barndorff-Nielsen, Information and Exponential Families in Statistical Theory,
John Wiley, New York, 1978, pp. 202–206].
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1. Introduction
For a multi-dimensional parameter, the interest of inference is often confined to a proper
subset of the parameter. A useful approach is to partition the vector parameter into two mutually
exclusive parts – the portion that is of interest plus the nuisance parameter – and draw inferences
conditioned on a statistic that is non-informative about the portion of interest, if such an ancillary
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statistic exists. Similar separation may also be desirable when the context requires that inferences
be conditioned on certain statistics—for example, a social mobility table conditioned on its
diagonal cell counts, because the diagonal cells represent immobility.
In general, there are two types of parameter separation. The weak form is orthogonality
between parameters. When two complementary portions of a vector parameter are orthogonal,
Cox and Reid [11] show that their maximum likelihood estimators are asymptotically
independent and that the asymptotic variance is the same whether the estimator of the nuisance
parameter is treated as fixed (profile likelihood) or, alternatively, as random (full likelihood).
Applications and extension of orthogonality in estimation can be found in Jorgensen and
Knudsen [16]. The strong form of separation is likelihood independence, in which the likelihood
function can be factorized. The existence of a cut facilitates such a factorization.
A cut is formally defined as follows. Suppose the parameter of the density function of y can
be reparameterized into ϕ and χ , along with a suitable statistic s(2). If
(1) parameters ϕ and χ are variation independent (i.e., the range of (ϕ,χ) is the Cartesian
product of the range of ϕ and the range of χ ),
(2) the conditional distribution of y given s(2) depends only upon ϕ, and
(3) the marginal distribution of s(2) depends only upon χ and not upon ϕ, then the statistic s(2)
is said to be a cut, S-ancillary for ϕ and S-sufficient for χ . When such a cut exists, the density
function of y can be factorized as:
p(y;ϕ,χ) = p1(y;ϕ|s(2))p2(s(2);χ),
that is, on its own s(2) gives no information about ϕ, but its observed value may indicate the nature
of information about ϕ. Efficiency is gained due to the elimination of the nuisance parameter χ
through conditioning on s(2). From the perspective of exponential family, Barndorff-Nielsen [2]
and Barndorff-Nielsen and Koudou [4] provide a definitive account about how cuts are used in
inference. Generalizations can be found in Christensen and Kiefer [6] for local cut and Barndorff-
Nielsen [5] for L-nonformation and L-ancillarity.
Cuts have been shown to have applications in different settings. In a classical context,
(Lehmann [17]:547–548) states, “The principle of carrying out tests and confidence estimation
conditionally on ancillaries or S-ancillaries [cuts] frequently provides an attractive alternative
to the corresponding unconditional procedures. · · · Since the conditional model tends to be
simpler than the original unconditional one, the conditional point of view frequently brings
about a simplification of the theory.” In Bayesian analysis, cuts also have its place. For example,
the existence of a cut is one of the conditions for the Laplace approximation to be exact [13].
The connection between cut and conditionally reducible exponential family is exploited to find
conjugate priors [8]. Cuts are also used to find reference priors for exponential family with
quadratic variance function [9]. A recent paper that is likely of interest to readers of this paper is
by Consonni and Leucari [7]. Their work formulates reference priors for discrete decomposable
models, and the parameters of interest are marginal and conditional probabilities. We remark that
in contingency tables, dependence measures are often the parameters studied. The cuts discussed
in this paper pertain to contingency tables, and the result may be utilized to find reference priors
for the logarithms of odds and odds ratios.
Our main result is a general method for identifying cuts for cross-tabulated data structure.
We also illustrate how to use our formulation to find cuts in non-standard situations. To make
inference about odds or odds ratios in contingency tables, we suggest that the parameterization
of Ip and Wang [15] be adopted. On the other hand, a different parameterization is used if
cell probabilities are of interest. We believe that reparameterization should produce parameters
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of direct interest while still retaining desirable statistical properties of the exponential family.
Barndorff-Nielsen ([3]:202–206) shows how to find cuts for a sum-symmetric power series
family. The reparameterized distribution of Ip and Wang [15] remains in the power series
family, but it is not sum-symmetric. Thus, the result here complements the work in Barndorff-
Nielsen [3]. In the discussion section, we offer an alternative justification for the use of iterative
proportional fitting algorithm from the perspective of cuts; our intention is to demonstrate the
potential of cuts in computation.
2. Cuts for contingency tables
Throughout this paper, we assume that there are J categorical response variables, Y j , 1 ≤
j ≤ J , and that each response has K j categories indexed consecutively. Hence, the total number
of cells is K1 × · · · × K J = K . Let the observed cell counts of Y = (Y T1 , . . . , Y TJ )T be
y = (yT1 , . . . , yTJ )T, where each Yi or yi is a vector of length Ki , and let pi be the vector of K
cell probabilities arranged in the same lexicographical order as Y, satisfying
∑
pik1,...,kJ = 1 for
k1 ∈ {1, . . . , K1}, . . . , kJ ∈ {1, . . . , K J }. Specifically, the K cells are ordered in such a way that
the first index in (k1, . . . , kJ ) changes the fastest and the last index changes the slowest. Define
logpi to be (logpi1, . . . , logpiK )T. Then, the J multivariate response distribution has density
function
h(y) exp(yT logpi). (1)
This is indeed the density function when y follows a multinomial distribution. For other sampling
schemes, such as the product of independent Poisson distributions or, more generally, the power
series family of Example 3, expression (1) is only proportional to the corresponding densities,
with appropriate h(y). Since many applications of cuts are linked to exponential families, we
shall embed (1) into an exponential family. Let pi j be exp(λ j )/
∑K
i=1 exp(λi ), then (1) becomes
h(y) exp(yTλ− n
K∑
i=1
exp(λi )), (2)
where n is the sampling total and λT = (λ1, . . . , λK ) represents the canonical parameters. As
discussed later, (2) is suitable for inference about cell probabilities, not dependence, because
the measures of dependence, the log odds ratios, do not appear in λ. Wang [19] proposed a
parameterization using a K × K invertible {0, 1}-matrix A; it changes the log-likelihood of (1)
into
`(θ) = sTθ − nκ(θ)+ log h([AT]−1s). (3)
The canonical parameter θT = (θ1, . . . , θK ) is defined by logpii = Riθ − κ(θ), the
sufficient statistics are sT = (s1, . . . , sK ) = yTA and the cumulant transform is nκ(θ) =
n log(
∑K
k=1 exp(Rkθ)), where Rk is the kth row vector of A. In theory, A can be any invertible
matrix; we intentionally restrict A to a {0, 1}-matrix with the expectation that the resulting
statistics s are unweighted sums of cell counts. Cuts formed by unweighted sum of cell counts
are more natural than weighted sums because marginal tables are not weighted. Moreover, (3)
reverts to (2) when A is the identity matrix.
Let C j be the j th column of A; and · denote the Hadamard product: (x1, . . . , xK )T ·
(y1, . . . , yK )T = (x1 y1, . . . , xK yK )T. Then, si = CTi y, and we define si ∧ s j = (Ci · C j )Ty.
Since both Ci and C j are vectors consisting of 0 and 1, si ∧ s j is the sum of yl , 1 ≤ l ≤ K
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that are common to both si and s j . For example, when s41 = y11 + y21 + y31 + y41 and
s22 = y11+ y12+ y21+ y22, s41∧ s22 = y11+ y21. A subset of s, say S, is said to be closed under
∧ if either si ∧ s j = (0, . . . , 0)T or si , s j ∈ S implies si ∧ s j ∈ S. Finally, let (s(1), s(2))T be a
partition of sT, and let the corresponding partition of µ = Es be (µ(1) = Es(1),µ(2) = Es(2)).
For an exponential family, µ is called the mean parameter. To identify individual elements of
µ(2), we denote µ(2) as (µ(2)i1 , . . . , µ
(2)
ik
)T. By definition of ∧, the following lemma is immediate.
Lemma 1. Let s(2) be identified as {CTimy}. Then, both s(2) and µ(2) are closed under ∧ if and
only if {Cim } is closed under Hadamard product.
Lemma 2. If s(2) = {CTimy} is closed under ∧, then cov(s(2)i , s(2)j ) depends only upon µ(2) =
Es(2) = {µ(2)im = nCTimpi}.
Proof.
cov(s(2)i , s
(2)
j ) = cov(CTi y,CTj y) = CTi cov(y, y)C j
= n2CTi (diag pi − pipiT)C j = nµ∗ − µ(2)i µ(2)j , (4)
where µ∗ = n(Ci · C j )Tpi . Since s(2) is closed under ∧, µ∗ ∈ µ(2) by Lemma 1. In fact,
µ∗ = µ(2)i ∧ µ(2)j . 
Theorem 1. Assume that s = (s(1), s(2)) itself is closed under ∧. Statistic s(2) is a cut if and only
if s(2) is closed under ∧.
Proof. Barndorff-Nielsen and Koudou [4] prove that s(2) is a cut if and only if cov(s(2), s(2)),
depends only upon µ(2), not µ(1). By Lemma 2, s(2) is a cut when it is closed under ∧. If s(2) is
not closed under ∧, then Cil · Cin 6∈ {Cim } for some l and n. By the assumption that s itself is
closed under ∧, we have Cil · Cin ∈ A \ {Cim } and µ∗ ∈ µ \ µ(2) = µ(1). The covariance of s(2)
depends on mean parameters other than µ(2), hence, it is not a cut. 
Theorem 1 applies to any full-rank K × K {0, 1}-matrix; the open possibility of A provides
flexibility in designing parameters to meet the need of special interest, see examples later.
Barndorff-Nielsen ([3]:26–28 & 203–206) illustrates several cuts for A = I. Since the Hadamard
product of any two column vectors of I is (0, . . . , 0)T, any collection of column vectors is always
closed under ∧, therefore, any subset of y forms a cut. To find cuts for odds ratios, a different A
should be used. Matrix A encodes the intricate interplay between canonical statistics or cuts vis-
a-vis parameters of interest. That is, when A is split column-wise into (A(1),A(2)), A(2) not only
determines a cut via s(2) = A(2)y, it also affects the parameter χ that characterizes p2(s(2);χ).
For odds ratios, the following A matrix, in our opinion, is most convenient:
A = BJ ⊗ · · · ⊗ B1, (5)
where ⊗ is the Kronecker product and each Bl , 1 ≤ l ≤ J is a Kl × Kl upper-triangular matrix
of 1’s. We adopt such an A matrix because it is the only {0, 1}-matrix that has all of the marginal
(cumulative) distributions as its mean parameters, and in addition, it generates odds ratios as
parts of θ . For A of (5), the canonical parameter θ consists of the conditional adjacent-categories
logits ([1]:318), the conditional log odds ratios, and the conditional log ratios of odds ratios, and
so on. It is possible that different A matrices (see Example 2 below) can also produce the odds
ratios, but the cuts will not be the observed marginal totals.
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Example 1. Consider a 3 × 2 table with cell probabilities pi = (pi11, pi21, . . . , pi32)T. Let A be
B2 ⊗ B1, where
B2 =
(
1 1
0 1
)
, B1 =
1 1 10 1 1
0 0 1
 . (6)
Since the inverse matrix of a ⊗-product of matrices is the ⊗-product of the inverse matrices, we
have A−1 = B−12 ⊗ B−11 , where
B−12 =
(
1 −1
0 1
)
, B−11 =
1 −1 00 1 −1
0 0 1
 .
The above parameterization gives θT = (log(pi11pi22/pi12pi21), log(pi21pi32/pi22pi31), log(pi31/
pi32), log(pi12/pi22), log(pi22/pi32), logpi32) and sT = (y11, y11+ y21, y+1, y1+, y1++ y2+, y++).
Thus, the cumulative marginal distributions, {pi+1,pi++} and {pi1+,pi1++pi2+,pi++}, are parts
of the mean parameter. 
Corollary 1. Let the A of (5) be partitioned into (A(1), A(2)) and s(i) = yT A(i), i = 1, 2. If
s(1) contains all J one-way cumulative marginal sums, then s(2) is a cut S-ancillary for the J
one-dimensional marginal distributions.
Proof. With the A matrix defined in (5), s(1) consists of y+···+ and
∑x1
k1=1 · · ·
∑xJ
kJ=1 yk1···kJ
with all of the x j = K j , 1 ≤ j ≤ J except for one x j ; hence, s(2) consists of all of the∑x1
k1=1 · · ·
∑xJ
kJ=1 yk1···kJ , where x j = K j for at most (J − 2) subscripts. The ∧-operation of
any two components of s(2) can only reduce the number of x j that are equal to K j . Thus, s(2) is
closed under ∧ and is a cut. 
In a K1 × K2 table, Corollary 1 implies that s(2) = {sx1x2 =
∑x1
i=1
∑x2
j=1 yi j , 1 ≤ x1 ≤
(K1 − 1), 1 ≤ x2 ≤ (K2 − 1)} form a cut that is S-ancillary for the two one-dimensional
marginal distributions and S-sufficient for the (K1−1)(K2−1) odds ratios. This cut justifies the
approach of Liang and Zeger [18] in modeling one-dimensional distributions conditioned on the
sufficient statistics associated with log odds ratios.
Barndorff-Nielsen ([3]:208) shows that, for a two-dimensional cross-tabulated distribution,
either {yi+} or {y+ j } is a cut but that their union, {yi+, y+ j }, is not a cut. Also see Davison et al.
[12]. Our theory provides a tool for generalizing these results for J -way tables.
Corollary 2. If s(2) contains a subset of J one-way cumulative marginal sums, then s(2) is a cut
if and only if it only contains cumulative marginal sums of one specific dimension, say Y1.
Proof. Since the cumulative one-dimensional marginal sums of Y1 are closed under ∧, they form
a cut. Suppose that s(2) contains cumulative marginal distributions of Y1 and Y2. Applying ∧ to
s(2) will generate the Y1×Y2 two-dimensional cumulative distribution, which does not belong to
s(2). In Example 1, y1+ ∧ y+1 = y11 and y1+ ∧ (y1+ + y2+) = y11 + y21; hence, it cannot be a
cut by Theorem 1. 
Corollaries 1 and 2 also hold if we change the one-way marginal sums to k-way marginal
sums for k < J : a single k-way marginal is a cut but two or more k-way marginal sums together
are not a cut. If we let s(1) consist of all k-way marginal sums, then s \ s(1) forms a cut.
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3. Examples of cuts
Example 1 (ctd). Let s be denoted as {s11, s21, s31, s12, s22, s32}. The subset for row and column
distributions is s(1) = {s31, s12, s22, s32} which is not closed under ∧, hence, not a cut. Applying
Theorem 1, {s31, s12} and {s11, s31, s22} are not cuts either, while both {s21, s22} and {s11, s21, s31}
are cuts. 
Example 2 (Wermuth and Cox [20]). Wermuth and Cox [20] use the Kronecker product of the
following contrast matrices to generate parameters of interest for a 3× 2 table. Let
C2 =
(
1 1
−1 1
)
, C3 =
 1 1 1−1 1 0
0 −1 1
 ,
and A−1 = C2 ⊗ C3. Their parameters are A−1 logpi = log(∏i=3i=1∏ j=2j=1 pii j , pi21pi22/pi11pi12,
pi31pi32/pi21pi22, pi12pi22pi32/pi11pi21pi31, pi11pi22/pi12pi21, pi21pi32/pi22pi32)
T, where the last two
elements are odds ratios. The corresponding canonical statistics are s = ATy = (y++, y2+ +
y3+ − 2y1+, 2y3+ − 2(y1+ + y2+), y+2 − y+1, 2y11 − y21 − y31 − 2y12 + y22 + y32, y11 +
y21 − 2y31 − y12 − y22 + 2y32)T, which are not sums of cell counts but weighted sums. Since
A is not a {0, 1}-matrix, Theorem 1 does not apply. We resort to Barndorff-Nielsen and Koudou
[4] for checking cuts, that is, the covariance matrix of s needs to be evaluated. For example,
cov(s11, s21) = cov(s11, s31) = 0 and cov(s21, s31) = µ11 − µ21 + µ31 − µ21µ31. This implies
that {s11, s21, s31} form a cut. 
Example 3 (Power Series Family and Sum-symmetric Power Series Family). An exponential
family is a power series family if its density can be written as p0(y)pi y/g(pi), with piT =
(pi1, . . . , pik),pi
y = pi y11 · · ·pi ykk , and g(pi) being the generating function for p0(y). When g
depends upon pi through pi+ = pi1 + · · · + pik—i.e., g(pi) = g(pi+), the density is called a
sum-symmetric power series family. When A is the identity matrix and let pii be eλi , expression
(2) is sum-symmetric. Barndorff-Nielsen ([3]: 202–208) shows how to find cuts for a discrete
sum-symmetric power series family. When A is other than an identity matrix, Eq. (3) will not be
sum-symmetric. For example, in the simple case of a 2× 2 table, the A matrix is B2⊗B2, where
B2 is defined in (6). Then g(θ) = exp(κ(θ)) becomes exp(θ11+θ21+θ12+θ22)+exp(θ21+θ22)+
exp(θ12+ θ22)+ exp(θ22), which cannot be sum-symmetric. For additional related examples and
discussion, see Barndorff-Nielsen [2]. 
The following example shows that Theorem 1 can be used to find cuts in non-standard
parameterizations. Consider a square social mobility table in which row and column responses
are, respectively, fathers’ and sons’ occupational status. It is often of interest to make inferences
about upward or downward mobility by conditioning on immobility, which is represented by the
counts residing in the diagonal cells.
Example 4 (Mobility Table). In a 2 × 2 table, rearrange y as (y11, y22, y21, y12)T, pi as
(pi11, pi22, pi21, pi12)
T; in addition, apply A = B2 ⊗ B2 with B2 of (6). From Theorem 1, the
diagonals (y11, y11 + y22)T = s(2) form a cut. For a 3 × 3 table, we can similarly permute
the elements of y. Both s(2) = (y11, y11 + y22, y11 + y22 + y33, y++)T and its complement,
s(1) = s \ s(2), are cuts. 
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4. Discussion
Several theorems of Barndorff-Nielsen ([3], section 10.2 & 10.3) for finding cuts for
multinomial distribution are special cases of Theorem 1 with identity A matrices. By permuting
the columns of A in (5) and/or the cell counts, new cuts can be found for special applications,
such as that illustrated by Example 4. While cuts facilitate conditional inference, it must be
pointed out that results from conditional inference can be different from results obtained in the
unconditional approach. Cox [10] states, “The conditioning [on s(2)] argument is different and, in
some cases at least, leads to answers different from those of direct Neyman–Pearson arguments.”
In many cases, the standard errors of estimates from conditional inference tend to be smaller than
the standard errors from unconditional inference.
For contingency tables, cuts provide some insights into its maximum likelihood computations.
In a K1 × K2 table, Corollaries 1 and 2 show that there are three mutually exclusive cuts: s(1) =
(
∑K1
i=1
∑n j
j=1 yi j ), s(2) = (
∑mi
i=1
∑K2
j=1 yi j ), and s(3) = (
∑mi
i=1
∑n j
j=1 yi j ),mi < K1, n j < K2.
Each cut will facilitate a factorization; therefore, its density, f (y; θ), can have three different
factorizations:
f (y; θ) = f1(·|s(1))p1(s(1);χ1) = f2(·|s(2))p2(s(2);χ2) = f3(·|s(3))p3(s(3);χ3).
Instead of staying with one factorization, the iterative proportional fitting algorithm smartly
cycles through three factorizations alternatively. For example, to fit the uniform association
model [14], there are three scaling steps and each step works exclusively with the marginal
likelihood of s(i), i.e., updating pi (s(i);χ i ), 1 ≤ i ≤ 3. To fit the more complicated
Goodman’s [14] row-effect, column-effect, and row-and-column-effect models, it requires to
partition s(3) into, respectively, K1 − 1, K2 − 1 and K1 + K2 − 2 groups of cuts. Consequently,
the iterative proportional algorithm optimizes the marginal likelihood of every cut. By the same
token, in Example 4, s = s(1) ∪ s(2) and both s(1) and s(2) are cuts. Computations of models for
diagonal probabilities and models for odds ratios pertaining to off-diagonal probabilities can be
partitioned into updating the marginal likelihoods of s(1) and s(2), alternatively. All the above
iterations are simple to program because the dimension of the problem is reduced and, more
importantly, because the algorithm circumvents the conditional parts of the factorizations. The
algorithm updates exclusively the marginal likelihoods of the cuts, while leaves the conditional
portion of the factorization intact. However, there are models in which the S-sufficient statistics
of their model parameters do not form cuts. For example, in a 3 × 3 table, statistic s(3) =
{y11, y11 + y12, y11 + y21, y11 + y12 + y21 + y22} is S-sufficient for the local odds ratios:
{α11, α12, α21, α22}. Association model: α11 = α22 and α21 = α12 shall partition s(3) into
s(31) = {y11, y11+y12+y21+y22} and s(32) = {y11+y12, y11+y21}. Since s(32) is not closed under
∧, it is not a cut; straightforward iterative proportional scaling cannot be applied to this model.
The above discussions show that cuts can play critical roles in deciding how estimates are
computed. They may even suggest modification of models to facilitate easier computation or
to achieve better power. Theorem 1 provides a necessary and sufficient condition to identify all
possible cuts if only unweighted sums of observed counts are considered.
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