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Abstract
Let K be a complete discrete valuation field of mixed characteristic (0, p) with residue field kK
such that [kK : k
p
K ] = p
d < ∞. Let GK be the absolute Galois group of K and ρ : GK → GLh(Qp)
a p-adic representation. When kK is perfect, Shankar Sen described the Lie algebra of ρ(GK) in
terms of so-called Sen’s operator Θ for ρ. When kK may not be perfect, Olivier Brinon defined
d+ 1 operators Θ0, . . . ,Θd for ρ, which coincides with Sen’s operator Θ in the case of d = 0. In this
paper, we describe the Lie algebra of ρ(GK) in terms of Brinon’s operators Θ0, . . . ,Θd, which is a
generalization of Sen’s result.
Introduction
In the series of papers ([AB08], [Bri03], [Bri08]), Fabrizio Andreatta and Olivier Brinon generalized some
parts of Fontaine’s theory of p-adic representations to the relative situation. In [AB08, § 3] and [Bri03],
they extended Sen’s theory ([Sen80, §§ 1, 2]). Particularly, they defined linear operators on a certain
representation, which are analogue of Sen’s operator Θ. It is natural to ask whether Sen’s theorem on a
characterization of the images of p-adic representations with respect to Θ ([Sen80, Theorem 11]) holds
in the relative situation. In this paper, we prove a generalization of this Sen’s theorem under the setting
in [Bri03], i.e., the base ring is a complete discrete valuation field whose residue field may not be perfect
(Theorem 3.1). Sen’s original result essentially follows from a certain observation on ramification of p-adic
Lie extensions. We prove the same ramification result in the imperfect residue field case just by using
Borger’s generic residual perfection, which preserves ramification (§ 1). For an e´tale fundamental group
G arising in the relative situation, one can expect to deduce some information about the images of p-adic
representations of G from our result by restricting G to its decomposition groups.
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Notation
Let p be a prime. Let (K, vp) be a complete valuation field of mixed characteristic (0, p) with vp(p) = 1.
Denote by OK and kK the integer ring and the residue field of K. In the rest of this paper, we assume
that vp is a discrete valuation. Denote by πK a uniformizer of K. Fix an algebraic closure of K and we
denote it by Kalg or K. We denote by GK (resp. IK) the absolute Galois group of K (resp. the inertia
subgroup of GK). For an algebraic extension L/K, we endow L with the p-adic topology and we denote
by Lˆ the completion of L. Particularly, we denote the completion of a maximal unramified extension of
K by Kur and denote K̂ by Cp.
For matrices X,Y ∈ Mh(Cp) and n ∈ Z, we mean X ≡ Y mod p
nMh(OCp) by X ≡ Y mod p
n for
simplicity. We define exp : 2pnMh(OCp)→ 1+2p
nMh(OCp) and log : 1+2p
nMh(OCp)→ 2p
nMh(OCp) for
n ∈ N≥1 as usual and we extend log : 1+2p
nZp → 2p
nZp to log : Z
×
p → Zp by log(x) := log(x
2(p−1))/2(p−
1).
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1 Some ramification theory
In this section, we generalize a key lemma in [Sen73], which concerns a ramification of a p-adic Lie
extension. Throughout this section, we assume that kK is separably closed.
Lemma 1.1 ([Sen73, Lemma 1]). Let L/K be a Galois extension. Let x ∈ L̂ be an element such that for
some n ∈ Z, (g − 1)(x) ∈ pnOL̂ for all g ∈ GL/K. Then, there exists y ∈ K such that x− y ∈ p
n−2OL̂.
Proof. Since L is dense in L̂, we may assume x ∈ L. By [Ax70, Proposition 1], there exists y ∈ K such
that vp(x − y) ≥ n− (p/(p− 1)
2) ≥ n− 2, which implies the assertion.
Definition 1.2 (cf. [Sen73, p. 162]). Let L/K be a Galois extension such that G = GL/K is a p-adic
Lie group. A Lie filtration of G is a decreasing filtration {Gn}n∈N by open normal subgroups such that
for some n0 ∈ N, Gn0 is a p-saturated subgroup of G ([Laz62, Definition 2.1.6]) and Gn+n0 = G
pn
n0 for all
n ∈ N.
In the rest of this section, let notation be as in Definition 1.2. We put Kn := L
Gn . The following is
a key ingredient in the proof of our main theorem.
Lemma 1.3 (cf. [Sen73, Lemma 3]). Let λ : Gn → Qp be a continuous map and x ∈ L̂ such that for
some m ∈ Z, we have
λ(g) ≡ (g − 1)(x) mod pm for all g ∈ Gn.
Then, there exists a constant c′G ∈ N independent of n such that
λ(g) ≡ 0 mod pm−c
′
G for all g ∈ Gn.
Proof. Let Kg be the generic residual perfection of K ([Bor04, 1.12]). Recall that Kg is a complete
discrete valuation field of mixed characteristic (0, p) with perfect residue field and there exists a canonical
morphism K → Kg. Moreover, K is algebraically closed in Kg ([Bor04, Lemma 2.6]). Hence, K is
algebraically closed in Kg,ur, which is the completion of a maximal unramified extension, by Krasner’s
lemma. Since Galois groups G and Gn are invariant after the base change K → K
g,ur, we may reduce to
the perfect residue field case [Sen73, Lemma 3].
Remark 1.4. In the relative situation, the author does not know that an analogue of Lemma 1.3 can be
reduced to the complete discrete valuation field case since Zariski-Nagata purity theorem may not hold
over a non-regular base ring.
2 Brinon’s generalization of Sen’s theory
In this section, we recall some basic results of Brinon’s generalization of Sen’s theory ([Bri03]). In this
section, we assume [kK : k
p
K ] = p
d <∞.
First, we fix some notation. We fix a system of primitive pn-th root ζpn of unity such that ζ
p
pn+1 = ζpn
for all n ∈ N. Let χ : GK → Z
×
p be the cyclotomic character satisfying g(ζpn) = ζ
χ(g)
pn . We also fix a lift
t1, . . . , td of a p-basis of kK and a system of their p
n-th roots tp
−n
1 , . . . , t
p−n
d such that (t
p−n−1
j )
p = tp
−n
j
for all n ∈ N and 1 ≤ j ≤ d. We put
Kn := K(ζpn , t
p−n
1 , . . . , t
p−n
d ), K∞ := ∪n∈NKn,
Kgeomn := K(t
p−n
1 , . . . , t
p−n
d ), K
geom := ∪n∈NK
geom
n ,
Karithn := K(ζpn), K
arith := ∪n∈NK
arith
n ,
ΓgeomK := GK∞/Karith →֒ ΓK := GK∞/K ։ Γ
arith
K := GKarith/K ,
HK := GKalg/K∞ .
Let OK˜ be a Cohen ring of kK together with an embedding OK˜ →֒ OK . We can choose OK˜ such that
t1, . . . , td ∈ OK˜ . For such an OK˜ , let K˜ be the fraction field of OK˜ and we define K˜n etc. similarly as
above. Then, there exists γ1, . . . , γd ∈ Γ
geom
K˜
such that
γj(t
p−n
i ) = ζ
δij
pn t
p−n
i .
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We can choose a section Γarith
K˜
→ ΓK˜ of a canonical projection ΓK˜ → Γ
arith
K˜
. By using this section, we may
identify Γarith
K˜
as GK˜∞/K˜geom . Then, we have an isomorphism ι : ΓK˜ → Z
×
p ⋉Z
d
p under which γ0 ∈ Γ
arith
K˜
(resp. γj) corresponds to χ(γ0) (resp. (1, ej)), where ej ∈ Z
d
p is the j-th elementary vector. We write
ι = (ι0, . . . , ιd) and define η0(g) := log(χ(g)), ηj(g) := ιj(g) for 1 ≤ j ≤ d. Then, p
−nη : ΓK˜n → Z
d+1
p is
a chart of the p-adic Lie group ΓK˜n for n ∈ N≥2. We put
Γ
(j)
K := {g ∈ ΓK ; η0(g) =
j
ˇ. . .= ηd(g) = 0}
for 0 ≤ j ≤ d. Since ΓK is an open subgroup of ΓK˜ , ηj : Γ
(j)
K → Zp is locally isomorphic.
A Cp-representation of GK is a finite dimensional Cp-vector space V with continuous semi-linear GK-
action. Denote by RepCpGK the category of Cp-representations of GK . Similarly, we define categories
RepK̂∞ΓK , RepK∞ΓK and RepQpGK , where K̂∞ is the p-adic completion of K∞. Then, the functors
RepK̂∞ΓK → RepCpGK ;V 7→ V ⊗Qp Cp,
RepK∞ΓK → RepK̂∞ ;V 7→ V ⊗Qp K̂∞
are equivalences of categories ([Bri03, Theorem 4]). Thus, we obtain an equivalence of categories DSen :
RepCpGK → RepK∞ΓK . Note that DSen(V ) is defined over Kn for all sufficiently large n ∈ N, i.e.,
there exists a finite dimensional Kn-subspace DSen,n(V ) of DSen(V ) stable by ΓKn such that a canonical
map K∞ ⊗Kn DSen,n(V ) → DSen(V ) is an isomorphism. For γ ∈ ΓK and x ∈ DSen(V ), the series
log(γ)(x) :=
∑
n≥1(−1)
n−1(γ− 1)nx/n converges and it defines a K∞-endomorphism log(γ) on DSen(V ).
For 0 ≤ j ≤ d, we put
Θj :=
log(γ(j))
ηj(γ(j))
,
where γ(j) ∈ Γ
(j)
K \ {1} is sufficiently close to 1. Note that Θ0, . . . ,Θd are independent of the choices of
the γ(j)’s. Recall that we have the relations [Θ0,Θj] = Θj for 1 ≤ j ≤ d and [Θi,Θj] = 0 for 1 ≤ i, j ≤ d.
Also, note that we can recover the action of ΓK on DSen(V ) by the formula
γ(j) = exp(ηj(γ
(j))Θj) for 0 ≤ j ≤ d,
where γ(j) ∈ Γ
(j)
K \ {1} is sufficiently close to 1. Note that DSen,n(V ) is stable by Θj for all sufficiently
large n.
Finally, we note that Brinon’s operators Θ0, . . . ,Θd are compatible with a certain base change as
follows. For 1 ≤ j ≤ d, we define K(j) as the completion of ∪n∈NK(t
p−n
1 , . . . , t
p−n
j−1 , t
p−n
j+1 , . . . , t
p−n
d ). Then,
K(j) is a complete discrete valuation field. In the following, we regard GK(j) as a closed subgroup of GK .
We choose tj as a lift of a p-basis of the residue field kK(j) . For V ∈ RepCpGK , there exists a canonical
isomorphism K
(j)
∞ ⊗K∞ DSen(V ) → DSen(V |K(j)) and Θ0,Θj are the associated Brinon’s operators to
V |K(j) .
Similarly, we define Kpf as the completion of Kgeom. Then, Kpf is a complete discrete valuation field
with perfect residue field. There exists a canonical isomorphism Kpf∞ ⊗K∞ DSen(V ) → DSen(V |Kpf ) and
Θ0 is the associated Sen’s operator to V |G
Kpf
.
3 Main Theorem
Let notation be as in § 2. Let ρ : GK → GLh(Qp) be a p-adic representation of GK . We identify V ⊗QpCp
as DSen(V ) ⊗K∞ Cp. Let Θ0, . . . ,Θd be Brinon’s operators for the Cp-representation V ⊗Qp Cp of GK .
We denote the scalar extension of Θ0, . . . , . . . ,Θd with respect to K∞ → Cp by Θ0, . . . ,Θd again. Let g
be the Lie algebra of ρ(IK). The following is our main theorem in this paper.
Theorem 3.1 (cf. [Sen80, Theorem 11]). The Lie algebra g is the smallest Qp-subspace S of EndQpV
such that S ⊗Qp Cp contains Θ0, . . . ,Θd.
As a special case (precisely, the case of Θ0 = · · · = Θd = 0) of Theorem 3.1, we can reprove the
following theorem ([Ohk, Theorem 2.1]).
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Corollary 3.2 (cf. [Sen80, Corollary in (3.2)]). If V is Cp-admissible, then IK acts on V via a finite
quotient.
We prove Theorem 3.1 in the rest of this section. By replacing K by Kur, we may assume that
kK is separably closed. In particular, we may use the results in § 1. We first fix some notation. We
fix a Qp-basis e1, . . . , eh of V and let U• : GK → GLh(Qp) be the continuous group homomorphism
defined by g(e1, . . . , eh) = (e1, . . . , eh)Ug for g ∈ GK . We fix a K∞-basis e
′
1, . . . , e
′
h of DSen(V ) and let
U ′• : GK → GLh(Cp) be the continuous 1-cocycle defined by g(e
′
1, . . . , e
′
h) = (e
′
1, . . . , e
′
h)U
′
g for g ∈ GK .
Let M ∈ GLh(Cp) be the matrix transforming the e
′
i’s into the ei’s, i.e., (e1, . . . , eh) = (e
′
1, . . . , e
′
h)M .
By multiplying pm to the ei’s, we assume M ∈ Mh(OCp). Denote the matrix presentations of Θ0, . . . ,Θd
with respect to e′1, . . . , e
′
h by Θ0, . . . ,Θd ∈ Mh(K∞) again. Put Aj := M
−1ΘjM , which is a matrix
presentation of Θj with respect to e1, . . . , ed.
Definition 3.3. Let F be a complete valuation field. An F -linear form f on Mh(F ) is an F -linear map
f : Mh(F ) → F . An F -linear form f is integral if f(Mh(OF )) ⊂ OF . Let f be an F -linear form on
Mh(F ) and F → F
′ an extension of complete valuation fields. By extending scalar, we regard f as an
F ′-linear form on Mh(F
′). Note that if f is integral, then so is its extension.
By duality, Theorem 3.1 is equivalent to the following:
Theorem 3.4 (cf. [Sen73, Theorem 1’]). For any integral Qp-linear form f on Mh(Qp),
f(A0) = · · · = f(Ad) = 0⇔ f(g) = 0.
Furthermore, for any open subgroup U of GK , the latter condition is equivalent to say that f(log(Ug)) = 0
for all g ∈ U since g is generated by {log(Ug); g ∈ U} as a Qp-vector space.
We choose m0 ∈ N≥2 sufficiently large such that
(i) DSen(V ) is defined over Km0 ;
(ii) Θ0, . . . ,Θd ∈ Mh(Km0);
(iii) ΓK contains ΓK˜m0
.
We choose c ∈ N such that pcΘ0, . . . , p
cΘd ∈ Mh(OKm0 ). Form ≥ m0, we defineGm := {g ∈ GKm+c ;Ug ∈
1 + pmMh(Zp)} and G∞ := ∩m≥1Gm = {g ∈ HK ;Ug = 1}. We also define Gˇ: = Gm/G∞ for m ≥ m0.
Then, Gˇm0 is a p-adic Lie group and {Gˇm}m≥m0 is a Lie filtration of it. We may regard U as a 1-cocycle
on Gˇm. Note that we have {log(Ug); g ∈ Gm0} = {log(Ug); g ∈ Gˇm0}.
Before proving Theorem 3.4, we gather some basic lemmas.
Lemma 3.5. For m ≥ m0 and g ∈ ΓKm+c , we have
U ′g ≡ 1 +
∑
0≤j≤d
ηj(g)Θj mod p
2m−1.
Proof. Since ΓKm+c
∼= ΓK˜m+c
∼= (1+ pm+cZp)⋉ p
m+cZdp, there exists gj ∈ Γ
(j)
Km+c
for 0 ≤ j ≤ d such that
g = gdgd−1 . . . g0. Since U
′
• ∈Mh(Km0), we have
U ′g = U
′
gd
. . . U ′g0 ≡ exp(ηd(gd)Θd) · · · exp(η0(g0)Θ0) ≡ (1 + ηd(gd)Θd) · · · (1 + η0(g0)Θ0)
≡ 1 + ηd(gd)Θd + · · ·+ η0(g0)Θ0 ≡ 1 + ηd(g)Θd + · · ·+ η0(g)Θ0 mod p
2m−1.
Here, we use the congruence exp(A) ≡ 1 + A mod p2m−1 for A ∈Mh(OCp).
Corollary 3.6. For m ≥ m0 and g ∈ ΓKm+c, we have
U ′g ≡ 0 mod p
m.
Proof. It follows from the fact that for g ∈ ΓKm+c , we have ηj(g)Θj ≡ 0 mod p
m.
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We prove key congruences (3) and (6) in the following. By definition, we have
MUg = U
′
gg(M) (1)
for all g ∈ GK . Hence, we have M = g(M) for all g ∈ G∞, i.e., M ∈ Mh(C
G∞
p ). In the following, we
may regard (1) as an equation for g ∈ Gˇm0 . Let m ≥ m0. By (1) and Corollary 3.6, we have g(M) ≡M
mod pm for g ∈ Gˇm. By Lemma 1.1, there exists Mm ∈ Mh(C
Gm
p ) such that
Mm ≡M mod p
m−2.
For a while, let g ∈ Gˇm. We have congruences
Ug ≡ 1 + log(Ug) mod p
2m−1,
U ′g ≡ 1 +
∑
0≤j≤d
ηj(g)Θj mod p
2m−1,
where the last congruence follows from Lemma 3.5. By substituting these congruences in (1), we obtain
a congruence
M +M log(Ug) ≡ g(M) +
∑
0≤j≤d
ηj(g)Θjg(M) mod p
2m−1.
Since log(Ug) ≡ 0 mod p
m and ηj(g) ≡ 0 mod p
m+c for 0 ≤ j ≤ d, we have
M +Mm log(Ug) ≡ g(M) +
∑
0≤j≤d
ηj(g)ΘjMm mod p
2m−2. (2)
We choose sufficiently large r ∈ N≥2 such that p
r−2 det(M)−1 ∈ OCp . In the following, we assume
m > r. Since vp(det(M)) = vp(det(Mm)) by assumption, we have p
r−2M−1m ∈Mh(OCp). By multiplying
(2) on the left by pr−2M−1m and dividing p
r−2, we obtain a congruence
Cm + log(Ug) ≡ g(Cm) +
∑
0≤j≤d
ηj(g)M
−1
m ΘjMm mod p
2m−r,
where Cm :=M
−1
m M ≡ 1 mod p
m−r. We can rewrite the above congruence as
(g − 1)Cm ≡ log(Ug)−
∑
0≤j≤d
ηj(g)Aj,m mod p
2m−r, (3)
where Aj,m := M
−1
m ΘjMm ∈ Mh(C
Gm
p ). Since Mm → M as m → ∞, Aj,m converges to Aj as m → ∞.
Apply an integral Qp-linear form f on Mh(Qp) to (3), we obtain
(g − 1)f(Cm) ≡ f(log(Ug))−
∑
0≤j≤d
ηj(g)f(Aj,m) mod p
2m−r. (4)
By ηj(g) ≡ 0 mod p
m+c and
Aj,m = M
−1
m M ·M
−1ΘjM ·M
−1Mm ≡ Aj mod p
m−2r+2−c, (5)
we have
(g − 1)f(Cm) ≡ f(log(Ug))−
∑
0≤j≤d
ηj(g)f(Aj) mod p
2m−2r+2. (6)
We prove Theorem 3.4. First, we assume f(A0) = · · · = f(Ad) = 0. By applying Lemma 1.3 to each
entry of (6), we have
f(log(Ug)) ≡ 0 mod p
2m−2r−2−c′ for all g ∈ Gˇm,
where c′ is a constant for G = Gˇm0 in Lemma 1.3. Since g
pm−m0 ∈ Gˇm and f(log(Ugpm−m0 )) =
pm−m0f(log(Ug)) for g ∈ Gˇm0 , we have
f(log(Ug)) ≡ 0 mod p
m+m0−2r+2+c
′
for all g ∈ Gˇm0
5
Since this congruence holds for all sufficiently large m ∈ N, we have f(log(Ug)) = 0 for all g ∈ Gˇm0 by
passing m→∞.
Finally, we prove f(A0) = · · · = f(Ad) = 0 by assuming f(log(Ug)) = 0 for all g ∈ Gˇm0 . First, note
that the assumption implies f(g) = 0. We define gpf as the Lie algebra associated to ρ(IKpf ). Since
g
pf ⊂ g by definition, we have f(gpf) = 0 by assumption. By applying Sen’s result ([Sen73, Theorem 1’])
to V |Kpf , we have f(A0) = 0. We suppose that f(Aj) 6= 0 for some 1 ≤ j ≤ d and we deduce a
contradiction. By replacing V by V |K(j) , we may assume d = j = 1. By (5) and (6), we have
(g − 1)f(Cm) ≡ −η1(g)f(A1,m) mod p
2m−2r+2
for all g ∈ Gˇm. We fix s ∈ N such that p
sf(A1)
−1 ∈ OCp . Since A1,m → A1 as m → ∞, we have
f(A1,m) 6= 0 and p
sf(A1,m)
−1 ∈ OCp for all sufficiently large m. Hence, we have
(g − 1)
(
f(Cm)
f(A1,m)
)
≡ −η1(g) mod p
2m−2r+2−s.
By Lemma 1.3, there exists c′ ∈ N independent of m such that η1(g) ≡ 0 mod p
2m−2r+2−s−c′ for all
g ∈ Gˇm. Let g ∈ Gˇm0 . Since g
pm−m0 ∈ Gˇm, we have η1(g) ≡ 0 mod p
m+m0−2r+2−s−c
′
for all sufficiently
large m. By passing m → ∞, we have η1(g) = 0 for all g ∈ Gˇm0 . Since Gm0 is open in GK , η1 6≡ 0 on
Gˇm0 , which is a contradiction. Thus, we finish the proof of Theorem 3.4.
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