onstrated under field conditions (e.g., Flury, 1996; Jarvis, 2002) .
T oday there is increasing concern regarding the difsince extremely small time-steps are sometimes needed fuse pollution threat to surface water and groundto assure stability of the numerical solutions. Second, water posed by the use of agricultural chemicals (e.g., only 22 numerical layers are allowed, restricting applifertilizers, pesticides). The vadose zone acts as a buffer cations to the soil root zone, and leading to a poor spato solute transport and thus is of major importance in tial resolution near the soil surface. Third, the use of the mediating the risk of receiving water bodies becoming Brooks-Corey retention function limits model flexibilcontaminated by diffuse pollutants. Preferential flow is ity in matching to measured hydraulic properties. a generic term for nonuniform infiltration and recharge
The main limitation to a much wider adoption of dualprocesses characterized by flow convergence and an inpermeability models in both research and management crease in the effective velocity of the water flow through is the difficulty in parameterization. More parameters a small fraction of the vadose zone. This dramatically inare required compared with classical approaches (Š imů -fluences the leaching of surface-applied contaminants nek et al., 2003) , some of which cannot be directly meato groundwater because the biologically active and chemisured. The use of inverse modeling techniques may help cally reactive surface soil layers are quickly bypassed.
to resolve these difficulties (Hopmans and Š imů nek, 1999) . Preferential flow has been frequently observed and demHowever, the numerical limitations in MACRO noted above severely restrict the possibilities of using inverse modeling techniques to derive estimates for parameters
Here we present an improved version of the MACRO model (MACRO 5.1) (Larsbo and Jarvis, 2003) for variably saturated water flow and solute transport in structured porous media. The new features include: (i) fully implicit numerical solutions for water, heat and solute transport in the matrix, for up to 200 computational layers; (ii) use of a modified van Genuchten retention function; and (iii) inverse capabilities for parameter estimation and model calibration. First we briefly describe the model, focusing special attention on the numerical solution procedures used to couple the two flow regions. A verification of the numerical solutions is then presented, in which simulation results are compared with analytical solutions for water flow in macropores (Germann, 1985) . Our objectives were (i) to test the ability of the model to fluent and resident concentrations) in transient microlysimeter experiments and (ii) to investigate the iden-
Hydraulic Properties
tifiability of four critical model parameters regulating
In macroporous soils, hydraulic conductivity increases very macropore flow using the GLUE procedure (Beven and rapidly across a small pressure head range as saturation is Binley, 1992) .
approached (Clothier and Smettem, 1990; Jarvis and Messing, 1995) . In MACRO, a "cut and join" approach is used to define the matrix-macropore hydraulic functions (Jarvis et al., 1991) .
MATERIALS AND METHODS
Thus, a user-defined pressure head, b (m), partitions the total porosity into matrix pores and macropores, while a correspond- model, which is separately defined by the user to reflect macroporosity.
Model Description
The van Genuchten-Mualem model in the form given by Luckner et al. (1989) is used to describe the unsaturated hydraulic conductivity function in the matrix, using K b as the where C ϭ ‫ץ‬ ‫ץ/‬ (m Ϫ1 ) is the differential water capacity, "matching point" hydraulic conductivity: (m 3 m
Ϫ3
) is the volumetric water content, (m) is the soil water pressure head, t (s) is time, z (m) is depth, K (m s Ϫ1 ) is the unsaturated hydraulic conductivity, and S i (s
Ϫ1
) are source-
sink terms accounting for water exchange with macropores, drainage, and root water uptake.
The use of Eq.
[1] to calculate water flows in the macropore where l is the tortuosity factor, and S mi(b) is the effective water domain is problematic; a major reason for this is the lack of incontent at micropore saturation given by replacing with b formation concerning () close to saturation. Therefore capilin Eq.
[3]. larity is assumed to be negligible in the macropores, so water
The hydraulic conductivity function in the macropores is flow is driven by gravity only (i.e., ‫‪z‬ץ/ץ‬ ϭ 0). The governing given as a simple power law of the macropore degree of saturaequation for water flow in macropores is the kinematic wave tion, S ma : equation (Germann, 1985) :
where K s(ma) (m s Ϫ1 ) is the saturated hydraulic conductivity of the macropores, K s (m s Ϫ1 ) is the total saturated hydraulic where ma (m 3 m
Ϫ3
) and K ma (m s
Ϫ1
) are the macropore water conductivity, and n* is a "kinematic" exponent reflecting macropore size distribution and tortuosity. content and hydraulic conductivity, respectively. ) is the angular-slab geometry for the aggregates (van Genuchten and dispersion coefficient calculated as the sum of an effective dif- Dalton, 1986; Booltink et al., 1993) : fusion coefficient and a dispersion term. In the macropores, an equivalent approach is used to calculate transport, except
that dispersion is assumed to be zero and only equilibrium sorption is considered. Equilibrium sorption partitioning is where d (m) is an effective diffusion pathlength related to agcalculated using the Freundlich isotherm. gregate size and the influence of coatings on macropore and aggregate surfaces, D w (m 2 s
) is an effective water diffusivity, Solute Uptake by the Matrix G is a geometry factor (set internally to 3 for a rectangular slab geometry; Gerke and van Genuchten, 1996) , and ␥ w is a scaling
The source-sink term for mass transfer of solute between factor introduced to match the approximate and exact solumatrix and macropores, U e (kg m Ϫ3 s
), is given by a combinations to the diffusion problem (Gerke and van Genuchten, tion of a diffusion component and a mass flow component: 1993). The scaling factor ␥ w varies with the initial water content and hydraulic properties, but not strongly (Gerke and van 
Genuchten, 1993; Jarvis, 1994), so for simplicity ␥ w is set within the program to an average value (Jarvis, 1994). The effective water diffusivity is given by where the prime notation indicates either the solute concentration in macropores or in "accessible water" in the matrix, depending on the direction of water flow, S w , and
is an effective diffusion coefficient.
where
) are the water diffusivities at the saturated matrix water content and the current matrix
Numerical Solutions
water content, respectively, and where S ma is introduced to acAt each time step, vertical water and solute fluxes are first count for incomplete wetted contact area between the two calculated in the matrix. Updated values of water storages are pore domains. In the Mualem-van Genuchten model, D mi is used to determine the excess amount of water routed to the given by (van Genuchten, 1980) macropores. Water fluxes in the macropores are then calculated, and the solute concentrations are derived by an implicit
is solved using the iterative procedure pro-
posed by Celia et al. (1990) . Details of its implementation into MACRO are given in Larsbo and Jarvis (2003) . Here, we focus where K s * (m s
Ϫ1
) is a "fictitious" saturated hydraulic conducon aspects of the numerical solution that are particularly reletivity obtained by extrapolating the matrix conductivity funcvant to dual-permeability models, especially the surface boundtion to zero pressure head. D b is given by setting S in Eq. [8] ary condition and the coupling to the macropore region. We to S mi(b) . It can be noted that the true saturated hydraulic conalso briefly describe the numerical method used to solve Eq. ductivity of the soil (see Eq.
[5]) will usually be larger than
[2] describing flow in macropores. K s * as a result of the effects of macropores.
Equation [6] is treated as a source term to Eq.
[1] and a sink term to Eq. [2] . Water transfer in the reverse direction Boundary Conditions (from the matrix to macropores) occurs instantaneously when Water will flow into surface-vented macropores if the rainthe pressure head in the matrix exceeds b , following the fall intensity exceeds the infiltration capacity of the matrix. fundamental physical principle governing the filling of pores
The net rainfall, R (m s Ϫ1 ), at the soil surface is partitioned when the water-entry pressure is exceeded. The way this is into soil evaporation, E s (m s Ϫ1 ), an amount infiltrating into resolved is further described below in the section Generation of Macropore Flow. the matrix, I mi (m s Ϫ1 ), and an excess amount flowing into the macropores, I ma (m s Ϫ1 ), depending on the infiltration capacity of the matrix, I max (m s Ϫ1 ), calculated from Darcy's Law. Thus, Solute Transport if R Ϫ E s Ͻ I max , then the top boundary condition for the maSolute transport is calculated using the convection-dispertrix is defined by a known flux (Neumann condition) equal to sion equation with source-sink terms, U i (kg m Ϫ3 s
), to reprethe net rainfall minus soil evaporation. Otherwise, the soil sursent a wide range of processes, including mass exchange beface boundary condition is given by a known tension (Dirichtween flow domains, kinetic sorption, solute uptake by plants, let condition). biodegradation, and lateral leaching losses to drains and/or
The actual soil evaporation rate, E s , is limited either by the regional groundwater:
potential evaporation rate or the maximum possible rate of supply of water to the soil surface (Feddes et al., 1974) . The latter
is calculated explicitly by iteratively substituting Mualem-van Genuchten's model into Darcy's Law and evaluating the flux as a function of the unknown pressure head at the surface
and the known pressure head at the first node.
Generation of Macropore Flow
As shown in Fig. 1 , a pressure head, b , and the corresponding water content, b define the division between flow domains. If the water content in the matrix exceeds b , the excess water will drain into the macropores. However, the macropores only have a finite storage capacity for water, C ma (m 3 m
Ϫ3
), equal to Fig. 1 ) defines the maximum amount of water allowed in the matrix at each timestep ( max ϭ b ϩ C ma ). When solving Richards' equation, the pressure heads are allowed to increase above max only if the macropores are also saturated. In this situation, the differential water capacity in the matrix (Eq. [1]) is set to zero for pressures above max . For pressure heads above b , the hydrau- 
Water Flow in Macropores Model Verification
The local water balance in the macropores (Eq. [2]) is solved implicitly for S ma using a bisection method ("interval halving")
The model has been compared with analytical solutions of for each layer, in turn, from the soil surface downward. If the one-dimensional water flow and solute transport problems to flow capacity of both matrix and macropores is exceeded in verify the accuracy of the numerical solutions (Vanderborght any layer, then the local water balance cannot be solved (overet al., 2005) . The model fit to the analytical solutions for a saturation develops in the macropores). In this case, the excess range of flow and transport problems was generally very good. water is added to the macropore storage in the layer(s) above,
Here we present a comparison between simulations and anaand the water fluxes between layers are corrected accordingly. lytical solutions to the kinematic wave equation (Eq.
[2] and [5]) for macropore flow (Germann, 1985) . A 2-m-deep soil profile divided into 200 numerical layers was simulated. Figure 2 
Convection-Dispersion Equation
shows that the numerical solution is in good agreement with The convection-dispersion equation is solved using a Crankthe analytical solution, even though some numerical dispersion Nicholson finite difference scheme. An iterative, fully upstream of the wetting and draining fronts is apparent. It can be noted weighted procedure is used which minimizes overshoot probthat such an accurate numerical solution to the macropore flow lems and oscillations that may sometimes be encountered in the problem could, paradoxically, result in a poorer match to presence of steep concentration gradients. However, upstream observations, in the case of the wetting front advance, and the weighting introduces considerable numerical dispersion, which initial stage of drainage. This is because, in reality, flow takes is minimized by an empirical correction:
place in a range of macropores of different sizes and continuity, so that some dispersion of the wetting and draining fronts is Corr ϭ abs(v)k corr [12] usually found (Germann, 1985) . where v (m s Ϫ1 ) is the pore water velocity, and k corr (m) is a constant. The correction factor Corr (m 2 s
Ϫ1
) is subtracted
Model Application
from the effective dispersion coefficient before solving the convection-dispersion equation. The value of k corr was determined Four replicate undisturbed soil microlysimeters (15 cm in from comparisons with the analytical solution for convectiveheight and 20 cm in diameter) were sampled in PVC plastic dispersive solute transport under steady-state water flow with pipes from an experimental site at SLU, Ultuna, just outside a step input of nonadsorbing solute. The numerical dispersion Uppsala in Sweden (59Њ49Ј N, 17Њ38Ј E) on 20 Apr. 2003. The cannot be fully corrected if it becomes greater than the effecsamples were taken from the topsoil of a Fluventic Eutrotive dispersion. In this case, the effective dispersion is set to chrept (USDA) where the clay, silt, and sand contents are 57, zero. However, this only occurs for extremely small values of 39, and 4%, respectively. The soil has been under cut grass ley the dispersivity or unnaturally large water flow rates.
for 6 yr. Replicate small cylinders were sampled for subsequent The surface boundary condition for the matrix is a solute measurement of soil water retention in the laboratory using flux, J mi (kg m Ϫ2 s
Ϫ1
), which can be either positive or negative standard techniques at pressure heads of Ϫ5, Ϫ30, Ϫ100, Ϫ300, depending on the mass balance: Ϫ1000, and Ϫ15 000 cm. The data were fitted (r 2 ϭ 0.996) to the van Genuchten equation using the RETC program (van J mi ϭ Rc r Ϫ I ma c ma *
[13] Genuchten et al., 1991) . The derived parameter values were s * ϭ 0.502 m 3 m Ϫ3 , n vg ϭ 1.13, and ␣ vg ϭ 0.63 m Ϫ1 . Setting where c r (kg m Ϫ3 ) is the solute concentration in net rainfall, b to Ϫ10 cm gave b ϭ 0.500 m 3 m
Ϫ3
. and c ma * (kg m Ϫ3 ) is the solute concentration in water routed The microlysimeters were set up in the laboratory allowing into the macropores, calculated by assuming instantaneous free drainage at the base through two layers of wire mesh local equilibrium and complete mixing of incoming water and (hole size ϭ 1 mm 2 ) and one layer of cloth to prevent particle solute with the water and solute stored in a shallow surface migration (hole size 0.4 mm 2 ). Irrigation was supplied through soil layer or "mixing depth" (Steenhuis and Walter, 1980 ; Jarpump-driven atomizer spray devices located 1.2 m above the vis, 1994). The surface flux into the macropores is simply given by the second term on the right-hand side of Eq. [13] .
center of each microlysimeter. The atomizers deliver a fine the model goodness of fit has to be formulated as a multipleobjective function (Beven and Freer, 2001) , where weights are assigned to each dataset. We used the additive form of the spray mist of low kinetic energy, so the original structure of model efficiency and assumed equal weighting for the three the soil surface is retained throughout the experiment. data sets: percolation rate, Cl Ϫ leaching rate, and resident Cl Ϫ Four irrigations of 17.1, 11.8, 18.6, and 18.8 mm of filtered concentration at the end of the experiment. This overall model natural rainwater were supplied to the microlysimeters, the efficiency is denoted, EF tot . first lasting 3 h, and the following three each lasting 2.5 h.
We ran 20 000 simulations generated by Latin hypercube The first two irrigations were performed with a 4-d interval besampling from within the parameter uncertainty limits and caltween them. The third irrigation commenced approximately culated EF values for all simulations. Simulations with overall 7 d after the second, and the final irrigation started 36 h later.
model efficiencies larger than a predefined threshold EF tot value Before the third and fourth irrigations, a KCl solution was were considered "acceptable." Even though GLUE was deapplied to the soil surface using a small hand-held sprayer, signed to identify acceptable parameter sets, information on which supplied doses of 74.8 and 81.8 g Cl m Ϫ2 in the two irindividual parameters can be obtained from cumulative disrigations, respectively, in 1.42 mm of water. Samples of water tributions of model efficiencies for acceptable simulations (Beoutflow were collected at time resolutions varying between 3 ven and Freer, 2001). These distributions give information on and 20 min depending on the water outflow rates. Thirty-six the degree of parameter conditioning. Conditioned paramhours after the fourth irrigation, the soil was excavated from eters, as opposed to fitted parameters, result in model outputs the microlysimeters in five layers, each 3 cm thick. To extract that "honor" all or parts of the measured data (Abbaspour Cl Ϫ , a known quantity of distilled water was added to each samet al., 1999) . Those parameters with cumulative distributions ple, followed by end-over-end shaking for 24 h, and filtration that differ the most from the initial uniform distributions have to remove any particulate matter. Chloride concentrations in been most conditioned by the process. A steep "S"-shaped soil extracts and water samples were measured by flow injeccumulative distribution means that most acceptable simulation analysis. Only one of the four microlysimeters was chosen tions have parameter values in a limited part of the initial for the modeling exercise since all four showed similar patterns uncertainty interval. Hence, the cumulative distributions give of percolation and Cl Ϫ transport.
information on the possibilities to reduce the uncertainty in The GLUE procedure (Beven and Binley, 1992 ) was apa parameter by some calibration method. The choice of threshplied to the microlysimeter experiment to evaluate the possiold value may strongly influence the cumulative distributions. bilities to identify four key model parameters determining the We calculated two sets of cumulative distributions for threshstrength of preferential flow: the saturated matrix hydraulic old values of EF tot Ͼ 0.5 and EF tot Ͼ 0.3. The threshold value conductivity (K b ), the macroporosity ( ma,s [m 3 m Ϫ3 ]) calculated was subtracted from each EF tot value before the calculation as the difference between s and b , the kinematic exponent (n*), of cumulative distributions. Uncertainty ranges defined by and the effective diffusion pathlength (d ) ( Table 1) . These pathe minimum and maximum values of the simulated output rameters were chosen either because they are impossible to variables from simulations with EF tot larger than the threshold measure directly or because they were thought to be among were compared with measured data. Clearly, these uncertainty the most sensitive based on prior experience with the model ranges depend on the choice of goal function and on the (Dubus and Brown, 2002). The GLUE methodology explicitly threshold value. recognizes the underlying limitations of environmental models by accepting that all models and measurements are to some extent wrong. Consequently, we cannot expect to find one unique
RESULTS AND DISCUSSION
optimal parameter set for a specific model application. Many parameter sets may equally well represent the observations The model outputs from the best GLUE simulation according to some measure of goodness-of-fit. The GLUE proand the minimum and maximum values from the GLUE cedure starts off with predefined parameter distributions and simulations with EF tot values larger than 0.5 are comuncertainty limits. The parameter uncertainty limits (Table 1) pared with measured data in Fig. 3, 4 , and 5. The best were based on a preliminary analysis performed on much GLUE simulation, with parameter values shown in Ta (Fig. 3) . The simulated steadyset to known (i.e., diffusion coefficient for Cl Ϫ , 1.9 ϫ 10 Ϫ9 m ments in the steady-state percolation phase was probaleaching. Figure 5 shows that the largest resident concentration of Cl Ϫ was found close to the soil surface even bly due to difficulties in controlling the irrigation rate properly. When irrigation stops, a hydrograph recession though 0.7 pore volumes of water had percolated through the microlysimeter. This is a strong indication of preferphase follows, which the best GLUE simulation captured excellently.
ential flow. The EF tot values from the GLUE simulations are preThe nearly instantaneous increase of the solute leaching rate to a maximum value is evidence of preferential sented in Fig. 6 . Parameter sets with EF tot values Ͼ0.5 are concentrated in a limited part of the parameter space for flow in the microlysimeter (Fig. 4) . During the steadystate percolation phase the solute leaching rate decreases d Ϫ2 , whereas, for log(K b ) and ma,s they are scattered over larger parts of the parameter space and for n* they are due to solute uptake by the matrix and depletion of the source in the surface mixing depth. The leaching rate scattered over the whole parameter space. It can be noted that values of d Ϫ2 larger than approximately 0.05 mm Ϫ2 approaches zero during the hydrograph recession phase, as the percolation rate decreases. Leaching rates were (d Ͻ 5 mm) resulted in small EF tot values compared with the best GLUE simulation. This means that a cerwell captured by the best GLUE simulation even though peak values were underestimated for the first Cl Ϫ aptain degree of preferential flow is needed to simulate the experiments well. plication and slightly overestimated for the second. The failure to accurately simulate leaching rates from both Cumulative distributions of model efficiencies for each parameter are presented in Fig. 7 for the two threshold solute applications might be explained by an overestimation of the evaporation rate in the 7 d between irrigavalues defining acceptable simulations. The deviations of the cumulative distributions from the initial uniform tions. A dry soil surface absorbs the applied Cl Ϫ solution to a greater extent than a moist surface, thus reducing distributions show that all parameters, to some extent, we encountered problems in simultaneously identifying both ma,s and n* since the water flow through the macropores is dependent on both these parameters (Eq.
[5]). A negative correlation between ma,s and n* was also found for the simulations with EF tot larger than 0.5 (Table 2). Using response surface analysis of d and n*, Roulier and Jarvis (2003b) showed that n* could not be identified in their similar microlysimeter experiments because of lack of sensitivity. Table 2 also shows a negative correlation between log(K b ) and d
Ϫ2
. This can be explained by the fact that the effect of high macropore infiltration [small log(K b ) values] on Cl Ϫ leaching, can be compensated by a fast exchange between the pore fication would probably be improved by a different experimental setup. Longer columns would allow longer residence times in the macropores for irrigation pulses were conditioned by the measurements. The pattern and would probably increase the sensitivity of d, ma,s , was more or less the same for both threshold values.
and n*. However, the advantages of microlysimeters (e.g., The kinematic exponent, n*, was poorly conditioned relating parameter values to horizon properties) would even though the uncertainty interval included all physithen be lost. Alternatively, ma,s could be estimated dically sound values. These results indicate that for this rectly from specific yield measurements to allow better soil type and experimental setup, it would be possible identification of n*, while K b could be estimated through to identify log(K b ), ma,s , and d Ϫ2 or to reduce their uncertension infiltrometer measurements in the field to allow tainty intervals by inverse techniques, while identification of n* may not be possible. It is not surprising that better identification of d. These parameters could also be retained in the calibration procedure, with uncertainty by comparisons of model simulations to analytical soludomains and distributions constrained by the measuretions for a kinematic wave (Germann, 1985) . ments. Flow interruption experiments have been used Data from a transient microlysimeter tracer breaksuccessfully for determination of the degree of preferenthrough experiment (high resolution measurements of tial flow in mobile-immobile models (Reedy et al., 1996) . percolation and effluent concentrations and a final resiThis type of experiment allows complete equilibration dent concentration profile) indicating strong preferenbetween the flow domains and may further improve the tial flow were accurately reproduced by model simulaconditioning of d.
tions (EF tot ϭ 0.62). A GLUE analysis for four parameters regulating the degree of preferential flow showed that this type of experiment contains sufficient information
CONCLUSIONS
for conditioning of the matrix hydraulic conductivity, the An improved version of the dual-permeability model macroporosity, and the diffusion pathlength, indicating MACRO (v. 5.1) was described, focusing on the prothat these parameters would be identifiable in inverse cesses and parameters determining the degree of prefmodeling approaches based on microlysimeter experierential flow of water and solutes. The numerical soluments. However, the kinematic exponent was not satistions to these processes were briefly described and were factorily conditioned by the data, which was attributed shown to be accurate for the water flow in macropores primarily to correlation with the macroporosity. The computationally intensive GLUE analysis was feasible with This study was funded by VR (The Swedish Research Council) in the project "Regulation of preferential water flow and † K b , saturated matrix hydraulic conductivity; ma,s , macroporosity; n*, kinematic exponent macropores; d, diffusion pathlength.
reactive solute transport" and by two EU 5th framework proj-
