Whilst linear prediction is the cornerstone of most modern speech coders, few of these coders incorporate the perceptual characteristics of hearing into the calculation of the linear predictor coefficients (LPC's). This paper proposes a method of incorporating simultaneous masking into the calculation of the LPC's. This modification requires only a modest increase in computational complexity and results in the linear predictor removing more perceptually important information from the input speech signal. This results in a filter that better models the formants of the input speech spectrum. The net effect is that an improvement in quality is achieved for a given bit rate or alternately a bit rate reduction can be achieved while maintaining perceived quality. These results have been confirmed through subjective listening tests.
INTRODUCTION
Linear prediction forms an integral part of almost all modem day speech coding or speech compression algorithms. The primary reason for this popularity is that linear prediction provides a relatively simple and well founded technique for removing the redundancy from a speech signal, thus aiding in compression or bit rate reduction. Linear prediction determines and removes redundancy by removing the short term correlations of the input signal.
Whilst linear prediction is widely used in speech coding it was not originally developed specifically for speech coding but rather for the more general field of signal processing. The result of this is that the linear predictor used for speech coding does not exploit many of the well known perceptual properties of hearing. These perceptual properties include the non-linear frequency response of the ear and simultaneous masking amongst many others and are well defined in many texts such as [I] . Previous authors such as [2] [3] [4] have attempted to incorporate some perceptual properties into the calculation of the linear predictive filter. These methods have reported good results primarily by incorporating the non linear frequency response of the ear into the linear predictive filter analysis. This is achieved by warping the frequency axis to simulate the response of the ear prior to calculating the filter parameters. Hermansky [4] also included equal loudness perception and the intensity-loudness power law into the calculation of the filter. Whilst these attempts reported 0-7803-6293-4/00/$10.00 02000 IEEE.
good results none of them attempted to incorporate simultaneous masking into the calculation. Simultaneous masking occurs in the frequency domain when a high amplitude sound causes adjacent lower amplitude sounds to become inaudible [ 13. This property has been widely used in many audio coding techniques as a tool to determine the optimal quantisation step size required to code the input [ 5 ] . This reduces the bit rate required for transmission whilst maintaining the perceptual quality of the sound. This paper proposes a method of incorporating simultaneous masking into the calculation of the linear predictive filter. The approach used is to fit the linear predictive spectrum only to the unmasked samples of the input spectrum. The motivation for this technique is to ensure no complexity is wasted modeling the masked regions, thus allowing the unmasked regions to be better represented. This allows the filter to remove more perceptually important information from the signal than the standard technique. The resultant residual signal remaining after exciting the filter with input speech thus consists of less perceptually important information. This characteristic allows the subjective quality of the synthesized speech to be maintained with a more coarsely quantised residual signal. Alternatively the speech quality is improved for a given quantisation level. These results have been confirmed through subjective listening tests.
The paper is organized as follows. In section 2 the method is outlined and a mathematical analysis presented. In section 3 experimental results are presented and discussed. Finally the major points are summarized in section 4.
SIMULTANEOUSLY MASKED LINEAR PREDICTIVE COEFFICIENTS (SMLPC)

Overview of Technique
A Block diagram of the SMLPC method is shown in figure 1 . Initially the input speech is transformed to its Power Spectrum via a Fast Fourier Transform (FIT). The power spectrum is then analysed using a psychoacoustic model. This model determines the frequencies that are masked and is based on the model detailed in [6] , with the parameters modified to optimise the performance of SMLPC. A modified power spectrum is then produced by taking those frequencies deemed masked and zeroing their value. This results in a power spectrum that contains only unmasked information. Recognising that the autocorrelation of a discrete stochastic signal is the inverse Discrete Fourier Transform (IDFT) of the power spectrum. the perceptually altered power spectrum is transformed to the autocorrelation function of the unmasked speech. A perceptually altered Linear Predictor can now be easily calculated using the Levinson Durbin recursion [7] . In the forgoing discussion we refer to this modified Linear Predictor scheme as Simultaneous Masked Linear Predictor (SMLPC). 
Mathematical Analysis of SMLPC
Noting that the autocorrelation values (R(n)) are the inverse discrete Fourier transform of the Power Spectral density P(k) we can state:
Where L represents the number of unmasked frequency bands of k from (2).
Substituting the above autocorrelation sequence ( 3 ) into ( I ) gives:-
It is clear that (4) solves the mean square solution forap(k) using only the unmasked values of K. Also by interchanging the order of operation it is evident that I L is common to both the right and left hand sides of (4) and thus can be removed. This results in each summation term being equal to only the sum of the unmasked values of P(k) multiplied by the respective harmonic component. The sum of only the unmasked values of P(k) is identical in value to the sum over all K with the masked values of P(k) set to zero.
The above analysis confirms that the zero masked LPC fits only to unmasked regions and simply ignores the masked regions in its calculation of the LP coefficients. The fact that only the unmasked regions are modeled allows the SMLPC to achieve a better fit to these regions as complexity is not wasted in attempting to model masked regions.
An alternate approach to analysing the effect of the SMLPC is to view the predictor error in the frequency domain. The mean squared prediction error can be expressed as [9] :
Where G is filter gain, S ( e j w ) is the input speech in the frequency domain and H ( e j w ) is the frequency response of the filter. From (5) it can be deduced that minimizing E is equivalent to minimizing the ratio of the input energy spectrum to the squared magnitude of the frequency response of the filter. It can be seen that zeroing the power spectrum (numerator of equation) at any particular frequency, causes the difference between the model and the spectrum at that frequency to have no contribution to the integral of the ratio over the entire spectrum. The result is that the zeroed (masked) regions have no effect in calculating the linear predictive coefficients.
The preceding analysis was confirmed experimentally by modifying the IDFT to only operate on the unmasked coefficients and comparing the result to that obtained by zeroing the masked coefficients in a standard IDFT. The results obtained were identical.
Gender of Speaker
Computational Complexity
The computational complexity of the SMLPC is increased when compared to the standard LPC. 
LP Spectral Estimate
It is well known that the spectrum of a LP filter provides a good estimate to the spectrum of the input speech. To examine the effect of SMLPC on the accuracy of the spectral estimate, 1Olh
order LPC and SMLPC were calculated for a number of voiced and unvoiced speech segments. The spectra produced by both methods were then compared to the actual speech spectrum. A typical example of the spectrum produced is shown in Figure 2 .
The masked frequencies are indicated by shading. It is clearly evident that the SMLPC spectra is a more accurate representation of the input speech spectra in unmasked regions. The increased accuracy often results in the SMLPC modeling 2 distinct peaks of the input spectrum whilst the standard LPC produces only a single peak between the two peaks in the input spectrum. The poles of the SMLPC are also generally shifted away from largely masked sections of the spectrum.
Using IOth order filters and hamming windowed speech segments. the log spectral distortion between the input speech and the respective LPC estimates in the unmasked regions of the spectrum were calculated. The results for a number of sentences from the Timit database spoken by both male and female speakers are shown in 
-
Where M represents the number of frames. The results indicate that the SMLPC reduces the spectral distortion in the unmasked regions of the spectrum. This supports the claim that SMLPC provides a more accurate spectral estimate thus allowing the filter to remove more of the perceptually important information from the input speech than a standard Linear predictor. Figure 3 shows the difference between the residual signal power spectrums for a standard LP filter and the SMLPC filter over a typical speech segment. A positive value indicates that the standard LPC residual has greater power and a negative signal indicates that the SMLPC residual is of higher power. The figure shows that in ranges of frequency that are largely free of masking or exhibit regular spaced masking (strongly voiced) such as between 200Hz and 1300Hz, the SMLPC residual has lower power than the standard LPC residual. Also in regions that are heavily masked such as between 2700Hz and 3500Hz the SMLPC residual has greater magnitude than the standard LPC residual. These results reinforce the claims that the SMLPC removes more of the perceptually important unmasked information from the signal than a standard LPC.
Analysis of the LPC Residual
Subjective Listening Tests
To test the performance of the SMLPC in an existing speech coder, a version of the Federal standard 1016 CELP coder [IO] was modified to use the SMLPC in place of the standard LPC. All other parameters including codebooks were left unaltered.
Synthesised speech was produced for a variety of male and female speakers. Double blind comparative A B tests where A and B were played twice in opposite order and the listener had to indicate their preference for A, B or neither each time, were conducted using a substantial listener base. The results obtained indicated that the SMLPC synthesized speech was preferred for 55% of male speech whilst the standard CELP was preferred on only 17.5% of occasions. For female speech no clear preference was evident. The results clearly indicate that SMLPC offers a significant improvement for male speech whilst not degrading the perceptual quality of female speech. The differential in improvement between male and female speech may be attributed to the fact that at low frequencies the bandwidths of the critical bands are only around 100Hz. This results in some critical bands containing no pitch harmonics for female speech. Thus the masking threshold for these bands is very small and few frequencies are deemed masked even though the information within the band may be perceptually unimportant. One possible solution to improve the performance of SMLPC for female speech would be modifying the masking function according to pitch. This approach is similar to that proposed by Chen [ I I] where the masking function is modified to follow the pitch harmonics as well as the formant peaks.
CONCLUSION
A new technique to incorporate simultaneous masking into the calculation of a Linear Predictive filter has been developed. The technique involves use of a psychoacoustic model to determine the masked frequencies and then modifies the autocorrelation function to utilize these masked frequencies. This is achieved by zeroing the masked coefficients in the power spectrum before transforming this to the autocorrelation function via an IDFT operation.
Experimental results have shown that the technique better models the spectrum in the unmasked regions and thus removes more of the perceptually important information from the input speech signal than a standard LPC.
