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Exponential decay estimates for the stability of boundary
layer solutions to Poisson-Nernst-Planck systems: one
spatial dimension case
Chia-Yu Hsieh ∗, Tai-Chia Lin †
Abstract
With a small parameter ε, Poisson-Nernst-Planck (PNP) systems over a finite one-
dimensional (1D) spatial domain have steady state solutions, called 1D boundary layer
solutions, which profiles form boundary layers near boundary points and become flat
in the interior domain as ε approaches zero. For the stability of 1D boundary layer
solutions to (time-dependent) PNP systems, we estimate the solution of the perturbed
problem with global electroneutrality. We prove that the H−1x norm of the solution of
the perturbed problem decays exponentially (in time) with exponent independent of ε if
the coefficient of the Robin boundary condition of electrostatic potential has a suitable
positive lower bound. The main difficulty is that the gradients of 1D boundary layer
solutions at boundary points may blow up as ε tends to zero. The main idea of our
argument is to transform the perturbed problem into another parabolic system with a
new and useful energy law for the proof of the exponential decay estimate.
1 Introduction
The Poisson-Nernst-Planck (PNP) system, a well-known mathematical model for ion trans-
port, plays a crucial role in the study of many physical and biological problems [1, 4, 5, 6, 8, 9,
14, 15, 16, 17, 18]. Such a model can be represented as
nt = −∇ · Jn , pt = −∇ · Jp , (1.1)
Jn = −Dn
(
∇n− zne
kBT
n∇φ
)
, Jp = −Dp
(
∇p+ zpe
kBT
p∇φ
)
, (1.2)
ε∆φ = −ρ+ znen− zpep , (1.3)
for x ∈ Ω, t > 0, where (n, p, φ) depends on x and t, Ω ⊂ RN is a bounded smooth domain
in RN , N ≥ 1, ∇ = (∂x1 , · · · , ∂xN ) and ∆ =
N∑
j=1
∂2xj is the Laplacian. Physically, φ is the
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electrostatic potential, n is the charge density of anions, p is the charge density of cations,
ρ is the permanent (fixed) charge density in the domain, zn, zp are the valence of ions, e
is the elementary charge, kB is the Boltzmann constant, T is temperature, Jn, Jp are the
ionic flux densities and Dn, Dp are their diffusion coefficients. The parameter ε related to the
dielectric constant and the Debye length can be assumed as a small parameter tending to zero
(cf. [2, 7, 13]). For simplicity, we only consider monovalent ions, that is, zn = zp = 1, and set
e/kBT = 1, ρ = 0, Dn = Dp = 1. Besides, we rescale ε and transform (1.1)-(1.3) into
nt = −∇ · Jn , pt = −∇ · Jp, (1.4)
Jn = −(∇n− n∇φ) , Jp = −(∇p+ p∇φ), (1.5)
ε∆φ = n− p , (1.6)
for x ∈ Ω, t > 0.
Debye (diffuse) layers occur in ionic liquids near electrodes and have many applications
in the fields of chemical physics and biophysics (cf. [10]). To see Debye layers, solutions of
(1.4)-(1.6) with boundary layers need to be investigated. For simplicity, the domain Ω is set as
Ω = (−1, 1) a one-dimensional interval in the whole paper. Then (1.4)-(1.6) can be denoted as

nt = ∂x(nx − nφx) ,
pt = ∂x(px + pφx) ,
εφxx = n− p ,
(1.7)
for x ∈ (−1, 1), t > 0. For the boundary conditions of (1.7), we consider no-flux boundary
conditions of n and p to describe the insulated domain boundaries, which are commonly used
to study physical (biophysical) phenomena like the electric double layer and the ion trans-
port through channels. Besides, we use Robin type boundary condition of φ to represent the
capacitance effect of physical systems (cf. [11, 15, 18]) given as follows:

nx − nφx = px + pφx = 0, at x = ±1 ,
φ+ γεφx = φ0(1) at x = 1 ,
φ− γεφx = φ0(−1) at x = −1 ,
(1.8)
where φ0(1), φ0(−1) are constants, and γε > 0 is a constant depending on ε. System (1.7)
with (1.8) has the conservation of total charges of the individual ions
∫ 1
−1 n dx = A,
∫ 1
−1 p dx =
B for t > 0, where A and B are positive constants (independent of t) representing total
negative and positive charges, respectively. In most of the physical and biological systems,
global electroneutrality holds true which means the total positive charge equal to the total
negative charge. Consequently, we assume that A = B = m0 > 0, i.e., global electroneutrality
holds true in the whole paper.
System (1.7) with (1.8) has a steady state solution (n, p, φ) = (n0, p0, ψ) denoted as
n0 =
m0 e
ψ∫ 1
−1 e
ψdx
, p0 =
m0 e
−ψ∫ 1
−1 e
−ψdx
, (1.9)
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where m0 > 0 is a constant and ψ is the solution of the following equation, called charge-
conserving Poisson-Boltzmann equation (cf. [19]), with Robin type boundary conditions:

εψxx =
m0 e
ψ∫ 1
−1 e
ψdx
− m0 e
−ψ∫ 1
−1 e
−ψdx
in (−1, 1),
ψ(±1)± γεψx(±1) = φ0(±1).
(1.10)
Note that n0x − n0ψx = p0x + p0ψx = 0 and εψxx = n0 − p0. Without loss of generality, we
may assume φ0(1) = −φ0(−1) > 0. From [12], we get the following results of boundary layer
solutions of (1.10):
Theorem A. (cf. [12]) Let ψ be the solution of (1.10). Then ψ is odd, i.e., ψ(x) = −ψ(−x) for
x ∈ [−1, 1], increasing in (−1, 1), convex in (0, 1), and concave in (−1, 0). Moreover, ψ satisfies
(i) Interior Estimate:
|ψ (x)| ≤ φ0 (1)
(
e
− M√
ε
(1+x)
+ e
− M√
ε
(1−x)
)
and lim
ε→0+
ψ (x) = 0 for x ∈ (−1, 1) ,
where M =
√
m0
2eφ0(1)
is a positive constant independent of ε.
(ii) Boundary Estimate:
If 0 ≤ lim
ε→0+
γε√
ε
= γ <∞, then lim
ε→0+
ψ (1) = ψ∗ and lim
ε→0+
√
εψ′ (1) =
√
α
(
e
ψ∗upslope2 − e−ψ∗upslope2
)
,
where 0 < ψ∗ ≤ φ0 (1) is uniquely determined by φ0 (1)− ψ∗ = γ
√
α
(
e
ψ∗upslope2 − e−ψ∗upslope2
)
.
Theorem A implies that as ε goes to zero, ψ have asymptotic behavior of boundary layer so
we call (n, p, φ) = (n0, p0, ψ) as a boundary layer solution of system (1.7) with (1.8). Note that
(n0, p0) is represented in (1.9).
To get the stability of the boundary layer solution (n0, p0, ψ) to system (1.7) with (1.8), we
study the perturbed problem (1.11) with (1.12) which comes from the assumption that system
(1.7) with (1.8) has solution
(n, p, φ) =
(
n0, p0, ψ
)
+
(
n˜, p˜, φ˜
)
,
where
(
n˜, p˜, φ˜
)
satisfies the perturbed problem


n˜t = n˜xx − (n0φ˜x)x − (n˜ψx)x − (n˜φ˜x)x,
p˜t = p˜xx + (p
0φ˜x)x + (p˜ψx)x + (p˜φ˜x)x,
εφ˜xx = n˜− p˜ , for x ∈ (−1, 1) , t > 0 ,
(1.11)
with boundary conditions:{
n˜x − n0φ˜x − n˜ψx − n˜φ˜x = p˜x + p0φ˜x + p˜ψx + p˜φ˜x = 0 at x = ±1,
φ˜± γεφ˜x = 0 at x = ±1 .
(1.12)
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Here n˜ and p˜ denote charge density perturbation of anions and cations, respectively. To let
the global electroneutrality hold true, i.e.,
∫ 1
−1 ndx = A = B =
∫ 1
−1 pdx > 0, we need to have∫ 1
−1 n˜dx =
∫ 1
−1 p˜dx = 0, which comes from condition (1.25). Otherwise, if A 6= B and A,B > 0
independent of ε, then as ε approaches zero, steady state solution of (1.7) with (1.8) becomes
unbounded and far away from (n0, p0, ψ) the boundary layer solution of (1.7) with (1.8) for the
case of A = B = m0 > 0 (cf. [12]). It seems impossible to get the stability of (n
0, p0, ψ) if
condition (1.25) fails and
∫ 1
−1 ndx = A 6= B =
∫ 1
−1 pdx (A,B > 0 independent of ε) holds true.
This motivates us to assume A = B = m0 > 0 and (1.25) in the whole paper.
Conventionally, the stability of (1.7) with ε = 1 and the Dirichlet boundary condition for φ
holds true because of limt→∞ ‖n˜‖L∞x + ‖p˜‖L∞x = 0 (cf. [3]) and the exponential decay estimate
‖n˜‖L1x + ‖p˜‖L1x ≤ Ce−λt (cf. [4]) for t > 0, where the constant C and exponent λ are positive.
Here we study the stability of (1.7) with 0 < ε ≪ 1 a small parameter tending to zero and
the Robin boundary condition for φ (see (1.8)). It seems difficult to get the exponential decay
estimate in L1x-norm with exponent independent of ε. The main difficulty is that the profile of
the solution ψ has boundary layers near boundary points x = ±1, and ψx blows up at boundary
points x = ±1 with order ε−1/2, i.e., |ψx(±1)| ∼ ε−1/2 as ε tends to zero (cf. [12]). Instead
of the L1x-norm estimate, we prove the exponential decay estimate in H
−1
x -norm denoted as
‖n˜‖2H−1x + ‖p˜‖
2
H−1x
≤ I0e−αt for t > 0, where α is a positive constant independent of ε, and I0 is
a positive constant depending on the H−1x -norm of initial data n˜|t=0 and p˜|t=0.
1.1 Main Results
To study system (1.11) with (1.12), we introduce the change of variables
δ˜ = n˜− p˜, η˜ = n˜+ p˜ , (1.13)
where δ˜ is the gap between concentrations of positive (cations) and negative (anions) ions.
Note that
∫ 1
−1 δ˜dx = 0, i.e.,
∫ 1
−1 n˜dx =
∫ 1
−1 p˜dx means the total positive charge equal to the
total negative charge, and then global electroneutrality holds true. By (1.13), system (1.11)
with (1.12) becomes 

δ˜t = δ˜xx − (η0φ˜x)x − (η˜ψx)x − (η˜φ˜x)x,
η˜t = η˜xx − (δ0φ˜x)x − (δ˜ψx)x − (δ˜φ˜x)x,
εφ˜xx = δ˜,
(1.14)
with boundary conditions:{
δ˜x − η0φ˜x − η˜ψx − η˜φ˜x = η˜x − δ0φ˜x − δ˜ψx − δ˜φ˜x = 0 at x = ±1,
φ˜± γεφ˜x = 0 at x = ±1,
(1.15)
where due to (1.13),
δ0 = n0 − p0, η0 = n0 + p0 , (1.16)
and (n0, p0) is defined in (1.9). By (1.9), (1.10) and (1.16), ψ satisfies
εψxx = δ
0 for x ∈ (−1, 1) . (1.17)
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Linear Stability
To get linear stability, we consider the linearized problem of (1.14) with (1.15) as follows:

δ˜t = δ˜xx − (η0φ˜x)x − (η˜ψx)x,
η˜t = η˜xx − (δ0φ˜x)x − (δ˜ψx)x,
εφ˜xx = δ˜,
(1.18)
with boundary conditions:{
δ˜x − η0φ˜x − η˜ψx = η˜x − δ0φ˜x − δ˜ψx = 0 at x = ±1,
φ˜± γεφ˜x = 0 at x = ±1 .
(1.19)
By (1.18) and (1.19), it is obvious that
d
dt
∫ 1
−1
δ˜dx =
d
dt
∫ 1
−1
η˜dx = 0 for t > 0 ,
and then ∫ 1
−1
δ˜(x, t)dx =
∫ 1
−1
δ˜0(x)dx, (1.20)∫ 1
−1
η˜(x, t)dx =
∫ 1
−1
η˜0(x)dx , (1.21)
for all t > 0, where δ˜0(x) = δ˜(x, 0) and η˜0(x) = η˜(x, 0) are the initial data. Let
D(x, t) =
∫ x
−1
δ˜(s, t)ds (1.22)
and
H(x, t) =
∫ x
−1
η˜(s, t)ds , (1.23)
for x ∈ (−1, 1) and t > 0. Then by (1.20)-(1.23) the boundary conditions of D and H at
x = ±1 become the zero Dirichlet boundary condition
D = H = 0 at x = ±1 , for t > 0 , (1.24)
if the initial data δ˜0(x) = δ˜(x, 0) and η˜0(x) = η˜(x, 0) satisfy∫ 1
−1
δ˜0(x)dx =
∫ 1
−1
η˜0(x)dx = 0 . (1.25)
The physical meaning of (1.25) is: the total charge of solution (n, p) = (n0+ n˜, p0+ p˜) is same as
that of (n0, p0) so the (global) electroneutrality
∫ 1
−1 n (x, t) dx =
∫ 1
−1 n
0 (x) dx =
∫ 1
−1 p
0 (x) dx =∫ 1
−1 p (x, t) dx holds true for t > 0.
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We use (1.22), (1.23), and integrate equations of (1.18) from −1 to x. Then we get
Dt = Dxx − η0φ˜x − ψxHx , (1.26)
Ht = Hxx − δ0φ˜x − ψxDx , (1.27)
which give the energy law of (D,H) expressed as follows:
1
2
d
dt
∫ 1
−1
(D2 +H2)dx = −
∫ 1
−1
(
D2x +H
2
x +
1
ε
η0D2
)
dx− φ˜x(−1, t)
∫ 1
−1
(η0D + δ0H)dx (1.28)
for t > 0 (see Theorem 2.1). However, φ˜x(−1, t) = − 12(1+γε)ε
∫ 1
−1Ddx (see (2.13) in Section 2)
and γε ∼
√
εγ as ε → 0+ (see Theorem A) imply that
∣∣∣φ˜x(−1, t)∣∣∣ becomes extremely large as
ε approaches zero if the integral
∫ 1
−1Ddx is away from zero. This makes (1.28) hard to be used
for the L2x estimates of D and H .
To overcome such difficulty, we use the following transformation:
D¯(x, t) = D(x, t)− 1
2
∫ 1
−1
D(x, t)dx ,
H¯(x, t) = H(x, t)− 1
2
∫ 1
−1
H(x, t)dx ,
which can be denoted as D¯(x, t) = D(x, t)− d(t) and H¯(x, t) = H(x, t)− h(t), where
d(t) =
1
2
∫ 1
−1
D(x, t)dx ,
h(t) =
1
2
∫ 1
−1
H(x, t)dx .
Then we prove the following result for (1.26) and (1.27).
Theorem 1.1. Suppose (1.25), 0 < γε ≤ γmax < ∞, and γε√ε >
((1+2γmax)2+3)K0φ0(1)
4M
hold true,
where M =
√
m0
2eφ0(1)
> 0, K0 = sup
0<|y|≤φ0(1)
|ey−1|
|y| > 0 and γmax > 0 is a constant independent of
ε. Then
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −
∫ 1
−1
(
D¯2x +
1
2
H¯2x
)
− 1
ε
m0,ε
∫ 1
−1
D¯2 , (1.29)
for t > 0 and 0 < ε < ε˜, where m0,ε = m0
[
1−K0φ0(1)
√
ε
M
]
> m0
2
, and ε˜ depends only on m0
and φ0(1).
Remark 1.1. Constant K0 is defined by K0 = sup
0<|y|≤φ0(1)
|ey−1|
|y| > 0 which depends only on
φ0 (1) and approaches to one as φ0 (1) tends to zero. Hence for any γ > 0, if lim
ε→0+
γε√
ε
= γ, the
hypothesis γε√
ε
>
((1+2γmax)2+3)K0φ0(1)
4M
can be fulfilled if φ0(1) > 0 is sufficiently small or m0 > 0
is sufficiently large for all small ε, where M =
√
m0
2eφ0(1)
> 0.
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From Theorem 1.1, we obtain the following estimates.
Corollary 1.2. If 0 < γε ≤ γmax < ∞ and γε√ε >
((1+2γmax)2+3)K0φ0(1)
4M
, then there exists a
positive constant α > 0, independent of ε, such that
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2 ≤ I0e−αt (1.30)
for t > 0, where
I0 =
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
t=0
. (1.31)
Because of D = D¯ + d and H = H¯ + h, Corollary 1.2 gives ‖D‖2L2x + ‖H‖
2
L2x
≤ I0e−αt, i.e.,
‖n˜‖2H−1x + ‖p˜‖
2
H−1x
≤ I0e−αt for t > 0, which implies the linear stability of (1.7) with (1.8) in
H−1x -norm, where I0 is a positive constant depending only on the initial data. Here we have
used the equivalence between ‖D‖L2x + ‖H‖L2x and ‖n˜‖H−1x + ‖p˜‖H−1x (see Appendix I).
To get the H−1x -norm estimate, we firstly transform the linear part of the perturbed prob-
lem (1.11) with (1.12) (i.e., (1.13), (1.22) and (1.23)) into a coupled system of linear parabolic
equations of (D,H) denoted as (1.26) and (1.27) with zero Dirichlet boundary condition (1.24).
To preserve the global electroneutrality, we assume that the total charge density perturbation
is zero for anions and cations, i.e., the initial data satisfies (1.25), which implies boundary con-
dition (1.24). Then we find the associated energy law (1.28) (proved in Theorem 2.1) but the
coefficient of the last integral of (1.28) still blow up as ε tends to zero if the integral
∫ 1
−1Ddx
is away from zero (see (2.13)). This motivates us to decompose (D,H) into
(
D¯, H¯
)
and (d, h),
where D¯ = D− d, H¯ = H − h, d = 1
2
∫ 1
−1Ddx and h =
1
2
∫ 1
−1H dx. Then we derive (2.19) (see
Theorem 2.2) as the energy law of
(
D¯, H¯, d, h
)
to prove Theorem 1.1 and Corollary 1.2 which
imply ‖D‖2L2x + ‖H‖
2
L2x
≤ I0e−αt and hence ‖n˜‖2H−1x + ‖p˜‖
2
H−1x
≤ I0e−αt for t > 0, which gives
the linear stability of (1.7) with (1.8) in H−1x -norm under global electroneutrality. Here α is
a positive constant independent of ε and I0 is a positive constant depending on the L
2
x-norm
of initial data D|t=0 and H|t=0, i.e., the H−1x -norm of initial data n˜|t=0 and p˜|t=0. Note that
‖D‖L2x + ‖H‖L2x is equivalent to ‖n˜‖H−1x + ‖p˜‖H−1x (see Appendix I) and γε > 0 is assumed to
have a suitable positive lower bound (see Theorem 1.1), which makes the last three terms of
(2.40) together become nonpositive so (1.29) holds true. Such an assumption of γε is also used
to study nonlinear system (1.14) with boundary condition (1.15).
Nonlinear Stability
For nonlinear stability, we may generalize the idea of linear stability to study (δ˜, η˜, φ˜) the
solution of nonlinear system (1.14) with boundary condition (1.15). The main difficulty is to
control the nonlinear terms η˜φ˜x and δ˜φ˜x of system (1.14). Here we assume that the initial data
satisfies (1.33), which implies that the right side of (1.32) becomes negative (see Theorem 1.3).
Consequently, (1.32) is useful to show (1.34) (see Corollary 1.4) and get the nonlinear stability
of (n0, p0, ψ) to system (1.7) with (1.8).
Now we state results for nonlinear stability as follows:
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Theorem 1.3. Under the same hypotheses as in Theorem 1.1, suppose furthermore that the
initial data (n, p)|t=0 = (n0, p0) in (−1, 1) satisfies n0, p0 ∈ L2 (−1, 1) and
n0(x) = n
0(x) + n˜(x, 0) ≥ 0 , p0(x) = p0(x) + p˜(x, 0) ≥ 0 for x ∈ (−1, 1) .
Then
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −
∫ 1
−1
(
D¯2x +
(
1
2
− d
2
m0ε
)
H¯2x
)
dx− 1
4ε
m′0,ε
∫ 1
−1
D¯2dx
(1.32)
for t > 0 and 0 < ε < ε˜′, where m′0,ε = m0
[
1− 2K0φ0(1)
√
ε
M
]
> m0
2
, and ε˜′ depends only on m0
and φ0(1). Moreover, if the initial data satisfies
I0 :=
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
t=0
<
θm0ε
2
(1.33)
for some 0 < θ < 1, then 1
2
− d2
m0ε
> 1
2
(1− θ) > 0 for all t ≥ 0.
Besides, from Theorem 1.3, we get
Corollary 1.4. Under the same hypotheses of Theorem 1.3, if (1.33) holds true, then there
exists a positive constant α′ > 0, independent of ε, such that
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2 ≤ I0e−α′t , (1.34)
and
‖D‖2L2x + ‖H‖
2
L2x
≤ I0e−α′t (1.35)
for t > 0 and 0 < ε < ε˜′.
Due to D = D¯ + d and H = H¯ + h, (1.34) may imply (1.35) and show that the upper
bound of ‖D‖2L2x + ‖H‖
2
L2x
being equivalent to ‖n˜‖H−1x + ‖p˜‖H−1x (see Appendix I) approaches
zero exponentially with exponent independent of ε as t goes to infinity. This represents the
exponential decay estimate (to ε) of ‖n˜‖H−1x + ‖p˜‖H−1x and gives the nonlinear stability of (1.7)
with (1.8) in H−1x norm.
For nonlinear stability, we use the same idea of linear stability to study (δ˜, η˜, φ˜) the solution
of nonlinear system (1.14) with boundary condition (1.15). The main difficulty is to control
the extra nonlinear terms η˜φ˜x and δ˜φ˜x of system (1.14). Here we assume that the initial data
(n, p)|t=0 = (n0, p0) in (−1, 1) satisfies n0, p0 ∈ L2 (−1, 1), n0(x) = n0(x) + n˜(x, 0) ≥ 0, p0(x) =
p0(x)+ p˜(x, 0) ≥ 0 for x ∈ (−1, 1) and (1.33) which expresses the smallness of ‖n˜‖H−1x +‖p˜‖H−1x
at t = 0. Then we use (3.4) the energy law of
(
D¯, H¯, d, h
)
to show ‖D‖2L2x+‖H‖
2
L2x
≤ I0e−α′t for
t > 0 (see Theorem 1.3 and Corollary 1.4), i.e., ‖n˜‖2H−1x + ‖p˜‖
2
H−1x
≤ I0e−α′t for t > 0, where α′
is a positive constant independent of ε, and constant I0 > 0 comes from the L
2
x-norm of initial
data D|t=0 and H|t=0, i.e., the H−1x -norm of initial data n˜|t=0 and p˜|t=0 satisfying (1.33). Note
that condition n0(x), p0(x) ≥ 0 for x ∈ (−1, 1) implies n(x, t), p(x, t) ≥ 0 (see Proposition 3.2)
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and η(x, t) = n(x, t) + p(x, t) ≥ 0 for x ∈ (−1, 1), t > 0, which implies ∫ 1−1 ηD¯2dx ≥ 0 a
crucial inequality for the use of (3.4) to prove Theorem 1.3. In physical point of view, the
nonnegativeness of n0 and p0 is reasonable because n0 and p0 are concentrations of anions and
cations, respectively, at the initial time t = 0.
The rest of this paper is organized as follows: For linear stability, we prove Theorem 1.1
and Corollary 1.2 in Section 2. In Section 3, the proofs of Theorem 1.3 and Corollary 1.4 are
provided for nonlinear stability.
2 Proof of linear stability
In this section, we study (1.18) with (1.19), which is the linearized problem of (1.14) with
(1.15). We derive the energy law of (D,H) as follows:
Theorem 2.1. Let (δ˜, η˜, φ˜) be the solution of (1.18) with boundary conditions (1.19). If (1.25)
holds true, then (D,H) satisfies
1
2
d
dt
∫ 1
−1
(D2 +H2)dx = −
∫ 1
−1
(
D2x +H
2
x +
1
ε
η0D2
)
dx− φ˜x(−1, t)
∫ 1
−1
(η0D + δ0H)dx (2.1)
for t > 0.
Proof. For equation (1.26), we multiply it by D, integrate it from −1 to 1, and use integration
by parts. Then
1
2
d
dt
∫ 1
−1
D2dx = −
∫ 1
−1
(
D2x + η
0φ˜xD + ψxHxD
)
dx. (2.2)
Here we have used the fact that D = 0 at x = ±1 from (1.24). On the other hand, we integrate
εφ˜xx = δ˜ the Poisson equation of (1.18) from −1 to x. Then
ε(φ˜x(x, t)− φ˜x(−1, t)) = ε
∫ x
−1
φ˜yy(y, t)dy
=
∫ x
−1
δ˜(y, t)dy
= D(x, t),
which gives
φ˜x(x, t) =
1
ε
D(x, t) + φ˜x(−1, t) (2.3)
for x ∈ (−1, 1), t > 0. Consequently,
∫ 1
−1
η0φ˜xDdx =
1
ε
∫ 1
−1
η0D2dx+ φ˜x(−1, t)
∫ 1
−1
η0Ddx. (2.4)
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For equation (1.27), we multiply it by H , integrate it from −1 to 1, and use integration by
parts. Then
1
2
d
dt
∫ 1
−1
H2dx = −
∫ 1
−1
(
H2x + δ
0φ˜xH + ψxDxH
)
dx. (2.5)
Here we have used the fact that H = 0 at x = ±1 from (1.24). Moreover, we use (1.17), (2.3)
and integration by parts to get∫ 1
−1
(δ0φ˜xH + ψxDxH)dx =
∫ 1
−1
(
εψxxφ˜x + εψxφ˜xx
)
Hdx
=
∫ 1
−1
ε(ψxφ˜x)xHdx
= −
∫ 1
−1
εψxφ˜xHxdx
= −
∫ 1
−1
ψxDHxdx− εφ˜x(−1, t)
∫ 1
−1
ψxHxdx
= −
∫ 1
−1
ψxDHxdx+ φ˜x(−1, t)
∫ 1
−1
δ0Hdx . (2.6)
Therefore, the proof of (2.1), i.e., Theorem 2.1 is complete by combining (2.2), (2.4), (2.5) and
(2.6).
In order to use Theorem 2.1 for the proof of the linear stability of (n0, p0, ψ), we need to
consider φ˜x(−1, t) the gradient estimate at the boundary point x = −1. Notice that φ˜ satisfies
εφ˜xx = δ˜ for x ∈ (−1, 1) , (2.7)
with Robin boundary condition
φ˜± γεφ˜x = 0 at x = ±1, (2.8)
for each t > 0. Fix t > 0 arbitrarily. Then we integrate both sides of equation (2.7) in x over
the interval (−1, 1), and get
ε(φ˜x(1, t)− φ˜x(−1, t)) = ε
∫ 1
−1
φ˜xxdx =
∫ 1
−1
δ˜dx = D(1, t) = 0 ,
which implies
φ˜x(1, t) = φ˜x(−1, t) . (2.9)
Here we have used (1.22) and (1.24). Thus (2.8) and (2.9) give
φ˜(1, t) = −γεφ˜x(1, t) = −γεφ˜x(−1, t) = −φ˜(−1, t). (2.10)
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By (2.9) and (2.10), we have
2φ˜x(−1, t) =
∫ 1
−1
(xφ˜x)xdx
=
∫ 1
−1
(φ˜x + xφ˜xx)dx
= −2φ˜(−1, t) +
∫ 1
−1
xφ˜xxdx
= −2γεφ˜x(−1, t) +
∫ 1
−1
xφ˜xxdx . (2.11)
Furthermore, we use (1.22) (which gives Dx = δ˜), (2.7) and integration by parts to get∫ 1
−1
xφ˜xxdx =
1
ε
∫ 1
−1
xδ˜dx
=
1
ε
∫ 1
−1
xDxdx
= −1
ε
∫ 1
−1
Ddx . (2.12)
Consequently, (2.11) and (2.12) imply
φ˜x(−1, t) = − 1
2(1 + γε)ε
∫ 1
−1
Ddx . (2.13)
Note that γε ∼
√
εγ as ε → 0+ (see Theorem A). Thus as ε approaches zero,
∣∣∣φ˜x(−1, t)∣∣∣
becomes extremely large if the integral
∫ 1
−1Ddx is away from zero. This makes (2.1) hard to
be used for the proof of the linear stability of (n0, p0, ψ).
To overcome the difficulty, we transform D and H into D¯ and H¯ by truncating the average
of D and H , respectively:
D¯ = D − 1
2
∫ 1
−1
Ddx, (2.14)
H¯ = H − 1
2
∫ 1
−1
Hdx, (2.15)
and
d =
1
2
∫ 1
−1
Ddx , (2.16)
h =
1
2
∫ 1
−1
Hdx , (2.17)
where d and h are the average of D and H at time t, respectively. Note that D¯ = D − d and
H¯ = H − h satisfy ∫ 1
−1
D¯dx =
∫ 1
−1
H¯dx = 0 , (2.18)
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D¯x = Dx = δ˜ and H¯x = Hx = η˜ for x ∈ (−1, 1) and t > 0.
Now we state the energy law for (D¯, H¯, d, h) as follows:
Theorem 2.2. Under the same assumption as Theorem 2.1, we have
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
(2.19)
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
ε
η0D¯2
)
dx− 2m0γεd
2
(1 + γε)ε
− (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx+
d
(1 + γε)ε
∫ 1
−1
δ0H¯dx
for t > 0.
Proof. Note that ∫ 1
−1
D¯2dx =
∫ 1
−1
(D − d)2dx =
∫ 1
−1
D2dx− 2d2, (2.20)∫ 1
−1
H¯2dx =
∫ 1
−1
(H − h)2dx =
∫ 1
−1
H2dx− 2h2. (2.21)
By (2.20) and (2.21), equation (2.1) becomes
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
=
1
2
d
dt
∫ 1
−1
(D2 +H2)dx (2.22)
= −
∫ 1
−1
(
D2x +H
2
x +
1
ε
η0D2
)
dx− φ˜x(−1, t)
∫ 1
−1
(η0D + δ0H)dx.
Then we put (2.13) into (2.22) and get
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
ε
η0(D¯ + d)2
)
dx+
d
(1 + γε)ε
∫ 1
−1
(η0(D¯ + d) + δ0(H¯ + h))dx
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
ε
η0D¯2
)
dx− 1
ε
∫ 1
−1
η0(2dD¯ + d2)dx
+
d
(1 + γε)ε
∫ 1
−1
(η0D¯ + δ0H¯)dx+
d2
(1 + γε)ε
∫ 1
−1
η0dx+
dh
(1 + γε)ε
∫ 1
−1
δ0dx
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
ε
η0D¯2
)
dx− 2m0γεd
2
(1 + γε)ε
− (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx+
d
(1 + γε)ε
∫ 1
−1
δ0H¯dx ,
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which gives (2.19) and complete the proof of Theorem 2.2. Here the last equality uses the fact
that d and h are independent of x, and∫ 1
−1
η0dx = 2m0,
∫ 1
−1
δ0dx = 0 .
2.1 Proof of Theorem 1.1
In order to use Theorem 2.2 for the proof of stability, we need to estimate the integral terms
of (2.19) involving η0 and δ0, where η0 = m0e
ψ
∫ 1
−1 e
ψ
+ m0e
−ψ
∫ 1
−1 e
−ψ , δ
0 = m0e
ψ
∫ 1
−1 e
ψ
− m0e−ψ∫ 1
−1 e
−ψ and ψ is the
solution of (1.10) satisfying
εψxx = δ
0 for x ∈ (−1, 1) . (2.23)
By Theorem A,
|ψ(x)| ≤ φ0(1)
(
e
− M√
ε
(1+x)
+ e
− M√
ε
(1−x)
)
(2.24)
for all x ∈ [−1, 1] and ε > 0, where M =√ m0
2eφ0(1)
independent of ε and γ. Then we claim that
∫ 1
−1
e±ψ(x)dx ≤ 2 +K0φ0(1)
√
ε
M
, (2.25)
where K0 is a positive constant defined as follows:
K0 = sup
0<|y|≤φ0(1)
|ey − 1|
|y| > 0 .
Note that K0 only depends on φ0(1). By Theorem A, ψ is odd, increasing, and |ψ(x)| ≤ φ0(1)
for x ∈ [−1, 1], which implies ∫ 1
−1
eψ(x)dx =
∫ 1
−1
e−ψ(x)dx (2.26)
and
eψ(x) ≤
{
1 +K0ψ(x), x ≥ 0,
1, x < 0.
(2.27)
And then we may use (2.24) to get (2.25). Now we claim that
∣∣η0 −m0 − |η0 −m0|∣∣ ≤ m0K0φ0(1)
√
ε
M
. (2.28)
We divide the domain interval [−1, 1] into two parts as follows:
A =
{
x ∈ [−1, 1] : η0 ≥ m0
}
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and
B =
{
x ∈ [−1, 1] : η0 < m0
}
.
Then we get ∣∣η0 −m0 − |η0 −m0|∣∣ = 0 on A,
and ∣∣η0 −m0 − |η0 −m0|∣∣ = 2 (m0 − η0) on B.
On B, by the definition of η0 and (2.26), we get
m0 − η0 = m0
[
1− 1∫ 1
−1 e
ψ
(
eψ + e−ψ
)]
≤ m0
[
1− 2∫ 1
−1 e
ψ
]
≤ m0
[
1− 1
1 +K0φ0(1)
√
ε
2M
]
≤ m0K0φ0(1)
√
ε
2M
.
Here we have used the fact that eψ + e−ψ ≥ 2 and (2.25). Therefore, we complete the proof of
(2.28). Moreover, by (2.28) and the fact that
∫ 1
−1 η
0 = 2m0, we have
∫ 1
−1
∣∣η0 −m0∣∣ dx ≤ 2m0K0φ0(1)
√
ε
M
. (2.29)
To get the gradient estimate of ψ, we multiply (2.23) by ψx and integrate it over (−1, x).
Then
ε
2
ψ2x(x) =
m0∫ 1
−1 e
ψ
(
eψ + e−ψ
)
+ Cε , for x ∈ (−1, 1) , (2.30)
where Cε is a constant depending on ε. Taking the value at x = 0 for both sides of (2.30), we
have
Cε =
ε
2
ψ2x(0)−
2m0∫ 1
−1 e
ψ
. (2.31)
Integrate both sides of (2.30) and by (2.31), we get
ε
2
∫ 1
−1
ψ2x = 2m0
(
1− 2∫ 1
−1 e
ψ
)
+ εψ2x(0).
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Then using (2.25), we have
ε
2
∫ 1
−1
ψ2x ≤ 2m0
(
1− 1
1 +K0φ0(1)
√
ε
2M
)
+ εψ2x(0)
≤ m0K0φ0(1)
√
ε
M
+ εψ2x(0). (2.32)
By Theorem A, ψ is increasing on [−1, 1], convex in (0, 1), and concave in (−1, 0), which implies
ψx ≥ ψx(0) ≥ 0. By the mean value theorem and (2.24),
ψx(0) ≤
ψ
(
1
2
)− ψ(0)
1
2
= 2ψ
(
1
2
)
≤ 2φ0(1)
(
e
− 3M
2
√
ε + e
− M
2
√
ε
)
. (2.33)
Therefore, (2.32) implies∫ 1
−1
ψ2x ≤ 2m0K0φ0(1)
1
M
√
ε
+ 4φ20(1)
(
e
− 3M
2
√
ε + e
− M
2
√
ε
)2
. (2.34)
And we have ∫ 1
−1
ψ2x ≤ 3m0K0φ0(1)
1
M
√
ε
(2.35)
for 0 < ε < ε0, where ε0 is a positive constant depending only on m0 and φ0(1).
Moreover, we use (2.23) and integration by parts to get∫ 1
−1
δ0H¯dx = ε
∫ 1
−1
ψxxH¯dx = −ε
∫ 1
−1
ψxH¯xdx.
The boundary integral of the last equality is zero because ψx is even and H¯(−1) = H¯(1) = −h.
Hence by (2.35) and Ho¨lder’s inequality, we have∣∣∣∣ d(1 + γε)ε
∫ 1
−1
δ0H¯dx
∣∣∣∣ ≤
∣∣∣∣ d1 + γε
∫ 1
−1
ψxH¯xdx
∣∣∣∣
≤ d
1 + γε
(∫ 1
−1
ψ2xdx
)1/2(∫ 1
−1
H¯2xdx
)1/2
≤ 1
2
∫ 1
−1
H¯2xdx+
d2
2(1 + γε)
∫ 1
−1
ψ2xdx
≤ 1
2
∫ 1
−1
H¯2xdx+
3d2
2(1 + γε)
m0K0φ0 (1)
1
M
√
ε
. (2.36)
Here we have used the fact that γε > 0.
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Now we want to estimate the integral
∣∣∣∣ (1+2γε)d(1+γε)ε ∫ 1−1 η0D¯dx
∣∣∣∣ as follows:
Due to
∫ 1
−1 D¯dx = 0, ∫ 1
−1
η0D¯dx =
∫ 1
−1
(η0 −m0)D¯dx ,
so we may use the Ho¨lder’s inequality and ab ≤ a2 + 1
4
b2, ∀a, b ≥ 0, to get∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
η0D¯dx
∣∣∣∣
=
∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
(η0 −m0)D¯dx
∣∣∣∣
≤
∣∣∣∣(1 + 2γε)d(1 + γε)ε
∣∣∣∣
( ∫ 1
−1
|η0 −m0|dx
)1/2(∫ 1
−1
|η0 −m0|D¯2dx
)1/2
≤ 1
ε
∫ 1
−1
|η0 −m0|D¯2dx+ (1 + 2γε)
2d2
4(1 + γε)2ε
∫ 1
−1
|η0 −m0|dx . (2.37)
For the integral (1+2γε)
2d2
4(1+γε)
2ε
∫ 1
−1 |η0 −m0|dx, we use (2.29)∫ 1
−1
∣∣η0 −m0∣∣ dx ≤ 2m0K0φ0(1)
√
ε
M
,
to get
(1 + 2γε)
2d2
4(1 + γε)2ε
∫ 1
−1
∣∣η0 −m0∣∣ dx ≤ (1 + 2γε)2d2
2(1 + γε)2
√
ε
m0K0φ0(1)
M
.
Hence (2.37) becomes∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
η0D¯dx
∣∣∣∣ ≤ 1ε
∫ 1
−1
|η0 −m0|D¯2dx+ (1 + 2γε)
2d2
2(1 + γε)2
√
ε
m0K0φ0(1)
M
. (2.38)
Furthermore, we may use (2.28)
∣∣η0 −m0 − |η0 −m0|∣∣ ≤ m0K0φ0(1)
√
ε
M
and (2.38) to get
−1
ε
∫ 1
−1
η0D¯2 − (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx ≤ −1
ε
∫ 1
−1
η0D¯2 +
∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
η0D¯dx
∣∣∣∣
≤ −1
ε
∫ 1
−1
η0D¯2 +
1
ε
∫ 1
−1
|η0 −m0|D¯2dx+ (1 + 2γε)
2d2
2(1 + γε)2
√
ε
m0K0φ0(1)
M
= −1
ε
∫ 1
−1
[
m0 +
(
η0 −m0 −
∣∣η0 −m0∣∣)]D¯2 + (1 + 2γε)2d2
2(1 + γε)2
√
ε
m0K0φ0(1)
M
≤ −1
ε
m0
[
1−K0φ0(1)
√
ε
M
] ∫ 1
−1
D¯2 +
(1 + 2γε)
2d2
2(1 + γε)
√
ε
m0K0φ0(1)
M
. (2.39)
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Again, here we have used γε > 0. And we can choose ε1 > 0 depending only on m0 and φ0(1)
such that
1−K0φ0(1)
√
ε
M
>
1
2
for 0 < ε < ε1. We substitute (2.36) and (2.39) into (2.19). Then
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −
∫ 1
−1
(
D¯2x +
1
2
H¯2x
)
(2.40)
−1
ε
m0
[
1−K0φ0(1)
√
ε
M
] ∫ 1
−1
D¯2
+
(1 + 2γε)
2d2
2(1 + γε)
√
ε
m0K0φ0(1)
M
− 2m0γεd
2
(1 + γε)ε
+
3d2
2(1 + γε)
m0K0φ0 (1)
1
M
√
ε
.
Recall that
(2.36): ∣∣∣∣ d(1 + γε)ε
∫ 1
−1
δ0H¯dx
∣∣∣∣ ≤ 12
∫ 1
−1
H¯2xdx+
3d2
2(1 + γε)
m0K0φ0 (1)
1
M
√
ε
,
(2.19):
d
dt
[
1
2
∫ 1
−1 (D¯
2 + H¯2)dx+ d2 + h2
]
= − ∫ 1−1 (D¯2x + H¯2x + 1εη0D¯2)dx− 2m0γεd2(1+γε)ε
− (1+2γε)d
(1+γε)ε
∫ 1
−1 η
0D¯dx+ d
(1+γε)ε
∫ 1
−1 δ
0H¯dx.
In order to get (1.29), we need the nonpositiveness of the last three terms of (2.40) together,
which may hold true by assuming γε√
ε
>
((1+2γmax)2+3)K0φ0(1)
4M
. Here we have used the fact that
γε ≤ γmax. Therefore, we set ε˜ = min {ε0, ε1} (ε0, ε1 > 0 only depends on m0 and φ0(1)) and
complete the proof of Theorem 1.1.
2.2 Proof of Corollary 1.2
Recall that since D(±1, t) = H(±1, t) = 0 and ∫ 1−1 D¯dx = ∫ 1−1 H¯dx = 0, we may use the
Poincare´’s inequality to get
‖D‖L2x ≤ C‖Dx‖L2x , ‖D¯‖L2x ≤ C‖D¯x‖L2x ,
‖H‖L2x ≤ C‖Hx‖L2x , ‖H¯‖L2x ≤ C‖H¯x‖L2x ,
where C is a positive constant from the Poincare´’s inequality. Hence by the Ho¨lder inequality,
we have
|d| =
∣∣∣∣12
∫ 1
−1
D
∣∣∣∣ ≤ 12‖D‖L2x
(∫ 1
−1
1
)1/2
=
√
2
2
‖D‖L2x ,
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which implies |d| ≤
√
2C
2
‖D¯x‖L2x since Dx = D¯x. Similarly, |h| ≤
√
2C
2
‖H¯x‖L2x . Hence (1.29)
implies
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −α
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
for some α > 0 depending only on the constants from the Poincare´’s inequality. Therefore, we
obtain (1.30) and complete the proof.
3 Proof of nonlinear stability
To get nonlinear stability, we generalize the idea of linear stability to study (δ˜, η˜, φ˜) the
solution of nonlinear system (1.14) with boundary condition (1.15), which also has conservation
laws as follows:
d
dt
∫ 1
−1
δ˜dx =
d
dt
∫ 1
−1
η˜dx = 0 for t > 0 . (3.1)
As for linear stability, we assume the initial data of (δ˜, η˜) satisfying∫ 1
−1
δ˜(x, 0)dx =
∫ 1
−1
η˜(x, 0)dx = 0 , (3.2)
which is same as (1.25). Moreover, as for Theorem 1.1, we set
D(x, t) =
∫ x
−1
δ˜(s, t)ds, H(x, t) =
∫ x
−1
η˜(s, t)ds for x ∈ (−1, 1) , t > 0 ,
D¯ = D − d and H¯ = H − h, where d = 1
2
∫ 1
−1Ddx and h =
1
2
∫ 1
−1Hdx.
To control the nonlinear terms η˜φ˜x and δ˜φ˜x of system (1.14), we assume that the initial
data satisfies n (x, 0) = n0 (x) + n˜ (x, 0), p (x, 0) = p0 (x) + p˜ (x, 0) ≥ 0 for x ∈ (−1, 1) and
(1.33), which implies that the right side of (1.32) becomes negative (see Theorem 1.3). To
prove Theorem 1.3, we first derive energy laws as for linear stability in Section 2. Such energy
laws are represented as follows:
Theorem 3.1. If (δ˜, η˜, φ˜) is a solution of (1.14) with boundary condition (1.15), and the initial
data satisfy (3.2). Then we have
1
2
d
dt
∫ 1
−1
(D2 +H2)dx (3.3)
= −
∫ 1
−1
(
D2x +H
2
x +
1
2ε
η0D2 +
1
2ε
ηD2
)
dx− φ˜x(−1, t)
∫ 1
−1
(η0D + δ0H)dx,
and
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
2ε
η0D¯2 +
1
2ε
ηD¯2
)
dx− 2m0γεd
2
(1 + γε)ε
(3.4)
− (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx− d
ε
∫ 1
−1
H¯xD¯dx+
d
(1 + γε)ε
∫ 1
−1
δ0H¯dx,
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where η = n + p, (n, p, φ) is the corresponding solution of the PNP system (1.7)-(1.8) with
initial data satisfying n (x, 0) = n0 (x) + n˜ (x, 0), p (x, 0) = p0 (x) + p˜ (x, 0) ≥ 0 for x ∈ (−1, 1).
Proof. The proof of Theorem 3.1 is similar to those of Theorem 2.1 and Theorem 2.2, the
difference is to deal with the nonlinear terms. By integrating the equations for δ˜ and η˜ in
(1.14) from −1 to x, we obtain
Dt = Dxx − η0φ˜x − ψxHx − φ˜xHx, (3.5)
Ht = Hxx − δ0φ˜x − ψxDx − φ˜xDx. (3.6)
Multiply (3.5) by D, integrate it from −1 to 1, and do integration by parts, then
1
2
d
dt
∫ 1
−1
D2dx = −
∫ 1
−1
(
D2x + η
0φ˜xD + ψxHxD + φ˜xHxD
)
dx. (3.7)
Here we have used the fact that D(−1) = D(1) = 0. On the other hand, we multiply (3.6) by
H , integrate it from −1 to 1, and do integration by parts, then
1
2
d
dt
∫ 1
−1
H2dx = −
∫ 1
−1
(
H2x + δ
0φ˜xH + ψxDxH + φ˜xDxH
)
dx. (3.8)
Similarly, we have used the fact that H(−1) = H(1) = 0. By the same argument in Theorem
2.1, we have ∫ 1
−1
(
η0φ˜xD + ψxHxD + δ
0φ˜xH + ψxDxH
)
dx (3.9)
=
1
ε
∫ 1
−1
η0D2dx+ φ˜x(−1, t)
∫ 1
−1
(η0D + δ0H)dx.
For the nonlinear terms, we have∫ 1
−1
(
φ˜xHxD + φ˜xDxH
)
dx =
∫ 1
−1
φ˜x(DH)xdx
= −
∫ 1
−1
φ˜xxDHdx
= −1
ε
∫ 1
−1
δ˜DHdx (3.10)
= −1
ε
∫ 1
−1
DxDHdx
=
1
2ε
∫ 1
−1
D2Hxdx
=
1
2ε
∫ 1
−1
η˜D2dx.
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Notice that η = η0 + η˜. Combining (3.7)-(3.10), we obtain (3.3). Now we use the relations
between D, H , D¯, H¯ , d and h, and (3.3). Then
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
=
1
2
d
dt
∫ 1
−1
(D2 +H2)dx
= −
∫ 1
−1
(
D2x +H
2
x +
1
2ε
η0D2 +
1
2ε
ηD2
)
dx− φ˜x(−1, t)
∫ 1
−1
(η0D + δ0H)dx (3.11)
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
2ε
η0(D¯ + d)2 +
1
2ε
η(D¯ + d)2
)
dx
− φ˜x(−1, t)
∫ 1
−1
(η0(D¯ + d) + δ0(H¯ + h))dx.
As for (2.13), we have
φ˜x(−1, t) = − 1
2(1 + γε)ε
∫ 1
−1
Ddx = − d
(1 + γε)ε
, (3.12)
because the Poisson’s equation of φ˜ here is the same as that of the linearized problem. Then
(3.11) becomes
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
2ε
η0(D¯ + d)2 +
1
2ε
η(D¯ + d)2
)
dx
+
d
(1 + γε)ε
∫ 1
−1
(η0(D¯ + d) + δ0(H¯ + h))dx (3.13)
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
2ε
η0D¯2 +
1
2ε
ηD¯2
)
dx− 2m0γεd
2
(1 + γε)ε
− (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx− d
ε
∫ 1
−1
H¯xD¯dx+
d
(1 + γε)ε
∫ 1
−1
δ0H¯dx.
Here we have used η˜ = H¯x. Then we complete the proof of Theorem 3.1.
Proof of Theorem 1.3
In order to use (3.4) for the proof of Theorem 1.3, we need to estimate terms in the right-
hand side of (3.4). For the term
∫ 1
−1 ηD¯
2dx ≥ 0, we need the nonnegative sign of η = n + p
which may come from the following result:
Proposition 3.2. Let (n, p, φ) be the solution of (1.7)-(1.8) with initial data n0, p0 ∈ L2 (−1, 1)
and n0, p0 ≥ 0 for x ∈ (−1, 1). Then n, p ≥ 0 for x ∈ (−1, 1) , t > 0.
The proof of Proposition 3.2 is standard and is given in Appendix II. A similar proof can be
found in [3]. Proposition 3.2 implies η (x, t) = n(x, t) + p(x, t) ≥ 0 for x ∈ (−1, 1) , t > 0.
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Here we assume initial data n0(x) = n (x, 0) = n
0 (x) + n˜ (x, 0) ≥ 0 and p0(x) = p (x, 0) =
p0 (x) + p˜ (x, 0) ≥ 0 for x ∈ (−1, 1).
Now we need to deal with the last three integrals in the right-hand side of (3.4). For the
integral (1+2γε)d
(1+γε)ε
∫ 1
−1 η
0D¯dx, similar to (2.37), we have∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
η0D¯dx
∣∣∣∣ ≤ 12ε
∫ 1
−1
∣∣η0 −m0∣∣ D¯2dx+ (1 + 2γε)2d2
2(1 + γε)2ε
∫ 1
−1
∣∣η0 −m0∣∣ dx. (3.14)
As for (2.37), we use ab ≤ 1
2
a2 + 1
2
b2, ∀a, b ≥ 0, instead of ab ≤ a2 + 1
4
b2, ∀a, b ≥ 0. We also use
(2.29) to estimate
∫ 1
−1 |η0 −m0| dx and the fact γε > 0 to get∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
η0D¯dx
∣∣∣∣ ≤ 12ε
∫ 1
−1
∣∣η0 −m0∣∣ D¯2dx+ m0K0φ0(1)(1 + 2γε)2d2
(1 + γε)2M
√
ε
≤ 1
2ε
∫ 1
−1
∣∣η0 −m0∣∣ D¯2dx+ m0K0φ0(1)(1 + 2γε)2d2
(1 + γε)M
√
ε
. (3.15)
Furthermore, we use (2.28) to get
− 1
2ε
∫ 1
−1
η0D¯2dx− (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx
≤ − 1
2ε
∫ 1
−1
η0D¯2dx+
∣∣∣∣(1 + 2γε)d(1 + γε)ε
∫ 1
−1
η0D¯dx
∣∣∣∣
≤ − 1
2ε
∫ 1
−1
[
m0 +
(
η0 −m0 −
∣∣η0 −m0∣∣)] D¯2dx+ m0K0φ0(1)(1 + 2γε)2d2
(1 + γε)M
√
ε
≤ −m0
2ε
[
1−K0φ0(1)
√
ε
M
] ∫ 1
−1
D¯2dx+
m0K0φ0(1)(1 + 2γε)
2d2
(1 + γε)M
√
ε
. (3.16)
By (2.36), we have∣∣∣∣ d(1 + γε)ε
∫ 1
−1
δ0H¯dx
∣∣∣∣ ≤ 12
∫ 1
−1
H¯2xdx+
3d2
2(1 + γε)
m0K0φ0 (1)
1
M
√
ε
, (3.17)
for 0 < ε < ε0, where ε0 comes from (2.35) and depends only on m0 and φ0(1). Ho¨lder’s and
Young’s inequalities give∣∣∣∣dε
∫ 1
−1
H¯xD¯dx
∣∣∣∣ ≤ dε
(∫ 1
−1
H¯2xdx
) 1
2
(∫ 1
−1
D¯2dx
) 1
2
≤ m0
4ε
∫ 1
−1
D¯2dx+
d2
m0ε
∫ 1
−1
H¯2xdx. (3.18)
Recall (3.4):
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
= −
∫ 1
−1
(
D¯2x + H¯
2
x +
1
2ε
η0D¯2 +
1
2ε
ηD¯2
)
dx− 2m0γεd
2
(1 + γε)ε
− (1 + 2γε)d
(1 + γε)ε
∫ 1
−1
η0D¯dx− d
ε
∫ 1
−1
H¯xD¯dx+
d
(1 + γε)ε
∫ 1
−1
δ0H¯dx.
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Substituting (3.16)–(3.18) into (3.4), we get
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −
∫ 1
−1
(
D¯2x +
(
1
2
− d
2
m0ε
)
H¯2x
)
dx− m0
4ε
[
1− 2K0φ0(1)
√
ε
M
] ∫ 1
−1
D¯2dx (3.19)
− 2m0γεd
2
(1 + γε)ε
+
m0K0φ0(1)(1 + 2γε)
2d2
(1 + γε)M
√
ε
+
3d2
2(1 + γε)
m0K0φ0 (1)
1
M
√
ε
.
We set 1− 2K0φ0(1)
√
ε
M
> 1
2
for 0 < ε < ε2, where ε2 > 0 depending only on m0 and φ0(1). As
for Theorem 1.1, the last three terms of (3.19) become nonpositive if γε√
ε
>
((1+2γmax)2+3)K0φ0(1)
4M
holds true. Hence we obtain (1.32) by letting ε˜′ := min{ε0, ε2}.
Now we claim that if I0 <
θm0ε
2
for some 0 < θ < 1, then d2(t) ≤ I(t) ≤ I(0) = I0 for all
t > 0, where I(t) := 1
2
∫ 1
−1(D¯
2 + H¯2)dx+ d2 + h2. Notice that by (1.32),
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ 0 , (3.20)
provided that d2 ≤ I0 ≤ m0ε2 . Assume I0 < θm0ε2 for some 0 < θ < 1. Then (3.20) implies that
d2(t) ≤ I(t) ≤ I(0) = I0 < θm0ε2 for all t > 0 (see Appendix III for the detail). Therefore, we
conclude that 1
2
− d2
m0ε
> 1
2
(1− θ) > 0 for all t ≥ 0, and complete the proof of Theorem 1.3.
Proof of Corollary 1.4
By Theorem 1.3, we have
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −
∫ 1
−1
(
D¯2x +
1
2
(1− θ)H¯2x
)
dx− m0
8ε
∫ 1
−1
D¯2dx
for t > 0 and 0 < ε < ε˜′. As for the proof of Corollary 1.2, we have
d
dt
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
≤ −α′
[
1
2
∫ 1
−1
(D¯2 + H¯2)dx+ d2 + h2
]
for some α′ > 0 depending only on θ and the constants from the Poincare´’s inequality. There-
fore, we complete the proof of Corollary 1.4.
Appendix I
Here we want to prove that ‖D‖L2x + ‖H‖L2x is equivalent to ‖n˜‖H−1x + ‖p˜‖H−1x , which means
that
C1
(
‖D‖L2x + ‖H‖L2x
)
≤ ‖n˜‖H−1x + ‖p˜‖H−1x ≤ C2
(
‖D‖L2x + ‖H‖L2x
)
for some constants Cj > 0, j = 1, 2 independent of D,H, n˜ and p˜. Because n˜ =
1
2
(δ˜ + η˜) and
p˜ = 1
2
(δ˜ − η˜), it is sufficient to show that
C1‖D‖L2x ≤ ‖δ˜‖H−1x ≤ C2‖D‖L2x and C1‖H‖L2x ≤ ‖η˜‖H−1x ≤ C2‖H‖L2x , (3.21)
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for some constants Cj > 0, j = 1, 2 independent of D,H, δ˜ and η˜. For any fixed t > 0, we set
δ˜ ∈ H−1x ((−1, 1)) and denote 〈δ˜, v〉 and ‖δ˜‖H−1x as follows:
〈δ˜, v〉 =
∫ 1
−1
δ˜vdx for all v ∈ H1 ((−1, 1)) ,
and
‖δ˜‖H−1x = sup‖v‖
H1x
=1
∫ 1
−1
δ˜ v dx,
where 〈 , 〉 denotes the pairing between H−1 and H1. By the definition of D (see (1.22)),
we have Dx = δ˜, D(±1, t) = 0 and hence 〈δ˜, v〉 = −
∫ 1
−1 Dvx dx for v ∈ H1((−1, 1)) using
integration by part.
Now we claim that ‖δ˜‖H−1x is equivalent to ‖D‖L2x , which means that C1‖D‖L2x ≤ ‖δ˜‖H−1x ≤
C2‖D‖L2x for some constants Cj > 0, j = 1, 2 independent of D and δ˜. For any v ∈ H1((−1, 1))
with ‖v‖H1x = 1, ∣∣∣〈δ˜, v〉∣∣∣ = ∣∣∣∣
∫ 1
−1
Dvxdx
∣∣∣∣ ≤ ‖D‖L2x‖vx‖L2x ≤ ‖D‖L2x .
Here we have used Holder’s inequality and the fact that 1 = ‖v‖2H1 = ‖v‖2L2 + ‖vx‖2L2 . Conse-
quently, ‖δ˜‖H−1 ≤ ‖D‖L2. On the other hand, let
D(x, t) :=
∫ x
−1
D(s, t)ds− 1
2
∫ 1
−1
∫ x
−1
D(s, t)dsdx , for x ∈ (−1, 1) , t > 0 .
Then Dx = D,
∫ 1
−1Ddx = 0, and hence we have∫ 1
−1
D2dx = −
∫ 1
−1
D δ˜ dx
≤ ‖δ˜‖H−1x ‖D‖H1x
≤ C‖δ˜‖H−1x ‖D‖L2x by Holder’s and Poincare´’s inequalities ,
which implies ‖D‖L2x ≤ C‖δ˜‖H−1x . Note that D2 = DxD, Dx = δ˜, D(±1, t) = 0, and here we
have used integration by parts for the first equality. Therefore, ‖δ˜‖H−1x is equivalent to ‖D‖L2x .
Similarly, we may get the equivalence between ‖η˜‖H−1x and ‖H‖L2x and complete the proof of
(3.21).
Appendix II
Here we state the proof of Proposition 3.2. Multiply equations of n and p of (1.7) by
n− := min{n, 0} and p− := min{p, 0}, respectively, and integrate them over (−1, 1). Then
1
2
d
dt
∫ 1
−1
n2−dx = −
∫ 1
−1
(
(n−)2x − n−(n−)xφx
)
dx,
1
2
d
dt
∫ 1
−1
p2−dx = −
∫ 1
−1
(
(p−)2x + p−(p−)xφx
)
dx.
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We use the interpolation inequality ‖u‖L3 ≤ C‖u‖1/2L2 ‖u‖1/2H1 for u ∈ H1(−1, 1) to get∣∣∣∣
∫ 1
−1
n−(n−)x φx dx
∣∣∣∣ ≤
∫ 1
−1
|n−(n−)x φx|dx
≤ ‖(n−)x‖L2x((−1,1))‖n−‖L3x((−1,1))‖φx‖L6x((−1,1))
≤ C1‖(n−)x‖L2x((−1,1))‖n−‖1/2L2x((−1,1))‖n−‖
1/2
H1x((−1,1))‖φx‖L6x((−1,1))
≤ C1‖n−‖3/2H1x((−1,1))‖n−‖
1/2
L2x((−1,1))‖φx‖L6x((−1,1))
≤ 1
2
‖n−‖2H1x((−1,1)) + C2‖n−‖2L2x((−1,1))‖φx‖4L6x((−1,1)),
where C1, C2 depend only on the domain (−1, 1). Using Poisson’s equation of φ in (1.7) with
Robin boundary condition of (1.8), we have ‖φx‖L6x((−1,1)) ≤ C3(1+ ‖n− p‖L2x((−1,1))), where C3
depends only on the domain (−1, 1), ε, γε, and φ0(±1). Therefore,
1
2
d
dt
∫ 1
−1
n2−dx ≤ C2C3
(
1 + ‖n− p‖L2x((−1,1))
)4 ∫ 1
−1
n2−dx (3.22)
= f(t)
∫ 1
−1
n2−dx,
where f(t) := C2C3
(
1 + ‖n− p‖L2x((−1,1))
)4 ∈ L1((0, T )) for any T > 0 since n, p ∈ L∞(0, T ;L2(−1, 1))
solve (1.7)-(1.8). By (3.22) and the fact that n−(x, 0) = 0 for x ∈ (−1, 1), we have n− ≡ 0, i.e.,
n ≥ 0. Similarly, we get
1
2
d
dt
∫ 1
−1
p2−dx ≤ f(t)
∫ 1
−1
p2−dx, (3.23)
and p−(x, 0) = 0. Therefore, p− ≡ 0, i.e., p ≥ 0 and we may complete the proof of Proposi-
tion 3.2.
Appendix III
Here we prove that I (t) ≤ I (0) = I0 < θm0ε2 for t > 0 if I (0) = I0 < θm0ε2 holds true for some
0 < θ < 1. Using (3.20), it is equivalent to show that ℑ = {t ≥ 0 : I (s) ≤ θm0ε
2
for 0 ≤ s ≤ t} =
[0,∞) if I (0) = I0 < θm0ε2 holds true for some 0 < θ < 1. By the continuity of function I, there
exists t1 > 0 such that I (t) <
m0ε
2
for 0 ≤ t ≤ t1, which satisfies the condition of (3.20). Please
note that d2 (t) ≤ I (t) for t ≥ 0. Consequently, (3.20) implies that I (t1) ≤ I (t) ≤ I (0) < θm0ε2
for 0 ≤ t ≤ t1. That is, t1 ∈ ℑ. Moreover, we claim that ℑ is open in [0,∞). Suppose
0 < t2 ∈ ℑ. Then I (t) ≤ θm0ε2 for all t ≤ t2, which implies [0, t2] ⊂ ℑ. By the continuity of
function I, there exists δ > 0 such that I (t) < m0ε
2
for t2 ≤ t < t2 + δ, and the condition of
(3.20) holds true for t2 ≤ t < t2 + δ. Hence by (3.20), I (t2 + δ) ≤ I (t) ≤ I (t2) ≤ θm0ε2 for
t2 ≤ t < t2 + δ, which implies that [t2, t2 + δ) ⊂ ℑ and ℑ is open in [0,∞). On the other
hand, it is trivial that ℑ is closed in [0,∞) because of the continuity of function I. Therefore,
ℑ = {t ≥ 0 : I (s) ≤ θm0ε
2
for all 0 ≤ s ≤ t} = [0,∞) and (3.20) gives I (t) ≤ I (0) = I0 < θm0ε2
for t > 0.
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