INTRODUCTION
The implantation of the Euro in eleven of the fifteen countries of the EU has meant the widening of business opportunities in markets situated beyond national frontiers. Indeed the adoption of a common currency, among other things, makes it easier for clients to compare banking products, allowing greater and better knowledge of the supply, thus favouring the penetration into new markets of banks traditionally dedicated to local business.
The strategies of the large EU banks, initiated several years ahead of the implantation of the Euro, were already moving in that direction: to expand their presence in other countries. However, penetrating new markets always involves acting at a comparative disadvantage to the already established banks. In this sense, their relative ignorance of the market, together with an excessive zeal to expand their market share, could produce either a wrong evaluation of credit risk, or easier acceptance of it, so that the problem loans of these European banks may increase for these reasons.
Of the few international studies 1 , most have concentrated on analysing the efficiency of the European banking systems without concerning themselves with the specific impact that these processes may have on problem loans and the influence of the latter on efficiency. Only Pastor (1999b) analyses the possible consequences of the Euro-driven opening-up to new markets on the efficiency and credit risk of the banking systems of the Euro area.
The efficiency analysis has traditionally been approached by means of simple accounting ratios. Currently, however, the use of accounting ratios is being replaced by another type of synthetic indicators (efficiency indicators) which, unlike accounting ratios, insulate from the effects of belonging to one or other business sector, of size, of specialisation, and of the economic environment on costs or profits and, therefore on efficiency 2 . In this way, the performance of firms can be evaluated both in the purely productive sphere (technical efficiency) and on the cost or profit side (cost or profit efficiency) without fearing that the comparison of efficiency among firms will be "contaminated" by the effects of the environment, of market power, or simply by the difference in productive specialisation.
1 See Berg et al. (1993 and 1995) , Bergendhal (1995) , Fecher and Pestieau (1993) , Pastor et al. (1995 Pastor et al. ( , 1997a Pastor et al. ( , 1997b Pastor et al. ( and 1999b , Allen and Rai (1996) and Maudos et al. (2000) . For an excellent survey about efficiency of the financial institutions see Berger and Humphrey (1997) . 2 Thus Maudos et al. (2000) consider specialisation clusters to isolate for the effect of specialisation, Pastor (1999b) and Pastor et al. (1997b) develop techniques that isolate for the effect of environmental variables.
However, in spite of their evident advantages over accounting ratios, these efficiency indicators still offer only a partial view of firms' performance. Indeed, they only assess the achievement, by the firms analysed, of one very specific economic objective: minimisation of costs or maximisation of profits. They do not consider other aspects of banking firms which may be just as important or even more so. In the case of banks one of the most important aspects to be considered is credit risk, because it is desirable not only that a bank should be efficient but also that it should not, in order to obtain lower costs / higher profits, incur excessive problem loans which may endanger the future viability of the firm, or even, depending on the size of the bank, the country's means of payment system. In this sense, some kind of synthetic indicator is necessary to be able to evaluate both efficiency and credit risk simultaneously. We will call this indicator "efficiency adjusted for risk" and obtaining it will be one of the aims of this study.
Although there is a consensus among the experts that a part of the credit risk (measured by problem loans) incurred by banks is due to exogenous causes beyond the firm's control, only Pastor (1999a and b) has decomposed problem loans into its internal and external factors and has included it in the analysis of efficiency by means of a laborious three stage procedure 3 .
The few studies dedicated to obtaining measurements of efficiency adjusted for risk (Hughes and Mester, 1993 and Mester 1994a and b) ignore the consensus in the literature that part of bad loans cannot be attributed to the bank, but to its economic environment. More specifically, in these studies the "adjustment" for risk is done by directly including bad loans as an additional input in the estimation.
The procedure used in these studies is inappropriate for two reasons. Firstly, the measurement of efficiency obtained will be biased if part of the bad loans is due to factors exogenous to the bank (unfavourable economic situation), and the higher the proportion of bad loans attributable to exogenous factors the greater this bias will be. Secondly, the analysis of efficiency is incomplete because it is done in a context of cost efficiency which does not allow for the effect of the quality of assets and of risk on the prices of assets and deposits and therefore on efficiency 4 . These effects on the prices of assets and deposits can only be captured in a context of profit efficiency.
The aim of this study is to analyse the efficiency and the problem loans of the banks of the most important countries of the Euro area. For this purpose we will use a single stage parametric procedure to solve the problems mentioned above. Specifically, the procedure proposed will enable us to identify whether the conduct towards credit risk of the banks analysed -isolating for the effect of the environment, for market power and for specialisation -is more cautious or, on the contrary, more careless during the period analysed. In other words, we will analyse comparatively the efficiency in risk management of the banking systems of the countries analysed, and its evolution over time. This indicator, which controls for the influence of external factors on problem loans, will offer a more adequate view of banks' behaviour towards credit risk than mere observation of the ratio of problem loans over total assets. Additionally, the procedure will be based on the use of a profit frontier approach in order to capture the price effect on the prices of asset products, though for the purposes of comparison we also calculate the cost efficiency measures.
The rest of the study is structured as follows. The second section is devoted to setting out briefly the relationship between risk and efficiency. The third section develops the methodology proposed in the study, detailing the concept of cost and profit efficiency. The fourth section describes the sample used and the variables selected, the fifth presents the results obtained, and finally the sixth section presents the main conclusions of the study.
THE RELATIONSHIP BETWEEN RISK AND EFFICIENCY
As noted earlier, the indicators of efficiency assess the achievement of a very specific economic objective: minimisation of costs or maximisation of profits. They are very useful indicators, but may in many cases offer a limited view of the behaviour of firms, by omitting other aspects that may also be relevant. Risk is, in the case of banks, one of these aspects, as it is not only desirable that a bank be efficient but also that it should not incur excessive risks in order to obtain lower costs / higher profits 5 .
Some studies have attempted to consider both aspects jointly 6
. They all take into account the close relationship between risk and efficiency. Thus, some studies have found a 5 Toevs and Zizka (1994) affirm that the standard ratios normally used by the analysts do not consider risk.
Furthermore, they say that to aim to improve efficiency may in some cases be counter-productive, as banks may move their activity into riskier segments of business, with low operating costs and high returns, but assuming a high risk. 6 See, for example, Hughes Mester (1993) , Mester (1994a and b) and Pastor (1999a and b). negative relationship between cost efficiency and bad loans in bankrupt banks 7 . Berger and De Young (1997) offer several reasons to explain this negative relationship between efficiency and bad loans. Firstly, inefficient banks, as well as having difficulties in the management of costs and revenue, may also be defective managers of risk, in the sense that they make a defective assessment of the implicit risk of each borrower, which would explain why bad management (inefficiency) is usually accompanied by poor risk management and therefore by bad loans. Berger and De Young (1997) call this origin of bad loans "bad management".
Bad loans may additionally be associated with adverse economic circumstances, whether cyclical or structural 8 . Regarding cyclical circumstances, the close relationship between aggregate bad loans and the rate of growth of GDP has been amply demonstrated. As to the structural causes, there is ample evidence that the banks that carry out their activity in more depressed regions or countries present higher rates of bad loans. If this is so, the banks subjected to these circumstances will have to devote additional resources to recovering the bad loans, and we would therefore observe a negative relationship between bad loans and efficiency 9 .
The concepts of cost efficiency and profit efficiency
The concepts of cost and profit efficiency correspond to two specific micro-economic objectives: minimisation of costs and maximisation of profits. The indicator of efficiency aims to measure the degree of achievement of these objectives by comparing the observed costs and profits of each firm with the optimum figures (potential minimum costs or potential maximum profits) that it could have obtained. These optima are calculated by first estimating the cost frontier and the profit frontier. Thus, a cost efficiency value of CE implies that it would be possible to produce the same vector of outputs with a cost saving of (1-CE)•100 per cent. Likewise a profit efficiency indicator of PE implies that the firm has (1-PE)•100 per cent less profits than it could obtain. Efficiency indicators are within the interval (0,1] and equal unity if the bank analysed is one of those that define the best practice observed in the sample, whether in terms of cost or in terms of profits. 7 Failed banks tend to be more cost inefficient. See Berger and Humphrey (1992) , Barr and Siems (1994) , Wheelock and Wilson (1995) and Becher, De Young and Lutton (1995) . 8 Berger and De Young (1997) call this origin of bad debt "bad luck". 9 There could also be a positive relationship between bad loans and efficiency in the event that the banks prefer to devote few resources to the analysis of credit risk. If this is so, in the short term these banks could appear efficient and we would find a positive relationship between efficiency and bad loans.
To illustrate the calculation of efficiency indicators, let us suppose that the production costs of an output vector (y) for banks depends on the vector of input prices (w), on the level of cost inefficiency (u) and on a set of random factors (v) that incorporate the effect of errors of measurement of the variables, good or bad luck, etc. In this case, the cost function can be expressed as: C=C(y,w,u,v) [1]
in logarithmic terms and assuming that the efficiency and the random term are mutiplicatively separable from the remaining arguments of the function,
Once a functional form has been specified for the frontier f(y,w), the standard cost efficiency (CE) is defined as the ratio between the minimum costs (C min ) that would permit the output vector (y) to be produced if its cost inefficiency were eliminated (u=1 or lnu=0) given the prices of the inputs (w) and their observed costs,
Profit efficiency (PE) is a broader concept than the traditional cost efficiency indicator (CE) as it takes into account the effect of the choice of a particular vector of outputs, and of the firm's risk policy on both costs and revenue. This is precisely the reason why this concept is more adequate for the objectives of this study.
We can distinguish two profit functions, according to whether or not they consider the existence of market power in the fixing of output prices: the standard and alternative profit functions. The standard profit function assumes perfect competition in the markets for outputs and inputs. With given vectors of output prices (p) and input prices (w), the bank tries to maximise profits by adjusting the vectors of outputs and inputs. Thus, the profits of a bank are a function of a vector of output prices (p), a vector of input prices (w), a set of random factors (v) and profit inefficiency (u),
in logarithmic terms and assuming that efficiency and the error term are mutiplicatively separable from the remaining arguments of the profit function,
Standard profit efficiency (PE) is defined as the ratio between the observed profits ) (Π and the maximum profits ) ( max Π that the banks could obtain if they eliminated their profit inefficiency (u=1 or lnu=0) with given prices of inputs (w) and outputs (p),
The exogenous nature of the price of the vector of production (p) in the above concept of profit efficiency presents the difficulty that it implies assuming the absence of market power in pricing by banks. If instead of taking this price vector as given -i.e. we assume imperfect competition or market power in pricing -we take as given the output vector (y), we have the alternative profit function.
This expression is the same as for the traditional cost function except that profits instead of costs are the dependent variable. Observe that in the alternative profit function firms take as given the quantity of output (y) and the price of inputs (w) and maximise profits by adjusting the price of the output (p) and the quantity of inputs. As indicated by Berger and Mester (1997) , alternative profit efficiency is a closer portrayal of reality whenever the assumption of perfect competition in the setting of prices is questionable, or when there are differences of quality and/or specialisation among the banks forming the sample.
The problem with the estimation of standard profit efficiency is that it requires prior information on the price of each component of the vector of output, information which is not available in the statistical source used in this study. For this reason, as well as for those indicated in the above paragraph (the existence of market power is admitted, as well as different qualities and specialisation of the output vector), in this study we estimate alternative profit efficiency. However, insofar as the sample covers such a diverse group of countries with different levels of competition, the concept of alternative profit efficiency is more appropriate than the concept of standard profit efficiency.
Estimation of efficiency
The main problem with the measurement of efficiency is to separate genuinely inefficient behaviour from those random factors that affect firms' profits. In the case of the banking sector, the four most commonly used techniques differ from each other in different assumptions they make. Thus, the stochastic frontier approach (SFA) assumes that the observed profits of a bank can deviate from the maximum profits defined by the frontier because of inefficiency or because of random factors, and proposes sophisticated econometric techniques for carrying out the separation. The thick frontier technique (TFA) developed by Berger and Humphrey (1991) proposes a much simpler separation, assuming that the differences among the predicted profits in the upper quartile of profits are due to random factors, whereas the differences in profits among quartiles are due to inefficiency. The data envelopment analysis (DEA) is a determinist technique, and therefore does not make the separation, assuming that any deviation of observed profits from the maximum is due exclusively to inefficiency. Finally, the distribution free approach (DFA) developed by Berger et al. (1993) is based on the hypothesis that inefficiencies persist over time, while the random terms tend to cancel each other out in the course of time.
The availability of a panel of data allows either the fixed effects model (FEM) or the random effects model (REM) to be used. These are based on the idea that efficiency is constant over time, and they present the advantage of not requiring any distributional assumption regarding the inefficiency term 10 .
In the case of FEM the inefficiency term is treated as a constant, specific to each firm. The model is then estimated by OLS. The assumption that the bank with least individual effect (greatest in the case of cost efficiency) is the most efficient of the sample enables the indicators of cost efficiency to be calculated by means of the gap between the individual effect estimated for each bank ) ( i α and the individual effect for the most cost efficient bank ) (
In the case of profit efficiency the efficiency indicators are obtained by means of the gap between the individual effect for the most profit efficient bank ) ( max i α and the individual effect estimated for each bank
The REM model, on the contrary, takes into account the stochastic nature of efficiency (Simar, 1992) , but the estimators it provides are not consistent if the regessors are correlated with the individual effects. In this model the inefficiency term forms part of the random term and is captured by taking the average of the residuals of each firm throughout the period,
The indicators of cost efficiency (CE) and profit efficiency (PE) are then computed as follows: The DFA technique developed by Berger et al. (1993) is a variant of REM. The only difference is that in DFA the regression coefficients are allowed to vary from year to year to reflect changes in technology and the environment. In DFA the efficiency level of each bank is assumed to be constant over time while the random components cancel each other out. In this way a cost or profit equation is estimated for each year and the efficiency of each firm is computed as the average of the residues of each individual throughout the period. However, since the extreme values may reflect aspects other than efficiency, Berger et al. (1993) recommend that different truncations should be made so that extreme values can be assigned the value corresponding to the point of sample truncation established.
Estimation of efficiency adjusted for risk and risk management efficiency
The main aim of this study is to obtain measurements of efficiency adjusted for risk, so the models expressed in equations [2] and [5] must be completed by filtering for the effect of credit risk. The earlier studies by Hughes and Mester (1993) and Mester (1994a and b) made this correction by including total bad loans as an additional variable in the cost equation. However, as argued above, part of these bad loans is attributable to exogenous factors beyond the control of the bank, which should therefore not be considered as otherwise firms subject to adverse environments will be inappropriately penalised. Only Pastor (1998, 1999a and b) considered this possibility and developed a non-parametric model taking this into account and obtained indicators of risk management efficiency (RME)and decomposed one of the main indicators of credit risk (provisions for loan losses) into its exogenous and endogenous factors. However, the three stage technique used is very laborious and suffers the problems associated with the use of deterministic techniques. In this section we propose a single stage parametric technique for estimating jointly the profit (and cost) efficiency adjusted for risk, and the efficiency of risk management.
The model proposed for calculating measurements of efficiency adjusted for risk can be expressed as follows:
where it is assumed that the firm maximises profits ) (Π by adjusting the quantity of input, given the prices of inputs (w) and given the vector of environmental variables 
Likewise, risk management efficiency (RME i ) is obtained as the ratio between the minimum bad loans [
11 Both profits ( it Π ) and bad loans (M it ) are expressed in relation to assets. Berger and Mester (1997) advise this transformation for three reasons: 1) problems of heteroskedasticity are reduced; 2) the bias associated with scale is reduced; and 3) the dependent variable is directly the return on assets (ROA) and the ratio of bad loans, so the economic interpretation is more direct. Maudos et al. (2000) also make this transformation.
•
where . Also, since the aim is to estimate jointly efficiency (in both costs and profits) and the determinants of bad loans, a system of equations will be estimated by the SURE technique.
DATA AND VARIABLES
All the information on the balance sheet and the profit and loss account of each bank was taken from the international data base IBCA. Extraction of the data revealed the nonexistence of information on one of the most important variables for this study, i.e. bad loans. The lack of information on this variable has been made up for by authors in a variety of ways.
Thus for example Saurina (1998) resorts to the annual reports of each bank to analyse the bad loans of the Spanish savings banks. Pastor (1999a and b) uses the variable provision for loans losses (PLL) as a proxy for bad loans, on the assumption that the greater the volume of bad loans, the greater the corresponding provision will be. Since in the international context the first possibility is ruled out, in this study, as in Pastor (1999a and b) , we use provision for loans losses as the indicator of credit risk 12 .
The sample was selected according to three fundamental criteria: 1) banks belonging to countries of the Euro area; 2) banks whose size was large enough to be able to penetrate foreign markets 13 ; and 3) banks for which information was available on all the relevant variables for the whole period of analysis .
The sample obtained (3620 observations) was subsequently filtered to exclude those banks whose variables were significantly different from the average The first problem faced by all studies that analyse efficiency in banking firms is the identification and measurement of output. This study adopts the value added approach of Berger and Humphrey (1992) , considering deposits as inputs and outputs simultaneously. This approach to the problem of identification and measurement of banking output falls broadly within the framework of the "intermediation approach". Under this perspective, and conditioned by the disaggregation of the balance sheet and profit and loss account provided by IBCA, the outputs used are: y 1 = Loans, y 2 = Other earnings assets, y 3 =Deposits (Customer and short term funding). Input prices are defined as follows: w 1 = Price of deposits (obtained by dividing financial costs by the liability components that generate financial costs), w 2 = Price of labour (calculated by dividing personnel costs by the number of workers), and w 3 = Price of physical capital (defined as the ratio of equipment costs divided by the accounting value of physical capital). The descriptive statistics of all these variables are presented in table 2. 12 The use of the provisions variable could bias the results if the banks use their provisions to "smooth out" their profits, setting aside more when profits are high. This possibility was tested and not rejected by Saurina (1999) for the case of Spanish savings banks. 13 For this purpose we selected banks with total assets of more than USD 1 billion. 14 Specifically we eliminated banks with input prices outside the interval defined by (µ w ± σ w ), µ w being the mean of the price w and σ w its standard deviation. Source: IBCA Ltd. and Bank Profitabililty (OCDE). Source: IBCA Ltd. ) which may influence the everyday conditions in which the banks carry out their activity and which have to be considered. Numerous studies have found that the traditional relative inefficiency of the Spanish banking system compared to other countries is not so, but can be explained by the different specialisation of Spanish banks, by the different density of demand, by their retail orientation, etc.
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In this sense the environmental variables initially considered appear in the second part of table 3. Initially we considered the number of ATMs per branch, the number of branches per bank, the number of ATMs per inhabitant and per square kilometre, the number of transactions in ATMs per inhabitant and assets per branch. These variables aim to capture the degree of performance of services achieved by each of these banking systems. It is to be expected that with a greater number of ATMs per branch, per inhabitant and per square kilometre, greater numbers of branches per bank and of transactions in ATMs per inhabitant, and less assets per branch, the degree of performance of services demanded of the banking system considered will be higher, and in this sense the banks operating in it will ceteris paribus bear higher operating costs than those operating in other banking systems where such a level of performance of services is not demanded. For this reason the influence of these variables on cost efficiency will be negative. However, to the extent that this higher level of services is explicitly charged for by the banks, we will be unable to verify its influence on profit efficiency, because if the commissions charged for the performance of these services more than offset the associated costs, their influence will be positive, otherwise negative. 15 At aggregate level, it has been found that higher rates of inflation favour debtors, whose debts are reduced in real terms. 16 See Maudos et al. (2000) and Pastor et al. (1995) . The close correlation between our indicator of credit risk (provision for loan losses -PLL) and the economic cycle can be observed in figure 1, which shows PLL over assets (left axis) and the rate of growth of GDP with its sign changed (right axis). In it we observe that the stage that we are considering is a phase of expansion that covers the period immediately after the crisis of 1993. In all cases credit risk seems to decrease, though this does not necessarily mean that the banks are behaving more cautiously or that their risk management has improved. The reason is that the evolution of PLL due to the influence of three factors whose effects have to be separated: economic cycle, behaviour towards risk, and risk management. The next section will address these matters. Table 4 shows the average costs per unit of assets and the return on assets of the banks considered for the whole period 1993-97, distinguishing by countries, by institutional/specialisation groups, and by size. The first notable characteristic is the high coefficient of variation, indicative of a high degree of heterogeneity, more so on the profit side than on the cost side. Thus some banking systems with a ROA of 1.317% (Spain) or 1.229% (Portugal) coexist with others with lower returns on assets such as France (0.609%) and Luxembourg (0.734%). On the cost side, the Spanish, Portuguese and Italian banking systems operate with the highest average costs, though as we have seen, in the case of the Spanish and Portuguese banking sectors they are able to more than recover these high average costs through revenue and become at the same time the most profitable banking sectors.
RESULTS
With respect to differences of institutions or of specialisation, savings banks and credit co-operatives are seen to have highest average costs, given their retail specialisation, although they can recover these costs via revenue and be, at the same time, the most profitable institutional groups. The same occurs with the banks of smaller size -they have the highest costs and yet are the most profitable.
These characteristics are also reflected in the low correlation between the rankings in terms of average costs and in terms of profitability. Thus, the correlation among countries in terms of these two variables is only 0.214 17 . This result suggests, once again, that having high (low) costs does not necessarily imply achieving low (high) profits, making it necessary to consider the importance of the revenue side when valuing efficiency. (1) Includes investment banks and specialized government banks.
(2) Banks with total assets less than 5 billions of U.S. dollars.
(3) Banks with total assets between 5 and 30 billions of U.S dollars.
(4) Banks with total assets over 30 billions of U.S. dollars.
Source: IBCA Ltd. and own preparation. . Each table offers both the estimation of cost efficiency (CE) and profit efficiency (PE), and of the estimation risk-adjusted efficiency measures (CE* and PE*).
The results are presented for different levels of truncation.
The first notable feature is that the levels of efficiency depend largely on the level of truncation chosen. Thus, for example, the unadjusted average level of cost efficiency rises from 0.555 when it is not truncated, to 0.733 when only 1% of the extreme values are replaced by the truncation value, and to 0.835 with 5% truncation, but only increases to 0.894 when truncated at 10% 19 . The result is very similar to that obtained by Maudos et al. (2000) and suggests that even after using time averages of several years (in our case five), there still remain a high proportion of random factors, other than efficiency, that are not cancelled out in the course of time. This effect is corrected, as in Berger et al. (1993) and Berger and Mester (1997) and Maudos et al. (2000) , by replacing the more extreme values with those of the truncation points. This procedure suggests that having reached a certain point, in our case 5% or 10%, efficiency measurements are not substantially altered.
The results obtained indicate that for the group of countries considered, cost efficiency is 89.4% 20 , indicating that it would be possible to reduce costs by 10.6% simply by eliminating allocative and X-inefficiencies. By countries, the results indicate that France and Luxembourg are the most efficient countries, whereas Spain and Portugal are the most inefficient.
The analysis by institutions reveals that commercial banks are the most cost efficient while the savings banks are the least efficient, suggesting that the retail specialisation of the savings banks places them at a disadvantage in terms of cost efficiency. However, the question also arises whether this disadvantage is maintained in terms of profits.
The observation of the results by size of firm also reveals that it is the largest firms that enjoy advantages in terms of cost efficiency. That is to say, there exist other circumstances, apart from economies of scale, that enable large firms to enjoy advantages in cost efficiency. 18 The frontier cost and profit function of expression [13] takes the translogarithmic specification, and we imposed the usual restrictions of grade one homogeneity and symmetry in the prices of inputs. The homogeneity restrictions were only imposed on the cost frontier. The DFA technique allows the estimated parameters of the cost and profit function to vary over time the better to capture changes in technology and environment. 19 Subsequent increases in the percentage of sample truncated do not cause significant changes in the average levels of efficiency. 20 Maudos et al. (2000) obtain 91.4% for a sample of 11 countries of the EU. Source: IBCA Ltd. and own preparation. (1) Includes investment banks and specialized government banks.
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Source: IBCA Ltd. And own preparation. The results obtained for cost efficiency adjusted for risk (CE*) appear at the right of table 5. As can be seen, the correction hardly influences the results. Neither the efficiency level, nor the rankings by country, by institution or by size, are significantly altered. Indeed, France and Luxembourg continue to be the most efficient countries, and Spain, Italy and Portugal the most inefficient, after adjustment for behaviour towards risk. Likewise, commercial banks are the institutional group with the highest level of efficiency in costs and the savings banks the most inefficient. Finally, the biggest banking firms are the most efficient.
The small difference between the adjusted and unadjusted results for cost efficiency may reflect the small impact of behaviour toward risk on the prices of inputs, and specifically on the price of deposits. As shown by Pastor (1999a) the effects of behaviour towards risk affect the prices of both asset products and liability products. Thus daring banks must pay more to depositors per unit of deposit captured, and this price effect will be captured by the cost function. However, at the same time, the riskiest asset clients (borrowers) will also be willing to pay higher rates of interest. Obviously these price effects on asset and liability prices can only be captured by profit function. Table 6 presents the estimates obtained for the estimation of profit efficiency, unadjusted for risk (PE) at the left, adjusted for risk (PE*) at the right. The first notable feature is that, as occurred with profit efficiency, the efficiency levels, though not their relative position, depend on the point of truncation selected. Once again, for a truncation level of 5% or 10% the levels of efficiency hardly alter, so we will concentrate on 10%.
Secondly, the index of profit efficiency is lower than that of cost efficiency, which is indicative of the great importance of the revenue side, not analysed when we concentrate only on the cost side. This result is common to the few studies that compare cost efficiency and profit efficiency. Thus, Berger and Mester (1997) and Rogers (1998) obtain this same result for the case of the U.S. banking system. Maudos et al. (2000) obtain a similar result for the case of 11 European banking systems and, as in this study, profit efficiency levels are much lower than those of cost efficiency.
The information by countries shows a different range of variation. Indeed, whereas France was the most efficient country in costs, now it is the least efficient in profits. Spain and Portugal, which were the most cost inefficient countries, are now in the group of the most profit efficient countries, with efficiency indices of 55.2% and 58.7% respectively. This very interesting result reveals that the retail banking specialisation (high operating costs) of these countries placed them at a disadvantage in terms of cost efficiency; however, this specialisation, though costly, enables them to recover via revenue their higher costs, and consequently from the point of view of profit generation, these banking systems are more efficient in profits than in costs.
The same conclusion can be obtained if we concentrate on the efficiency indices by institutional groups. Whereas from the cost viewpoint the commercial banks, much more wholesale-oriented, were the most efficient banking group and the savings banks the most inefficient, the opposite now occurs. Indeed, the retail specialisations of the savings banks, though more costly, enable them to recover these costs via revenue, and consequently they become the second most efficient group, after the co-operatives, while the commercial banks become the most inefficient group.
The configuration by sizes is also noticeably different. Before, the most efficient group from the cost viewpoint was that of the very large banks, now the most efficient from the profit viewpoint are the small banks, and the big ones the most inefficient. This result in fact captures the institutional characteristic remarked on earlier, as the small banks group includes practically all the credit co-operatives and most of the savings banks, while among the very big banks are many commercial banks.
The right side of table 6 presents the results of the estimation of profit efficiency adjusted for risk (PE*). The first notable feature is that whereas adjusting for risk only affected the average measurement of cost efficiency by about 1% (from 0.894 to 0.885), the average risk-adjusted profit efficiency is now about 9% higher that the unadjusted one (0.571 as opposed to 0.522), making it clear once again that where behaviour towards risk really matters is from the profit viewpoint.
By countries, it can be observed that most of them do not change their position in the ranking. The only exception is Portugal, which moves from second position in profit efficiency to become the most inefficient country after adjusting for risk. This feature seems to indicate that Portuguese banks carry out much more daring risk policies than those of their EU partners. The adjusted measurements likewise offer different results in respect of institutional and size differences, indicating that adjustment for risk is important in the case of profit efficiency. . Several aspects can be highlighted: 1) cost efficiency adjusted for risk (CE*) is very stable over the whole period analysed; 2) likewise, profit efficiency adjusted for risk (PE*) is very stable, though in most countries a clear improvement can be appreciated; 3) in all cases profit efficiency is lower than cost efficiency. Figure 3 presents the evolution over time of profit efficiency adjusted (PE*) and unadjusted (PE) for risk. The most notable features are: 1) a general trend for profit efficiency adjusted for risk to increase; 2) unlike the adjusted measures, in some countries a worsening of the unadjusted efficiency measures can be observed, such as in Germany, Spain and Portugal; and 3) in all cases the adjusted measures are higher than the unadjusted ones, this difference being wider in some countries such as Germany and smaller in others such as Portugal.
At this point it is worth analysing whether the profit and cost efficiency indicators, adjusted and unadjusted, meet the requirements of consistency proposed by Bauer et al. (1998) . For this purpose we will compare the indicators obtained with well known accounting ratios. Table 7 shows the ranking correlations among unadjusted cost and profit efficiency measurements (CE and PE), those adjusted for risk (CE* and PE*) and the most frequently used accounting ratios: profits per unit of assets (return on assets -ROA) and total costs per unit of assets (TC/A). The most notable results are: • The correlation between the rankings of cost efficiency (adjusted for risk and unadjusted) and the ranking of average costs (TC/A) is negative, indicating that the most cost efficient banks, ceteris paribus, are those with lowest average costs.
• Similarly, there is a positive correlation between the rankings of profit efficiency (adjusted and unadjusted for risk, PE and PE*) and the ranking of returns (ROA) indicating that the most profit efficient banks, ceteris paribus, are the most profitable.
• The correlation between the rankings of average costs (TC/A) and profitability (ROA) is positive, i.e. the banks with highest average costs are also the most profitable, indicating that their higher costs, due in part to specialisation, are more than recovered through prices, enabling higher profitability.
The risk management efficiency indicators (RME) are presented in table 8. The first column reflects the average for the whole period, the next three columns the three sample periods considered, the first being made equal to 100. RME for the average of all the banks is 17.1%, indicating that given the specialisation, given the environment, given the economic situation and the policy on granting credits, the banks of the countries of the EU considered could have decreased their bad debt by 82.9%.
The situation by countries is very different. Most notable are the cases of Belgium and Luxembourg, where most bad debt is due to their poor risk management, as against the banks of the Portuguese banking system, which being the most efficient in risk management could only reduce its bad loans by 21% through increasing RME 23 .
Mortgage banks stand out for their high efficiency in risk management when comparing institutional groups. This result indicates, on the one hand, that specialising in the granting of loans gives them comparative advantages and/or that mortgage loans carry less implicit risk than other types of loans. There is a negative correlation between size and RME 24 .
To answer the question of whether banks' behaviour towards risk has changed, it is necessary to analyse the evolution over time. The results indicate that: 1) the sample of EU banks as a whole underwent a reduction of 22% in the level of RME; 2) except for the banks of Germany, Luxembourg and Portugal, there was a fall in the estimated levels of RME; 3) by 23 The Portuguese banking system is the most efficient in risk management, but not the most cautious in credit policy as seen earlier. 24 This result, contrary to that obtained by Pastor (1999a) (2) Banks with total assets less than 5 billions of U.S. dollars.
Source: IBCA Ltd. and own preparation. institutional/specialisation groups, only mortgage banks improved their level of RME, despite being already the group with the highest level of RME; and 4) by sizes, the small banks and the very big ones experienced the greatest falls in RME levels.
To sum up, the above results show that the simple observation of the level of PLL presented in figure 1 is not a good indicator of banks' behaviour toward risk. Thus, although this ratio has had a downward trend over the period analysed, we cannot conclude that the banks have improved their risk management or that their policies are more cautious, since this indicator is contaminated by the effect of the favourable economic situation on bad loans. The obtaining of RME indicators that discount the effect of the economic situation has allowed us to reach a conclusion completely contrary to the one we would obtain from simple observation of the bad debt ratio in figure 1 . Indeed, the results obtained indicate that RME fell over the period considered. However, in spite of this, total bad debt decreased fundamentally because this phenomenon occurred at a period of favourable economic circumstances.
The difference between the indicators of RME and the indicator of credit risk (PLL) is shown in figure 4 . In part a) it can be observed that, even though efficiency in risk management (RME) has fallen, credit risk has fallen. In part b) we reach the same conclusion but in the context of a cross section. In this case, we see that the banking systems that are most efficient in risk management are not necessarily those that have least bad loans, and vice versa.
CONCLUSIONS
The implantation of the Euro in eleven of the fifteen countries of the EU has driven the big Community banks to expand their presence in other countries. However, penetrating new markets always involves acting at a disadvantage to the banks already established there. In this sense, inferior knowledge of the market, together with eagerness to expand market share, can produce either a wrong evaluation of credit risks, or a greater acceptance of them, and the bad loans of the big European banks could increase for these reasons.
To our knowledge, there is only one study (Pastor 1999b) (2) Credit risk measured as provision for loan losses (PLL).
Source: IBCA Ltd. and own preparation. PLL (%) RME concerning themselves with the impact that these processes may have on bad loans, and the influence of bad loans on efficiency. However, the study by Pastor (1999b) is based on a laborious three stage procedure based on a deterministic technique and covers only up to the year 1995. In this sense, the aim of this study is to analyse the efficiency and the bad loans of the banks of the most important countries of the Euro area by developing a single stage parametric procedure. The procedure proposed allows it to be identified whether the behaviour towards risk of the banks analysed was more cautious or on the contrary more incautious during the period analysed.
The initial results, obtained by simple observation of the accounting ratios, revealed substantial heterogeneity among the banks forming the sample, more so on the profit side than on the cost side. Also, it is observed that higher costs do not necessarily imply lower profitability, but quite the opposite, indicating that the banks that operate with higher average costs can more than recover these high average costs through revenue and be at the same time the most profitable banking sectors.
The estimations, using the DFA technique, of the average levels of cost efficiency (CE) and profit efficiency (PE) and of the average levels of cost and profit efficiency adjusted for risk (CE* and PE*) offer the results commented on below.
For the whole sample, cost efficiency (EC) is 89.4%. By countries, France and Luxembourg are the most efficient while Spain and Portugal are the most inefficient. In the analysis by institutions, the commercial banks are the most cost efficient while the savings banks are the least efficient. The results by size of firm reveals that it is the biggest firms that enjoy advantages in terms of cost efficiency.
The measurements of cost efficiency adjusted for risk (CE*) hardly differ from the unadjusted measurements. Neither the level of efficiency, nor the rankings by country, institution or size, are significantly altered.
The average levels estimated for profit efficiency (PE) are lower than those for cost efficiency, which is indicative of the extreme importance of the revenue side, as made manifest in other studies. The ranking by countries is also different: whereas France was the most cost efficient country, it is the least profit efficient. Similarly, Spain and Portugal were the most inefficient in costs and are the most efficient in profits.
The profit efficiency adjusted for risk (PE*) are higher than those of PE, making it clear once again that it is from the profit viewpoint that behaviour towards risk really matters.
With regard to evolution over time, it is worth noting that cost and profit efficiency adjusted for risk is very stable over the whole period. Also, in all the countries profit efficiency is lower than cost efficiency.
Efficiency in risk management (RME) for the average of the sample is 17.1%. The situation by countries is very different. Luxembourg and Belgium are very inefficient and Portugal very efficient. By institutional groups, the high efficiency in risk management of the mortgage banks stands out. The sample of banks of the EU experienced a reduction of 22% in RME, indicating that the behaviour of the banks is less careful than at the start of the period. Except the banks of Germany, Luxembourg and Portugal, the other banking systems undergo a fall in the estimated levels of RME. By institutional groups, only the mortgage banks improved their levels of RME, despite already being the institutional group with highest initial level of RME. By sizes, it is the small banks and the very big ones that experience the steepest falls in RME levels. 
