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Abstract. Knowledge management is a key element in medical environments. Arrays CGH make possible the 
realization of tests on patients for the detection of mutations in chromosomal regions. The detection of the 
regions with mutations associated to different pathologies is an important step for the selection of relevant 
genes, proteins or diseases. The corresponding information of the mutations and genes is distributed in dif-
ferent public sources and databases, so it is necessary the use of systems that allow to contrast different 
sources for the selection of outstanding information. In this work, a case-based reasoning (CBR) system is 
presented to carry out the automatic selection of relevant segments and the associated genes or proteins that 
could determine different pathologies. The CBR system integrates statistical techniques for the selection of 
relevant genes and visualization techniques for the interpretation of the final results. 
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1. Introduction 
Knowledge Management is a fundamental asset for businesses in the contempo-
rary economy. Knowledge takes into account the organization of the businesses, 
individuals and the information (Takeishi, A. 2002).  Knowledge management 
can be applied to different organizations and different contexts. Nowadays, 
knowledge management in medical contexts is acquiring a growing relevance. 
More specifically, knowledge management is specially relevant to detect and pre-
dict diseases. This paper focuses on knowledge management in medical environ-
ments, aimed at the identification and prediction of cancer using the information 
available from CGH arrays. 
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At present different techniques exists for the analysis and identification of pa-
thologies at a genetic level. Along with the massive sequencing, that allows the 
exhaustive study of mutations, the use of microarrays is highly extended. Related 
with the microarrays, there are different types of chips according to the direction 
of the analysis to carry out, mainly the expression arrays and arrays CGH (Com-
parative Genomic Hybridization) (Ylstra, B. et al. 2006). Arrays CGH (aCGH) 
are a type of microarrays that allows analyzing the information of the gains, 
losses and amplifications (Wang, P. et al. 2005) in regions of the chromosomes 
for the detection of mutations that can determine some pathologies (Pinkel, D. & 
Albertson, D.G. 2005)  (Mantripragada, K.K. et al. 2004). The expression arrays 
measure the expression level of the genes. aCGH are currently used to detect 
relevant regions susceptible to be deeper analyzed, this information is taken into 
to account for sequencing these regions throughout expression arrays and se-
quencers (Brown, P.O. and Botstein, D. 1999). For this reason, it is necessary to 
automate the aCGH processing, simplifying the location of those interesting 
genes before carry out the sequencing. The information about the variants is man-
aged using data from databases in order to obtain knowledge. 
Microarray-based CGH and other large-scale genomic technologies are now rou-
tinely used to generate a vast amount of genomic profiles. Exploratory analysis of 
this data is crucial in helping to understand the data and to help form biological 
hypotheses. This step requires visualization of the data in a meaningful way to 
visualize the results and to perform first level analyses (Rosa, P. et al. 2006). At 
present, tools and software already exist to analyze the data of arrays CGH, such 
as CGH-Explorer (Lingjaerde, O.C. et al. 2004), ArrayCyGHt (Kim, S.Y. et al. 
2005), CGHPRO (Chen, W. et al. 2005), WebArray (Xia, X. et al. 2005) or Ar-
rayCGHbase (Menten, B. et al. 2006), VAMP (Rosa, P. et al. 2006). The problem 
of these tools is that do not execute an automatic analysis of the data and the own 
user is in charge to analyze the information and to decide the steps to follow to 
process the data. For this reason, it is necessary to incorporate a process that helps 
to determine the interesting genes to be analyzed and the known transcripts for 
those genes in a simpler way. 
The process of arrays CGH analysis is decomposed in a group of structured stages, 
although most of the analysis process is done manually from the initial segmenta-
tion of the data. The initial data is segmented (Smith, M.L. et al. 2006) to reduce 
the number of gains or losses fragments to be analyze. The segmentation process 
facilitates the later analysis of the data and is important to be able to represent a 
visualization of the data. Once the segmentation is finished, the next step is the 
accomplishment of the visual analysis of the data using different tools, a quite 
slow process. For this reason, in this work a CBR system is included to facilitate 
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the analysis and the automatic interpretation of the data, selecting the relevant 
genes, proteins and relevant information for the previous classification of pa-
thologies. The information of the identified genes is obtained from public data-
bases. The CBR system is based on the CBR reasoning cycle, which will proceed 
selecting the relevant genes using knowledge extraction techniques like decision 
trees. Finally, the visualization process facilitates the revision of the results. 
This article is divided as follows: section 2 describes the arrays CGH, section 3 
describes our system, and section 4 presents the results and conclusions. 
2. CGH Arrays 
Array-based comparative genomic hybridization (aCGH), also called microarray 
analysis, is a new cytogenetic technology that evaluates areas of the human ge-
nome for gains or losses of chromosome segments at a higher resolution than tra-
ditional karyotyping. Whereas traditional high-resolution chromosome analysis 
detects chromosome structure alterations at a resolution of 5 megabases (Mb) or 
greater, aCGH detects gains or losses of DNA, that cannot be seen by traditional 
karyotyping and may sometimes be only thousands of basepairs in size (Hixson, P. 
et al. 2006). aCGH has emerged as a powerful diagnostic technique for high reso-
lution analysis of the human genome. It is a specific, sensitive, and rapid tech-
nique enabling detection of genomic arrangements and copy number changes. A 
variety of array CGH platforms are currently available, both commercially and in 
academic institutions. The choice of platform may depend on the type of data 
sought; however, the price, reproducibility, and standardization are crucial factors 
that need to be considered (Hixson, P. et al. 2006). 
For the work with aCGH, segments of DNA are selected from public genome 
databases based upon their location in the genome. The clones are predominantly 
selected to target areas of the human genome that, when deleted or duplicated, are 
known or highly suspected to cause well-characterized genetic defects. Microar-
ray printers attach the clones to a glass slide in an organized way to form a mi-
croarray. A typical microarray slide contains thousands of different clones repre-
senting targeted areas of the genome. Fluorescently labeled DNA from both pa-
tient and a known normal human control are applied to the slide and compete to 
attach or hybridize to their corresponding DNA segments. Computer software 
analyzes the fluorescent signals for areas of unequal hybridization of patient ver-
sus control DNA, signifying a DNA dosage alteration (deletion or duplication). 
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3. CBR-aCGH system 
aCGH are a technique that allows to detect copy number variations in patients 
who undergo different mutations in chromosomic regions. Habitually, the varia-
tions are catalogued previously, reason why the existing information can be used 
to catalogue and to evaluate the mutation. In this case study, the cases are defined 
based on the segments in which the chromosomic regions have been fragmented. 
Therefore, in a CBR system, the retrieve and selection phase is adapted to get the 
most suitable information that solves the problem. 
The CBR developed system receives data from the analysis of chips and is re-
sponsible of establishing the workflow for classifying individuals based on evi-
dence and existing data. The purpose of CBR is to solve new problems by adapt-
ing solutions that have been used to solve similar problems in the past (Kolodner 
J. 1993). The primary concept when working with CBRs is the concept of case. A 
case can be defined as a past experience, and is composed of three elements: a 
problem description which describes the initial problem, a solution which pro-
vides the sequence of actions carried out in order to solve the problem, and the 
final state which describes the state achieved once the solution was applied. The 
way cases are managed is known as the CBR cycle, and consists of four sequen-
tial steps which are recalled every time a problem needs to be solved: retrieve, 
reuse, revise and retain. Each of the steps of the CBR life cycle requires a model 
or method in order to perform its mission.  
The algorithm selected for the retrieval of cases should be able to search the case 
base and selects the genes and the known transcripts associated to gain or losses 
regions. The retrieved genes and relevant information’s are shown with each of 
the segments to validate the obtained results. The revise phase consists of an ex-
pert revision for the proposed solution, and finally, the retain phase allows the 
system to stores the information considered relevant. The analysis process fol-
lowed by the system is shown in figure 1. Next, the techniques applied during the 
different phases of the CBR cycle are described in detail. 

































The retrieve phase is split in two stages. In the first stage, the cases in relevance 
study are selected. The relevant cases are those segments that represent gains or 
losses. In the second stage, the processes of segmentation and normalization are 
carried out as described later. And finally, the information of the existing genes 
and transcripts is recovered from the existing information on the databases. 
3.1.1. Normalization and Segmentation  
This stage constitutes the starting point for the treatment of the data and is neces-
sary for the reduction of noise, the detection of losses and gains and the identifi-
cation of breakpoints. The tool that is presented, through R Server, uses the pack-
age snapCGH (Smith, M.L. et al. 2006), which allows both normalization and 
segmentation. Currently, many different segmentation algorithms are available, 
because of this, snapCGH incorporates software wrappers for several of these 
algorithms such as aCGH, DNACopy, GLAD and tilingArray. In (Willenbrock, H. 
& Fridlyand, J. 2005) (Hofmann, W.A. et al. 2009) some comparisons between 
them can be found. The election of this package is due to the great acceptance, 
expansion and versatility, since it supplies many possibilities for the preprocess-
ing. 
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3.2.1. Retrieval of relevant information 
Working from the relevant cases, the next step consists of selecting the stored 
information about the genes and transcripts in the databases. This information will 
be associated to each of the segments allowing a quick consult of the data and 
revealing the detected alterations at first sight. 
3.2.Reuse 
The knowledge extraction algorithms can be divided in: decision trees, decision 
rules, probabilistic models, fuzzy models, based on functions, statistics, gain 
functions. The system selects these algorithms for each kind of method: decision 
rules RIPPER (Cohen, W.W. 1995), One-R (Holmes, G. et al. 2007), M5 (Holte, 
R.C. 1993), decision trees J48 (Quinlan, J.R. 1993), CART (Breiman, L. et al. 
1984) (Classification and Regression Trees), probabilistic models naive Bayes 
(Duda R.O. & Hart P. 1973), fuzzy models K-NN (K-Nearest Neighbors) (Aha D. 
et al. 1991) and finally statistical techniques as non parametrics Kruskal-Wallis 
(Kruskal, W., & Wallis. W. 1952) and Mann-Whitney U-test (Yue, S. & Wang, C. 
2002) for two groups, and parametrics Chi Squared (Kenney, J.F. & Keeping, E.S. 
1951), ANOVA (Cohen, W.W. 1995) The gain functions are a particular case of 
the techniques used in the decision trees and decision rules for the selection of the 
attributes, this is the reason why are not considered separately. 
Particularly for this system, the use of decision trees has been chosen for the se-
lection of the main genes of the most important pathologies, specifically J48 (Co-
hen, W.W. 1995) in its implementation for Weka. In a more general way, if the 
system needs a generic selection, the gain functions are chosen (concretely, Chi 
Squared (Kenney, J.F. & Keeping, E.S. 1951), which is also implemented in the 
Weka library). Chi Squared has been chosen because is the technique that allows 
working with different qualitative nominal variables to the studying factor and its 
response. The contrast of Chi Squared allows to obtained as output, values that 
can sort the attributes by its importance, providing a easier way to select the ele-
ments. As alternative, gain functions could be applied in decision trees, the results 
are similar. 
3.3.Revise 
The revision phase is carried out manually by a visual analysis of the data pro-
vided by the system and the information recovered from the databases. A new 
visualization is provided to localized the mutations in an easier way, facilitating 
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the identification of mutations that affects the gene codification among the large 
amount of genes. The visualization facilitates the validation of the results due to 
the interactivity and easy to use of previous information. Existing packages as 
CGHcall in R show the results in a little intuitive way because it is not possible to 
associate segments with regions and they don’t allow interactivity.  
3.4.Retain 
Once the relevant segments have been selected, the information is stored. This 
information is not considered in future analysis because it has to be reviewed in 
detail and contrasted by the scientific community, then the information is 
included in public database and the information will be taken into account in 
future analysis.  Only the information of public databases is considered reliable. 
4. Results and conclusions 
The system has been applied on two different kind of arrays CGH. The informa-
tion of BAC aCGH after segmenting and normalizing is represented according to 
the figure 2. As we can see in the figure,  there is a patient for each column. The 
rows contain the segments then all patients have the same segments. Each seg-
ment is a tuple composed of three elements: chromosome, initial region and final 
region. The values vij  represent gains and losses for the segment i and patient j. If 
the value is positive greater than a threshold, it is considered as gain, and if is 
lower than a value it is considered a losses.     
Figure 2. BAC aCGH normalized and segmented 
 
Finally, the system has the databases since the system extracts the information 
about genes, proteins and diseases. These databases have different format but 
basically it has a tuple of three elements for each gene (chromosome, start, end). 
Altogether, the file downloaded from UCSC counted with a little more than 
70,000 registries 
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In figure 3 the information of the BAC arrays cases is shown with 38 cases with 5 
different pathologies. Only the information corresponding with the chromosome 
12 is shown. The green lines represents gains of the patient in the associated re-
gion of the chromosome, while the red lines represent losses. So, the figure shows 
that the green patients have gains while the rest of them present few variations. 
Automatically, the most relevant segments are highlighted as bright segments by 
the application of the hypothesis contrast Chi Squared. This technique facilitates 
the selection oh the relevant segments. 
Once the data are represented, a CBR reasoning cycle is done. During the retrieve 
phase, the information about the catalogued genes and transcripts is recovered 
from the UCSC database. During the reuse phase, these genes are evaluated and 
valorized according to the hypothesis contrast started in section 3. Selecting the 
segments, the relevance of them can be observed. In figure 3, the information of 
the genes recovered from the database and considered as relevant can be seen. 
Figure 3. Selection of segments and genes automatically 
 
In order to facilitate the revision and learning phases to the expert, a different vi-
sualization of the data is provided. This view helps to verify the results obtained 
by the hypothesis contrast about the significance of the differences between pa-
thologies. In figure 4, a representation in parallel coordinates is shown. Each line 
is associated to a patient and the color represents the pathology type. Each coor-
dinate represents a segment. And the green lines are separated clearly from the 
rest, this means that the differences can be considered as important. 




The presented system facilitates the use of different sources of information for the 
analysis of the relevance in variations localized in chromosomic regions. The sys-
tem is able to selects the genes that characterize pathologies automatically, using 
a CBR. This CBR allows the management of external sources of information for 
the generation of final results. The provided visualizations permit to validate the 
obtained results by an expert in an easier and faster way. If we compare the sys-
tem with other proposals, it is possible to see that it facilitates the knowledge 
management of databases, thus it provides automatic methods for retrieving rele-
vant information and providing reports.   
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