The problem of multiple sensors simultaneously acquiring measurements of a single object can be found in many applications. In this paper, we present the optimal recovery guarantees for the recovery of compressible signals from multi-sensor measurements using compressed sensing. In the first half of the paper, we present both uniform and nonuniform recovery guarantees for the conventional sparse signal model in a so-called distinct sensing scenario. In the second half, using the so-called sparse and distributed signal model, we present nonuniform recovery guarantees which effectively broaden the class of sensing scenarios for which optimal recovery is possible, including to the so-called identical sampling scenario. To verify our recovery guarantees we provide several numerical results including phase transition curves and numericallycomputed bounds.
INTRODUCTION
In compressed sensing (CS) it is conventional to consider recovery of an s-sparse signal x ∈ C N from single-sensor measurements of the form y = Ax + e, (1.1)
where A ∈ C m×N and e ∈ C m is noise. As is well-known, for appropriate (i.e. incoherent) A, exact recovery of x is possible with a number of measurements scaling linearly in s. In this paper, we consider the extension of (1.1) to a multi-sensor CS problem [1] wherein the measurements take the form (1.2) Here Ac ∈ C mc×N is the matrix corresponding to the measurements taken in the c th sensor and ec ∈ C mc is noise. Throughout this paper, we assume that the measurement matrices in the individual sensors take the form Ac =ÃcHc, BA wishes to acknowledge the support of Alfred P. Sloan Research Foundation and the Natural Sciences and Engineering Research Council of Canada through grant 611675. BA and IYC acknowledge the support of the National Science Foundation through DMS grant 1318894.
whereÃc ∈ C mc×N are standard CS matrices (e.g. a random subgaussian, subsampled isometry or random convolution), and Hc ∈ C N ×N are fixed, deterministic matrices, referred to as sensor profile matrices. These matrices model environmental conditions in the sensing problem; for example, a communication channel between x and the sensors, the geometric position of the sensors relative to x, or the effectiveness of the sensors to x. As in standard CS, our recovery algorithm will be basis pursuit:
Here η > 0 is such that e 2 ≤ η.
Applications
Multi-sensor problems of the form (1.2) arise in numerous of applications, and are used to alleviate various problems in single-sensor acquisition. In Magnetic Resonance Imaging (pMRI), for example, parallel acquisition is often employed over single-coil MRI techniques to reduce scan duration. The most general system model in pMRI can be formulated as (1.2) [2, 3, 4], with Hc being diagonal matrices corresponding to the coil sensitivity profiles. On the other hand, in multi-view imaging C cameras with differing alignments simultaneously image a single object, thus allowing a higher-resolution or higher-dimensional image to be recovered. Applications include satellite imaging, remote sensing, threedimensional imaging, super-resolution imaging and more. Following the work of [5, 6] , this can be understood in terms of the above framework, with the sensor profiles Hc corresponding to geometric features of the scene.
The well-known problem of derivative sampling -with applications to super-resolution and seismic imaging -can also be viewed in terms of (1.2). The benefits of a multi-sensor system in this setting are in reducing the total cost of the acquisition problem or in enhancing the accuracy of the recovered images. Similarly, in wireless sensor networks, a parallel acquisition setup may be used to reduce the total power consumption.
For further discussion and applications, see [1].
Contributions
In this paper, building on our previous work [1, 7] , we present a series of recovery guarantees for (1.2)-(1.3). Throughout, our aim is to determine optimal measurement conditions which depend linearly on the sparsity s and are independent of the number of sensors C.
If this holds, one confirms the benefit of a multi-sensor system over 978-1-4799-7082-7/15/$31.00 c 2015 IEEE a single-sensor system, since the average number of measurements per sensor m/C decreases linearly with C.
In the first part of the paper, we consider a distinct sampling scenario. In this setting, the matricesÃ1, . . . ,ÃC are independent; that is, drawn independently from possibly different distributions. We present both a nonuniform recovery guarantee and a new uniform recovery guarantee for the sparse signal model. In the second part of the paper we address the more challenging scenario of identical sampling, wherein m1 = . . . = mC = m/C and the matrices A1 = . . . =ÃC =Ã ∈ C m/C×N . In other words, the measurement process in each sensor is identical, the only difference being in the sensor profiles Hc. Using the so-called sparse and distributed signal model, we present a nonuniform recovery guarantee for this problem. Finally, we confirm our theoretical results via phase transition curves.
Notation
We write · p for the vector p-norm and · p→p for the matrix p-norm. If ∆ ⊆ {1, . . . , N } then we write P∆ for the orthogonal projection P∆ ∈ C N ×N with (P∆x)j = xj, j ∈ ∆, and (P∆x)j = 0 otherwise. We also use the notation A B or A B to mean there exists a constant c > 0 independent of all relevant parameters (in particular, the number of sensors C) such that A ≤ cB or A ≥ cB respectively.
A vector z ∈ C N is s-sparse for some 1 ≤ s ≤ N if z 0 = |{j : zj = 0}| ≤ s. We write Σs for the set of ssparse vectors and, for an arbitrary x ∈ C N , write σs(x)1 = min { x − z 1 : z ∈ Σs}, for the error of the best 1-norm approximation of x by an s-sparse vector.
DISTINCT SAMPLING AND SPARSE VECTORS:
NONUNIFORM RECOVERY
Setup
Our setup in this section is based on ideas from [8] for single-sensor CS. Suppose that G is a distribution of vectors in C N . We say that G is isotropic if E(aa * ) = I, a ∼ G, and we define the coherence µ(G) to be the smallest constant such that a 2 ≤ µ(G) almost surely for a ∼ G. Suppose now that G1, . . . , GC are isotropic distributions of vectors in C N , where Gc represents the sensing in the c th sensor, and define F1, . . . , FC so that ac ∼ Fc if ac = H * cãc forãc ∼ Gc. We assume that the matrices Hc satisfy the joint isometry condition (2.5) Note that this setup allows us to consider a wide range of different sensing vectorsãc, including not only subgaussian random sensing, but also subsampled isometries (e.g. subsampled DFT) and random convolutions [8] .
Nonuniform recovery guarantee
Our first recovery guarantee is the following:
Theorem 2.1 (Nonuniform recovery for distinct sampling with sparsity model). Let x ∈ C N , 0 < < 1 and N ≥ s ≥ 2. Suppose that H1, . . . , HC satisfy (2.4) and draw A according to §2.1. If y = Ax + e with e 2 ≤ η, then for any minimizerx of
where µ = maxc=1,...,C µ(Gc).
Proof. Corollary 3.1 of [1] gives that the conditions of the result hold, provided m s · (maxc=1,...,C µ(Fc)) · L. Let ac ∼ Fc and write ac = H * cãc whereãc ∼ Gc. Then
Thus µ(Fc) ≤ µ(Gc) Hc 2 1→1 , as required.
This result is nonuniform in the sense that each random draw of A guarantees recovery of a fixed vector, as opposed to all vectors, which is the case in a uniform guarantee.
Examples
Theorem 2.1 asserts recovery from a number of measurements that is independent of C, provided Hc 1→1 1. In other words, when this condition holds, the number of measurement per sensor (equal to m/C) scales like 1/C. To elaborate, we now consider several examples of different sensor profiles Hc. As discussed in [1, §I-B], the environmental conditions encompassed by the Hc can often be modelled by either diagonal or circulant structures. Hence these will form the primary examples in this paper.
Diagonal sensor profiles
we obtain an optimal recovery guarantee. Note that the sensor profiles must satisfy (2.4), i.e. C c=1 |(hc)i| 2 = C, ∀i. In particular, 1 ≤ hc 2 ∞ ≤ C, ∀c.
Circulant sensor profiles
Let Hc ∈ C N ×N be circulant matrices with symbols hc ∈ C N . Then Hc 1→1 = hc 1. Hence, if max c=1,...,C hc 1 1, we achieve an optimal recovery guarantee. Note that if all the entries of hc have the same sign, then the joint isometry condition (2.4) implies that 1 ≤ hc 2 1 ≤ C, ∀c.
DISTINCT SAMPLING AND SPARSE VECTORS: UNIFORM RECOVERY FOR SUBGAUSSIAN SENSING MATRICES
We now specialize the setup of §2.1 to the case of subgaussian sensing vectorsãc, so that the matrices Ac are of the form Ac =ÃcHc whereÃc ∈ R m/C×N are subgaussian random matrices (possibly with different subgaussian parameters). Our aim is to prove a uniform recovery guarantee based on a concentration inequality for the matrix A (Lemma 3.3).
Uniform recovery guarantee
We first recall the following standard definition (see, for example, [9, Def. 9.4]):
then Y is referred to as a subgaussian random vector.
Lemma 3.3 (Concentration inequality for subgaussian sensing). For each c = 1, . . . , C, letÃc ∈ R m/C×N be a random matrix with independent, isotropic, and subgaussian rows with the same subgaussian parameter αc in (3.6). Let Hc ∈ R N ×N satisfy the joint isometry condition (2.4) and suppose that A is as in (2.5). Then, for all x ∈ R N and 0 < t < 1, we have
Proof. Suppose that x = 1 without loss of generality. Letãc,i ∈ R N , i = 1, . . . , m/C, denote the rows ofÃc and define
for t > 0, and subexponential if P(|X| ≥ t) ≤ βe −κt for t > 0. Recall also that a mean zero random variable X is subgaussian if and only if E(exp(θX)) ≤ exp(µθ 2 ), ∀θ ∈ R. In this case, one has β = 2 and κ = 1/(4µ).
Hence
We first note that the Zc,i's are independent, due to independence of theãc,i's. We now claim that the Zc,i's are subexponential random variables. To see this, we first show that ãc,i, Hcx is a subgaussian random variable. If Hcx = 0 for some c, then Zc,i = 0 for i = 1, . . . , m/C. Otherwise, if Hcx = 0, we proceed as follows. Note that E (exp(θ ãc,i, Hcx )) ≤ exp(αcθ 2 Hcx 2 ), sinceãc,i is isotropic and subgaussian. Thus, ãc,i, Hcx is a subgaussian random variable with parameters β = 2 and κc = (4αc Hcx 2 ) −1 . We now show that Zc,i is subexponential with parameters βc = max{2, exp(1/(4αc))} , κc = 4αc Hc 2 2→2 −1 .
(3.7) To see this, observe that
If t > Hcx 2 then
and, therefore, we have P(|Zc,i| ≥ t) ≤ 2 exp(−κct), since ãc,i, Hcx is subgaussian. For 0 < t ≤ Hcx 2 , we have the following trivial bound:
Combining with the previous estimate, we deduce that Zc,i is subexponential with parameters as in (3.7). Notice that κc ≥ κ = (4αmaxΞ dist ) −1 and βc ≤ β = max{2, exp(1/(4αmin))}. According to the Bernstein inequality for subexponential random variables [9, Cor. 7 .32], it now follows that
where in the second step we use the fact that 0 < t < 1.
Recall that a matrix A ∈ C m×N satisfies the Restricted Isometry Property (RIP) of order s if there exists 0 < δ < 1 such that (1 − δ) x 2 ≤ Ax 2 ≤ (1 + δ) x 2 , ∀x ∈ Σs. If δ = δs ∈ (0, 1) is the smallest constant respectively such that RIP holds, then we refer to δs as the s th Restricted Isometry Constant (RIC) of A. We now have the following: Proof. Due to (2.4), it follows that C ≥ Ξ dist ≥ 1 and therefore ζ −1 Ξ 2 dist . We now use a standard result on the RIP for matrices satisfying concentration inequalities (see [9, Thm. 9.11] , for example).
We remark that the RIP of order 2s implies stable and robust recovery, uniform in x ∈ C N , when solving (1.3). Hence Theorem 3.4 provides the first uniform recovery result for the parallel acquisition model (1.2)-(1.3). This result also gives conditions for an optimal recovery guarantee. Provided Ξ dist 1, the total number of measurements m is independent of the number of sensors C. Note that 1 ≤ Ξ dist ≤ C in general, as was observed in the proof of Theorem 3.4.
Remark 3.5 (Universality) Suppose that the setup in Theorem 3.4 is given. If U ∈ R N ×N is any deterministic orthogonal matrix, then the matrix AU also satisfies the same concentration inequality as A. Hence (3.8) implies stable and robust signal recovery for not only sparsity in the canonical domain, but also sparsity in any orthogonal transform domain (e.g. DCT or wavelet).
Examples
As in §2.3, we now consider the case of diagonal and circulant sensor profile matrices.
Diagonal sensor profiles
When Hc = diag(hc) ∈ R N ×N , we have Hc 2→2 = hc ∞. Therefore, if max c=1,...,C hc 2 ∞ 1 we can obtain an optimal recovery guarantee. Observe that this is exactly the same condition as discussed in §2.3 for the nonuniform recovery guarantee.
Circulant sensor profiles
Suppose that Hc ∈ R N ×N are circulant matrices with symbols hc ∈ R N . Based on the spectral decomposition, we can write Hc as Hc = Φ * ΛcΦ, where Φ ∈ C N ×N is the unitary discrete Fourier transform (DFT) matrix and Λc = diag(λc) is the diagonal matrix of eigenvalues of Hc. Since Hc 2→2 = λc ∞ and λc = √ N Φhc,we have Hc 2→2 = λc ∞ ≤ hc 1. Hence, if max c=1,...,C hc ∞ 1,
we obtain an optimal recovery guarantee. As in the previous case, we note that this is exactly the same condition as discussed in §2.3 for the nonuniform recovery guarantee.
Discussion: Nonuniform versus uniform
Both the nonuniform recovery results in §2 and the uniform recovery results in §3 assert that distinct sampling in parallel acquisition can decrease the numbers of measurements required per sensor linearly in C, subject to the joint isometry condition (2.4) and specific coherence conditions on the Hc's. Interestingly, the nonuniform case stipulates a bound on the matrix 1-norms Hc 1→1 (Theorem 2.1) whereas in the uniform case one has a bound on the matrix 2-norms Hc 2→2 (Theorem 3.4 ). For both circulant and diagonal sensor profiles, however, these result in the same conditions. This aside, there are several other important differences between the results. The nonuniform recovery guarantee can be applied to all types of standard CS matrices (e.g., random subgaussian, subsampled isometry or random convolution), however, it does not apply to the case where the sparsity is in a transform domain. Conversely, the uniform recovery result considers subgaussian measurements only, but guarantees signal recovery when the sparsity occurs in any orthogonal transform domain (see Remark 3.5).
BEYOND SPARSITY AND DISTINCT SAMPLING: NONUNIFORM RECOVERY BASED ON SPARSE AND DISTRIBUTED VECTORS
So far, we have only considered the recovery of sparse vectors in the distinct sampling scenario. While there are many constructions of sensor profile matrices which give provably optimal recovery guarantees, unfortunately it is also straightforward to devise reasonable sensor profiles for which optimal recovery of all sparse vectors is not possible. A particular issue is related to clustering: namely, the possibility for the nonzeros of a sparse vector to potentially accumulate in one portion of the signal. Certain choices of sensor profiles Hc can attenuate the signal x that clusters, meaning that most of the sensors give no information [1]. Perhaps unsurprisingly, this situation is typically more pronounced in the case of identical sampling. To overcome this issue, we now present (nonuniform) recovery guarantees in both the distinct and identical sampling scenarios for a more constrained signal model which prohibits such clustering. For ease of presentation, we focus on the case of diagonal sensor profiles only in this section.
Signal model
We now introduce the new signal model: Note that sparsity in levels was first introduced in [10] as a way to consider the asymptotic sparsity of wavelet coefficients (see also [11] ). We denote the set of such vectors as Σ s,λ,I and, for an arbitrary x ∈ C N , write σ s,λ,I (x)1 for the 1-norm error of the best approximation of x by a vector in Σ s,λ,I .
Note that we are interested in the case that λ is independent of D; that is, when none of s d 's greatly exceeds s/D.
Distinct sampling with diagonal sensor profiles
The setup is as in §2.1 except we now assume that Hc = diag(hc), hc = {(hc)i} N i=1 ∈ C N are diagonal sensor profiles. Suppose that H1, . . . , HC are diagonal matrices satisfying the joint isometry condition (2.4) and draw A as in (2.5). If y = Ax + e, e 2 ≤ η, then for any minimizerx of
we have
x −x 2 σ s,λ,I (x)1 + √ sη, with probability at least 1 − , provided
where µ = maxc=1,...,C µ(Gc) and
Identical sampling with diagonal sensor profiles
The setup for identical sampling differs from that of §2.1. Let G be an isotropic distribution of vectors in C N . Drawã1, . . . ,ã m/C i.i.d. from G and form the matrix . . , C, be diagonal matrices satisfying the joint isometry condition (4.9) and draw A according to (4.10) . If y = Ax + e, e 2 ≤ η, then for any minimizerx of
where µ = µ(G) and
(hc)i(hc)j . ). For both sampling scenarios, the empirical probability of successful recovery increases as C increases. The results are in agreement with our theoretical results.
EXAMPLES
We now consider several examples of explicit sensor profile matrices to illustrate our various recovery guarantees. For distinct sampling, observe that hc 2 ∞ ≤ Cµ(V ), where µ(V ) = max c,d |V c,d | 2 is the coherence of V . Hence we obtain optimal uniform and nonuniform guarantees (see Theorems 3.4 and 2.1 respectively) for the recovery of s-sparse vectors if V is incoherent, i.e. µ(V ) C −1 . 3 Conversely, for identical sampling, if we set D = C then it follows that Υ idt = 1 (since V is an isometry). Hence we obtain an optimal nonuniform recovery guarantee for the sparse and distributed signal model. 4 
Banded sensor profile
Let I = (I1, . . . , ID) be a partition and suppose that the hc are banded, i.e. case with the sparse and distributed signal model with D = C levels, provided r1 + r2 is independent of C. A specific example of this setup is a smooth sensor profile with compact support [1, Fig. 1(c) ], which corresponds to a sharply decaying coil sensitivity in a onedimensional (1D) example of pMRI; see [2] for details. The optimal recovery guarantee for this example is verified in Fig. 1 .
supp(hc) ⊆

Global and oscillatory sensor profiles
As opposed to banded sensor profiles, we now consider global, oscillatory profiles of the form (hc)i = exp(2πici/N )/ √ M for i = 1, . . . , N and c = 1, . . . , C. Since hc ∞ = 1, we deduce optimal uniform and nonuniform sparse signal recovery guarantees for distinct sampling with these profiles. On the other hand, for identical sampling one can compute Υ idt for different values of C and D. If D = 1 then Υ idt scales linearly with C, implying that optimal recovery of sparse vectors cannot be ensured. However, as shown in Fig. 2 , Υ idt remains bounded when D = C. This implies an optimal recovery of sparse and distributed vectors.
Circulant sensor profiles
Finally, in Fig. 3 , we consider circulant sensor profile matrices, corresponding to a 1D example of the multi-view imaging application. The circulant matrices were constructed with eigenvalues uniformly distributed on the unit circle, so that hc 1 1 where hc is the symbol of Hc. As discussed in §2.3 and §3.2, this gives optimal uniform and nonuniform recovery guarantees in the case of distinct sampling, thus explaining the results in Fig. 3(a) . Interestingly, Fig.  3(b) suggests that identical sampling also exhibits an optimal recovery guarantee, although we have no proof of this fact.
REFERENCES
[1] Il Yong Chun and Ben Adcock, "Compressed sensing and parallel acquisition," submitted to IEEE Trans. Inf. Theory, Jan. 2016.
[2] Il Yong Chun, Ben Adcock, and Thomas M. Talavage, "Efficient compressed sensing SENSE pMRI reconstruction with joint sparsity promotion," IEEE Trans. Med. Imag., vol. 35, no. 1, pp. 354-368, Jan. 2016. 
