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Abstract
In this paper we further develop the fluctuating hydrodynamics proposed in [1] in a number of
ways. We first work out in detail the classical limit of the hydrodynamical action, which exhibits
many simplifications. In particular, this enables a transparent formulation of the action in physical
spacetime in the presence of arbitrary external fields. It also helps to clarify issues related to field
redefinitions and frame choices. We then propose that the action is invariant under a Z2 symmetry
to which we refer as the dynamical KMS symmetry. The dynamical KMS symmetry is physically
equivalent to the previously proposed local KMS condition in the classical limit, but is more con-
venient to implement and more general. It is applicable to any states in local equilibrium rather
than just thermal density matrix perturbed by external background fields. Finally we elaborate
the formulation for a conformal fluid, which contains some new features, and work out the explicit
form of the entropy current to second order in derivatives for a neutral conformal fluid.
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I. INTRODUCTION
For a quantum many-body system in local thermal equilibrium, in generic situations,
the only long-lived modes are those associated with conserved quantities such as energy-
momentum tensor and conserved currents for some global symmetries. Recently, using this
as a starting point we proposed a new formulation of fluctuating hydrodynamics as a univer-
sal low energy effective theory of a quantum many-body system at a finite temperature [1].1
The theory gives a path integral formulation of hydrodynamics which systematically incor-
porates effects of fluctuations, including nonlinear interactions involving noises as well as
non-equilibrium fluctuation-dissipation relations. The conventional hydrodynamical equa-
tions of motion are recovered as saddle point equations, and the stochastic hydrodynamics
is recovered by truncating the noise part of the action to quadratic level.
1 For other recent discussions of fluctuating hydrodynamics, see [2–19] and in holographic context [20–22].
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We now summarize the salient aspects of the theory of [1]. For definiteness we will consider
a system with a U(1) global symmetry. Consider the closed time path (CTP) generating
functional for the stress tensor and U(1) current in a thermal density matrix ρ0
eW [g1µν ,A1µ;g2µν ,A2µ] ≡ Tr [U(+∞,−∞; g1µν , A1µ)ρ0U †(+∞,−∞; g2µν , A2µ)] (1.1)
=
∫
Dχ1Dχ2 e
iIhydro[χ1,g1,A1;χ2,g2,A2] (1.2)
where U(t2, t1; gµν , Aµ) is the evolution operator of the system from t1 to t2 in the presence
of a spacetime metric gµν (sources for stress tensor) and an external vector field Aµ (sources
for the U(1) current). The sources are taken to be slowly varying functions and there are
two copies of them, one for each leg of the CTP contour. The second line (1.2) should be
imagined as obtained by integrating out all the fast modes of the system with χ1,2 denoting
the remaining slow modes (hydrodynamical modes), and Ihydro is the effective action for them.
Again there are two copies of hydrodynamical modes. While in practice the integrations
from (1.1) to (1.2) cannot be done, Ihydro can be obtained as the most general local action
once we have identified the dynamical variables χ1,2 and the symmetries Ihydro should obey.
In [1] we developed an “integrating-in” procedure to identify the slow degrees of freedom
associated with a conserved quantity. For the stress tensor this leads to a doubled version
of the Lagrange description of fluid flows, with the corresponding χ1,2 given by mappings
Xµ1,2(σ
a) between a “fluid spacetime,” whose coordinates σa label fluid elements and their
internal clocks, and the two copies of physical spacetimes with coordinates Xµ1,2 respectively.
See Fig. 1. The slow degrees of freedom for the U(1) current are ϕ1,2(σ
a) which can be
interpreted as U(1) phase rotations in two physical spacetimes associated for each fluid
elements.2 One also needs to introduce an additional scalar field τ(σa) which gives the local
proper temperature in fluid spacetime
T (σ) =
1
β(σ)
= T0e
−τ(σ) . (1.3)
T0 =
1
β0
is the temperature at infinities where we take all external sources and dynamical
fields to vanish. Note that there is only one τ field rather than two copies. The standard
2 Other recent work which uses effective action from CTP to describe fluctuating hydrodynamics include [11,
14–16]. In particular similar variables were also used in [11–16].
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variables such as local velocity and chemical potential are built from symmetric combinations
of Xµ1,2, ϕ1,2, while their antisymmetric combinations can be interpreted as corresponding
“noises.”
Fluid spacetime Physical spacetimePhysical spacetime
FIG. 1. Relations between the fluid spacetime and two copies of physical spacetimes. The red
straight line in the fluid spacetime with constant σi is mapped by Xµ1,2(σ
0, σi) to physical spacetime
trajectories (also in red) of the corresponding fluid element.
It turns out these variables are not enough. In order to ensure the unitarity of (1.1) one
needs to introduce anti-commuting partners (“ghosts”) for dynamical variables and require
the full action to satisfy a BRST-type fermionic symmetry.3 In this paper we will focus on
the bosonic part and so will suppress all ghost variables below. The structure with ghost
sector is elucidated in [24, 25].
In terms of variables described above (1.2) can be written more explicitly as
eW [g1,A1;g2,A2] =
∫
DX1DX2Dϕ1Dϕ2Dτ e
iIhydro[h1,B1;h2,B2;τ ], (1.4)
where (s = 1, 2 and no summation over s)
hsab(σ) =
∂Xµs
∂σa
gsµν(Xs(σ))
∂Xνs
∂σb
, Bsa(σ) =
∂Xµs
∂σa
Asµ(Xs(σ)) + ∂aϕs(σ) . (1.5)
h1,2 are pull-backs of the spacetime metrics to the fluid spacetime and similarly the first terms
in B1,2 are pull-backs of spacetime vector sources. Due to conservation of the stress tensor
3 The need for anti-commuting degrees of freedom and BRST symmetry in path integral formulation of
stochastic systems has been well known since 1970’s. See e.g. [23] for a review. Their presence for
fluctuating hydrodynamics has also been discussed recently in [15–17].
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and U(1) current, W [g1, A1; g2, A2] should be invariant under independent diffeomorphisms
of the two copies of spacetime and independent gauge transformations of A1, A2. This is
ensured by Ihydro being a local action of h1,2, τ, B1,2. By construction h1,2 and B1,2 are
invariant under (s = 1, 2)
g′sµν(X
′
s) =
∂Xλs
∂X ′µs
∂Xρs
∂X ′νs
gsλρ(Xs), A
′
sµ(X
′
s) =
∂Xλs
∂X ′µs
Asλ(Xs), X
′µ
s (σ) = f
µ
s (Xs(σ)) (1.6)
A′sµ = Asµ − ∂µλs(Xs), ϕ′s(σ) = ϕs(σ) + λs(Xs(σ)) (1.7)
for arbitrary functions f1, f2 and λ1, λ2.
Ihydro further satisfies the following symmetry conditions:
1. Invariant under spatial and time diffeomorphisms in the fluid spacetime
σi → σ′i(σi), σ0 → σ0 (1.8)
σ0 → σ′0 = f(σ0, σi), σi → σi . (1.9)
These symmetry conditions define a fluid.
2. Invariant under a diagonal spatial-dependent shift
ϕr → ϕr − λ(σi), ϕa → ϕa (1.10)
with ϕr =
1
2
(ϕ1 + ϕ2) and ϕa = ϕ1 − ϕ2. This condition specifies a normal fluid as
compared to a superfluid.
3. Invariant under a Z2 reflection symmetry
I∗hydro[h1, B1;h2, B2; τ ] = −Ihydro[h2, B2;h1, B1; τ ] (1.11)
which is needed to be consistent with the behavior of (1.1) under complex conjugation.
The condition implies that Ihydro must be complex and in particular the imaginary part
of the action must be even under exchange of 1, 2 indices. For the path integral (1.4)
to be bounded we further require that
Im Ihydro ≥ 0 (1.12)
for any dynamical variables and external sources.
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4. Vanish when we set all the sources and dynamical fields of the two legs to be equal,
i.e.
I[h,B;h,B; τ ] = 0 . (1.13)
Equations (1.11)–(1.13) are all consequences of unitary time evolution.
5. Local KMS condition which can be stated as follows. Setting the dynamical fields to
“background” values
Xµ1,2 = σ
aδµa , ϕ1,2 = 0, e
τ =
√−gr00, gr00 = 1
2
(g100 + g200) . (1.14)
in the action and denoting the resulting expression as Is[g1, A1; g2, A2], we then impose
that
Is[g1, g2, A1, A2] = Is[g˜1, g˜2, A˜1, A˜2] (1.15)
where the tilde variables are defined as
g˜1µν(x) = g1µν(−t+ iθ,−~x), A˜1µ(x) = A1µ(−t+ iθ,−~x),
g˜2µν(x) = g2µν(−t− i(β0 − θ),−~x), A˜2µ(x) = A2µ(−t− i(β0 − θ),−~x) .
(1.16)
for arbitrary θ ∈ [0, β0]. This condition is to ensure that for ρ0 given by the thermal
density matrix (1.1) satisfies a condition4 obtained by combining the Kubo-Martin-
Schwinger (KMS) condition with PT
W [g1(x), A1(x); g2(x), A2(x)] = W [g˜1(x), A˜1(x); g˜2(x), A˜2(x)] . (1.17)
The action Ihydro[h2, B2;h1, B1; τ ] is then obtained as the most general local action consistent
with the above conditions. In particular, at the level of equations of motion the local KMS
condition recovers all the standard constraints of hydrodynamics from the entropy current
condition and linear Onsager relations. Furthermore, it leads to new constraints from non-
linear generalizations of the Onsager relations, and non-equilibrium fluctuation-dissipation
relations.
In this paper we further develop the formulation in a number of ways:
4 As explained in detail in [1], KMS condition relates W to a time-reversed one. To obtain a condition on
W itself one needs to combine it with a time reversal symmetry. Depending on the situation one could
combine it with T or PT or CPT . For our discussion of effective theory for a charged fluid we choose PT
for definiteness. 7
1. We work out in detail the classical limit of Ihydro. There are many simplifications
in this limit. In particular, this enables a transparent formulation of the fluctuating
hydrodynamics in physical spacetime in the presence of arbitrary external fields. It
also helps to clarify issues related to field redefinitions and frame choice.
2. We replace the local KMS condition by an alternative formulation, which directly acts
on the dynamical fields. To distinguish it from (1.15) we will refer to it as dynamical
KMS symmetry (or condition). The dynamical formulation is equivalent to the previ-
ous one in the classical limit, but is more convenient to implement and more general.
It should be applicable to any states ρ0 in local equilibrium rather than just thermal
density matrix perturbed by external background fields. The dynamical formulation
has been recently used in [26] to prove the local second law of thermodynamics and also
leads to an explicit construction of the entropy current from a Noether-like procedure.
3. We elaborate the formulation for a conformal fluid, which contains some new fea-
tures. We also give the explicit action of a neutral conformal fluid to the second order
in derivatives and work out the corresponding entropy current following the general
construction presented in [26].
The plan of the paper is as follows. In next section to help set up the notations we review
the action of [1] as well as implications of the local KMS condition. In Sec. III we discuss
the classical limit. In Sec. IV we present the formulation of dynamical KMS symmetry.
In Sec. V we discuss the implications of dynamical KMS symmetry on the action in the
classical limit and work out the entropy current to first order in derivatives. In Sec. VI we
discuss field redefinitions and frame choices. In Sec. VII we discuss formulation of fluctuating
hydrodynamics for a conformal fluid, and work out the action and the entropy current for a
neutral conformal fluid to second order in derivatives. We conclude with a brief discussion
of the quantum regime in Sec. VIII.
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II. ACTION FOR FLUCTUATING HYDRODYNAMICS
In this section to set up the notations we review the action for fluctuating hydrodynamics
for a relativistic system with a U(1) global symmetry. We will only be concerned with the
bosonic action.
A. Action in the fluid spacetime
To implement separate spatial and time diffeomorphisms (1.8)–(1.9), it is convenient to
decompose h1,2 and B1,2 into objects which have good transformation properties under them
(below s = 1, 2)
hsabdσ
adσb = −b2s
(
dσ0 − vsidσi
)2
+ asijdσ
idσj, (2.1)
Bsadσ
a = µsb(dσ
0 − vsidσi) + bsidσi . (2.2)
To implement (1.11)–(1.13) it is convenient to further introduce symmetric and anti-
symmetric combinations (r − a variables)
Er =
1
2
(b1 + b2) , Ea = log
(
b−12 b1
)
, Vai = Er(v1i − v2i), Vri = 1
2
Er(v1i + v2i), (2.3)
arij =
1
2
(a1ij + a2ij), χa =
1
2
log det(a−12 a1), Ξ = log
(
aˆ−12 aˆ1
)
, (2.4)
µr =
1
2
(µ1 + µ2), µa = µ1 − µ2, bri = 1
2
(b1i + b2i), bai = b1i − b2i (2.5)
where aˆ1,2 denotes the unit determinant part of a1,2 and thus Ξ is traceless. Note that τ
should be considered as a r-variable. µr can be identified as the local chemical potential.
The most general action which satisfies the symmetries listed in the Introduction can be
readily constructed using (2.3)–(2.5) and their derivatives
Ihydro =
∫
ddσ
√
arEr L (2.6)
where L is a scalar under (1.8)–(1.9), and can be written as a double expansion in terms of
the number of a-type fields (i.e. expanding in noises), and the number of derivatives. More
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explicitly,
Ihydro = I
(1) + I(2) + · · · , L = L(1) + L(2) + · · · , (2.7)
where L(m) contains m factors of a-fields. From (1.11), L(m) is pure imaginary for even m
and real for odd m. Each L(m) can be further expanded in the number of derivatives
L(n) = L(n,0) + L(n,1) + · · · (2.8)
with L(n,m) containing m derivatives. To first order in derivatives the most general L(1,1) can
be written as5
L(1,1) = −f1Ea + f2χa + f3νa − η
2
ΞijD0arij − λ1V iaDiEr − λ2ciaDˆ0bri + λ12V ia Dˆ0bri
+λ21c
i
aDiEr + λ5DiτV
i
a + λ6DiµrV
i
a + λ7Diτc
i
a + λ8Diµrc
i
a + · · · , (2.9)
where f1,2,3 can be further expanded in derivatives as
f1 = 0 + f11D0τ + f12D0
(
log
√
det ar
)
+ f13β
−1(σ)D0µˆ+ higher derivatives, (2.10)
f2 = p0 + f21D0τ − f22D0
(
log
√
det ar
)
+ f23β
−1(σ)D0µˆ+ higher derivatives, (2.11)
f3 = n0 + f31D0τ + f32D0
(
log
√
det ar
)
− f33β−1(σ)D0µˆ+ higher derivatives . (2.12)
In the above expressions indices are raised and lowered using ar, all coefficients are all real
functions of µr and β(σ), and
6
νa = µa + Eaµr, µˆ = µrβ(σ), cai = bai − µrVai, Dˆ0bri ≡ D0bri − µrDiEr . (2.13)
In (2.9)–(2.13) we have also used various covariant derivatives. For a scalar φ under time
diffeomorphism (1.9), the covariant time derivative is defined as
D0φ ≡ 1
Er
∂0φ . (2.14)
5 This is the most general form which is valid for all dimensions. For specific dimensions one may introduce
more terms using -symbols.
6 The choice of these combinations makes the coefficients of various terms in the expressions of the stress
tensor and current simpler.
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Note that Er and Vri do not transform as a scalar under (1.9). For them one can define a
combined object
DiEr ≡ 1
Er
(∂iEr + ∂0Vri) (2.15)
which transforms under (1.9) as a scalar and under (1.8) as a vector. The spatial covariant
derivatives for a scalar φ and a vector φi under (1.8) are defined respectively as
Diφ = ∂iφ+ vri∂0φ ≡ diφ, (2.16)
Diφj = diφj − Γ˜kijφk, (2.17)
where di ≡ ∂i + vri∂0 and
Γ˜ijk ≡
1
2
ailr (djarkl + dkarjl − dlarjk) = Γijk +
1
2
ailr (vrj∂0arkl + vrk∂0arjl − vrl∂0arjk) (2.18)
with Γijk the Christoffel symbol corresponding to arij.
To zeroth order in derivatives the most general L(2,0) can be written as
−iL(2,0) = s11E2a + s22χ2a + s33ν2a + 2s12Eaχa + 2s13Eaνa
+2s23χaνa + r tr Ξ
2 + r11V
i
aVai + 2r12V
i
a cai + r22c
i
acai, (2.19)
where again all coefficients are real and are functions of µr, β(σ). Given that L(2) is pure
imaginary, in order for the path integral (1.4) to be well defined, the coefficients of (2.19)
must be such that the expression is non-negative for any choices of dynamical variables.
In (2.9) and (2.19) we have not imposed (1.14)–(1.15) whose consequences will be dis-
cussed separately in Sec. II C.
B. Formulation in physical spacetime
The action (2.9), (2.19) is formulated in the fluid spacetime. The advantage of this
formulation is that the action can be easily coupled to external sources and the symmetries
of the theory are easy to implement. A shortcoming is that connections with the dynamics
in physical spacetime and the standard form of hydrodynamic equations are not manifest.
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Alternatively one can formulate the effective action in the physical spacetime. For this
purpose, introduce
Xµa = X
µ
1 (σ)−Xµ2 (σ), Xµ(σ) =
1
2
(Xµ1 (σ) +X
µ
2 (σ)) . (2.20)
We interpret Xµ(σ) as the motion of a fluid element in the physical spacetime (now only one
copy) and Xµa as statistical and quantum noises of that motion. One can then invert X
µ(σa)
to obtain σa(Xµ), and treat Xµ as the coordinates of the physical spacetime and σa(X) as
dynamical variables. Other dynamical variables Xµa (σ), ϕr,a(σ), τ(σ) are now all considered
as functions of Xµ through σa(X). To emphasize that Xµ are now simply coordinates
and not dynamical variables we will denote them as xµ. The dynamical variables are now
σa(x), Xµa (x), ϕr,a(x), τ(x).
The background fields then have the form
g1µν
(
x+
1
2
Xa(x)
)
, A1µ
(
x+
1
2
Xa(x)
)
, g2µν
(
x− 1
2
Xa(x)
)
, A2µ
(
x− 1
2
Xa(x)
)
(2.21)
whose arguments depend on dynamical variables Xµa , and thus should be expanded in X
µ
a
when performing the noise expansion (2.7) in the action. Direct formulation in physical
spacetime is complicated as one does not have a canonical definition of the spacetime metric.
The obvious candidate g = 1
2
(g1 + g2) does not make sense as g1 and g2 transform under
independent diffeomorphisms. Thus one cannot just add them. Similar statement applies to
A = 1
2
(A1 + A2).
7 Nevertheless, one could construct the theory by inverting the action in
the fluid spacetime. For example, in the absence of background fields one finds (2.9) can be
simply written as
I(1) =
∫
ddx [T µν∂µXaν + J
µ∂µϕa] +O(a
3) (2.22)
where T µν and Jµ are the hydrodynamic stress tensor and U(1) current obtained from (2.9).
7 In next section we will see these difficulties go away in the classical limit.
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C. Consequences of local KMS condition
Now let us turn to the local KMS condition (1.14)–(1.15). We will mention its conse-
quences and then discuss some open issues. Applying to (2.9) and (2.19), we can group
consequences of (1.15) into three types (with the first equation of (1.14), σa = δaµx
µ where
xµ = (x0, ~x) denotes the spacetime coordinates):
1. For time-independent g1,2 and A1,2, I
(1) should have a factorized form to leading order
ga = g1 − g2 and Aa = A1 − A2, i.e.
I(1)s = W˜ [g1, A1]− W˜ [g2, A2] +O(g3a, A3a) (2.23)
where W˜ [g(~x), A(~x)] is some local functional defined on the spatial part (with coordi-
nate ~x) of the spacetime and satisfies
W˜ [g(~x), A(~x)] = W˜ [g(−~x), A(−~x)] . (2.24)
Applying (2.23) to (2.9)–(2.12) we find various coefficients in L(1) should satisfy stan-
dard thermodynamic relations
0 + p0 − µn0 = −∂p0
∂τ
, n0 =
∂p0
∂µ
, (2.25)
or
0 + p0 = −
(
∂p0
∂τ
)
µˆ
, n0 = β
∂p0
∂µˆ
, (2.26)
and
λ5 = λ1 + µλ12, λ7 = −λ21 − µλ2, λ6 = λ8 = 0 . (2.27)
Equations (2.27) reproduce the equality-type constraints from the entropy current.
Note that W˜ may be interpreted as the partition function of the system on a station-
ary manifold with metric gµν(~x) and external source Aµ(~x), and the above discussion
derives the partition function prescription proposed in [27, 28].
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2. Non-equilibrium Onsager relations
Gij(x, y;φi(~x)] = Gji(−y,−x;φi(−~x)], (2.28)
where φi collectively denotes gµν , Aµwith i labeling different components of both g and
A. Gij is defined as
Gij(x, y;φi(~x)] = δ
2I
(1)
s
δφai(x)φrj(y)
∣∣∣∣
S
(2.29)
where the subscript S in (2.29) denotes the procedure that after taking the differen-
tiation one should set g1µν = g2µν = gµν , A1µ = A2µ = Aµ with both gµν and Aµ
time-independent. The notation G(· · · ] highlights that it is a function of xµ, yµ, but a
functional of φi(~x). Applying (2.28) to I
(1) one finds that
λ12 = λ21, −f13 = f31, f23 = f32, −f12 = f21 . (2.30)
Note that (2.30) are the standard constraints from linear Onsager relations. To the
first derivative order of (2.9) there is no difference whether one imposes (2.28) on
the full nonlinear action (2.9) or the linearized version (around the equilibrium). But
one expects additional nonlinear constraints to start appearing at second derivative
order [1].
3. Non-equilibrium fluctuation-dissipation relations which relate parameters of L(1) and
L(2):
r =
η
2
T (σ), r11 = λ1T (σ), r12 = −λ12T (σ), r22 = λ2T (σ), (2.31)
s11 = f11T (σ), s12 = f12T (σ), s13 = f13T (σ), (2.32)
s22 = f22T (σ), s23 = −f32 + f23
2
T (σ) = −f23T (σ), s33 = f33T (σ), (2.33)
where T (σ) was introduced in (1.3). When applying to a system near equilibrium, i.e.
setting T (σ) and µ(σ) to equilibrium values equations (2.31)–(2.33) reproduce precisely
the standard fluctuation-dissipation relations, yet here they are derived for arbitrary
τ(σa) and µ(σa) and thus are valid for far-from-equilibrium situations8. As discussed
8 Recall all the coefficients are functions of τ(σa) and µ(σa).
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below (2.19), the coefficients of (2.19) have to be such that right hand side of (2.19) is
always non-negative. From relations (2.31)–(2.33), this translates into the statement
that dissipative parameters such as the conductivity, shear and bulk viscosities are
non-negative [1]. This reproduces the inequality-type constraints from the entropy
current.
Note that to the orders of derivative expansion given in (2.9) and (2.19) there is no difference
between quantum or classical regime. Neither are the results sensitive to θ0.
The local KMS prescription (1.14)–(1.15) works very well, it reproduces of all the known
constraints on hydrodynamical equations, predicts new nonlinear Onsager relations as well as
non-equilibrium fluctuation-dissipation relations. Yet there are still a number of deficiencies.
Firstly there is an ambiguity in its formulation. A key element of (1.14) is to set the
“background value” of eτ to
√−gr00 motivated from that in a curved spacetime with metric
gµν the local proper temperature is proportional to
1√−g00 . The value
√−gr00 was chosen for
eτ as it is symmetric in 1, 2 and reduces to
√−g00 when g1 = g2 = g. The choice of is clearly
not unique. For example, another possibility is9
τ =
1
4
(log(−g100) + log(−g200)) . (2.34)
Secondly, while there have been many supporting evidences that the prescription (1.14)–
(1.15) indeed ensures the KMS condition (1.17), there has not been a general proof. Thirdly,
the condition (1.17) should be physically equivalent regardless of choice of θ in (1.16). But
in the the formulation (1.15) this is not clear. Finally, (1.15) is not formulated directly in
the dynamical variables which makes its implementation and use inconvenient. In particular
it relies on the feature that in Ihydro the dynamical variables and background fields always
come together in the form of h1,2 and B1,2. This feature will likely not hold in the presence
of anomalies.
In Sec. III we discuss the classical limit of (1.4) and show that the first three issues
mentioned in the previous paragraph are all addressed in that limit. In Sec. IV we introduce
a dynamical formulation which acts directly on the dynamical variables.
9 Note that at the level of (2.9) and (2.19) using (2.34) does not make a difference.
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III. CLASSICAL LIMIT
The path integrals (1.4) describe macroscopic behavior of quantum systems with a nonzero
~. In this section we consider the classical limit ~→ 0. Note in the classical limit the path
integrals (1.4) survive and describe classical statistical fluctuations.
A. Small ~ expansion
Following the discussion of [1], reinstating ~ we can write various background and dy-
namical fields as
g1µν = gµν +
~
2
gaµν , g2µν = gµν − ~
2
gaµν , A1µ = Aµ +
~
2
Aaµ, A2µ = Aµ − ~
2
Aaµ (3.1)
Xµ1 = X
µ +
~
2
Xµa , X
µ
2 = X
µ − ~
2
Xµa , ϕ1 = ϕ+
~
2
ϕa, ϕ2 = ϕ− ~
2
ϕa, (3.2)
and θ, β0 in (1.16) become ~θ, ~β0. Furthermore, suppose f (n) is a coefficient in n-th order
action I(n) in the a-field (noises) expansion (2.7), then f (n) can be expanded in ~ as
f (n) =
1
~n−1
(
f
(n)
cl +O(~) + · · ·
)
. (3.3)
In (1.6)–(1.7), various transformation parameters can be written as
fµ1 = f
µ +
1
2
~fµa , f
µ
2 = f
µ − 1
2
~fµa , λ1 = λ+
1
2
~λa, λ2 = λ− 1
2
~λa . (3.4)
In the ~→ 0 limit, the two diffeomorphisms (1.6) then become: (i) physical space diffeo-
morphisms
Xµ → X ′µ(X) = fµ(X), (3.5)
under which Xµa transform as a vector, gµν , gaµν as symmetric tensors, and Aµ, Aaµ as one-
forms, and (ii) noise diffeomorphisms under which various quantities transform as
X ′µa (σ) = X
µ
a (σ) + f
µ
a (X(σ)), g
′
aµν = gaµν − Lfagµν , A′aµ = Aaµ − LfaAµ . (3.6)
16
where Lw denotes Lie derivative along a vector wµ. We emphasize that (3.6) are finite
transformations. The gauge transformations (1.7) become physical spacetime gauge trans-
formation
A′µ = Aµ − ∂µλ(X), A′aµ(X) = Aaµ(X) + ∂µ (LXaλ) , ϕ′(σ) = ϕ(σ) + λ(X(σ)), (3.7)
and noise gauge transformation
A′aµ(X) = Aaµ(X)− ∂µλa(X), ϕ′a(σ) = ϕa(σ) + λa(X(σ)) . (3.8)
We then find that in this limit
h1ab = ∂aX
µ
1 ∂bX
ν
1 g1µν(X1) = hab(σ) +
~
2
h
(a)
ab +O(~
2),
B1a = ∂aX
µ
1A1µ(X1) + ∂aϕ1 = Ba(σ) +
~
2
B(a)a +O(~2),
(3.9)
where
hab(σ) ≡ ∂aXµ∂bXνgµν(X), h(a)ab = ∂aXµ∂bXνGaµν(X), (3.10)
Ba ≡ ∂aXµAµ(X) + ∂aϕ(σ), B(a)a = ∂aXµCaµ(X) (3.11)
Gaµν(X) ≡ gaµν + LXagµν , Caµ ≡ Aaµ(X) + ∂µϕa(X) + LXaAµ , (3.12)
and ϕa(X) ≡ ϕa(σ(X)). It can be readily checked that Caµ and Gaµν are invariant un-
der (3.6)–(3.8) and transform as a vector and tensor respectively under (3.5). The corre-
sponding equations for h2, B2 are obtained from (3.9) by switching the signs before the O(~)
terms. We now have
1
~
Ihydro[h1, B1;h2, B2; τ ] = Ihydro[hab, Ba;h
(a)
ab , B
(a)
a ; τ ] +O(~) . (3.13)
As before decompose hab and Ba as
habdσ
adσb = −b2 (dσ0 − vidσi)2 + aijdσidσj, (3.14)
Badσ
a = µb(dσ0 − vidσi) + bidσi . (3.15)
and
∂Xµ
∂σ0
≡ buµ, uµuµ = −1, uµ = gµνuν , ∂X
µ
∂σi
≡ −vibuµ + λiµ, uµλiµ = 0 (3.16)
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where uµ is the local velocity field. We find various quantities in (2.3)–(2.5) become
Er = b, arij = aij, Vri = Vi = bvi bri = bi, µr = µ (3.17)
Ea = −1
2
uµuνGaµν(X), Vai = u
µλνiGaµν , Ξ =
(
λiµλνj −
∆µν
d− 1δ
j
i
)
Gaµν , (3.18)
χa =
1
2
∆µνGaµν µa = u
µCaµ +
1
2
µuµuνGaµν , bai = λ
µ
i Caµ + µu
µλνiGaµν (3.19)
and
νa = µa + Eaµr = u
µCaµ, cai = bi − µrVai = λµi Caµ . (3.20)
As anticipated from (3.10)–(3.12) all a-type fields can be obtained from Caµ and Gaµν .
Now let us consider the KMS condition (1.17)–(1.16) in the ~→ 0 limit. Equations (1.16)
can be written as
φ˜(x) = φ(−x), φ˜a(x) = φa(−x) + iLβ0φ(−x), βµ0 = β0
(
∂
∂x0
)µ
(3.21)
where φ = {gµν , Aµ} and φa = {gaµν , Aaµ}. Note that parameter θ has dropped out. Equa-
tion (1.17) can be written as
W [φ(x), φa(x)] = W [φ(−x), φa(−x) + iLβ0φ(−x)] . (3.22)
We emphasize that in (3.22) the shift in φa is a finite transformation so one cannot expand
the right hand side in Lβ0φ(−x). Note that under (1.14) we have
hab = gµνδ
µ
aδ
ν
b , h
(a)
ab = gaµνδ
µ
aδ
ν
b , Ba = Aµδ
a
µ, B
(a)
a = Aaµδ
a
µ (3.23)
thus the local KMS prescription (1.15) implies that the action satisfies
Ihydro[hab, Ba;h
(a)
ab , B
(a)
a ; τ ] = Ihydro[h˜ab, B˜a; h˜
(a)
ab , B˜
(a)
a ; τ˜ ] (3.24)
where
h˜ab(σ) = hab(−σ), B˜a(σ) = Ba(−σ), τ˜(σ) = τ(−σ) (3.25)
h˜
(a)
ab (σ) = h
(a)
ab (−σ) + iβ0∂0hab(−σ), B˜(a)a (σ) = B(a)a (−σ) + iβ0∂0Ba(−σ) . (3.26)
From an argument given in Appendix A we can then immediately conclude from (3.24) that
the KMS condition (3.22) is satisfied at tree level.
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B. Physical space formulation
In the ~→ 0 limit the physical spacetime formulation is much simplified. In fact the fluid
and physical spacetime formulations become essentially the same. In this subsection, rather
than starting from the fluid spacetime formulation we present an intrinsic formulation for
the fluid action in the physical spacetime itself.
In the classical limit, in the physical spacetime the dynamical variables are σa(x), ϕ(x), τ(x)
and Xµa (x), ϕa(x). The background fields are gµν(x), Aµ(x), gaµν(x), Aaµ(x) with gµν the
physical spacetime metric. The action should be invariant under: (i) physical spacetime
diffeomorphism (3.5); (ii) noise diffeomorphism (3.6); (iii) gauge transformation (3.7); (iv)
noise gauge transformation (3.8); (v) time and spatial diffeomorphisms of σa (1.8)–(1.9)
which are now “global” symmetries; (vi) the diagonal shift (1.10) which is also now a global
symmetry; (vii) equations (1.11) and (1.13) which are now imposed on physical spacetime
action; (viii) the local KMS condition.
(ii)-(iv) imply that a-fields (including both background and dynamical variables) must
appear in the combinations Gaµν , Caµ introduced in (3.12), as these are the only combina-
tions invariant under (3.6)–(3.8), while Aµ and ϕ must appear through Bµ = Aµ + ∂µϕ(x).
By using the time diffeomorphism (1.9) we can set σ0 = x0. In the absence of parity or
time reversal breaking, invariance under (1.8) implies that the only invariant which can be
constructed is the velocity field uµ defined by
uµ =
1√−j2 jµ, j2 ≡ jµjµ, jµ = µµ1···µd−1 ∂σ
1
∂xµ1
· · · ∂σ
d−1
∂xµd−1
(3.27)
where  is the antisymmetric tensor and indices are raised and lowered by gµν and its inverse.
Note that j2 is not invariant under (1.8) and by definition
uµuµ = −1 . (3.28)
It can be readily checked the definition (3.27) coincides with that in (3.16). Bµ is not
invariant under shift (1.10) of ϕ, but
µ ≡ uµBµ, Fµν = ∂µBν − ∂νBµ (3.29)
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are invariant. Note that Fµν does not depend on the dynamical variables.
To summarize, the only combinations of r-variables which can appear are
β(x) = β0e
τ(x), uµ, µ, Fµν , gµν . (3.30)
Sometimes it is convenient to combine the first three variables further into
βµ = β(x)uµ(x), µˆ(x) = β(x)µ = βµ(x)Bµ (3.31)
where βµ is now unconstrained. Any scalar functions in the action must only depend on µ
and β(x).
Now introducing notation
GaµM = (Gaµν , 2Caµ), M = (µ, d), Gaµd = 2Caµ (3.32)
we can write the full action as
Ihydro =
∫
ddx
√−gL (3.33)
with
L =
∞∑
n=1
L(n) =
∞∑
n=1
iηnf (n)[Λr]G
n
a , ηn =
1 n even0 n odd (3.34)
where Λr denotes the collection Λr = {βµ, µˆ, Fµν , gµν} and we have suppressed all spacetime
indices. The n-th term in (3.34) should be understood as
f (n)[Λr]G
n
a = f
(n)
µ1···µn,M1,···MN (Λr; ∂µ)Gaµ1M1(x) · · ·GaµnMn(x) (3.35)
where the notation f
(n)
µ1···µn,M1,···MN (Λr; ∂µ) indicate it is a function of Λr, their derivatives,
as well as derivative operators acting on GaµM . The whole action should be diffeomorphism
invariant. The first few terms can be written explicitly as
L = 1
2
T µMGaµM +
i
4
W µν,MNGaµMGaνN +
1
8
Y µνρ,MNPGaµMGaνNGaρP + · · · , (3.36)
with
1
2
T µMGaµM = T
µν
(
1
2
gaµν +∇µXaν
)
+ Jµ (Aµa + ∂µϕa +X
ν
a∇νAµ + Aν∇µXνa ) . (3.37)
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In the first term of (3.36) by integrating by part we can move all the derivatives on GaµM
into T µM = (T µν , Jµ). One should keep in mind that W,Y still contain derivatives on G’s.
From coupling to gaµν and Aaµ we can thus identify T
µν and Jµ as the hydrodynamic stress
tensor and U(1) current.
Note that in derivative counting, uµ, µ, β,GaµM should all be counted as zeroth order.
In the absence of gaµν and Aaµ, the equations of motion of (3.34) by varying with respect
to r-variables can be consistently solved by setting Xµa = ϕa = 0. The nontrivial equations
of motion arise from varying with respect to Xµa and ϕa, and only the first term in (3.36) is
relevant leading to
∇νT µν − F µνJν = 0, ∇µJµ = 0 . (3.38)
The action (3.36) can also be reached by starting from the fluid spacetime action and
inverting Xµ(σ). In particular, applying discussion parallel to that of Appendix F of [1] one
can prove that all coefficients in (3.36) can indeed be expressed only in terms of βµ, µˆ, Fµν , gµν .
The implications from the local KMS condition discussed earlier in Sec. II C for the fluid
spacetime action can also be translated to (3.36). In Sec. V we will present an alternative
way to work out those constraints using the new dynamical formulation introduced in next
section.
Now let us comment on the relation with previous literature. Gaµν and Caµ already
appeared in [12]10 as well as the O(a) part of the action (3.36). But in [12] it was not clear
how to extend the action beyond O(a) at nonlinear level. Here we show that these quantities
are in fact exact. Also local KMS condition was not discussed there.
The physical spacetime formulation (in the gauge σ0 = x0) shares some common elements
with the formulation of [2–11], in addition to having noise fields Xµa , ϕa, the key differences
are that: (i) in (1.8) we require general spatial diffeomorphisms while in [2–11] only volume-
preserving diffeomoprhisms are allowed; (ii) we have an additional scalar field τ which serves
as local temperature. Suppose we only require volume-preserving diffeomoprhisms in (1.8),
then
√−j2 in (3.27) is invariant and becomes a dynamical variable which naively may be
10 Gaµν is equal to ξ
a
µν , which is defined at the beginning of Sec. 4.2, and Caµ is χ
a
µ, which is defined below
eq. (4.16) there.
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used to replace τ . However, by definition jµ is exactly conserved regardless of the presence
of dissipation. Such a conserved quantity appears to have no place in dissipative hydrody-
namics. In our construction the full spatial diffeomorphisms get rid of j2, and we supplement
that by introducing τ . The resulting βµ is then unconstrained.
IV. DYNAMICAL KMS SYMMETRY
In this section we introduce an alternative to the local KMS condition. The new for-
mulation, to which we refer as dynamical KMS condition (or symmetry), directly acts on
dynamical variables. We first discuss the proposal at finite ~ in the fluid spacetime and then
discuss the classical limit. At the end we discuss some open issues at quantum level.
A. Proposal
We propose that in the absence of background fields, the action Ihydro is invariant under
the following transformations on the dynamical variables (s = 1, 2)
X˜µs (−σ) = −Φ∗iηsXµs (σ)− iηsδµ0 , ϕ˜s(−σ) = −Φ∗iηsϕs(σ), τ˜(σ) = τ(−σ) (4.1)
with η1 = −θ, η2 = β0− θ. In (4.1), Φλ is a one-parameter (λ) diffeomorphism generated by
vector field
wa =
eτ
br
(
∂
∂σ0
)a
, br =
√
−h00 (4.2)
and Φ∗λ denotes its push-forward map. To implement (4.1) one needs to analytically continue
Φ∗λ to complex values of λ. In (4.1) the constant shifts inX
µ
s are chosen so that in the presence
of background fields, if we transform the background fields as (1.16), hsab and Bsa transform
as
h˜sab(σ) = Φ
∗
iηshsab(−σ), B˜sa(σ) = Φ∗iηsBsa(−σ), (4.3)
and the fluid spacetime action is invariant
Ihydro[h1, B1;h2, B2, τ ] = Ihydro[h˜1, B˜1; h˜2, B˜2; τ˜ ] . (4.4)
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Now using a general result in Appendix A we immediately conclude that (4.1) ensures (1.17)
at tree-level of the path integral (1.4). To ensure (1.17) at the level of the full path integral
(i.e. including all loops), one needs to extend transformations (4.1) to fermionic fields, which
will be discussed elsewhere.
In (4.2) the factor 1/br is inserted so that w
a is independent of choice of σ0. Φλ is a time
diffeomorphism which can be written as
u0λ ≡ u0(σa;λ), ui = σi (4.5)
where u0(σa;λ) is obtained by solving the differential equation
du0
dλ
=
eτ
br
(ua), u0(λ = 0) = σ0 . (4.6)
We then have
Φ∗λX
µ
s (σ) = X
µ
s (u
a
−λ(σ)), Φ
∗
λϕs(σ) = ϕs(u
a
−λ(σ)) . (4.7)
At a heuristic level, one may interpret the action of Φ∗iηs as shifting σˆ
0 by iηse
τ where σˆ0
is a proper time defined by dσˆ0 = brdσ
0.We stress that, as in (1.14), it is the appearance of
eτ in (4.2) that “defines” it as the local inverse temperature. In other words, if we had used
some other function of τ in (4.2) then it would be that function which should be identified
as the local temperature.
We should mention that if we replace Φ∗iηs in (4.1) by Φ
∗
λs
with some arbitrary parameter
λs, then one will still get (4.3) with again iηs replaced by λs. Furthermore one can still use
the argument of Appendix A to conclude that (4.1) ensures (1.17) at tree-level of the path
integral (1.4). We now show that λs are in fact required to be iηs for X
µ
s to have the right
boundary conditions. We require at spacetime infinities both the background and dynamical
fields go to zero, i.e. at spacetime infinities, the physical and fluid spacetime coincide and
the system is in thermal equilibrium. Write
Xµ(σ) = σaδµa + pi
µ(σ) (4.8)
then piµ (which does not have to be small) should go to zero at the spacetime infinities of
the fluid spacetime. In (4.6) as ua →∞, we should have w0 → 1 and thus
u0λ(σ →∞) = σ0 + λ, ui = σi . (4.9)
23
Now using (4.7) and (4.9) we thus find that if we use Φλs in (4.1)
X˜µs (σ →∞) = −ua−λs(−σ)δµa − iηsδµ0 = σaδµa + (λs − iηs)δµ0 , σ →∞ . (4.10)
We thus conclude
λs = iηs . (4.11)
B. The classical limit
Let us look at transformations (4.1) in the classical limit ~ → 0. With the notations
introduced in Sec. III we find11
X˜µ(σ) = −Xµ(−σ), X˜µa (σ) = −X0a(−σ)− iβµ(−σ) + iβµ0 (4.12)
ϕ˜(σ) = −ϕ(−σ), ϕ˜a(σ) = −ϕa(−σ)− iβa∂aϕ(−σ) (4.13)
where again θ has dropped out and
β(σ) = β0e
τ(σ), βa ≡ β0wa, βµ = β(σ)uµ(σ) = ∂aXµβa . (4.14)
We then find that
h˜ab(σ) = hab(−σ), h˜(a)ab (σ) = h(a)ab (−σ) + iLβhab(−σ) (4.15)
B˜a(σ) = Ba(−σ), B˜(a)a (σ) = B(a)a (−σ) + iLβBa(−σ) (4.16)
where Lβ is the Lie derivative along vector βa.
Note that one can use the time diffeomorphism (1.9) to set√
−h00 = eτ (4.17)
in which case
βa = β0
(
∂
∂σ0
)a
(4.18)
11 We note that despite some resemblance of eqs. (4.12) and (4.15) with the U(1)T transformation of [16]
(see e.g. eq. (5.2) there), they are fundamentally different. Here due to an additional spacetime reflection,
the transformation is a discrete Z2 transformation. Many consequences of the theory depend crucially on
this feature. In contrast a U(1) transformation will lead to completely different (physically inconsistent)
results.
24
and then the Lie derivatives in (4.15)–(4.16) become ordinary derivatives along the time
direction in the fluid spacetime. Equation (4.17) is a constraint between local temperature
and Xµ(σ) which makes them no longer independent.
One can readily check that the above transformation is Z2. The above equations can be
written more explicitly in terms of various components as
Φ˜(σ) = Φ(−σ), for Φ = {b, vi, aij, µ, bi} , (4.19)
and
E˜a(−σ) = Ea(σ) + iβ(σ)D0τ(σ), χ˜a(−σ) = χa(σ) + iβ(σ)D0 log
√
a(σ) (4.20)
Ξ˜(−σ) = Ξ˜(σ) + iβ(σ) (a−1D0a)traceless (σ), b˜ai(−σ) = bai(σ) + iβ(σ)D0bi(σ), (4.21)
µ˜a(−σ) = µa(σ) + iβ(σ)D0µ(σ), V˜ai(−σ) = Vai(σ) + iβ(σ) (DiE(σ)−Diτ(σ)) (4.22)
ν˜a(−σ) = νa(σ) + iD0µˆ(σ), cai(−σ) = cai(σ) + i(βDˆ0bi + µˆDiτ) . (4.23)
Note that with eτ =
√−gr00, the vector field (4.2) is given by
w0 = 1 +O(~) (4.24)
and equations (4.15)–(4.16) become (3.25)–(3.26). We thus conclude that in the classical
limit, the new prescription is precisely equivalent to (1.14)–(1.15). As a cross check, apply-
ing (4.4) with (4.15)–(4.16) to (2.9) and (2.19) we find indeed identical results to (2.25)–
(2.33).
Finally let us write down the dynamical KMS transformation for fields in physical space-
time. From (4.12)–(4.13) we immediately have
σ˜i(x) = −σi(−x), τ˜(x) = τ(−x), ϕ˜(x) = −ϕ(−x), (4.25)
X˜µa (−x) = −Xµa (x)− iβµ(x) + iβµ0 , ϕ˜a(−x) = −ϕa(x)− iβµ∂µϕ(x) (4.26)
and thus
u˜µ(x) = uµ(−x), ˜ˆµ(x) = µˆ(−x), β˜µ(x) = βµ(−x), (4.27)
G˜aµν(−x) = Gaµν(x) + Liβµgµν(x), C˜aµ(−x) = Caµ(x) + LiβµBµ(x) . (4.28)
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The above transformations are again Z2. Using the unified notations of (3.32) we can also
write (4.28) as
G˜aµM(−x) = GaµM(x) + LiβµgµM(x) = GaµM(x) + iΦrµM (4.29)
where gµM = (gµν , 2Bµ) and
Φrµν = ∇µβν +∇νβµ, Φrµd = 2LβµBµ(x) = 2 (∇µµˆ− βνFµν) . (4.30)
C. Open issues at finite ~
As in the prescription for eτ in (1.14), here the choice of 1/br factor in (4.2) is not unique.
Other than that we need something to make wa independent of choice of σ0, we do not have
other criterion to fix it further at the moment. For example, instead of using br we could
have used
√
b1b2 or even use b1 for X1 and b2 for X2. In the classical limit all these choices
become the same and there is a unique b. In the classical limit θ drops out and the dynamical
KMS transformation is a Z2 symmetry of the action. At finite ~, under (4.2) it does not
appear that (4.1) is a Z2 transformation, and it is also not clear whether different θ yields
the same physics.
V. DYNAMICAL KMS INVARIANCE AND ENTROPY CURRENT
To elucidate further the structure of the action for fluctuating hydrodynamics at classical
level, in this section we work out the implications of invariance of (3.34) under dynamical
KMS transformations (4.27)–(4.28). We will also explicitly construct the entropy current to
first derivative order using the procedure of [26].
A. Dynamical KMS invariance
Under a dynamical KMS transformation (4.27)–(4.29) we find (3.34) becomes
L˜ =
∞∑
n=1
L˜(n) =
∞∑
n=1
iηnf (n)∗[Λr](Ga + iΦr)n (5.1)
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where f (n)∗ is obtained from f (n) with a sign flip on derivatives
f (n)∗α1···αn(Λr(x); ∂µ) = f
(n)
α1···αn(Λr(x);−∂µ) . (5.2)
The dynamical KMS condition can then be written as
L = L˜ − ∇µV µ . (5.3)
Taking another tilde operation on the above equation and from its Z2 nature we find that
V˜ µ = V µ (5.4)
where the tilde operation on V µ should understood as in (5.1), i.e. one replaces Ga by
Ga+ iΦr and then flips the sign of all the derivatives. Note that this is slightly different from
the tilde operation (4.25)–(4.29) defined for individual fields. Below throughout the paper
tilde operations on a quantity which is part of a Lagrangian should always be understood
this way.
We can expand V µ in terms of the number of a-fields and derivatives
V µ =
∞∑
n=0
V µn =
∞∑
n,m=0
iηnV µ(n,m) (5.5)
where V µn contains n factors of Ga, and V
µ
(n,m) contains n factors of Ga and m derivatives.
Equation (5.3) can then be written order by order in a-expansion as
L(n) =
(
L˜
)
n
− ∂µV µn (5.6)
where (L˜)n denotes O(an) terms in L˜. In particular, for n = 0 we have(
L˜
)
0
= ∂µV
µ
0 . (5.7)
Since Φr contains one derivative, the dynamical KMS condition (5.3) couple n-th deriva-
tive terms in f (1) with (n − 1)-th derivative terms in f (2), (n − 2)-th derivative terms in
f (3), etc. all the way to zeroth derivative terms in f (n). More explicitly, using the notation
of (2.8), L(n,m) with a fixed l = n+m couple to one another. Introducing
L =
∞∑
n=1
∞∑
m=0
L(n,m) =
∞∑
l=1
Ll, Ll =
∑
n+m=l
L(n,m), V µ =
∞∑
l=0
vµl , v
µ
l =
∑
n+m=l
iηnV µ(n,m)
(5.8)
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we then find that (5.3) reduces to Ll being separately invariant
L˜l − Ll = ∂µvµl−1, l = 1, 2, · · · . (5.9)
When one considers a truncation of L in derivative and a-expansion one should do it in
terms of Ll to be compatible with the dynamical KMS symmetry.
There is a simple way to impose dynamical KMS invariance (5.6) at order O(an) with n ≥
1, which also shows that one can set V µn with n ≥ 1 to zero by absorbing such total derivatives
into the definition of the Lagrangian12. For this purpose let us consider a Lagrangian density
Lc of the form (3.34), then due to Z2 nature of the dynamical KMS transformations,
L = 1
2
(
Lc + L˜c
)
, (5.10)
where L˜c is defined as in (5.1), automatically satisfies dynamical KMS invariance. Note,
however, that L˜c contains terms with r-fields only, and the resulting L violates the condition
(1.13). We must then further require that O(a0) terms in L˜c be equal to zero, which is
simply (5.7). Thus the combination of (5.10) and (5.7) is enough to ensure (5.3).
With a L built from (5.10), only V µ0 is nonzero. In particular, from (5.4) V µ0 should
contain only even derivative terms as odd derivative terms change sign under tilde operation
at O(a0). Furthermore, one can show that the even derivative part of (5.7) is automatically
implied by (5.10) and thus one needs to consider only the odd derivative part of (5.7). Now
using (5.9) we can write (5.7) more explicitly as(
L˜2n+1
)
0
=
(
L˜(1,2n) + ˜L(2,2n−1) + · · ·+ ˜L(2n+1,0)
)
0
= i∇µV µ(0,2n) , n = 1, 2, · · · (5.11)
or in terms of notations of (3.34)
2n+1∑
k=1
kf
(k,2n+1−k)[Λr]Φkr = i∇µV µ(0,2n) (5.12)
where k = (−1)m for k = 2m+ 1, 2m+ 2 and f (k,l) denotes terms with l derivatives.
12 See Appendix B for an alternative argument
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After imposing (5.10) and (5.7) we will need to perform a further integration by parts for
f (1) terms in the Lagrangian (3.34) so that in the first term of (3.36) there is no derivative
acting on G. This can generate a nonzero V µ1 .
As an illustration of the procedures outlined above, let us consider (3.36) up to
L = L1 + L2 + L3 + · · · (5.13)
i.e. to two derivatives in T µM , one derivative in W µν,MN , and zero derivative in Y µνρ,MNP .
We will use the notation T µMn to denote terms in T
µM which contain n derivatives, and
similarly for others. We thus have
L1 = 1
2
T µM0 GaµM , L2 =
1
2
T µM1 GaµM +
i
4
W µν,MN0 GaµMGaνN , (5.14)
L3 = 1
2
T µM2 GaµM +
i
4
W µν,MN1 GaµMGaνN +
1
8
Y µνρ,MNP0 GaµMGaνNGaρP . (5.15)
Applying (5.10) we find
T µM1 = −
1
2
W µν,MN0 ΦrµN , W
µν,MN
1 =
3
4
Y µνρ,MNP0 ΦrρP . (5.16)
We next turn to O(a0) dynamical KMS condition (5.12) which can be written explicitly as
1
2
T µM∗ΦrµM − 1
4
W µν,MN∗ΦrµMΦrνN − 1
8
Y µνρ,MNP∗ΦrµMΦrνNΦrρP + · · · = ∇µV µ0 . (5.17)
At first order derivative order (5.17) gives
1
2
T µM0 ΦrµM = ∇µV µ(0,0) (5.18)
where the second subscript of V denotes the number of derivatives. At second derivative
order (5.17) is automatically satisfied from (5.16) with V µ(0,1) = 0, and at third derivative
order using (5.16) we have
1
2
T µM2 ΦrµM +
1
16
Y µνρ,MNP0 ΦrµMΦrνNΦrρP = ∇µV µ(0,2) . (5.19)
Note that the above expression also indicates that to second order in T µM there is no deriva-
tive acting on GaµM in (3.36). So there is no need to do further integration-by-parts and to
the current order V µ1 = 0.
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In [26] we showed for any theory of the form (3.34) (in the absence of a-type sources
gaµν and Aaµ) which satisfies (1.12) and is invariant under dynamical KMS transforma-
tions (4.27)–(4.28), there exists a current Sµ whose divergence is non-negative. From [26],
to second order in derivative expansion Sµ can be written as
Sµ = V µ(0,0) + V
µ
(0,2) − T µνβν − Jµµˆ . (5.20)
Below we will work out its explicit form to first derivative order for a general charged fluid
and show it indeed reproduces the standard entropy current. In next section we will work
out its explicit expression at second derivative order for a conformal neutral fluid.
B. Explicit tensor analysis to first order in derivative expansion
We now expand various tensors above explicitly in terms of τ(x), uµ, µˆ, gµν , Fµν . The
analysis becomes rather tedious at second order in derivatives for T µM . So we will only
write down the explicit expressions for T µM to first order in derivatives. In Sec. VII we give
the explicit expression at second derivative orders for a conformal neutral fluid.
To first derivative order the most general T µM = (T µν , Jµ) can be written as
T µν = uµuν + p∆µν + 2u(µqν) + Σµν , Jµ = nuµ + jµ, (5.21)
with
 = 0 + h, p = p0 + hp, Σ
µν = −ησµν , n = n0 + hn, ∆µν = ηµν + uµuν (5.22)
h = f11∂τ + f12θ + f13β
−1(x)∂µˆ, (5.23)
hp = f21∂τ − f22θ + f23β−1(x)∂µˆ, (5.24)
hn = f31∂τ + f32θ − f33β−1(x)∂µˆ (5.25)
jµ = λ21∂u
µ − λ2
(
∆µν∂νµ+ uλF
λµ
)
+ λ7∆
µν∂ντ + λ8∆
µν∂νµ (5.26)
qµ = −λ1∂uµ + λ12
(
∆µν∂νµ+ uλF
λµ
)
+ λ5∆
µν∂ντ + λ6∆
µν∂νµ, (5.27)
∂ ≡ uµ∇µ, θ ≡ ∇µuµ, σµν ≡ ∆µλ∆νρ
(
∇λuρ +∇ρuλ − 2
d− 1gλρ∇αu
α
)
(5.28)
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where all coefficients are functions of τ and µˆ. We have used notations to coincide with the
stress tensor and current following from (2.9).
At zeroth derivative order, equation (5.18) requires 0, p0, n0 satisfy the standard thermo-
dynamic relations
0 + p0 = −∂p0
∂τ
, n0 = β
∂p0
∂µˆ
, (5.29)
with
V µ(0,0) = p0β
µ . (5.30)
In other words, equation (5.18) imposes local first law of thermodynamics.
To examine implications of the first equation of (5.16) we also need to write down the
most general form of
W µν,MN0 = W
νµ,NM
0 (5.31)
with zero derivative. More explicitly we can then write
W µα,νβ0 = s11u
µuνuαuβ + s22∆
µν∆αβ − s12(uµuν∆αβ + uαuβ∆µν)
+ 2r11
(
uµu(α∆β)ν + uνu(α∆β)µ
)
+ 4r
(
∆α(µ∆ν)β − 1
d− 1∆
µν∆αβ
)
(5.32)
W µα,νd0 = −s13uµuνuα + s23∆µνuα + 2r12u(µ∆ν)α, W µα,dν0 = Wαµ,νd0 (5.33)
W µν,dd0 = s33u
µuν + r22∆
µν . (5.34)
Again we have chosen notations to be consistent with fluid spacetime action (2.19). It is also
convenient to decompose ΦrµM in terms of transverse traceless tensors, transverse vectors,
and scalars with respect to uµ(
∆µ
λ∆ν
ρ − ∆µν
d− 1∆
λρ
)
Φrµν = βσµν , ∆µ
νuλΦrνλ = βv1µ, u
µuνΦrµν = −2β∂τ (5.35)
∆µνΦrµν = 2βθ, ∆µ
νΦrνd = 2βv2µ, u
µΦrµd = 2∂µˆ (5.36)
where
v1µ = ∂uµ −∆µν∂ντ, v2µ = β−1∆µν∇νµˆ− uνFµν . (5.37)
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Now plugging (5.32)–(5.37) into the first equation of (5.16) and comparing with the first
order part of (5.21), we again recover (2.27), (2.30), and (2.31)–(2.33). Note that the Onsager
relations follow from (5.31).
C. Entropy current
Using (5.30), to first order in derivative expansion the entropy current (5.20) has the form
Sµ = p0β
µ − T µνβν − Jµµˆ (5.38)
which recovers the standard result. Taking the divergence of the above expression, using
equations of motion (3.38) and (5.16), (5.18) we find that
∇µSµ = 1
4
W µν,MN0 ΦrµMΦrνN ≡ Q2 (5.39)
which agrees with the general result of [26]. Q2 ≥ 0 follows from (1.12). Now using (5.32)–
(5.37) we can write the right hand side of the above equation as
Q2 = β
2
[
rσµνσµν + r11v
2
1 + r22v
2
2 + 2r12v1 · v2
+s11(∂τ)
2 + s22θ
2 +
s33
β2
(∂µˆ)2 + 2s12θ∂τ +
2s23
β
θ∂µˆ+
2s13
β
∂τ∂µˆ
]
. (5.40)
Using the ideal fluid equations of motion
v1µ = − n0
0 + p0
v2µ, ∂τ =
(
∂p0
∂ε0
)
n0
θ,
1
β
∂µˆ = −
(
∂p0
∂n0
)
ε0
θ (5.41)
in Q2 then we find
∇µSµ = β
2
ησµνσµν + βζθ
2 + σβv22 , (5.42)
where
σ =
β
(ε0 + p0)2
(
r11n
2
0 − 2r12n0(0 + p0) + r22(0 + p0)2
)
, (5.43)
ζ = β
(
s11(∂εp0)
2 + s22 + s33(∂np0)
2 + 2s12∂εp0 − 2s13∂εp0∂np0 − 2s23∂np0
)
, (5.44)
32
with ∂εp0 ≡
(
∂p0
∂ε0
)
n0
and ∂np0 ≡
(
∂p0
∂n0
)
ε0
. In the first term of (5.42) we have used the first
equation of (2.31), and σ, ζ are precisely the expressions for conductivity and bulk viscosity
identified in [1], see equations (5.113) and (5.114) there.13 We have thus recovered the
standard form for the divergence of the entropy current.
VI. FRAME CHOICES FROM FIELD REDEFINITIONS
Going to higher orders in derivative expansion the analysis becomes very tedious. Even
at the order of T µM1 and W
µν,MN
0 , the Lagrangian is already pretty long. In this section we
show that the Lagrangian can be greatly simplified by taking advantage of field redefinitions.
A. General discussion of field redefinitions
Let us write the Lagrangian in the form
L = L1 + Lr (6.1)
where L1 given by (5.14), T µν0 = ε0uµuν + p0∆µν and Jµ0 = n0uµ are the ideal stress tensor
and current, and Lr denotes the rest of the Lagrangian. Note that the separation in (6.1) is
natural as L1 and Lr are invariant separately under the dynamical KMS condition, i.e.
L˜1 − L1 = i∇µV µ(0,0), L˜r − Lr = ∂µV µr , V µr = V µ − iV µ(0,0) (6.2)
We will denote the equations of motion of L1 as
Eµ = 0, E1 = 0, E2 = 0, (6.3)
where
Eµ ≡ (0 + p0)v1µ + n0v2µ, E1 ≡ −∂τ +
(
∂p0
∂ε0
)
n0
θ, E2 ≡ 1
β
∂µˆ+
(
∂p0
∂n0
)
ε0
θ . (6.4)
13 To compare (5.44) with (5.115) of [1] note that M1,2,3 defined there are related to ∂εp0 and ∂np0 as(
∂p0
∂ε0
)
n0
= −M1
M2
,
(
∂p0
∂n0
)
ε0
= −M3
M2
(5.45)
.
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Note that Eµ is the transverse part of the first equation of (3.38) while E1,2 are related to
the longitudinal part of the first equation and the second equation by a linear transform.14
Let us first consider field redefinitions of the a-fields
Xµa → Xµa + δXµa , ϕa → ϕa + δϕa , (6.5)
under which
Gaµν → Gaµν + 2∇(µδXaν), Gaµd → Gaµd + 2∂µδϕa + 2 (∂µ(δXνaAν)− FµνδXνa ) . (6.6)
δXµa and δϕa can be expanded in terms of number of derivatives and a-fields, e.g.
δXaµ = δX
(1)
aµ + iδX
(2)
aµ + δX
(3)
aµ + · · · (6.7)
where δX
(n)
aµ contains n factors of GaµM and all terms should start at zero derivative order.
Similarly with δϕa. The corresponding δG
(n)
aµM have similar expansions and all terms start
at first derivative order. Under (6.5), L1 is invariant and
Lr → Lr + δaL1, δaL1 = ∇µNµa − EµδXµa − E1δλa1 − E2δλa2 ≡ ∇µNµa − EαδXαa (6.8)
Eα ≡ (Eµ, E1, E2), δXαa ≡ (δXµa , δλa1, δλa2) (6.9)
where δaLr has been reabsorbed into Lr, Nµa = T µν0 δXµa + Jµ0 (δϕa + δXνaAν), λa1, λa2 are
linear combinations of uµδX
µ
a and δϕa+ δX
ν
aAν ,
15 and Eµ, E1,2 were defined in (6.4). In Sec.
(VI B) we will show how one can use (6.8) to set to zero terms in Lr proportional to zeroth
order equations of motion (6.4), or proportional to their derivatives.
Let us now turn to field redefinitions of r-fields. Since the full Lagrangian depends on
the r-type dynamical fields only through uµ, β(x) and µ, we can in fact consider nonlocal
changes of r-variables σi, ϕ as far as the corresponding changes in uµ, µ are local. Consider
field transformations σi → σi + δσi, τ → τ + δτ , ϕ→ ϕ+ δϕ, with
δσi = ∂µσ
i
∫
dσ0 b δuµ, δτ =
1
β
δβ, δϕ =
∫
dσ0 b δµ (6.11)
14 More explicitly, ∇µJµ = −∂τn0E1 + β∂µˆn0E2 and uν∇µTµν = ∂τ 0E1 − β∂µˆ0E2.
15 More explicitly,
δλa1 = −∂τε0uαδXaα − ∂τn0(δϕa + δXνaAν), δλa2 = β∂µˆε0uαδXaα + β∂µˆn0(δϕa + δXνaAν) . (6.10)
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which result in
uµ → uµ + δuµ, β → β + δβ, µ→ µ+ δµ . (6.12)
δuµ, δβ, δµ can be expanded in terms of number of derivatives and a-fields, e.g.
δuµ = δuµ0 + iδu
µ
1 + δu
µ
2 + · · · (6.13)
where δuµn contains n factors of GaµM . δu
µ
0 starts at first derivatives while δu
µ
k with k > 1
start at zeroth derivatives. Similarly with δβ and δµ. Under (6.12), L1 is invariant and
Lr → Lr + δrL1, δrL1 = Eaµδuµ + Ea1δ0 + Ea2δn0 ≡ Eaαδuα, (6.14)
Eaα ≡ (Eaµ, Ea1, Ea1) δuα = (δuµ, δ0, δn0), (6.15)
where δ0 = δβ∂βε0 + δµ∂µε0, δn0 = δβ∂βn0 + δµ∂µn0, and
Eaµ =
(
(ε0 + p0)u
βGaαβ + n0Caα
)
∆αµ,
Ea1 =
1
2
uµuνGaµν +
1
2
(
∂p0
∂ε0
)
n0
∆µνGaµν , Ea2 = u
µCaµ +
1
2
(
∂p0
∂n0
)
ε0
∆µνGaµν .
(6.16)
We can use (6.14) to make frame changes.
Below we give some general discussion how we can use (6.8) and (6.14) to simplify the
action and the imposing of dynamical KMS condition.
B. Landau frame and generalized Landau frame
Let us first consider the O(a) Lagrangian L(1) = 1
2
T µMGaµM which can be written as
L(1) = 1
2
(
εuµuν + p∆µν + 2u(µqν) + Σµν
)
Gaµν + (nu
µ + jµ)Caµ +∇µHµa0 (6.17)
where
uµΣ
µν = uµq
µ = uµj
µ = 0, ∆µνΣ
µν = 0 , (6.18)
and Hµa0 is an O(a) local expression of fields, i.e. it is linear in GaµM , and may contain
derivatives acting on it, as well as on uµ, τ and µ. Using (6.16) we can further write L(1) as
L(1) = L(1)Lan +QαEaα +∇µHµa0, Qα =
(
1
ε0 + p0
qµ, ε, n
)
(6.19)
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where
L(1)Lan =
1
2
T µMLanGaµM =
1
2
Θ0∆
µνGaµν + J µ0 ∆νµCaν +
1
2
ΣµνGaµν (6.20)
and
Θ0 = p− ε∂εp0 − n∂n0, J µ0 = jµ −
n0
ε0 + p0
qµ . (6.21)
We can further isolate parts of Θ0,J µ0 ,Σµν which are proportional to ideal fluid equations
of motion Eα, or to their derivatives. Then (6.19) can be written as
L(1) = L(1)Lan +QαEaα + EαKαa +∇µHµa (6.22)
where Kαa is an O(a) local expression of fields, H
µ
a is an O(a) local expression of a- and
r-type fields, and now Θ0,J µ0 ,Σµν in L(1)Lan only contain tensors which are not related by
ideal equations of motion. Terms in L(1) that are proportional to derivatives acting on the
zeroth order equations have been incorporated in the third term of (6.22) upon integrating
them by parts. The total derivatives generated in this step have been incorporated in the
last term of (6.22), together with Hµa0.
16
Below the Landau frame Lagrangian refers to this minimal form. By choosing field redef-
initions
δuα = −Qα, δXµa = −Kµa (6.23)
from (6.8) and (6.14) we then obtain L(1) = L(1)Lan + ∇µHµa , where Nµa that appears from
doing a-field redefinitions (6.8) has been absorbed in Hµa .
We can generalize the above discussion to all orders in the a-field expansion. Since L
contains at least one factor of GaµM , we can always separate out such a factor and decompose
the coefficient of it in terms of tensors parallel and transverse to uµ, i.e.
L = 1
2
(Euµuν + P∆µν + 2u(µQν) + Sµν)Gaµν + (Nuµ + Iµ)Caµ +∇µHµa0, (6.24)
where
uµSµν = uµQµ = uµIµ = 0, ∆µνSµν = 0 , (6.25)
16 For example if Lr contains a term of the form Aν(∇µE1)Gaµν we rewrite it as −E1∇µ(AνGaµν) +
∇µ(E1AνGaµν). The first term contributes to EαKαa and the second term contributes to Hµa .
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and Hµa0 is a local expression of a- and r-type fields which is at least O(a). Note E ,P ,Qµ,Sµν
and N , Iµ include terms to all orders in the a-field expansion.
Similarly as in the earlier discussion we can further write (6.24) as
L = LLan +QαEaα + EαKαa +∇µHµa , Qα =
(
1
ε0 + p0
Qµ, E ,N
)
, (6.26)
where again Hµa includes Hµa0 as well as the total derivatives that come from integrating by
parts terms that contribute to EαKαa above, and LLan has the form
LLan = 1
2
Θ∆µνGaµν + J µCaµ + 1
2
Sµν∆µα∆νβGaαβ (6.27)
with
Θ = P − E∂εp0 −N∂n0, J = Iµ − n0
ε0 + p0
Qµ . (6.28)
In (6.26) we again have separated possible terms which proportional to ideal fluid equations
of motion or to their derivatives. Note that Θ0,J µ0 ,Σµ correspond respectively to the lowest
order terms of Θ,J µ,Sµ in the a-field expansion. By choosing δuα, δXαa we can then set
L = LLan +∇µHµa , (6.29)
where again we absorbed Nµa in Hµa . We will refer to (6.27) as in the generalized Landau
frame.
There is no unique way to write the Lagrangian in the form (6.24) since for a cross term
of Gaµν and Caµ one can consider it to be either proportional to Gaµν or to Caµ. As a result
the generalized Landau frame Lagrangian (6.27) is also not unique. Equivalently, from (6.26)
and (6.27), we see that Lr is invariant under
J µ → J µ + ΛvEµa , Θ→ Θ + Λ1Ea1 + Λ2Ea2 (6.30)
Qµ → Qµ − (0 + p0)ΛvCµa , E → E −
1
2
Λ1∆
µνGaµν , N → N − 1
2
Λ2∆
µνGaµν . (6.31)
where Λv,Λ1,2 are some arbitrary scalar functions (which again has an expansion in a-fields).
One could take advantage of the freedom of (6.30) to make further simplifications. We will
now illustrate this using an explicit example.
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C. First order action in the generalized Landau frame
To illustrate the general discussion above more concretely, let us consider L2 of (5.14),
which we copy here for convenience
L2 = 1
2
T µM1 GaµM +
i
4
W µν,MN0 GaµMGaνN (6.32)
T µM1 is given by the first derivative part of (5.21), W
µν,MN
0 given by (5.32)–(5.34), and their
coefficients satisfy (2.27), (2.30), and (2.31)–(2.33). Writing (6.32) in the form of (6.24) we
have (up to the freedom mentioned at the end of last subsection)
E = hε + i
2
(
s11u
λuρ − s12∆λρ
)
Gaλρ − is13uλCaλ, (6.33)
P = hp + i
2
(
s22∆
λρ − s12uλuρ
)
)Gaλρ + is23u
λCaλ (6.34)
Qµ = qµ + ir11uλ∆ρµGaλρ + ir12∆λµCaλ (6.35)
Sµν = −ησµν + 2irG<µν>a , N = hn +
i
2
(−s13uλuρ + s12∆λρ)Gaλρ + is33uλCaλ (6.36)
Iµ = jµ + ir12uλ∆ρµGaλρ + ir22∆µλCaλ (6.37)
In the tensor sector we then find
Sµν = η (iβ−1∆αµ∆βνGaαβ − σµν) = iβ−1η∆αµ∆βνG˜aαβ(−x), (6.38)
where in the above we used the first of (2.31) and (4.29) (see also (5.35)).
In the vector sector, using the shift (6.30) we can choose J µ so that its order O(a) term
is proportional to Caµ. We then find that J µ can be written as
J µ =
(
λ12 +
n0
ε0 + p0
λ1
)
vµ1 −
(
λ2 +
n0
ε0 + p0
λ12
)
vµ2 + iβ
−1σ∆µαCaα, (6.39)
where we used (2.27), the first of (2.30) and (5.43). Now using ideal equations of motion (6.4)
to eliminate v1µ we can write the above equation further as
J µ = σ(iβ−1∆µαCaα − vµ2 ) = iβ−1σ∆µαC˜aα(−x) . (6.40)
38
In the scalar sector using the shift in (6.30) we can choose the O(a) term of Θ to be
proportional to ∆µνGaµν , resulting in
Θ =(f21 − ∂εp0f11 − ∂np0f31)∂τ − (f22 + ∂εp0f12 + ∂np0f32)θ
+ (f23 − ∂εp0f12 + ∂np0f33)β−1∂µˆ+ i
2
β−1ζ∆µνGaµν ,
(6.41)
where we used (5.44). Further using equations of motion we then find
Θ = ζ
(
i
2
β−1∆µνGaµν − θ
)
=
i
2
β−1ζ∆µνG˜aµν(−x), (6.42)
where to write the O(a0) part of Θ we used (2.30) and (2.32)–(2.33).
Finally collecting the above results together we find a remarkably simple expression
L2 = LLan = i
4
β−1ζ∆µνG˜aµν∆αβGaαβ + iβ−1σ∆µαC˜aαCaµ +
i
2
β−1η∆µαδνβG˜aµνGaαβ, (6.43)
where the tilded variables should be evaluated at −x. Note that LLan is manifestly dynamical
KMS invariant.
D. Dynamical KMS condition in Landau frame
Starting with a dynamical KMS invariant action, after field redefinition changes (6.8)
and (6.14), the resulting action is in general no longer dynamical KMS invariant. This is
fine as the generating functional W [g1, A1; g2, A2] of (1.4) should be invariant under such
field redefinitions and remains KMS invariant.17 Thus it comes as a pleasant surprise that
the action involving T µM1 can be written in a manifest dynamical KMS invariant form in the
generalized Landau frame. It would be interesting to explore whether this happens at all
odd derivative orders.
In this subsection to prepare for the explicit second order analysis in Sec. VII we give
some general discussion on how the dynamical KMS condition imposes constraints on T µMLan
at even derivative orders.
17 In evaluating the path integral beyond tree-level, one will have to be careful about potential changes in
the integration measures due to such field redefinitions.
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We start with the Lagrangian obtained from (5.10) for which the dynamical KMS condi-
tion is satisfied at O(ak) for k ≥ 1 in the a-field expansion. One only needs to impose (5.11),
which we copy here for convenience(
L˜2n+1
)
0
=
(
L˜(1,2n) + ˜L(2,2n−1) + · · ·+ ˜L(2n+1,0)
)
0
= i∇µV µ(0,2n) , n = 1, 2, · · · . (6.44)
Field redefinitions for different n’s can be treated independently, so let us now consider a
specific n. Consider a field redefinition which takes L(1,2n)r to the Landau frame, i.e
L(1,2n)Lan = L(1,2n) − Eaαδuα − δXαaEα +∇µHµa . (6.45)
δuα is of O(a0) and contains 2n derivatives, while δXαa is O(a) with 2n− 1 derivatives. Note
none of the other L(m,2n+1−m) in (6.44) is affected by such redefinitions.
Under a dynamical KMS transformation
L˜(1,2n)Lan = L˜(1,2n) − (Eaα + iβEα)δuα − Eα(δXαa + iβδY α) +∇µ(Hµa + iZµ) (6.46)
where we have used that δ˜uα(−x) = δuα(x), E˜α(−x) = −Eα(x), and
E˜aα(−x) = Eaα(x) + iβEα(x) . (6.47)
Since δXαa and H
µ
a are O(a), under a dynamical KMS transformation they must have the
form
δ˜Xαa (−x) = −(δXαa (x) + iβδY α(x)), H˜µa (−x) = −(Hµa (x) + iZµ(x)) (6.48)
for some δY α and Zµ which are O(a0), and the overall minus sign on the right hand side
is due to that δXαa and H
µ
a have odd number of derivatives. Note that the tilde operation
in (6.46) should be understood in the sense as described below (5.4). One can readily check
that (6.46) does not affect the dynamical KMS invariance at O(a), which also follows from
that dynamical KMS transformation at order O(a) does not constrain even derivative terms
in L(1).
Now plugging (6.46) into (6.44) we find that(
L˜(1,2n)Lan
)
0
+
2n+1∑
k=2
(
˜L(k,2n+1−k)r
)
0
= i∇µV¯ µ2n + iβEα(δuα + δY α) , (6.49)
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where V¯ µ2n = V
µ
(0,2n) + Z
µ. Note that from (6.20)
(
L˜(1)Lan
)
0
= iβ
(
Θ0θ + J µ0 v2µ +
1
2
Σµν0 σµν
)
. (6.50)
In Appendix C we prove that at any derivative order m and tensor rank k, one can always
choose a set of basis of the form {vµ1···µk1 , . . . , vµ1···µkp , wµ1···µk1 , . . . , wµ1···µkq }, where vµ1···µki are
not related by the ideal fluid equations (6.4), and wµ1···µks contain at least one factor of (6.4)
or their derivatives. For later reference, we call the first ones v-type tensors, and the second
ones w-type tensors.
Now with the definition below (6.22) for the Landau frame, we can then write (6.50)
solely in terms of v-type tensors, i.e.(
L˜(1)Lan
)
0
=
∑
i
aivi (6.51)
where ai are functions of τ and µˆ. Similar we can write
2n+1∑
k=2
(
˜L(k,2n+1−k)r
)
0
=
∑
i
bivi +
∑
s
ciws (6.52)
∇µV¯ µ2n =
(∇µV¯ µ2n)min +∑
i
dsws (6.53)
where
(∇µV¯ µ2n)min contains only vi terms. Equation (6.49) can thus be written as(
L˜(1,2n)Lan
)
0
+
∑
i
bivi =
(∇µV¯ µ2n)min (6.54)
and ∑
s
csws =
∑
s
dsws + iβEα(δu
α + δY α) . (6.55)
Equation (6.54) implies when imposing the dynamical KMS condition on L(1,2n)Lan we can set
all terms proportional to ideal equations of motion to zero. As we will see in next section,
this provides a great simplification.
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E. Entropy current in Landau frame
In this subsection we show that the entropy current in Landau frame satisfies the local
second law up to terms that vanish on the ideal fluid equations of motion. To this aim,
we need to carefully track the steps in going from (6.49) to the equation of the entropy
divergence. Recall that eq. (6.49) is a manipulation of the (2n + 1)th derivative order part
of (5.7). Summing (6.49) to the lower derivative orders of (5.7) we then find
2n∑
j=0
(
L˜(1,j)Lan
)
0
+
2n∑
j=0
j+1∑
k=2
(
˜L(k,j+1−k)r
)
0
= i∇µVµ2n + iβEα(δuα + δY α) , (6.56)
where Vµ2n =
∑n
j=0 V¯
µ
2j, and where we assume that the Lagrangian at derivative order lower
than 2n is already in Landau frame. Using (6.20) we express the first term in (6.56) in terms
of the stress tensor and the charge current,
1
2
T µMLan ΦrµM − i
2n∑
j=0
j+1∑
k=2
(
˜L(k,j+1−k)r
)
0
= ∇µVµ2n + βEα(δuα + δY α) , (6.57)
integrating by parts,
∇µ
(
Vµ2n − T µMLanβM
)
= −∇µT µMLanβM − i
2n∑
j=0
j+1∑
k=2
(
˜L(k,j+1−k)r
)
0
− βEα(δuα + δY α) , (6.58)
where
∇µT µMLanβM = (∇µT µνLan + JµLanF νµ )βν +∇µJµLanµˆ, βM = (βµ, µˆ) . (6.59)
The O(a0) part of the exact equations of motion for the Landau frame Lagrangian is
∇µT µνLan = −JµLanF νµ , ∇µJµLan = 0, (6.60)
and imposing the above, eq. (6.58) becomes
∇µ
(
Vµ2n − T µMLanβM
)
= −i
2n∑
j=0
j+1∑
k=2
(
˜L(k,j+1−k)r
)
0
− βEα(δuα + δY α) . (6.61)
Eq. (6.61) has the same form as eq. (3.13) in [26], except that in (6.61) we have an additional
term on the RHS which is proportional to the ideal fluid equations of motion, whereas the
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first term was shown in [26] to be always non-negative. This shows that the entropy current
SµLan in Landau frame,
SµLan ≡ Vµ − T µMLanβM = (p0 + ε0)βµ − JµLanµˆ+
n∑
j=1
V¯ µ2j, (6.62)
is guaranteed to satisfy the local second law at all derivative orders, up to terms that vanish
on the ideal equations of motion.
VII. CONFORMAL FLUIDS AT SECOND ORDER IN DERIVATIVES
In this section we consider the action for a conformal fluid which has some new ele-
ments. We will also work out explicitly the corresponding entropy current to second order
in derivative expansion using (5.20) and show that it reproduces previous results.
A. Conformal fluids
For a conformal system the generating functional (1.1) should in addition be invariant
under independent Weyl scalings of two metrics
W [g1µν , A1µ, g2µν , A2µ] = W [e
2λ1g1µν , A1µ, e
2λ2g2µν , A2µ] (7.1)
where λs(x) are scalars, and s = 1, 2. For this purpose it is convenient to introduce Weyl
invariant fluid spacetime metrics
hˆsab(σ) =
1
β2s
hsab(σ), βs = β0e
τs(σ), τ1 = τ +
1
2
τa, τ2 = τ − 1
2
τa (7.2)
where hsab was defined in (1.5) and τa is defined form the determinants of h1ab and h2ab,
edτa =
√
det(h1h
−1
2 ) . (7.3)
Under Weyl scalings gsµν(X) → e2λs(X)gsµν , τa transforms as τa → τa + λ1(σ) − λ2(σ), and
hˆsab are invariant if τ transforms as
2τ(σ)→ 2τ(σ) + λ1(σ) + λ2(σ), λs(σ) = λs(X(σ)) . (7.4)
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Equation (7.1) can be satisfied if we require the action to depend only on hˆsab and Bsa, i.e.
conformal fluids : I = I[hˆ1, B1; hˆ2;B2] . (7.5)
All the other conditions discussed in the Introduction section remain the same.
One can immediately write down the action either in fluid spacetime or physical spacetime
in parallel with earlier discussions using hˆsab in place of hsab and dropping any explicit τ -
dependence. For illustration we will consider a neutral fluid. In Appendix D we discussion
the formulation of the action in the fluid spacetime with a finite ~ (before imposing dynamical
KMS symmetry). Here we concentrate on the classical limit.
In the ~→ 0 limit using (7.2), one finds
hˆ1ab = hˆab(σ) +
~
2
hˆ
(a)
ab , (7.6)
with
hˆab(σ) ≡ ∂aXµ∂bXν gˆµν(X), hˆ(a)ab = ∂aXµ∂bXνGˆaµν(X), (7.7)
gˆµν ≡ β−2(x)gµν , Gˆaµν ≡
(
β−2(x)gaµν + LXa gˆµν
)
traceless
= β−2(x) (Gaµν)traceless , (7.8)
where β(x) is defined as in (1.3), and the traceless part of a tensor A is defined as
(Aµν)traceless = Aµν −
1
d
Aαβ gˆ
αβ gˆµν (7.9)
with gˆµν the inverse of gˆµν . The action in physical space-time will now depend on β
µ, gˆµν , Gˆaµν
with
βµ =
1
bˆ
∂0X
µ, bˆ =
√−gˆµν∂0Xµ∂0Xν . (7.10)
For spacetime derivatives we will always use the covariant derivative ∇ˆµ associated with gˆµν .
The dynamical KMS transformations (4.29) now have the form
βµ(x)→ βµ(−x), gˆµν(x)→ gˆµν(−x), Gˆaµν(−x)→ Gˆaµν(x) + 2
(
∇ˆ(µβν)
)
traceless
(x) ,
(7.11)
where we use gˆµν and its inverse to raise and lower indices. In particular, note that in terms
of usual velocity field uµ,
βµ = βuµ, βµ = gˆµνβ
ν = β−1(x)gµνuν , βµβµ = gˆµνβµβν = −1 . (7.12)
44
Now the action can be written as
Ihydro =
∫
ddx
√
−gˆ Lˆ, Lˆ = βdL (7.13)
with
Lˆ = 1
2
Tˆ µνGˆaµν +
i
4
Wˆ µρ,νσGˆaµνGˆaρσ +
1
8
Yˆ µρα,νσβGˆaµνGˆaρσGˆaαβ + · · · . (7.14)
where Tˆ µν , Wˆ µν,λρ and Yˆ µνρ,λσδ are functions of βµ, gˆµν , their derivatives, and deriva-
tive operators acting on GˆaµM . Note that since Gˆaµν is traceless, the trace compo-
nents Tˆ µν gˆµν , Xˆ
µρ,νσgˆµν , . . . decouple from the action, and we shall thus take such
components to be zero in what follows. From (7.11), these hatted tensors are related
to the un-hatted ones through T µν = β−(d+2)(x)Tˆ µν , W µρ,νσ = β−(d+4)(x)Wˆ µρ,νσ and
Y µρα,νσβ = β−(d+6)(x)Yˆ µρα,νσβ.
To second order in derivative expansion, the dynamical KMS conditions can be imposed
using (5.16)–(5.19). At zeroth and first order the analysis are the same as before and we find
Tˆ µν0 =pˆ0((d− 1)βµβν + ∆ˆµν) (7.15)
Tˆ µν1 =− (d− 1)fˆ22θˆβµβν − fˆ22θˆ∆ˆµν − 2λˆ1β(µ∂ˆβν) − ηˆσˆµν (7.16)
Wˆ µα,νβ0 =(d− 1)2sˆ22βµβνβαββ + sˆ22∆ˆµν∆ˆαβ + (d− 1)sˆ22(βµβν∆ˆαβ + βαββ∆ˆµν) (7.17)
+ 2rˆ11(β
µβ(α∆ˆβ)ν + βνβ(α∆ˆβ)µ) + 4rˆ∆ˆα<µ∆ˆν>β, (7.18)
where all coefficients are constants,
∆ˆµν = gˆµν + βµβν , σˆµν = 2∇ˆ<µβν>, θˆ = ∇ˆµβµ, ∂ˆ = βµ∇ˆµ, (7.19)
and A<µν> denotes the symmetric transverse traceless part of a tensor Aµν , i.e.
A<µν> ≡ A(αβ)∆ˆ µα ∆ˆ νβ −
1
d− 1A
αβ∆ˆαβ∆ˆ
µν . (7.20)
Invariance of Lˆ under (7.11) gives the following relations among coefficients in (7.16)-(7.18)
rˆ =
1
2
ηˆ, rˆ11 = λˆ1, sˆ22 = fˆ22, (7.21)
which is the conformal limit of (2.31)–(2.33). Interestingly, equations (2.27) and (2.30) are
automatically satisfied in the conformal case.
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B. Analysis at second order
To obtain the explicit form of the entropy current (5.20) to second derivative order, in
this subsection we work out the constraint (5.19) for a conformal fluid for which it becomes
Tˆ µν2 ∇ˆµβν +
1
2
Yˆ µρα,νσβ0 ∇ˆµβν∇ˆρβσ∇ˆαββ = ∇ˆµVˆ µ(0,2) , (7.22)
where Vˆ µ(0,2) = β
d(x)V µ(0,2), and we have used ∇µV µ(0,2) = β−d(x)∇ˆµVˆ µ(0,2). To simplify the
analysis we will apply the discussion of Sec. VI D: we will go to Landau frame and set to
zero terms that vanish on the ideal fluid equations of motion. Note in the conformal case
the ideal fluid equations ∇µT µν0 = 0 can be written as
∂ˆβµ = 0, θˆ = 0 . (7.23)
The explicit expression of Tˆ µν2 in Landau frame is
Tˆ µν2 = f1Rˆ
<µν> + f2σˆ
<µ
α σˆ
ν>α + f3ωˆ
<µ
αωˆ
ν>α + f4σˆ
<µ
α ωˆ
ν>α + f5(∂ˆσˆ)
<µν>, (7.24)
with
ωˆµν ≡ −2∆ˆµα∆ˆνβ∇ˆ[αββ], (∂ˆσˆ)<µν> ≡ ∆ˆµα∆ˆνβ∂ˆ(σˆαβ)− 1
d− 1∆ˆ
µν∆ˆαβ∂ˆ(σˆαβ) (7.25)
where Rˆαβ is the Ricci tensor of gˆµν , and f1, f2, . . . are constant, and where again we
neglected terms that vanish on (7.23), such as θˆσˆµν . Similarly after writing down the most
general tensor form of Yˆ µρα,νσβ0 , contracting it with ∇ˆµβν , and setting to zero all terms
proportional to (7.23), we find for the second term of (7.22) only one term survives
1
16
Yˆ µρα,νσβ0 σˆµν σˆρσσˆαβ =
1
16
h1σˆ
µ
ασˆ
νασˆµν (7.26)
with h1 a constant. Finally, the most general expression for Vˆ
µ
(0,2) is
18
Vˆ µ(0,2) = (c1Rˆ + c2σˆ
2 + c3ωˆ
2)βµ + v1∇ˆνωˆµν + v2
(
Rˆµν − 1
2
gˆµνRˆ
)
βν , (7.27)
18 Note that below we are identifying V µ(0,2) with V¯
µ
2n introduced below (6.49).
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where ω2 = ωµνω
µν and c1, c2, . . . are constant. In writing down (7.24)-(7.27) we have used
the identities of Appendix E which guarantee that these are the most general second order
expressions.
Plugging (7.24),(7.26) and (7.27) into (7.22), and using again the identities of Appendix
E, we find
1
4
f5∂ˆ(σˆ
2) +
1
2
f3ωˆ
µ
αωˆ
νασˆµν +
(
1
2
f2 +
1
16
h1
)
σˆµασˆ
νασˆµν +
1
2
f1Rˆ
µν σˆµν
= c1∂ˆRˆ + c2∂ˆ(σˆ
2)− 2c3ωˆµαωˆνασˆµν +
1
2
v2Rˆ
µν σˆµν ,
(7.28)
where in evaluating the divergence ∇ˆµVˆ µ(0,2) we again neglected terms that vanish on the
ideal fluid equations. Eq. (7.28) gives the relations
c1 = 0, c2 =
1
4
f5, c3 = −1
4
f3, v2 = f1, f2 = −1
8
h1 , (7.29)
Note that v1 does not appear in the above relations as in (7.27) it multiplies a term of zero
divergence.19 Equation (7.29) gives
V µ(0,2) = β
−dVˆ µ(0,2) =
1
4
(f5σˆ
2 − f3ωˆ2)βµ + v1∇ˆνωˆµν + f1
(
Rˆµν − 1
2
gˆµνRˆ
)
βν . (7.30)
In the above analysis we did not find the relation
f5 + f4 − 2f2 = 0 (7.31)
which was observed as a universal relation in holographic theories dual to Einstein grav-
ity [29]. Equation (7.31) was moreover found to be present in the first order correction in
various higher derivative theories [30, 31], but fail non-perturbatively in Gauss-Bonnet cou-
pling [31, 32] (which was independently verified at second order in Gauss-Bonnet coupling
in [33]). Our conclusion is consistent with the discussion in [31] that such a relation cannot
hold universally in hydrodynamics.
19 This comes from the identity [∇ˆµ, ∇ˆν ]ωˆµν = 2Rˆµν ωˆµν = 0, which holds without imposing the ideal fluid
equations.
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C. Entropy current at second order
From (5.20) the expression for the entropy current at second order, for a conformal neutral
fluid, is
Sµ2 = V
µ
(0,2) − T µν2 βν = V µ(0,2) (7.32)
where the second equality follows from that T µν2 is in Landau frame. The expression (7.32)
with V µ(0,2) given by (7.30) agrees precisely with the expression previously given in [34, 35],
except that with the method of [34, 35] c2 was undetermined (see also [36]). Taking the
divergence of the total entropy current (5.20), using the equations of motion (3.38), (5.16),
(5.18) and (5.19), the third order part of the entropy divergence is
(∇µSµ)3 = −1
2
T µν2 Φrµν +∇µV µ(0,2) =
1
16
Y µρα,νσβ0 ΦrµνΦrρσΦrαβ (7.33)
which leads to
(∇µSµ)3 = −1
2
T d−3f2σµασ
νασµν . (7.34)
Note that the right hand side of the above equation does not have a definite sign. This term
is subleading in derivative expansion compared with the first term in (5.42). Altogether, up
to third order we have
∇µSµ = 1
2
T−1ησµνσµν − 1
2
T d−3f2σµασ
νασµν (7.35)
As shown in [26], the entropy divergence can always be written as a square, up to higher
derivative terms. Applying the algorithm constructed in [26] we write (7.35) as
∇µSµ = 1
2
T−1η
(
σµνσµν − 1
2
T d−2
f2
η
σµασ
να
)2
− 1
8
T 2d−5
f 22
η
σµασ
α
βσ
β
γσ
γ
µ (7.36)
the last term is fourth order in derivatives, hence it can be neglected, and we are left with
a non-negative divergence.
VIII. CONCLUSIONS AND DISCUSSIONS
In this paper we further developed the fluctuating hydrodynamics proposed in [1] in a
number of directions. We first elucidated the structure of the hydrodynamic action in the
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classical limit, which enables a transparent formulation of the action in physical spacetime
in the presence of arbitrary external fields. It also makes connections to some of the earlier
work [2–13] clearer. We then proposed a dynamical KMS symmetry which ensures local equi-
librium. The dynamical KMS symmetry is physically equivalent to the previously proposed
local KMS condition in the classical limit, but is more convenient to implement and more
general. It should be applicable to any states in local equilibrium rather than just thermal
density matrix perturbed by external sources. We then discussed making frame choices using
field redefinitions, which can be used to significantly simplify the action and the imposition
of the dynamical KMS symmetry. We discussed how to go to the Landau frame and general-
ized Landau frame. Finally we proposed a formulation for a conformal fluid, which requires
introducing some new elements. We then worked out the explicit form of the entropy current
to second order in derivatives for a neutral conformal fluid using the method of [26]. The
result agrees nicely with that in previous literature. We explicitly verified that, while with
the existing methods part of the entropy current remains undetermined, our procedure leads
to a unique expression solely by using second order transport data.
We pointed out some open issues regarding the formulation of dynamical KMS transfor-
mations in the quantum regime. There is a potential ambiguity and at the moment there is
no obvious principle to fix it.
There are also other conceptual issues in the quantum regime. For example, let us consider
a neutral conformal fluid whose only scale is then the local inverse temperature β which
provides the UV cutoff for the hydrodynamic effective action. This is, however, also the
typical scale of quantum fluctuations. While one can treat quantum effects perturbatively to
maintain locality, it appears that there is no separation of scales and thus not clear whether
effective field theory approach still makes sense at all in the full quantum regime.
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Appendix A: A simple argument
For this purpose, we first note a general result regarding an on-shell action: suppose an
action has a symmetry
I[χ;φ] = I[χ˜; φ˜] (A1)
where variables with a tilde are related to original variables by some transformation, then
Ion−shell[φ] = Ion−shell[φ˜] . (A2)
To see this, note equation (A1) implies that
χ˜cl[φ] = χcl[φ˜] , (A3)
and thus
Ion−shell[φ] = I[χcl[φ];φ] = I[χ˜cl[φ]; φ˜] = I[χcl[φ˜]; φ˜] = Ion−shell[φ˜] . (A4)
Appendix B: Absorbing V µ by total derivatives
Dynamical KMS invariance requires
L˜ − L = ∂µV µ . (B1)
From Z2 nature of the dynamical KMS transformation, acting on (B1) with another dynam-
ical KMS transform we find
L − L˜ = −∂µV˜ µ , (B2)
where we used that ∂˜µV µ = −∂µVˆ µ, where V˜ µ is the dynamical KMS transform of V µ. We
then find
∂µV
µ = ∂µV˜
µ . (B3)
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Splitting V µ0 from V
µ, i.e. V µ = iV µ0 + V
µ
a , we can write (B1) as
L˜ − L = i∂µV µ0 +
1
2
(∂µV
µ
a + ∂µV˜
µ
a ) = i∂µV
µ
0 +
1
2
(∂µV
µ
a − ∂˜µV µa ) . (B4)
Now redefining L → L− 1
2
∂µV
µ
a we then find that
L˜ − L = i∂µV µ0 (B5)
i.e. all V µk in (5.5) with k ≥ 1 can be set to zero by shifting L by a total derivative.
Appendix C: A special basis
Consider a generic tensor T µ1···µk which is an nth derivative order expression of uµ, T and
µ. This can be expanded in terms of a list of independent order n tensors uµ1···µk(n)1 , . . . , u
µ1···µk
(n)m ,
i.e.
T µ1···µk =
m∑
i=1
ci(τ, µ)u
µ1···µk
(n)i , (C1)
where ci(τ, µ) are functions of τ and µ, and where (C1) can be seen as a generalization of
(5.23)-(5.27). In the reminder we shall show that the list of the uµ1···µk(n)i ’s can be rearranged
into a list constituted by vµ1···µk(n)1 , . . . , v
µ1···µk
(n)p and w
µ1···µk
(n)1 , . . . , w
µ1···µk
(n)q , with p+ q = m, such
that the wµ1···µk(n)i ’s contain at least one factor of Eµ, E1 and E2 (defined in (6.4)), or one
factor of derivatives acting on them, and such that the vµ1···µk(n)i are not related through the
ideal equations of motion Eα = 0, i.e. it is not possible to find functions ci(τ, µ) and a tensor
wµ1···µk such that, for some vµ1···µk(n)j ,
vµ1···µkj =
p∑
i 6=j
civ
µ1···µk
(n)i + w
µ1···µk . (C2)
For ease of notation, in the reminder we shall drop the space-time indices µ1 · · ·µk and the
subscript (n).
First we choose a list of tensors v1, . . . , vp among u1, . . . , um that are independent after
imposing Eα = 0, with p ≤ m. Up to permutations, we can assume that v1 = u1, . . . ,
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vp = up. This clearly implies that up+1, . . . , um are generated by v1, . . . , vp upon using
Eα = 0, i.e. there are functions cij(τ, µ) such that
ui =
p∑
j=1
cijvj + wi−p, i = p+ 1, . . . ,m, (C3)
where wi = 0 after setting Eα = 0, for i = 1, . . . , q, and q = m − p. The latter property
implies that wi is proportional to either of Eµ, E1 or E2, or to derivatives acting on them.
Note that the wi’s are independent from each other and from the vi’s. To see this, assume
by contradiction that, for some wi, with 1 ≤ i ≤ q, there are dj(τ, µ) and ej(τ, µ) such that
wi =
p∑
j=1
djvj +
q∑
j=1
j 6=i
ejwj, (C4)
then, from (C3),
ui+p =
p∑
j=1
ci+p,jvj +
p∑
j=1
djvj +
q∑
j=1
j 6=i
ej
(
uj+p −
p∑
k=1
cj+p,kvk
)
=
p∑
j=1
ci+p,j + dj − q∑
k=1
k 6=i
ekck+p,j
uj + q∑
j=1
j 6=i
ejuj+p,
(C5)
which cannot happen, as ui is independent from uk, with k 6= i. This concludes the proof.
Appendix D: Action for conformal fluids in fluid spacetime
In this Appendix, we elaborate more on the explicit form of the conformal charged fluid
action in fluid spacetime without taking ~→ 0 limit.
The discussion parallels that of a general fluid in Sec. II A so we will only highlight the
differences.
Using definition (7.2), we decompose hˆsab = e
−2τshsab as
hˆsabdσ
adσb = −E2s
(
dσ0 − vsidσi
)2
+ αsijdσ
idσj, (D1)
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with
Es = e
−τsbs, αsij = e−2τsasij . (D2)
Instead of (2.2) it is more convenient to decompose Bsa as
Bsadσ
a = µˆsEs(dσ
0 − vsidσi) + bsidσi (D3)
with µˆs = e
τsµs and the corresponding symmetric and antisymmetric combinations µˆr =
1
2
(µˆ1 + µˆ2) and µˆa = µˆ1 − µˆ2. Instead of (2.3)–(2.5), Er,a, χa are now defined as
Er =
1
2
(E1 + E2) =
1
2
(
e−τ1b1 + e−τ2b2
)
, Ea = log(E
−1
2 E1) = −τa + log
(
b−12 b1
)
, (D4)
αrij =
1
2
(α1ij + α2ij), χa =
1
2
log det(α−12 α1) . (D5)
We also have τr,a introduced in Sec. VII A, and Ξ, vai, vri, bai, bri are the same as those in
Sec. II A.
We will now use αr to raise and lower i, j indices. The time covariant derivative is
the same as (2.14) except that one should use Er defined as in (D4). and the spatial
covariant derivatives are the same as (2.15)–(2.17) except that Γ˜ijk should be replaced by
that associated with αrij, more explicitly,
Γ˜ijk ≡
1
2
αilr (djαrkl + dkαrjl − dlαrjk) = Γijk +
1
2
αilr (vrj∂0αrkl + vrk∂0αrjl − vrl∂0αrjk) (D6)
with Γijk the Christoffel symbol corresponding to αr.
We can write the action as ∫
ddσ
√
αrEr L (D7)
where the integration measure
√
αrEr differs from that of (2.6) by some factors of τ . Note
that equation (7.5) implies that there cannot be any dependence on τr, τa other than those
included in hˆsab. L(1) to first derivative order and L(2) to zeroth derivative order are given
by (2.9)–(2.12) and (2.19) that one should eliminate all terms which involve τ explicitly and
all coefficients are functions of µˆr only.
We now write down L(1) to second derivative order for neutral conformal fluids. For this
purpose we need to use the the torsion tij and various curvatures introduced in Sec. V A3
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of [1] except that they should be accordingly modified as those associated with αr. The
torsion tij is defined by
[Di, Dj]φ ≡ tijD0φ, tij = Er(divrj − djvri), (D8)
and the “Riemann tensor” R˜klij by
[Di, Dj]φk = R˜ijk
lφl + tijD0φk (D9)
with
R˜ijk
l = djΓ˜
l
ik − diΓ˜ljk + Γ˜mkiΓ˜ljm − Γ˜mkjΓ˜lim . (D10)
Note that
R˜ijkl + R˜ijlk = −tijD0αrkl. (D11)
and as a result, there are two “Ricci tensors”:
R˜1ik = R˜ijk
j, R˜2ik = R˜ij
j
k, (D12)
neither of which is symmetric. We also introduce
Wik = R˜
1
ik + R˜
2
ik = −tijαjlr D0αrkl, Sik =
1
2
(
R˜1ik − R˜2ik
)
, (D13)
where the second equality of the first equation follows from (D11).
Now at second derivative order L(1) can be written as
L(1)2 = f1Ea + f2χa + λ21V iaαjkDjD0αik + λ22V iaαjkDjtik
−Ξij
[
η˜
2
D0αrij + η1D
2
0αij + η2D0αikD0αjlα
kl + η3Sij + η4α
kltkitjl + η5Wij
]
, (D14)
where
f1 = f11+f15 tr
(
D0αα
−1D0αα−1
)
+f16 tr
(
α−1D20α
)
+f17Sijα
ij
r +f18Wijα
ij
r +f19t
ijtij, (D15)
and f2 has the same structure as f1. In (D14)–(D15), all coefficients are constants, and we
have dropped terms which vanish on the zeroth order equations of motion:
Tr
(
α−1r D0αr
)
= 0, DiEr = 0 . (D16)
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The ~ → 0 limit of the second line of (D14) gives the second order stress tensor (7.24)
with the correspondence
η1 = −1
8
(2f5 + f1), η2 =
1
32
(8f5 − 4f2 + 7f1),
η3 = −1
2
f1, η4 =
1
32
(4f3 + 11f1), η5 = −1
8
(2f5 + f4 + f1) .
(D17)
Appendix E: Useful identities
In this Appendix we present the identities used in Sec. VII. From
[∇ˆµ, ∇ˆν ]βα = Rˆ βµνα ββ, (E1)
and contracting with ∆ˆµν or βµ, we find
Rˆµνβ
µβν = −1
4
(σˆ2 − ωˆ2) (E2)
∂ˆσˆµν = 2Rˆαµνββ
αββ − 1
2
(σˆαµ σˆαν + ωˆ
α
µ ωˆαν) (E3)
∂ˆωˆµν = σˆ
α
[µ ωˆν]α (E4)
∆ˆµα∇ˆµ∇ˆβσˆαβ = 2∆ˆµα∇ˆµ(Rˆαβββ)−
1
2
∂ˆ(ωˆ2), (E5)
where Rˆµν = Rˆ
α
µαν , and where we used that ∇ˆµβµ = βµ∇ˆµβα = 0. We also have the Bianchi
identity ∇ˆµ
(
Rˆµν − 1
2
gˆµνRˆ
)
= 0.
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