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1.1  Aim and Perspective
This book contains an overview of methods and analytical techniques that can be 
used to describe, predict, and explain housing preference and housing choice. Its 
purpose is to make the choice of a method or technique to answer a specific 
research question easier. The book is meant for stakeholders involved in housing 
studies and practice, including students and researchers in housing research, mar-
keting, business economics, management, business administration, spatial plan-
ning, and human geography. We hope that the book proves to be a useful resource 
for academics that have an interest in the measurement of housing preferences. 
Furthermore, we also focus on professionals in practice, such as policy-makers, 
landlords, property developers, and constructors. To them, this book may serve as 
a guide that gives insight into the differences between the research methods as well 
as insight into the interpretation of results obtained with a particular method.
A key factor in research is the method: it defines the results. A mutual under-
standing of the basics of various methods is a necessary condition for supporting 
research. To select a valid research method, one needs a well-structured overview 
of the methods and techniques commonly available in housing preference research. 
However, there is no comprehensive introduction to this field. This book aims to fill 
this gap and offers such an overview. The selection of methods is based on our 
experiences in fundamental and applied research as well as in education. Providing 
information, comparing the characteristics and describing the potential limitations 
of each method is an important instrument in order to be able to make a choice from 
various alternatives. This is the very core of this book. We have attempted to provide 
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a broader perspective than merely a methodological one. The emphasis lies on the 
descriptions of methods and analytical techniques related to the practical framework 
of goals in housing studies, in particular “why do people move?,” “what do custom-
ers want?,” and “which choices do they make?.”
1.2  Distinction Between Housing Preference  
and Housing Choice
Although the concepts of preference and choice are widely used in housing research 
these terms are sometimes mistaken for each other. In our view, preference refers to 
the relative attractiveness of an object, while choice refers to actual behavior. 
Preference, as an expression of attractiveness, may guide choice, but the evaluation 
involved in preference may take place whether or not a choice has to be made. What 
complicates the distinction between preference and choice is the notion that hypotheti-
cal choices, as can be made in, for example, the Conjoint Analysis method, should be 
seen as an expression of preference and not of choice. Thus, if a hypothetical choice 
is made in favor of dwelling A instead of B, this indicates a preference for dwelling A 
over B. As we will describe later in this chapter, the methods described in this book 
cover the whole range from housing preferences to actually made housing choices.
The most important difference between housing preference and housing choice 
is that preference is a relatively unconstrained evaluation of attractiveness. In the 
case of a house, choice will always reflect the joint influences of preference, market 
conditions, regulations, availability, and internal and external personal factors such 
as lifestyle and social class. Housing preference might not show a strong relation-
ship with the housing choice actually made.
Priemus (1984) argues that numerous factors limit the number of realistic pos-
sibilities for every household, such as:
Government regulations.•	
Supply factors (such as place, nature, and price of the available dwellings).•	
Preferences of the household.•	
Transparency of the housing market (how well does the household know the •	
supply side).
The budget of the household (determined by financial position, income, and •	
income perspectives).
This list can be extended with factors that influence consumer behavior, such as 
information-seeking behavior, time constraints, lifestyle, culture, family, motiva-
tion, social class, reference groups, and perception (Gibler and Nelson 2003).
These factors result in restrictions that limit the household’s choice of a dwell-
ing. Therefore, often there is not so much choice, although choice becomes 
greater when the household has a larger budget. Because of these factors, actual 
behavior (so-called revealed preferences) often differs substantially from their 
original preferences (so-called stated preferences).
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Hooimeijer (1994) describes that the motivating power for adjusting housing 
preferences occurs at two, mutually related, levels. The first level is that of the 
(regional) housing market and the second one the level of the individual house-
holds. Households’ preferences change through changes in their individual life 
course and their housing market position and because the composition of the supply 
changes (the occurrence of new practical or theoretical opportunities) (Hooimeijer 
1994).
1.3  Conceptual Frameworks for Studying Housing  
Preference and Choice
Housing preference and choice has been studied from different theoretical perspec-
tives. A detailed description of all these methods and approaches lies beyond the 
scope of this book. The interested reader is referred to, for example, Sabagh et al. 
(1969), Ritchey (1976), Priemus (1984), Fawcett (1986), Musterd (1989), Smid and 
Priemus (1994), Timmermans et al. (1994) and Mulder (1996). Below we will 
describe some of the available theories in the field of housing preference and 
choice. The first, the life-cycle and life-course models, explain and predict residen-
tial mobility. The second, the Theory of Planned Behavior, is a general theory to 
model behavior based on attitude, social norm, and perceived behavioral control. 
The third is a model of decision-making, applied to the specific case of housing. 
For reasons of clarity, the models are described as being separate models. However, 
they have mutual relationships and have and have had influence on each other, now 
and in the past. Furthermore, the short description of the models does not claim to 
be exhaustive.
1.3.1  Life-Cycle and Life-Course Models
The family life-cycle model (Rossi 1955) and its more recent adaptation and exten-
sion, the life-course model, is one of the most important models to explain housing 
moves. According to the original family life-cycle model, different stages of 
nuclear family formation (cohabitation/marriage), expansion (birth of children), 
contraction (children moving out), and dissolution (divorce or death of a spouse) 
lead to changes in the size and composition of households as well as in their resi-
dential preferences and needs. A transition into a new stage in the cycle may lead 
to a mismatch because housing characteristics, such as the number of bedrooms, 
might no longer meet the needs or preferences of the family. This leads to dissatis-
faction (complaints), which emerges as a central motivational construct in Rossi’s 
analysis (Fawcett 1986). For example, the birth of the first child, thus the transition 
of couple to family, is frequently preceded or followed closely in time by a move 
from renting to owning (Clark et al. 1994). Bell (1958) argues that the move to the 
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suburbs that he observed in families with children can be explained as an effort to 
find a place for family life that is more suitable than that offered by central cities.
In contrast to the life-cycle model, which represents family formation and devel-
opment as a fixed sequence of static states, the life-course model analyzes the 
sequence of positions of a particular person or group in the course of time. It is a 
longitudinal approach. Furthermore, the interaction between individual lives and 
social change is studied (Kok 2007). In a life-course analysis, the frequencies and 
timing of changes in positions, such as leaving home, is studied. These changes in 
positions are called events or transitions (Kok 2007). Every life course consists of 
a sequence and a combination of transitions, these are called trajectories. The time 
between transitions is called duration (Kok 2007). In trying to understand life 
courses, the life-course analysis makes use of both quantitative (structured) data 
and qualitative (less-structured) data, such as interviews, biographies, letters, and 
data from other sources.
In the life-course perspective, people are regarded as following parallel, inter-
twining careers in different life spheres: a labor market career, a housing career, 
etc. (Mulder and Hooimeijer 1995). People try to combine goals that arise from 
various careers in time and therefore in space. In housing choice research, four 
careers may explain moves: the educational, the labor, the family, and the housing 
or residential career. Clark et al. (2003) explain that the housing career is the 
sequencing of housing states defined in terms of tenure and the quality/price of the 
dwellings that households occupy. Goetgeluk and Hooimeijer (1991), Goetgeluk 
et al. (1992) and Mulder (1993) showed that each of the four careers might be the 
triggering career for a move, while the others form the conditional careers. For 
example, starting a university career implies an induced move if commuting is 
impossible (Clark and Onaka 1983). A student’s housing choice is often not equal 
to a “maximum utility” from the housing career perspective. Relocation is a strate-
gic spatial and costly choice to combine all careers of the members of the house-
holds in the short- and the long-term. Goetgeluk and Hooimeijer (1991), Goetgeluk 
et al. (1992) and Mulder (1993) showed how the four motives for moving influ-
enced the urgency to move, the search-time, and therefore the knowledge of the 
local market, the number of dwelling attributes that were considered, the urgency 
to accept and the probability of moving. They also showed how the conditional 
careers influence choice and that the different careers interact. Having financial 
resources from work might imply living in a luxurious dwelling; economizing on 
the costs of housing might result in spending money on other purposes, such as a 
holiday trip. Life-course analysis also studies the interaction between life course 
and demographic, economic, institutional, and social changes (Kok 2007). Thus, 
the framework does take account of external conditions like market conditions 
(demand–supply) and allocation rules. For instance, a high income precludes a 
household from entering the social rented sector. Goetgeluk (1997) showed that the 
specific conditions of a housing market region influenced the preference and 
choice structure of demand.
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1.3.2  The Expectancy-Value Model and the Theory  
of Planned Behavior
Expectancy-Value theory was developed in order to explain and predict the attitude 
toward objects and actions. Behavior, behavioral intentions or attitudes are seen as 
a function of (1) expectancy, i.e. the perceived probability that an object possesses 
a particular attribute or that a behavior will have a particular consequence, and 
(2) value, i.e. the degree of affect, positive or negative, toward an attribute or behav-
ioral consequence. The model proposes that an attitude is a function of the sum of 
the expected values of the attributes. In the late 1970s and early 1980s, Fishbein and 
Ajzen expanded the Expectancy-Value theory into the Theory of Reasoned Action 
(TRA; Fishbein and Ajzen 1975). Later, Ajzen posited the Theory of Planned 
Behavior (TPB; Ajzen 1991). According to TPB, behavior is guided by three types 
of considerations (see Fig. 1.1). The first type, attitude, concerns beliefs about the 
perceived consequences of the intended behavior (behavioral beliefs). The per-
ceived likelihood of the positive and negative consequences of the behavior is 
combined with the evaluation of these consequences to form the attitude. This part 
of the model resembles the Expectancy-Value model described earlier. The second 
consideration, subjective norm, is based on normative beliefs that reflect a person’s 
perception of what referent individuals or groups think that he or she should do, 
combined with the person’s motivation to comply with these referents. The third 
consideration, the perceived behavioral control, reflects the person’s perceived ease 
or difficulty of performing the behavior considering the potential barriers and oppor-
tunities. It incorporates beliefs about the presence of factors that may facilitate or 
impede the behavior, combined with the perceived possibilities of having control 
over these factors (control beliefs). According to TPB, attitude, subjective norm, and 
Fig. 1.1 Theory of planned behavior (Source: http://people.umass.edu/aizen/tpb.diag.html)
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perceived behavioral control work together to form the behavioral intention to 
perform the specific action. The intention may result in actually performing the 
behavior but this is dependent upon actual behavioral control. The person must have 
a sufficient degree of actual control over the behavior in order to be able to act.
An Expectancy-Value model of migration decision-making was introduced in 
housing research by de Jong and Fawcett (1981) (see also: de Jong et al. 1983, 
1986). Ratings of importance (the values) are obtained for the set of relevant val-
ues or goals. Next, measures of expectations, i.e. the probabilities of achieving 
these values or goals in specific locations, are obtained. Finally, a formula is 
applied to derive a place-specific attraction score, which is used as a predictor of 
migration intentions or behavior (De Jong et al. 1983). A relatively high summa-
tion score for a particular location is posited to indicate a propensity to move to 
that place. De Jong et al. (1983) explored whether expectations of attaining impor-
tant economic and noneconomic values or goals were determinants of the decision 
to stay within their province, to move outside their province but stay within their 
country (the Philippines) or to move outside the Philippines. In addition, the 
authors explored whether there were other factors, next to value-expectations, that 
had an impact on the intention to move, such as personality traits, risk-taking 
orientation, and household characteristics. They also explored perceptions of 
social norms about migration, resembling the subjective norm part of TPB. 
Interestingly, de Jong et al. (1986) refute the Ajzen and Fishbein (1980) position 
that intentions are the dominant determinant of behavior. De Jong et al. (1986) 
argue that personal and structural background factors also exert an independent 
and direct effect on migration intention and behavior. In their study, two of the 
most important predictors of the general intention to move or stay were being 
single and having money to move. Other studies that have implemented the 
Expectancy-Value approach in housing are Fokkema (1996) and Fuller et al. 
(1986).
1.3.3  Decision-Making Approach
Another approach to unraveling the underlying considerations of housing choice 
comes from the domain of decision-making. Whereas the Expectancy-Value model 
focuses on the content of decisions and intentions, the Decision-Making approach 
focuses on the process of decision-making: how people make choices about moving 
or staying and the selection of destination. Here, moving house, or the possibility 
of moving, can be seen as a complex and ill-structured problem which can be 
solved by means of human problem-solving techniques (Rossi 1955; Newell and 
Simon 1972; Holland et al. 1986; Simon et al. 1987). Searching for a new dwelling 
can be seen as a dynamic problem-solving process in which a relatively unfamiliar, 
complex, and ill-structured problem must be solved. By this, we mean that people 
who are looking for another house generally do not have such well-articulated 
preferences. We believe that a housing preference is, at least partly, constructed 
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during the problem-solving process. As Gregory et al. (1993) argue, the forming of 
preferences may be more like architecture, building a defensible set of values, 
rather than archeology, uncovering values that are already there. The phenomenon 
that preferences are constructed in the process of solving problems by adaptive 
humans, especially when important, complex and unfamiliar problems are at stake, 
is relatively common in human problem-solving (Payne et al. 1992; Slovic 1995). 
Individuals decide how to decide by considering various goals, such as reducing the 
cognitive effort required for making a choice, maximizing the accuracy of the deci-
sion, minimizing the experience of negative emotion, and maximizing the ease of 
justifying the decision (Bettman et al. 2006, p. 325). Individuals try to find strate-
gies that will yield high degrees of accuracy for reasonable amounts of effort in any 
given decision task. Often, however, individuals must make trade-offs between 
accuracy and effort in selecting a strategy. The relative accuracy and effort levels of 
various strategies change with task demands (Payne et al. 1992). The above implies 
that in decision-making, rationality of individuals is limited by the information they 
have, their cognitive limitations and the finite amount of time they have to make 
decisions. This is termed bounded rationality (Simon 1991). Therefore, decision-
makers may not arrive at the optimal solution (from an economic viewpoint) but 
instead apply their rationality only after having greatly simplified the choices 
available.
Problem-solving is value-focused and goal-oriented behavior. People try to 
achieve certain goals and values when solving their problems. A goal implies a 
certain desired end state, such as freedom, happiness, and security. Problem-solving 
occurs in a series of analytically well-defined stages, although a particular problem 
could repeat and backtrack in a complex way. Several conceptualizations of the 
problem-solving process can be found in the literature on decision-making and on 
consumer choice (e.g., Simon 1977; Janis and Mann 1977; Huber 1986, 1989; 
Engel et al. 1995; Carroll and Johnson 1990; De Groot 1978; De Groot and Gobet 
1996; Beach 1990). We distinguish the following stages of problem-solving: 
(1) recognition; (2) formulation; (3) designing and screening; (4) choice; (5) deliber-
ating about commitment; (6) action; and (7) feedback. Below we provide a detailed 
description of these stages.
The process of problem-solving begins with the realization by a household that 
there are problematic conditions that call for a solution (Recognition). In the con-
text of housing choice this means that the household is confronted with a problem 
for which moving to another housing unit is considered one of the solutions. The 
household may therefore experience the current housing situation as unsatisfactory 
or may expect it to become so in the near future. Or the household may consider 
the option of moving as instrumental to solving another problem or preference such 
as living closer to work or relatives, having more privacy, becoming unemployed, 
a divorce, and so on.
When a situation is recognized as an issue calling for a solution, the next stage 
(Formulation) involves exploring and classifying the situation, including some 
understanding of relevant objectives (based on preferences) and values. In this stage, 
the household constructs an internal representation (frame) of the problem situation. 
8 S.J.T. Jansen et al.
This frame will also contain some ideas about the goals and values (e.g., more space, 
quiet neighborhood, more privacy) to be achieved and the constraints (e.g., the 
amount of money to be spent) that a subjectively acceptable solution must meet.
After the household has formulated the problem situation, the attention is 
focused on one or more alternative solutions (Designing and screening). The house-
hold searches in memory for alternative courses of action and seeks advice and 
information from others about ways of coping with the problem. In the context of 
housing choice, this means that one tries to remember how the problem was han-
dled in earlier moves, if this is not the first move. The household may read the 
housing advertisements in newspapers and other periodicals more attentively, ask 
friends and acquaintances what ideas they may have about solutions, make contact 
with realtors or project developers and so on. As the household screens one or more 
alternative solutions during this stage, any solution that appears not to meet the 
goals (based on preferences and constraints) is eliminated from further consider-
ation. By the end of this stage, the household has narrowed down the set of alterna-
tive solutions to those that appear to have a good chance of solving the problem. 
These alternative solutions constitute the so-called consideration set (also known as 
the evoked set) (Engel et al. 1995).
In the subsequent stage of Choice, the household employs a more thorough 
search and evaluation, focusing on the positive and negative aspects of the remain-
ing alternative solutions in order to select the best available course of action. By 
best course of action, we do not mean an optimal course. In general, we expect 
problem-solvers to search for a subjectively satisfying solution (De Groot and 
Gobet 1996). In an effort to select such a course of action people use a great variety 
of decision rules (Svenson 1979; Payne et al. 1993).
After having made a decision, the household begins to deliberate about imple-
menting it and conveying this intention to others (Deliberating about commitment). 
The household becomes concerned about the possible disapproval of others. These 
fresh concerns may deter the household from taking immediate action without first 
paving the way by letting others know about the intended choice. As the household 
approaches the point of implementing the decision, it also realizes that once a deci-
sion is made it is more difficult to reverse it. This realization makes for reconsidera-
tion of the choice made. For instance, the high cost involved in moving may lead to 
some reflection.
Given the fact that the household wants to bolster and consolidate the decision 
in a way that will enable the household to implement it, the decision must still be 
acted upon (Action). The fact that the household wants to implement the solution 
does not mean that it will also be implemented. The chosen dwelling may no longer 
be available for instance, or the necessary financing for the housing unit cannot be 
found.
After the decision has been acted upon, the household receives information 
about the outcomes of the action (Feedback). This feedback may be both positive 
and negative. It enables learning about the substance of the solution and about the 
decision rules employed. The household also receives feedback when it justifies its 
decisions to others, so this phase may stretch out over a long period of time. If the 
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feedback becomes so negative that the situation is recognized as a problem, this 
may signal the start of a new problem-solving cycle.
Generally speaking, every solution goes through all the stages we have just out-
lined. This does not mean, however, that problem-solving always proceeds in a 
completely orderly way. Many problems appear to move along in a linear fashion 
from stage 1 to stage 7, but may involve a great deal of iteration back and forth. 
Reverting to stage 3 from stage 4 or 5 is especially likely if the problem involves 
important personal goals. In addition, the stages may be greatly attenuated when 
minor incremental decisions are made, or when problems are solved habitually or 
impulsively. Besides, each stage in solving a particular problem is itself a complex 
problem-solving process. The generating and surveying alternative solutions stage, 
for example, may call for new recognition, formulation, etc. Problems at any given 
level generate subproblems that in turn have their own problem-solving stages, and 
so on (Simon 1977; De Groot and Gobet 1996). Thus, the cycle of stages is far more 
complex than the sequence suggests. We believe, however, that this conceptualiza-
tion of the sequence might provide a useful framework for analyzing problem-
solving processes and decision-making with regard to housing choice.
Above we described three general approaches that can be used to examine hous-
ing preference and choice. However, housing has some specific features, which are 
explained in the next section.
1.4  The Special Features of Housing
For many people, their ideal dwelling would be a spacious detached dwelling with 
the front located close to urban facilities and the back yard located in a green and 
quiet environment, such as a public park. However, in practice the ideal dwelling is 
not achievable for most people. Instead, they search for the dwelling that supplies 
the highest possible amount of housing satisfaction. If deemed necessary, a housing 
move can be realized in order to bring the housing situation more into agreement 
with the housing preferences. Priemus (1984) makes a distinction between the sub-
jective and the objective ideal dwelling and the aspiration level. The subjective 
ideal dwelling is the dwelling or the dwelling feature that is ideal to the household 
based on its specific characteristics, irrespective of dwelling supply or budget con-
straints. The objective ideal dwelling relates to the dwelling that is ideal according 
to experts who base their opinion on economical, planning, and other criteria that 
they consider important for the particular household. Finally, the aspiration level 
concerns a dwelling or dwelling feature that is ideal to the household based on its 
specific characteristics and that is potentially available.
Housing fulfills a basic human need and is therefore often referred to as shelter 
(Bourne 1981; Dieleman et al. 1989). Furthermore, housing is also important for 
individuals because of the fact that a house is often also a home. As such, it is inter-
woven with family life and related to other domains of life, such as social life, work, 
and education (Dieleman 1996). MacLennan (1977) argues that housing should be 
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viewed as a collection of characteristics that are used to satisfy goals, such as comfort 
and esthetics. Bourne (1981) considers the immense psychological importance of 
housing for satisfaction, status, privacy, security, and equity. Goods, such as a dwell-
ing, are used as intermediaries in the consumption process. Bourne (1981), Priemus 
(1984) and Hooimeijer (2007) mention various functions of a house:
A center for shelter and personal care: sleeping, eating, privacy, protection, and •	
so forth.
A center for domestic activities: activities related to work, leisure, and social •	
life.
Accommodating daily external activities. It is a base for activities like work, •	
shopping, and so on. The dwelling is a node in the socio-geographical network, 
which can be defined as the “functional neighborhood.” The geographical loca-
tion of the dwelling and activity locations are the key factors.
Accommodating social contacts. It is a base for social activities, like talking to the •	
neighbors, family, and friends. In this context, this node in the socio-geographical 
network can be defined as the “social neighborhood.”
A durable and costly financial consumption good as well as an investment good •	
for owner-occupiers. It is the single most important item of consumption as 
households spend approximately 25% of their income on buying or renting a 
dwelling (Clark and Dieleman 1996; Dieleman 1996).
A durable and costly social consumption and investment good, which is related •	
to the symbolic meaning of house and home on a personal and social level.
Galster (1996) argues that housing is a special type of good that makes the mar-
ket for dwellings a special type of market. Housing is: (1) highly expensive, (2) 
spatially immobile, (3) highly durable, and (4) multidimensionally heterogeneous 
and physically modifiable. These four features are explained in more detail below.
Firstly, the decision to select a particular dwelling is for many households the most 
crucial budget allocation decision that they make (Maclennan 1977; Bourne 1981). 
Because of its high cost, housing is a capital asset of great importance. Housing is a 
dominant category of household expenditure that contains elements of both consump-
tion and investment, at least for homeowners (Maclennan 1977). Extensive mortgage 
borrowing makes the housing sector highly vulnerable to the macroeconomic effects 
of the capital markets. The uniquely large housing rental market (compared to other 
consumer goods) gives rise to a tenure-choice decision that depends on both con-
sumption and investment considerations. Homeowner changes in occupancy are 
particularly costly. The considerable search warranted by the extreme heterogeneity 
and immobility of dwellings, the complex legal and other transactional services and 
the household move itself require a heavy outlay of time, effort and money. An impor-
tant consequence is that most households change occupancy infrequently. Fewer than 
10% of owner-occupant households are actively involved in the market in any year, 
and then they typically assume the simultaneous roles of buyers and sellers.
Secondly, spatially immobile means that the location is an intrinsic attribute of 
a dwelling. When a household rents or purchases a housing unit, it obtains not only 
the physical unit but also, because of the spatial fixity, a neighborhood and a set of 
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public services (Dieleman et al. 1989). Differences in location might influence 
various aspects, such as social status, the consumption of private goods, the avail-
ability of public goods, jobs, and other desired destinations. Location is therefore 
an important determinant of housing quality and household welfare.
Thirdly, a high structural durability means that an overwhelming share of current 
dwellings is provided by units built in the past. Housing is expensive to build, 
modified only with difficulty, and one of the most lasting of consumer durables 
(Clark and Dieleman 1996). Newly produced units contribute a relatively small 
percentage to the total stock. The supply of dwellings, both in numbers and in qual-
ity, is inflexible in the short term. This may create shortages in periods of rapid 
growth of urban populations and considerable fluctuations in rents and prices 
(Clark and Dieleman 1996).
Fourthly, nonetheless, the existing stock is continuously undergoing modifica-
tion in various ways to accommodate the changing latent demand. New housing 
units are added to the housing stock and units may be lost through demolition, fire, 
conversion, or abandonment (Bourne 1981). Quality, condition, structural features, 
and size change over time, as do the number of separate dwelling units in a struc-
ture and the occupant’s tenure status. Supply does not take the form of modules of 
a homogeneous good. On the contrary, housing units are enormously heteroge-
neous. They differ in numerous structural characteristics, lot features, neighbor-
hood characteristics, local public services, and access to desired destinations. Each 
unit differs, if only slightly, in design and location (Bourne 1981). Housing is a 
package or bundle of many salient attributes, only some of which are under the 
control of the resident.
The former has made clear that housing is firmly embedded in the social, eco-
nomic, and political aspects of society. Bourne (1981) makes a distinction between 
eight areas of housing research. These areas vary in scale (micro, macro) and in 
subject matter (demand, supply, policy). On the demand side, he distinguishes lit-
erature on household location decisions, residential mobility, land use and neigh-
borhood change, social and demographic change and political and economic 
structures. On the supply side, the relevant areas include studies in investment and 
capital markets, institutional behavior, and local development practices. The enor-
mous breadth of the literature on housing necessitates the choice for a confined 
research topic. Therefore, the current book limits itself to providing a description 
and explanation of nine different methods and analytical techniques for measuring 
housing preference and choice. We acknowledge, however, that housing preference 
and choice do not materialize in isolation.
1.5  Different Approaches
Now that we have described some of the theoretical background of measuring housing 
preference and choice as well as the special features of housing, it is time to introduce 
the nine methods and analytical techniques that form the core of this book.
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The issues of housing choice and housing preference attract interest from 
researchers in a variety of disciplines. Because of this multidisciplinarity, research 
into housing preference gives rise to numerous different approaches and models. 
For example, economists primarily focus on observed house prices to determine the 
utility of dwelling characteristics (called attributes). In contrast, social geographers 
are mostly concerned with the influence of socio-demographic changes on residen-
tial moves.
What consumers want can be measured in many different ways. Which particu-
lar method is to be chosen can only be answered in the light of the purpose of the 
measurement (Hooimeijer 1994). Different methods lead to different outcomes. 
The choice for a specific method can therefore not be based on the methodological 
superiority of one method over another but should be directed by the type of infor-
mation in which one is interested (Hooimeijer 1994). The selection of a particular 
method can be based, for example, on the desired outcome measure or on the 
source of the preferences (stated or revealed preferences). Based on our experience 
with research and education in the field of housing studies, we selected nine meth-
ods and analytical techniques that are currently applied in the research field. Each 
of these methods will be briefly described.
Note that we do not have the intention to present all possible or even all relevant 
methods and techniques that are available in the research field of housing prefer-
ence and choice. We have restricted ourselves to methods that have been frequently 
used and for which a description of the method as well as an example in practice in 
the domain of housing preference research was available.
1.5.1  Traditional Housing Demand Research Method
Probably the most well-known method for eliciting housing preference is the tradi-
tional housing demand research method. In general, relatively simple and straight-
forward questions are asked about the willingness to move, preferences for housing 
(environment) characteristics and the current and previous (in the case of a recent 
move) housing situation. Furthermore, socio-demographic and economical vari-
ables are collected, such as type of household and income. The results are usually 
analyzed and reported in a straightforward way. The goal of the traditional housing 
demand research method is to obtain accurate insight into the current and future 
demand for housing, in a quantitative as well as in a qualitative sense.
Often, these cross-sectional studies are repeated in time, but with another 
respondent sample. An analysis can be performed on the data obtained with such 
repeated cross-sectional studies, in order to examine whether preferences or choices 
change over time. An example of such a study is reported in the chapter on the 
traditional housing demand research method. In this study, the researcher examined 
the influence of demographic, socioeconomic, and sociocultural factors on the 
demand for (semi-)detached owner-occupied dwellings in the Netherlands in the 
period 1975–1997.
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1.5.2  Decision Plan Nets Method
A Decision Plan Net can best be described as the underlying protocol that people 
use to evaluate alternative houses in terms of the housing attributes that are impor-
tant to them. The purpose of the method is to uncover this underlying protocol and 
to represent it in a tree or flow diagram. This is done by first recording for each 
important housing attribute the individual’s preferred level. These preferred hous-
ing attribute levels are represented on the main axis of the tree diagram. 
Subsequently, the importance of each preferred housing attribute level is deter-
mined. This means that respondents are asked to indicate the levels at which they 
would no longer consider that choice alternative to be acceptable, keeping all other 
housing attributes at the desired level. If the individual indicates that a house with-
out this attribute level would be refused, the attribute is called a reject-inducing 
attribute, and this is represented in the tree diagram. The attribute is called a trade-
off attribute if the individual indicates that a different level of the attribute in question 
will be accepted if this is compensated for by better scores on one or more of the 
other housing attributes. This is subsequently recorded in the tree diagram together 
with the compensatory attribute levels. Finally, the individual may indicate that a 
different level on the attribute in question would be accepted as long as the house 
satisfies the other housing attribute levels; such an attribute is called a relative pref-
erence attribute, and is also represented in the tree diagram. The final tree diagram 
clearly shows which dwellings are unacceptable and which housing alternatives are 
acceptable for the individual. By having the individual rank order these alternatives, 
one gets a clear picture of the individual’s housing preferences.
1.5.3  Meaning Structure Method
The Meaning Structure method was introduced in housing research by Coolen and 
Hoekstra (2001). The purpose of the Meaning Structure method is to assess what 
people’s housing preferences are and why they have these preferences. The 
Meaning Structure method relates houses and consumers. Each housing attribute is 
assumed to yield consequences, while the importance of consequences is based on 
their ability to satisfy people’s personally motivating values and goals. A meaning 
structure chain relates the preference for a housing attribute to its contribution to 
the realization of objectives and values. A simple meaning structure chain consists 
of the trio: housing attribute level; consequence; value. This approach thus uncov-
ers both people’s preferences for housing attributes as well as their motives for 
these preferences. In this respect, the Meaning Structure method differs from most 
of the other approaches presented in this book that focus mainly on what people 
want. After the preferred housing attribute levels have been determined, people 
have to indicate for each housing attribute why the preferred level is important to 
them or what the preferred level means to them. This “why” question is repeated 
14 S.J.T. Jansen et al.
as a reaction to the answer to the first “why” question. The process stops when the 
individual can no longer answer the “why” question, or after a predetermined num-
ber of “why” questions, depending on the goal of the research and the research 
design. The aggregation of individual meaning structure chains and the subsequent 
analysis of this network into a meaning network may be done either by hierarchical 
value maps or by network analysis.
1.5.4  Multi-Attribute Utility Method
The Multi-Attribute Utility method was originally designed for situations in which 
a decision-maker has to make an optimal choice among a set of complex alterna-
tives while taking all the facets, criteria, or attributes of each of the alternatives into 
account. The Multi-Attribute Utility method amounts to valuing and weighting each 
of the attributes, and subsequently combining the weighted values into an overall 
utility per alternative. The alternative with the highest utility represents the optimal 
choice. Although the Multi-Attribute Utility method was intended for choice situa-
tions, it can also be used for preference measurements. Given the salient housing 
attributes, it involves the following procedure. First, the levels of each housing 
attribute have to be transformed into numerical values by each individual involved 
in the research. A variety of methods is available for performing this task. A rela-
tively easy method is to have individuals rate the levels of each attribute on a scale 
with two anchors: one extreme point of the scale – “not attractive at all”– is 
assigned the value 0 and the other end point – “extremely attractive” – is given the 
scale value 100. This results in individual scale values for all attribute levels. Next, 
individuals have to assign an importance weight to each housing attribute. Several 
methods are also available for this purpose. For instance, one might ask individuals 
to rate each housing attribute on a numerical scale with end point 0 meaning “not 
important at all” and 100 indicating “extremely important.” The importance weights 
are normalized per individual in such a way that their sum is 1. Now, for each alter-
native an overall utility score can be computed. The most commonly applied aggre-
gation rule to combine the values with the weights is the weighted linear model. It 
implies that the value of each attribute is multiplied by the attribute weight. 
Subsequently, these weighted scores are summed over all attributes of a particular 
alternative, resulting in a multi-attribute utility. This is done for all alternatives. 
A higher multi-attribute utility indicates a higher preference.
1.5.5  Conjoint Analysis Method
Conjoint Analysis is based on responses to residential profiles that are complete 
descriptions of the characteristics of the house and the housing environment, called 
attributes. The construction of these profiles is based on statistical designs that vary 
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the residential attributes in a systematic way across all profiles. Residential profiles 
are usually included in rating or choice tasks. Rating tasks involve subjects, either 
individuals or complete households, expressing the strength of their preference for 
each profile separately on some rating scale, for instance, on a scale which runs 
from 0 (extremely unattractive) to 10 (extremely attractive). Choice tasks involve 
subjects choosing the most preferred residential profile out of a set of two or more 
different alternatives. This task is repeated for a specific number of predefined 
choice sets. In order to arrive at an overall rating or choice, subjects have to make 
trade-offs between the presented attributes. Hence, Conjoint Analysis is especially 
useful if one is interested in the trade-offs people make between residential attri-
butes, e.g., in estimating the willingness to pay for certain qualities of a residence. 
To that effect, a utility model is estimated based on the observed responses that 
form the dependent variables while the varied attributes form the independent vari-
ables. When ratings are observed, a regression model is typically estimated, 
whereas a multinomial logit model is estimated if choices are observed. The result 
in both cases is a series of parameters that indicate to what extent each attribute 
level contributes to the overall utility that is derived from a residential alternative. 
This estimated utility function provides insight into the importance of each residen-
tial attribute and the trade-offs made among the attributes. The utility model allows 
one to predict the overall utility for any residence described in the included attri-
butes. Furthermore, if choice tasks are applied, it allows one to predict the probabil-
ity that each alternative out of a set of residential alternatives will be chosen. To 
summarize, the aim of Conjoint Analysis is to estimate utility functions that can be 
used to compare residential alternatives in terms of peoples’ preferences.
1.5.6  Residential Images Method
The research method called Residential Images method (“Woonbeeldenonderzoek”) 
tries to get nearer to the realistic house-hunting process by showing a catalog of 
available or potentially available prototypes of either existing or newly built hous-
ing. Pictures or drawings of dwellings are shown, usually accompanied by written 
information about characteristics that are difficult to show on pictures, e.g., the 
number of rooms. Images can be included in research using one of two approaches. 
The first one is to confront respondents with objective information about new 
options on the supply side which they might not have known before. This can be 
used for developing new submarkets or niche markets like housing for singles, 
communities of senior citizens and housing in water-rich environments. Here the 
advantage of showing relatively new housing options to those who would otherwise 
probably have preferred familiar options is obvious. What is measured in these 
surveys must modestly be described as the degree of acceptance or rejection of new 
housing options at first sight. This approach of Residential Images does not provide 
information about the preference function that shows how each part-worth utility 
of an attribute contributes to the total utility of an image. However, considering 
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the aim of the approach this is not problematic. In the second approach, the 
underlying preference functions are revealed that provide information on how new 
niche attributes add to the total utility of available alternatives. In this approach, an 
alternative is composed by means of systematically combining all attribute levels, 
as in the Conjoint Analysis method. The aim of this method is to force those on the 
demand side to trade off their individual wishes, like in a real house-hunting pro-
cess, taking price and availability into consideration.
1.5.7  Lifestyle Method
In recent years, the Lifestyle method has obtained more and more importance in the 
field of housing preference research. Its advocates argue that, due to the increased 
heterogeneity in housing demand, the traditional indicators of social position, such 
as education and income, no longer suffice to explain and predict housing prefer-
ences. The Lifestyle method is supposed to fill this gap. Thus, it is assumed that 
people that fall within the same lifestyle category share the same housing prefer-
ences. Consequently, building or rebuilding can be performed in such a way as to 
attract specific lifestyle groups. There is a large variety in existing lifestyle classi-
fication systems. In general, researchers collect a large amount of data by having a 
number of respondents answer a large battery of questions on different topics (e.g., 
values and norms, interests, attitudes). Next, the researchers use analytical proce-
dures, such as cluster analysis and correspondence analysis, to determine whether 
there are underlying patterns in the data that can be attributed to different lifestyle 
categories. Once this classification has a firm base, new respondents fill out a sur-
vey with a limited number of questions that have proven to distinguish well between 
respondents. Based on their answering patterns, respondents are allocated into spe-
cific lifestyle categories. This information can be used to build or adapt dwellings 
according to the type of residents that are expected to be going to live in the particu-
lar neighborhood. It can also be used as a marketing tool in order to approach the 
right consumer in the right way.
1.5.8  Neoclassical Economic Analysis
Central to the Neoclassical theory is the axiom of revealed preferences. It states that 
buyers and sellers are able to rank and value the bids and offers for goods on the 
market. The subjective value that households attach to a good gives rise to their 
bids. The exchange of goods (i.e. dwellings) only takes place among buyers who 
cannot find another seller who asks less and sellers who cannot find another buyer 
who bids more in a certain period. The optimal choices of sellers and buyers on the 
housing market can thus reveal their preferences for housing quality. The decision 
to exit or improve one’s home, to choose a new home for relocation, to change from 
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renting to owner-occupation and vice versa makes up the household’s choice set. 
On the supply-side, the landlord buys, lets or sells property, the constructor demol-
ishes, renovates and constructs dwellings and the developer acts as the intermedi-
ary. Aggregation of net construction (construction minus demolition), exit and 
relocation rates leads to housing supply and demand. The equality of demand and 
supply in turn yields the equilibrium house price and rent. In the Neoclassical 
approach on the housing market, the exit and relocation choice and all choices 
derived from them (e.g., duration of stay, shift from letting to owner-occupation) 
can be modeled as functions of the price or rent of the dwelling, the quality of the 
old or new dwelling and the location and the characteristics of the household. 
Aggregation of the exit and relocation rates over all households produces a well-
defined house price or market rent equation. The equilibrium house price or market 
rent will be a function of the attributes of the dwelling and neighborhood alone. In 
the chapter concerning the Neoclassical approach, the Exit model and the Hedonic 
Price Analysis are described in more detail.
1.5.9  Longitudinal Analysis
With Longitudinal analysis the same sample of respondents is followed at different 
points in time. Longitudinal analysis can be performed in a number of ways using 
various statistical techniques. The goal of Longitudinal analysis is to examine how 
characteristics or circumstances at one point in time shape individual outcomes or 
decisions at a later point in time. To answer such research questions, one needs 
longitudinal data. One important topic in the domain of housing concerns the real-
ization of intentions to move. The relationship between stated intentions and actual 
moving behavior can best be studied longitudinally following the same group of 
respondents in time. Such studies can provide insight into the extent to which 
people behave in accordance with their stated intentions to move and can provide 
insight into the circumstances that hamper or stimulate actual moving behavior. In 
the chapter on longitudinal research such a panel study is performed. The statistical 
technique of logistic regression analysis is used in this study to examine the impact 
of housing preferences, urgency to move, and characteristics of the respondent, the 
dwelling and the search location on actual moves.
1.5.10  The Goals of the Nine Methods and Analytical 
Techniques
The above-described nine methods and analytical techniques are summarized in 
Table 1.1. The table also provides a short overview of the general goal of each spe-
cific method or technique for measuring housing preference and housing choice.
18 S.J.T. Jansen et al.
1.5.11  The Outcomes of the Nine Methods and Analytical 
Techniques
Aside from the goal, the type of outcome of the various research methods is also of 
importance. What type of outcome is preferred depends upon the particular research 
question. In this respect, no method is better than the other is; they just provide 
different outcomes. It is up to the researcher to decide which type of outcome fits 
the goal of the particular study best. For each method, a short description is pro-
vided in Table 1.2.
The traditional housing demand research method yields a quantitative descrip-
tion of housing preferences and of the willingness to move. The Decision Plan Nets 
method provides a substitution interval that defines a ranked set of houses that the 
consumer would consider acceptable.
The Meaning Structure method relates housing attributes to underlying values. 
An outcome in terms of a utility refers to a numerical strength of preference. The 
more utility a certain alternative provides, the more it is preferred. Methods that 
have been designed specifically to obtain utilities are the Multi-Attribute Utility 
method and the Conjoint Analysis method. These methods are strongly related to 
Table 1.1 Nine methods and analytical techniques for measuring housing preference and housing 
choice
Methods and analytical techniques Goal
Traditional Housing Demand  
Research method
To obtain accurate insight into the current and future 
demand for housing, in a quantitative as well as in a 
qualitative sense
Decision Plan Nets method To reveal people’s choice process based on individual 
mixes of dwelling (environment) characteristics that 
are deemed essential, those that can be compensated 
for and those that are deemed irrelevant
Meaning Structures method To assess what people’s housing preferences are and 
why they have these preferences
Multi-Attribute Utility method To make a rational choice between available alternatives 
based on the dwelling profile that yields the most utility
Conjoint Analysis method To estimate a utility function that can be used to predict 
the overall utility of residential profiles and thus to 
compare residential alternatives in terms of peoples’ 
preferences
Residential Images method To examine preferences for new alternatives holistically
Lifestyle method To build/restructure/distribute dwellings according to 
lifestyle group preferences
Neoclassical economic analysis To rank and assess the preferences for alternatives
Longitudinal analysis Analysis of a specific research question regarding the 
question how characteristics or circumstances at one 
point in time shape individual outcomes or decisions 
at a later point in time
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the classical microeconomic theory of utility maximization and rational behavior. 
Von Neumann and Morgenstern (1947) and Savage (1954) have formulated the 
axiomatics of this theory.
The Residential Images method usually has outcomes in the form of a ranking 
of new alternatives. The Lifestyle method mostly arranges respondents into sub-
groups according to certain characteristics that they share. It is assumed that these 
subgroups also share housing preferences. The Neoclassical Economic Analysis 
provides monetary estimates of the willingness to pay for and the equilibrium price 
of alternatives. The longitudinal analytical technique provides an indication of the 
stability of variables over time or of the relationship between two or more variables 
over time.
1.6  Three Dimensions
Now that we have introduced the nine methods and analytical techniques that form 
the core of this book, we describe three dimensions that can help to detect and explain 
differences and similarities between the selected methods. Note that the potential 
limitations that are related to the three dimensions are described in Chap. 11 of this 
book. The three dimensions apply to: (1) the origin of the data (stated or revealed), 
(2) freedom of attribute choice, and (3) compositional or decompositional approach. 
An overview is provided in Table 1.3.
Table 1.2 Type of outcome of the nine selected methods and analytical techniques for measuring 
housing preferences
Type of outcome
Traditional Housing Demand  
Research method
A quantitative description of housing preferences and 
of the willingness to move
Decision Plan Nets method The substitution interval that defines a ranked set of 
houses that the consumer would consider acceptable
Meaning Structure method An overview of the preferred attribute level per housing 
attribute and the meanings of these housing attribute 
levels
Multi-Attribute Utility method A multi-attribute utility (strength of preference) for 
every alternative
Conjoint Analysis method A utility function that describes to what extent each 
attribute level contributes to the overall utility of a 
residential alternative
Residential Images method A ranking of new alternatives
Lifestyle method An assignment into a particular lifestyle group
Neoclassical economic analysis Monetary estimates of the willingness to pay for and 
equilibrium price of alternatives
Longitudinal analysis An indication of the stability of one or more variables 
or the relationship between two or more variables 
over time
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1.6.1  First Dimension: Stated or Revealed Preferences
The first dimension relates to the origin of the data: does it concern choices that 
have actually been made in the “real world” (revealed preferences) or stated choices 
and preferences in response to survey questions (stated preferences)? The latter 
type of analysis combines observations of elicited preferences and hypothetical 
choices with assumptions about the underlying processes of preference formation 
to yield predictions. The first seven methods in Table 1.3 yield stated preferences.
In contrast, the revealed approach is based on observed actual housing choices in 
real markets and it is assumed to reflect people’s preferences (Timmermans et al. 
1994). The technique combines observations of realized choices with assumptions 
about underlying decision processes to yield predictions (Manski 1999). For instance, 
in hedonic price models, the price of the dwelling is regressed on the observed hous-
ing attributes. This provides an indication of the “worth” (the preference) of the 
various housing attributes. Advocates of this approach argue that it is only in the act 
of choice that people can reveal their preferences.
The Neoclassical Economic Analysis and the Longitudinal Analysis can be per-
formed independent of the origin of the data. They can be performed on either revealed 
or stated preferences, or on a combination of the two approaches. An excellent exam-
ple of the latter is provided in Chap. 10 in which data on stated preferences (intentions 
to move) are linked to data on actual moving behavior obtained from a register.
1.6.2  Second Dimension: Freedom of Attribute Choice
The second dimension on which the methods and techniques might differ is freedom 
of attribute choice for the respondent. A method that allows freedom of attribute 
choice can be applied (but not necessarily so) in such a way that respondents 
Table 1.3 Overview of methods and analytical techniques with regard to the three dimensions
Applies to Origin Design
Dimensions
Stated or  
revealed




 Traditional Housing Demand  
Research method
Stated No Compositional
Decision Plan Nets method Stated Yes Compositional
Meaning Structure method Stated Yes Compositional
Multi-attribute Utility method Stated Yes Compositional
Conjoint Analysis method Stated No Decompositional
Residential Images method Stated No Decompositional
Lifestyle method Stated No NA
Neoclassical economic analysis Both No NA
Longitudinal analysis Both No NA
NA not applicable
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can choose their own salient attributes. Respondents can be left entirely free in their 
choice of attributes but they can also be provided with a list of preselected attributes 
to choose from. Usually, they can also add additional attributes to the preselected list, 
if that is deemed necessary. The Decision Plan Nets method, the Meaning Structure 
method, and the Multi-Attribute Utility method are approaches that allow freedom 
of attribute choice. With these methods, respondents can first be asked which dwell-
ing attributes are important to them. Based on these attributes, further enquiries can 
be made into the trade-off between attributes (Decision Plan Nets method), the 
underlying motives (Meaning Structure method) and the evaluation and importance 
of attribute levels (Multi-Attribute Utility method). Note that freedom of attribute 
choice comes at a cost. Such data are usually collected by face-to-face or telephone 
interviews, which are relatively time-consuming and costly. The other methods, and 
analytical techniques, usually apply a preselected set of attributes and attribute levels. 
In such designs, there is no freedom of attribute choice for the respondents.
1.6.3  Third Dimension: Compositional Versus  
Decompositional Methods
The third dimension relates to whether the measurement method is attribute-based 
(compositional) or alternative-based (decompositional). A decompositional method 
starts with evaluating alternatives and decomposes these into separate attributes. To 
estimate the contributions of the attributes and attribute levels, statistical methods 
are applied. Parameters for the attributes are derived from the decision-maker’s 
holistic evaluative responses to profile descriptions designed by the researcher. The 
Conjoint Analysis method and the Residential Images method are examples of the 
decompositional approach.
The compositional approach starts with single attributes and combines these into 
alternatives. Housing preferences are explored by recording separately and explic-
itly how people evaluate housing attributes. The importance of each attribute can be 
weighted and combined with the values, using some algebraic rule, to arrive at an 
overall evaluation. Note, however, that not all methods explicitly calculate an over-
all evaluation for each possible alternative. Methods that are based on the compo-
sitional approach are the Traditional Housing Demand Research method, the 
Decision Plan Nets method, the Meaning Structure method, and the Multi-Attribute 
Utility method.
The Neoclassical economic analysis is  generally based on predicting some overall 
dependent variable, such as house price or the probability of moving, from several 
predictors, which usually refer to the characteristics of the dwelling, the dwelling 
environment, and the inhabitants. For example, the Hedonic Price Analysis 
(Neoclassical Economic Analysis) is used to determine the “worth” of certain dwelling 
characteristics (attributes) by statistically inferring it from the house price. Such a 
procedure could be termed a decompositional approach. However, this is less clear 
for the Longitudinal Analysis. Therefore, this dimension is deemed not to be appli-
cable for these analytical techniques.
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1.6.4  Compensatory Versus Non-compensatory Methods
There exists a discerning dimension that we did not include in Table 1.3. This 
concerns the difference between compensatory and non-compensatory methods. 
Compensatory decision-making implies that a low value on one attribute can be 
compensated for by a high value on one or more other attributes. Thus, the specific 
alternative may still obtain a high overall evaluation score despite a low value on 
one or more attributes. In contrast, a non-compensatory decision method implies 
that a highly valued attribute cannot make up for a weakly valued one. The valua-
tion of an attribute above or below a certain preferred threshold must therefore lead 
to the rejection of an alternative. Consumers can use cut-offs to qualify products, 
such as setting a limit on the minimum number of rooms in a dwelling. They may 
no longer consider a specific housing alternative as appropriate if it does not meet 
the specific criterion. This may be in accordance with the way in which people 
decide in reality, for example, a dwelling without a garden may not be acceptable 
to a family with young children, irrespective of the size of the living room or the 
number of bedrooms.
Our reason for not including this dimension in Table 1.3 is that we believe that 
almost all methods can be compensatory or non-compensatory depending on the 
way in which the questions are framed or the analysis is performed. For example, 
in the Multi-Attribute Utility method a linear additive function can be used to 
describe compensatory decision strategies. This means that evaluations for separate 
attribute levels are simply added to obtain an overall utility for a particular dwell-
ing. A low evaluation for a particular attribute level can be compensated by 
high evaluations on other attributes. However, a multiplicative function, which 
may approximate non-compensatory preference structures, can also be applied. 
This means that low evaluations can hardly be compensated for. Furthermore, for 
the less statistically sophisticated methods, whether or not some method is compen-
satory might be dependent upon whether the trade-off of preferences is questioned. 
If respondents are allowed to reject an alternative based on its level of functioning 
on one or more attributes, the method used is non-compensatory. If they were not 
allowed to reject alternatives, the method used is compensatory.
1.6.5  Combinations of Methods and Techniques
Up to now, we have presented the methods and techniques separately. However, the 
methods can be seen as complementary. For example, the methods that allow free-
dom of attribute choice are relatively time-consuming and costly. They can be 
deployed in a relatively small sample of respondents to obtain insight into the 
salient attributes (levels) for the particular study. These salient attributes (levels) can 
subsequently be used in a method that does not allow freedom of attribute choice 
and that can be used in larger samples because it is relatively cheap and quick.
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Furthermore, the combination of compositional and decompositional methods 
in one measurement task is possible. For example, the task can be split up into two 
parts. In the first part, respondents are asked to evaluate the attributes and the 
attribute levels separately. In the next part, a conjoint analysis task is performed. 
The underlying goal here is to let the respondent grow accustomed to the attribute 
levels in order to make the conjoint analysis task easier. For an example, see 
Vriens (1997).
Another combination of methods is described in Chap. 10. Here, stated prefer-
ences (who want to move?) and revealed preferences (who have moved?) are com-
bined to explore the factors that can predict an actual move in respondents that have 
previously indicated that they have the intention to move. Earnhart (2002) also 
describes a combined study of stated and revealed preference data. In this study, 
more insight was obtained into the factors driving housing decisions.
Lindberg et al. (1988) described a study in which the methods of Laddering 
(Meaning Structure method) and Multi-Attribute Utility were combined in order to 
predict both preference ratings and choices with regard to housing. Boumeester 
et al. (2008) published a report in which the methods of Decision Plan Nets, 
Meaning Structure method, and Conjoint Analysis method were combined in order 
to reveal respondents’ preferences with regard to housing as well as to obtain 
insight into the flexibility of their preferences and in their underlying motives.
1.7  Conclusion of This Introductory Chapter
In this chapter, we have shown that the concept of housing is a complicated one. 
A house can have various functions and it is a heterogeneous product in a special 
market. This makes the measurement of housing preferences a complicated matter. 
However, it is also a matter of utmost importance as housing is one of the primary 
necessities of life. It is in the way that residents’ preferences are incorporated into 
maintaining, planning, and building real estate and the built environment that ulti-
mately provides the most benefit to those who take shelter in their homes.
The present chapter tried to sketch a picture of the methods that are currently 
available in housing research and to provide some information on their characteris-
tics. In the last section of this chapter, we introduced three dimensions on which the 
nine selected methods and techniques differ with regard to the origin of the data and 
their design. In addition, in the last chapter of this book the potential limitations that 
are related to the three dimensions are described in more detail. In the chapters in 
between, the nine methods and analytical techniques will be introduced and dis-
cussed, each time providing an example from practice. The optimal method or 
technique to elicit housing preferences is dependent upon the goal of the specific 
study and the way in which the characteristics of the various methods fit this goal 
best. Hopefully, the information provided in this book will be helpful in selecting 
the optimal method or technique for the problem at hand or in judging the results 
of earlier studies.
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2.1  Introduction
Moving house is never a goal in itself, rather a means to achieving a goal (Goetgeluk 
1997). In modern society there are general life goals towards which everyone 
strives, such as physical well-being and social acceptance (Lindenberg 1990). 
People tend to focus on various specific, more concrete goals, with the ultimate aim 
of achieving these general life goals (Coleman 1990; Oskamp 1997). Mulder (1993) 
refers in this context to preferences, which differ from person to person and can also 
change over the period of an individual’s life (Willekens 1989; Oskamp 1997).
Moving house can be regarded as an adjustment in response to the altered hous-
ing needs of a household. Information about the current and future composition of 
the population in terms of households and the desired housing situations (housing 
preferences) provides a good foundation for mapping out current and future hous-
ing needs. Such knowledge can also be used by policy-makers and builders as a 
starting point in their acting.
Since the Second World War, the production of housing in the Netherlands has 
been heavily guided by central government. It is therefore important that the govern-
ment has a clear picture of the current and future demand for housing. The Netherlands 
has a long tradition in researching housing needs – since 1977 the national Housing 
Demand Survey (Woning Behoefte Onderzoek: WBO) has taken place every 4 years. 
In 2006, this was changed to every 3 years and related subjects were included in the 
research (Housing Research Netherlands survey, Woon Onderzoek Nederland: 
WoON). The findings from this housing demand research is representative for the 
whole of the Netherlands and for all segments of the housing market. Since 1995, 
there has also been, initially annually and since 2000 bi-annually, national research 
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carried out into the housing preferences of households with an above-average income. 
This research is commissioned by the Nederlandse Vereniging van voor ontwikke-
laars en bouwondernemers (NVB) – the association for developers and builders.
Surveys into housing also take place in England – the national Survey of English 
Housing (SEH) (renamed the English Housing Survey in 2008) has been carried out 
annually since 1993. In the USA, the American Housing Survey (AHS) began in 
1973, initially annually, and since 1983 has been carried out bi-annually.
The housing demand survey gives a picture – or “photo”– of the current housing 
distribution and expected housing demand in the short term at a given time. There 
is no indication, however, of how specific the picture is. By carrying out the research 
in individual regions, a “photo-mosaic” can be created by putting the individual 
pictures together. The geographical reference gives the findings more value. 
However, such a mosaic still only represents the housing market at a given moment 
and cannot be used to determine whether possible developments in the housing 
demand have taken place. For that, a succession of mosaics is necessary – trans-
forming a “photo-mosaic” into a “film” and thereby giving the findings a reference 
point in time. There are two methods available that provide successive measure-
ments of housing demand. On the one hand, there is the longitudinal approach, 
where a specific group (panel) of households is followed over time. The film is actu-
ally a serial, like a TV series with the same cast. De Groot discusses this approach 
in more detail in the chapter on longitudinal analysis. On the other hand, the same 
research is carried out at different moments in time with different, but representa-
tive, groups. An example of this approach is provided later on in this chapter.
In Sect. 2.2, research into housing preferences is brief looked at, as this provides 
the foundation for accurately determining the demand for housing by housing con-
sumers. In Sect. 2.3, the procedure for the move from measuring housing prefer-
ences to housing demand research is briefly explained, and the WBO research is 
used to illustrate and clarify this process. Section 2.4 provides a state of the art of 
studies that have applied the transverse, or cross-sectional, approach in the analysis 
of housing demand. This includes both national and international studies creating a 
“photo” or “photo-mosaic.” Following on from that the transition is made in Sect. 2.5 
to a “film” by providing an example using data from repeated cross-sectional studies 
into housing demand in the Netherlands. Data are used from the demand for owner-
occupied houses at the top end of the housing market in the period 1975–1997.
2.2  Housing Preferences Research
People’s acting and thinking are often based on a long-term vision in order to pro-
vide continuity and security in life. Current behavior is adapted according to a 
person’s long-term preferences. “Living is the continuous attempt to find concord 
between the current housing situation and one’s aspirations, determined by consid-
ering the available practical possibilities, and the continuous attempt to find 
concord between one’s aspirations and one’s subjective ideal, determined by the 
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available theoretical possibilities” (Priemus 1969, p.14, translation author). The 
individual endeavors to give his/her life shape according to fairly consistent paths, 
denoted as careers. People can furthermore follow parallel, strongly connected 
careers for different areas of their lives, such as education, work, sport, and creating 
a household and living (Mulder 1993; Mulder and Hooimeijer 1995; Clark and 
Dieleman 1996).
Every household has a specific housing need, which is partly determined by the 
status of the other careers. Changes in the household cycle or work cycle lead to 
changes in the housing needs. If the current housing situation deviates too much 
from the altered needs then this can lead to dissatisfaction. Once a certain threshold 
value has been crossed, people begin to think about moving to a dwelling that better 
suits their needs (Priemus 1984). Once the right kind of dwelling has been found 
and is available, a move to the more fitting dwelling will take place. The conceptual 
framework of housing preference research is based on these suppositions and is 
illustrated in Fig. 2.1.
2.2.1  Preferences and Value: Compositional Modeling
If people strive towards a particular goal they will want a dwelling and living environ-
ment that suits that goal. It is assumed that the dwelling and the living environment 
are made up of a collection of features (attributes). Different people with diverse 
goals will therefore ascribe different values to these attributes. People have a prefer-
ence for those attributes to which they ascribe greater value; in other words, people 
have preferences. Working out the preference structure is central to the research.
According to some, the preference structure can be researched by studying the 
choices that people make. This assumes that the choice is a good reflection of a per-
son’s preferences. This type of research is known as “revealed preference” research. 
A number of important assumptions have to be made in order for the choice to be a 


















Fig. 2.1 The modified career/life cycle model (Source: Priemus 1984, p. 113)
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the suppliers react to the demand, the choice that is made is the perfect basis upon 
which to determine the preference structure. However, in a tight market where people 
probably have to make do with something that does not fit their criteria so well, the 
actual choice is not a good reflection of the preference. In that case, studying the 
preferences using a “stated preferences” approach is probably better. The problem 
here is then that the predictive ability of the preferences may be less realistic. The 
chapters by Koopman, De Groot and Goetgeluk, as well as the concluding chapter, 
provide greater insight into the question of stated and revealed preferences.
2.2.2  Variables
The stated housing preference is the combination of all the desired features of the 
dwelling as well as the location (the living environment). These various features 
are each given a separate value by the household when they are looking for some-
where to live. All these values together form a “total value” for the situation. The 
number of features is in theory endless; in practice (both in the actual search and 
in housing preference research), however, the number of features that individuals 
take into consideration is restricted. Housing preference research focuses on the 
“part-value” of each individual feature, whereby the total value of a dwelling with 
certain features can be determined. In such research the features mentioned in 
Table 2.1 are often utilized (the list is not exhaustive).
The total value can be determined by summing all the part-values and is an 
indicator of the desirability of the dwelling by the participant consumer. An idea of 
Table 2.1 The most often utilized dwelling and environment features in housing preference 
research
Dwelling features Environment features
Type of dwelling Type and size of local council
Number of rooms Type of neighborhood
Size of living room Type of housing
Total usable surface area of dwelling Period built
Backyard present? Amenities in the neighborhood
Size of backyard Public transport
Presence of balcony Green and water
Size of balcony Semipublic area (parking, etc.)
Storage space Parking places
Tenure Safety, including traffic
Price Space, building density




Source: Goetgeluk (1997); Heins (2002); Boumeester et al. (2005)
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the “popularity” of a particular dwelling can be obtained by considering all the total 
values together. However, the popularity of a dwelling appears to vary between 
households with different dwelling needs and positions in the job market. The same 
dwelling can have a completely different value for one household than for another. 
A dwelling can also have different total values for the same household over time, if 
the household itself enters a different phase or the job market position changes. 
Housing preference research also needs to gather information about the demo-
graphic and social-economic features of households. Table 2.2 gives an overview 
of features frequently used (the list is not exhaustive).
The housing preferences are therefore closely linked to the features of the house-
hold. A family with children, for example, is more likely to prefer a single-family 
dwelling with a backyard than a single person is. Alternatively, a household with a 
high income is more likely to buy a dwelling than a household with a low income 
is. However, knowledge about the popularity of a dwelling does not tell us every-
thing about possible plans to move. A household that tries to achieve maximum 
value will only make plans to move when it is clear that the current housing situa-
tion is valued less than other possibilities. In order to be able to utilize the findings 
about housing preferences in, for example, the calculation of the housing demand, 
insight into possible discrepancies between the current and the desired housing 
situation are therefore also important. The dwelling and environment features of the 
current housing situation therefore also need to be determined.
2.2.3  Data Collection
A household’s “stated” housing preferences only become meaningful when they 
can be compared with the current housing situation (dwelling and environment). 
This is also true for the “revealed” housing preferences in relation to the previous 
housing situation. In addition, the preferences need to be studied in relation to the 
demographic features (type of household, number and age of people) and the 
social-economic features (income, education, type of income, position in the job 
market, number of earners) of the household.
Table 2.2 Frequently used features for households in housing preference research
Demographic features Social-economic features
Type of household (single, couple, 
family, single-parent family)
Position in the job market (self-employed, employed, 
unemployed, unable to work, retired early, retired)
Number of people Number of hours work per week
Ages of household members One or two incomes
Level of income head of the household/partner




Source: Clark et al. (1990); Mulder (1993); Boumeester (2004); De Groot et al. (2008)
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In the WBO/WoON research, therefore, a questionnaire is used that comprises 
the following sections:
 1. Extent of likelihood to move house/recently moved.
 2. Features of the present dwelling.
 3. Features of the present living environment.
 4. Desired features of the dwelling.
 5. Desired features of the living environment.
 6. Features of the previous dwelling (for those who have recently moved).
 7. Features of the previous living environment (for those who have recently moved).
 8. (Current and expected) demographic features of the household.
 9. (Current and expected) social-economic features of the household.
The form and structure of the utilized questionnaire in much housing preference 
research will be very similar to this structure used in the WBO. The WBO question-
naire comprises a number of closed questions, many with predetermined answer 
categories.
The WBO questionnaire is carried out using face-to-face and telephone inter-
views with 60,000 individuals who are representative of the Dutch population aged 
18 years and over who are not living in institutions. The criteria for the participant 
group was altered and improved during the transition to the WoON in 2006 and the 
number of respondents was restricted. The two methods of interviewing give the 
interviewer the possibility to provide clarifying information in the course of the 
interview if necessary. Furthermore, due to the personal approach, the level of 
response and the distribution of the net response over the a priori formulated strata 
can be better monitored and more quickly adjusted. The methods used clearly differ 
in this respect to using written questionnaires, which can be offered either by post 
(hard copy) or via the Internet (digital copy). The main advantage of using written 
questionnaires is the financial saving in comparison with personal or telephone 
interviews (Hilkhuysen 1999).
It is clear that standard housing preference research is characterized by quanti-
tative data collection. The features to be studied and possible answer categories 
(attributes and attribute categories) contained in the questionnaires are selected on 
the basis of the available knowledge. The influence of the researcher is restricted 
to the creation of the structured questionnaire. A large number of respondents are 
approached to take part, in order to obtain enough data to test the expected links 
between the features of the household, the dwelling, and the environment, fre-
quently with a statistical analysis.
2.3  From Housing Preferences to Housing Need Research
Measuring housing preferences provides insight into how diverse households 
would like to live. Such insight provides, in combination with knowledge about 
expected changes in demographic and social-economic factors, information about 
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the existing housing demand. Knowledge about the size and composition of this 
housing demand provides a good foundation for different decision-making pro-
cesses. For example, insight into the quantitative (size) and qualitative (composi-
tion) housing need is necessary in order to be able to make well-founded decisions 
when drafts are made for the interpretation of the urban development plans of a 
location for new houses, or redevelopment areas, or for realizing the vision for a 
particular area at a particular time.
Housing demand research is therefore carried out in order to obtain informa-
tion about the housing market in the short term (for example, mobility effects 
resulting from new-build) and in the long term (for example, whether there are 
structural changes in the houses that are sought after) and possibly to guide the 
market (government or market party). Housing demand research therefore needs 
to measure the correct housing preferences of all potential and actual households 
in the particular (local, regional, national) housing market.
2.3.1  Reliability and Validity
The measured preferences need to be reliable and valid. Reliability is based on 
accuracy. A questionnaire must produce the same findings when it is done the second 
time. Errors (for example, due to respondents guessing an answer) must be random 
rather than systematic. Guesses as answers are not a problem, as long as the guesses 
are not systematically too high or too low (systematic errors).
Validity is concerned with whether we are actually measuring what we thought 
was being measured. Are the measurements valid for the “concept as it was 
intended?” Is the variable properly operationalised and the correct question utilized? 
In other words, are the findings valid?
2.3.2  Selecting the Sample
It is clearly not feasible to actually measure the housing preferences of all house-
holds (that is, the whole population). The housing demand is therefore based on the 
opinions of a representative group of households from the population. A random 
sample is drawn from the total group of households and their housing needs are 
ascertained. The sample is made up of all the individuals or households for whom 
the necessary information is available and the group of respondents is drawn from 
this sample. A random sample is when each household in the sample group has an 
equal chance of being chosen. The straightforward random sample and the stratified 
sample are the most utilized.
The larger the diversity in the features of the individuals, the larger the sample 
from the group needs to be to obtain reliable findings. By dividing the group into 
several more homogeneous groups (strata), such as age or income groups, or position 
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in the job market, the diversity within each stratum is reduced. A simple random 
sample can then be drawn from each stratum, which then has a smaller size. This 
is known as a stratified sample.
In the WBO a sample is created of all individuals who are 18 years or older in 
the Netherlands and who are registered with their local council (in the Gemeentelijke 
Basis Administratie – GBA). From this group a stratified sample can be drawn 
according to the design of the survey, divided according to age, marital status, 
country of birth, and size of council. In the WBO from 2002 there were in total 24 
strata, or clusters (VROM 2003).
2.3.3  Size of Sample and Nonresponse Percentages  
in Housing Research
The size of the sample is partly dependent on the desired reliability of the sample 
findings and the expected diversity within the wider sample. The size of the sam-
ple as well as the nonresponse level determine the expected net response, in other 
words the number of individuals who actually complete the questionnaire in the 
research. Not everyone will be prepared or will want to take part in the research. 
The researcher needs to take, as far as possible, the nonresponse into account when 
determining the size of the sample. The nonresponse is often estimated based 
either on experience from previous research or by doing a small pilot study. The 
nonresponse percentage varies greatly depending on the target group (for example, 
young people or old, looking for new accommodation or not likely to move), the 
subject (very general or more specific) and the manner of the interview.
In the WBO in 2002, the regular sample comprised approximately 100,000 indi-
viduals: 61% took part in either a face-to-face or telephone interview, 24% refused, 
and the other 15% could not be contacted. Individual councils had the option to 
resample if desirable. Interviewing extra individuals made it possible to perform 
reliable analyses at the council level. A sample of at least 50,000 individuals was 
drawn for this resampling, 59% of whom were interviewed. This national study 
ultimately involved 92,000 respondents (VROM 2003).
2.3.4  Generalizability of the Findings: Weighting
Even if stratified samples are utilized, it is not always possible to generalize the 
findings of the sample to the general population. If the different strata are not 
proportional then, just as with straightforward sampling, the findings need to be 
“weighted.” This can also happen when the a priori stratification goals are not 
reached (for example, due to deviant response percentages that were insuffi-
ciently adjusted). This latter procedure is, however, risky as the composition of 
the nonresponse is often not known. Each case in a stratum is given a weight 
such that the proportion in numbers between the strata in the total response 
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group corresponds with the original proportion in the empirical population (the 
original sample group).
Weighting of the findings is not to be confused with adjusting the results. By 
adjusting is meant that the weighted number of cases in the response group is mul-
tiplied, such that this number corresponds with the total number in the population 
(this does not change the division into features). This is necessary in order to 
express, for example, the total housing demand (or the balance of housing demand 
and stock of dwellings) into actual number of dwellings. The 92,000 respondents in 
the WBO from 2002 are representative of the 16.1 million inhabitants, 6.9 million 
households, and 6.6 million dwellings in the Netherlands (VROM 2003).
2.4  Cross-sectional Analysis
The findings from housing preferences or housing demand research are frequently 
used to map out the current housing market, on the basis of which local, regional, 
or national policy can be developed for different areas (distribution of land for 
housing, restructuring, housing expenditure, supply of new-build). Frequently it is 
sufficient to do descriptive analyses such as frequency distributions, two or more 
dimensional contingency tables and comparisons of subsets using center, distribu-
tion, and skewness measures. The findings are presented in tables or graphically.
The descriptive analyses can be carried out for a number of subjects, based on 
the research criteria. As such, a more specific description can be drawn up of the 
composition of the population from the demographic and/or social-economic fea-
tures of the households. Types of households can also be drawn up by combining a 
few features. Equally, the existing housing stock can be sketched in more detail by 
making use of the possibility of combining diverse features from the dwelling and 
living environment. In this way different housing products can be distinguished, 
often using features such as tenure, type of dwelling, size, price and/or location 
(Moore, and Clark 1990; Kruythoff 1993; VROM 2002; Boumeester et al. 2004).
An important added value from the housing demand research lies in the fact that 
the actual division of living space can be seen in these results. It is otherwise not 
possible to make such a direct link between household features and dwelling fea-
tures from the available population registration and housing statistics.
By dividing the households and dwelling supply into types, it is possible to dis-
tinguish groups of housing consumers: groups of more or less comparable house-
holds with similar housing situations (Clark and Dieleman 1996; Oskamp 1997; 
Boumeester 2004; VROM 2007a).
For households who have moved house in the last 4 years, the previous hous-
ing situation is also mapped out. Based on the information about both the previ-
ous and the current dwelling recent relocation movements can be more closely 
analyzed. The size of the flows can be centrally determined, and also the nature 
of the relocation. This involves splitting the different flows into housing market 
areas (regions or housing areas), housing market segments, or housing consumer 
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groups. By linking the information from housing consumer groups who have 
recently moved house with the features of the dwellings involved, housing 
demand profiles can be constructed (Boumeester 2004; Kulberg and Ras 2004; 
VROM 2007b; Boumeester et al. 2009). The flow effects can be determined by 
linking the information about the dwelling concerned to the features of the previ-
ous dwelling and thereby also the relocation chains. With this information, the 
expected dynamics of the housing market as a result of new-build can be modeled 
(Everaers 1990; Teule 1996; Goetgeluk 1997; Elsinga and Goetgeluk 2003; De 
Groot et al. 2008).
Respondents in the housing demand research are also asked if they are likely 
to move house: whether they have more or less concrete plans to move in the 
near future (1–2 years). If the likelihood that a household will move is high, 
further questions are posed about the features of the desired housing situation. 
This information can be used to map out the popularity of particular housing 
products and can possibly be split into diverse housing consumer groups. 
Potential mobility flows can be analyzed by linking the desires of a respondent 
with the features of their current housing situation. Furthermore, once again the 
desired mobility flows can be distinguished into housing market areas (regions, 
districts, or living environments), housing market segments (rent or owner-occupancy, 
type of housing, price group), and housing consumer groups (desire profile). 
Potential mobility balances can often be drawn up, or the theoretical balance 
calculated, whereby insight can be gained into the potential demand in specific 
housing market segments (Elsinga and Goetgeluk 2003; Boumeester and Van der 
Heijden 2004; VROM 2007c; Boumeester et al. 2008; De Groot et al. 2008). 
Figure 2.2 illustrates an example of a mobility balance and a theoretical shortage 
of dwellings.
An indication of the future housing demand can be determined by applying the 
desired (or current) distribution of housing space in a research area onto the pro-
jected number of households for the same area. This can only be indicative, as such 
an approach involves making a number of serious assumptions: that the households 
remain or come and live in the area, the preferences of diverse types of households 
remain unchanged over time, the relocation movements of households is carried out 
in agreement with each other and there is no substitution of housing preferences.
2.4.1  Repeated Cross-sectional Analysis
As stated earlier, a one-off survey of the housing preferences within a housing 
market area (national, regional, or local) only gives insight into the situation in that 
particular area. The data collected in a one-off study into housing demand can be 
used to more accurately specify the housing supply (market segments) and the 
housing demand (consumer groups), as well as to determine both the current and 
desired housing space distribution and the discrepancy between them. However, 
there is no reference point for the results of the analysis.
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For this reason, the survey used is often repeated in other housing market areas 
(or in a national study which is split up into different regions) or at another time in 
the same housing market area. Utilizing the same measurement instrument (the 
same questionnaire) enables a direct comparison of the findings and the relative 
value of the results can be determined.
Cross-sectional data become even more valuable if the survey is repeated at 
regular intervals in the same research area with the same measurement instru-
ment. In this way a succession of findings regarding unequivocal, operationalised 
variables are created at an aggregated level. It is then possible to determine 
changes over time for particular variables, as well as the links between variables. 
Possible trends can then be identified. Such a survey in the Netherlands is 
the national Housing Demand Survey (1977, 1981, 1985/6, 1989/90, 1993/4, 
1997/8 and 2002) and its successor the Housing Research Netherlands Survey 2006. 
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Source: WBO 2002 (OTB/TU Delft calculations)
Fig. 2.2 Examples of the balance of desired moves and the potential shortage of desired dwellings 
in 2002 (Source: WBO 2002 (OTB/TU Delft calculations))
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In addition to this, since 1995 there has been the recurring national survey 
Housebuyers in Profile (HiP 1995, 1996, 1997, 1998, 1999, 2000, 2002, 2004, 2006 
and 2008) that specifically studies the housing situation and wishes of households 
in the Netherlands with an above-average income. In the publications from this 
latter survey, much use is made of the desire profiles (Boumeester et al. 2008).
It is possible, with the help of the repeated cross-sectional data, to determine 
changes or trends in housing preferences and housing demand. For clarity, Fig. 2.3 
illustrates once more the potential shortage in desired dwellings in 2002, this time 
in combination with the same information from surveys before that time and from 
2006. It is clear that the potential housing shortage in 2002 would be interpreted 
very differently based on Fig. 2.3 than on Fig. 2.2. Looking only at the potential 
housing shortage in 2002 it is possible to conclude that there is great shortage of 
expensive houses for sale (100,000 dwellings). Figure 2.3 indicates, however, that 
this shortage is considerably smaller than in the 1990s, and can even be regarded as 
part of a transition towards a surplus in 2006.
The WBO research asks households that have recently moved (in the 4 years 
before the survey) in which 6-month period they last moved. The features of both 
the previous dwelling and the current dwelling for this last move are determined. 
With the help of successive WBO data files, a variable can be constructed that 
contains the number of house moves for each 6-month interval over a long time 
period (first half of 1975 to second half of 2009). Such variables are often used for 
secondary data analysis, including for research into the demand for more expen-
sive houses in the Netherlands (Boumeester 2004). This research provides a good 
illustration of the techniques of repeated cross-sectional analysis, which we now 
move on to.
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Fig. 2.3 The potential shortage of desired dwellings in 1994, 1998, 2002, and 2006 (Source: 
WBO 1993/94, 1997/1998, 2002, and WoON 2006 (OTB/TUDelft calculations))
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2.5  An Example of Repeated Cross-sectional Analysis:  
The Development of Demand in the Housing Market
Moving house can be seen as a decision-making process, where the current housing 
situation, the possibly changing housing preferences and the knowledge about other 
dwelling spaces play a role. The decision to move to a particular dwelling can be 
explained as comprising three part-decisions: the moment of deciding to move 
house, the choice between renting and buying and the choice for a certain amount 
of dwelling features (type, size, and quality of the dwelling). These part-decisions 
are closely interconnected. The decisions are often made all at the same time, and 
the choice in one part-decision often determines the choices made for the other 
part-decisions (Laakso and Loikkanen 1992; Elsinga 1995). The choice for a par-
ticular sort of dwelling can lead, for example, to an individual entering the house-
buying sector. If the desired dwelling is not available then substitution behavior 
may take place, where a move is made to a comparable rental dwelling or another 
dwelling is bought with features that are different to the desired ones. A decision 
might also be made either not to move house at all or to postpone moving.
The revealed housing choices of a household reflect the housing preferences, but 
also the housing market conditions within which these choices are made. It was 
concluded above, in Sect. 2.2, that housing preferences are closely linked to the 
demographic and social-economic features of a household. The actual demand for 
dwellings in a particular market segment is also linked to the demographic (age and 
type of household) and social-economic (household income, level of education) 
composition of the population. However, the availability, accessibility, and afford-
ability of the desired dwelling also play a role in the eventual size of the demand 
for the dwelling (Hooimeijer and Linde 1988; Goetgeluk et al. 1992; Teule 1996; 
Boumeester 2004). Government policy and the policy of mortgage credit institu-
tions are also structural explanatory factors. These factors have influence particu-
larly in the long term on the development of demand, with the exception of the 
social-economic factors, which can also be of influence in the short and middle–
long term. Far-reaching changes in policy can also play a role in the short term.
In addition, there are three factors regarding the dynamics of the housing market 
itself that can play a role in the development of demand for more expensive houses 
in the short and middle–long term. This is the supply of new-build dwellings as 
well as dwellings in the existing stock, the sale price of the dwellings (the actual 
price as well as the percentage of change) and the rental prices.
The housing policy of the Dutch government seemed to go one step further than 
in the twentieth century with the publication of the paper “People, Wishes, Living” 
(VROM 2001). Key words were “quality improvement” and “freedom of choice.” 
The focus is on the housing consumer’s qualitative housing demand, both in the 
rental sector and particularly in the owner-occupied sector. Realizing the policy 
goals is even more dependent on the actual housing market conditions than in the 
previous period. Such a policy does not only demand an accurate and current 
insight into the supply and demand in the housing market, but greater and more 
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accurate knowledge about expected developments in the supply and demand in the 
near future are also of great importance. It is also important to know which factors 
influence the demand for housing and in what way. These developments in policy 
provided the stimulus for a study by Boumeester (2004) into the development of the 
demand for houses at the top end of the market in the Netherlands. Boumeester 
(2004) aimed to answer the following two research questions:
Which factors influenced changes in the level of the actual demand for expensive •	
houses between 1975 and 1993?
To what extent can the actual demand for this sort of house be explained by •	
demographic, social-economic and/or cultural changes at a macro level and 
through changes in the state of the housing market?
2.5.1  The Technique in General
A search through both the Dutch and the international literature revealed that 
there appears to be no explanatory model available specifically for the demand for 
expensive owner-occupied housing. It is therefore not possible either to utilize or 
refute an existing model. A new model has therefore been constructed, making use 
of the data available from different sources.
Several choices need to be made before a model can be constructed. Firstly, a choice 
regarding the content needs to be made to incorporate a “constant factor” in the model. 
Omitting a constant assumes that the dependent variable will have the value “zero,” if 
there is one (in a multiplicative regression model) partial effect, or that all (in an additive 
model) partial effects equal “zero.” This assumption is not made in the model for the 
demand for expensive houses and therefore a constant is incorporated into the model.
Given the exploratory character of the analysis that was carried out on the changes 
in demand referred to, it must equally be ascertained whether the effects of the inde-
pendent variables on the dependent variables need to be delayed by one or more time 
periods. For example, an increase in interest rates at time “t” often leads to a change 
in the demand for housing at time “t + 1” or “t + 2.” An increase in mortgage rates 
leads to a reduced loan capacity, whereby some of the potential house buyers are 
forced to start looking in another, cheaper, price category. These people will also 
choose and move to a house in that cheaper price category. This search and choice 
process takes time. The length of the delay can be determined by theoretical assump-
tions, but can also be determined by “trial and error” during the statistical estimation 
of the model. Just as in Boumeester (2004), a combination of both is often applied.
As stated earlier, constructing the model needs to be done as economically as 
possible (the greatest possible explanatory power with the smallest number of 
dependent variables). This requires that the model is constructed step by step, 
involving two possible approaches: either starting from a full (saturated) model and 
working backward to an optimal model, or starting with a model with only a con-
stant and building up to the optimal model. In Boumeester’s (2004) study the sec-
ond approach is utilized. The analysis begins with an estimation of the values of the 
dependent variables using a model with only a constant. The partial correlations 
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between the residuals are then determined from this estimation and all the possible 
explanatory variables. The first independent variable is added on the basis of the 
direction (meaningful) and strength (as high as possible) of the correlation coeffi-
cients. This extensive model is then used to estimate the dependent variables again. 
The partial correlation coefficients between the residuals and the remaining possible 
explanatory variables are calculated again, on the basis of which the next dependent 
variable can be selected and added to the model. This procedure is repeated as long 
as the addition of an independent variable leads to substantial improvement in the 
model. It is possible that the whole process of estimating the model can be repeated 
with alternative combinations of the explanatory variables in the model.
2.5.2  The Method
The aim of the analysis is to develop an explanatory model of how the demand for 
expensive owner-occupied housing evolves, simultaneously based on the changes 
in diverse social-economic, demographic, and housing market factors. This implies, 
therefore, a multivariate analysis that results in an analysis model very similar to a 
standard regression model (see, for example, Field 2004, p. 116):
 0 1 1 2 2= + + + + + n n iY X X Xb b b b e  (2.1)
The same criteria hold for an assessment of this model as for a standard multiple 
regression analysis. Firstly, the model needs to be as sparing as possible; in other 
words a model with the smallest number of independent variables and the greatest 
explanatory power possible.
Both the explanatory variables incorporated in the model and the direction of the 
determined links need to be theoretically possible. If the model is also going to be used 
to gain insight into possible changes in the short or middle–long term then the “turning 
points” in the development of the demand need to be explained as well as possible.
From a statistical point of view, just as with a standard regression model, this 
model must meet the following criteria: the links between the dependent variables 
and the individual explanatory variables need to be linear (no nonlinearity), the 
independent variables must not be too strongly correlated with each other (no multi-
collinearity), the residuals must be normally distributed with an average of zero and 
the distribution must be the same for each value of the predictor(s) (no heteroske-
dasticity) and must not be correlated with each other (no autocorrelation) (Lewis-
Beck 1980; Berry and Feldman 1985).
Due to the specific role of “time” in the model, the proportion of the explained 
variance, R2, is assessed differently than in a standard regression model. R2 indi-
cates the correlation between the actually observed values and the estimated values 
of the dependent variable using the model. Due to the fact that the score in year (t) 
may also have an influence in subsequent year(s), known as the trend correlation, a 
high value for R2 is generally pretty quickly obtained. In addition, R2 is often esti-
mated slightly too high in small sample sizes, giving the impression that the model 
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fits better than is actually the case. It is therefore better to utilize R2 corrected for 
the number of degrees of freedom. Just as in standard regression analysis, the 
analysis aims for an R2 that is as high as possible (Draper and Smith 1981).
The standard error (standard error of the estimates, SEE) is aimed to be as low 
as possible. The smaller the SEE, the more accurate and reliable the model. The 
standard error is used to determine the 95% confidence interval of the estimated 
values (Draper and Smith 1981).
In repeated cross-sectional analysis, one has to take possible autocorrelation into 
account. Autocorrelation indicates a connection between observations at a particular 
time with observations from the same series at an earlier time. If autocorrelation is 
reported, then consecutive observations are not independent of each other. Auto-
correlation can lead to incorrect standard errors and consequently incorrect hypoth-
esis tests and confidence intervals (Cohen et al. 2003). To test for autocorrelation the 
Durbin–Watson test (DW) is often used. The value of the DW statistic d always lies 
between 0 and 4 (Maddala and Lahiri 2009). Values close to zero indicate a positive 
autocorrelation between the residuals and values near 4, a negative autocorrelation. 
A value of 2 indicates no autocorrelation. A more precise indication can be obtained 
by comparing the value d to lower and upper critical values, which are based on the 
number of parameters (predictors + constant) and the number of cases in the model 
(see, for example, Table A.5 on p. 616 of Maddala and Lahiri (2009)).
A last comment concerns the number of observations required for a reliable 
analysis. Although there is no standard rule, the number of observations in the 
example given – 38 observations (19 × 2 half-years) – seems to be somewhat limited. 
This is a limitation of the current example.
2.5.3  The Variables
The dependent variable “realized demand for more expensive owner-occupied 
houses” can be transformed into the number of households that choose a dwelling 
in the more expensive segment of the market, and therefore choose not to rent or to 
buy a cheaper house. In the literature, it is clear that changes in the sale price of 
dwellings can influence the buying behavior of housing consumers, in terms of both 
affordability and the so-called speculative effect. The variable “sale price” defi-
nitely plays a role in the explanation of the progression of the level of demand for 
more expensive houses to buy. If the average sale price is utilized to distinguish the 
more expensive segment, then part of the explanatory power will not be seen. For 
this reason, the term “more expensive houses to buy” is defined as “all detached and 
semidetached dwellings in the owner-occupied sector” (Boumeester 2004). Closer 
examination shows that the average sale price for these types of dwellings is higher 
than for other types of dwellings. Detached and semidetached dwellings can there-
fore be considered as a proxy for the top end of the owner-occupied sector. The 
housing market sector “detached and semidetached dwellings” includes at least 
45% of the housing market (which is about 20% of the total housing stock).




















































































Fig. 2.4 The number of households that moved to a detached or semidetached dwelling in the 
Netherlands, on a half-year basis, during the period 1975–1993 (Adapted from Boumeester 2004, 
Fig. 8.1, p. 217)
Changes in the realized demand can be determined with the help of the consecu-
tive WBO databases. Using these data, a series of the number of house moves on a 
6-monthly basis can be constructed over a longer period of time (1975–1997). 
Figure 2.4 illustrates the changes in the demand for more expensive houses and this 
demand for detached or semidetached houses to buy.
When there is no insight into the changes in the total number of households, the 
developments within this series do not say much about the changes in the develop-
ment of demand in the highest segment of the house-buying market. The number 
of moves into detached or semidetached owner-occupied houses is therefore related 
to the total number of households in the Netherlands. The variable to be explained 
therefore becomes “the percentage of all households that move to a detached or 
semidetached house per half year.” As a consequence, the percentages are advanced 
by 2 months. Figure 2.5 illustrates the course of the dependent variable. The share 
varies from 0.75% in the second half of the 1970s, to 0.35% at the beginning of the 
1980s to approximately 0.60% in the first half of the 1990s.
As was indicated in the introduction to Sect. 2.5, the literature shows that the 
actual relocation behavior is dependent on the housing preferences of households 
and on the availability, accessibility, and affordability of dwellings. The number of 
relocations to dwellings at the top end of the market in a particular period is there-
fore partly dependent on the demographic and social-economic composition of the 
population, the supply of such dwellings (both in new-build and the existing hous-
ing stock) changes in prices in the housing market and within the rental sector, and 
the possibilities within the mortgage market (level of mortgage interest rates, types 
of mortgage).
The potential predictors are therefore, in the first instance, constructed from the 
possible explanatory variables listed below. Series of data on a half-yearly basis are 
gathered for these factors and then the most appropriate way to represent the data is 
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sought by applying transformations (absolute figures, percentage of change, 
advanced averages over two or more periods). The following datasets are involved:
Population growth by age categories (absolute numbers).•	
Average income of households (absolute value and percentage of change).•	
Inflation.•	
Average house price (nominal, real, absolute value, and percentage of change).•	
Average rent for housing (nominal, real, absolute value, and percentage of change).•	
Average mortgage interest rate (nominal, real, absolute value, and percentage of •	
change).
Newly built dwellings in the owner-occupied sector or in the rental sector •	
(absolute numbers).
Proportion of the owner-occupied sector in the existing housing stock (percentage).•	
By studying the correlations between the dependent variable and these factors, 
as well as by graphic comparisons, the usability of these factors in the time-series 
analysis can be determined. It is also taken into account that changes in these factors 
may have a delaying effect on how the demand changes. For example, from the 
literature it is already known that a fall of the mortgage interest rate or a bigger 
housing supply (newly build and in the housing stock) only affects the consumers’ 
choices on the housing market after some time.
2.5.4  Results
After examining a number of alternative explanatory models, it seems that model 
A (see Table 2.3) can most accurately estimate the dependent variable “number of 
























































































Fig. 2.5 The number of households that moved to a (semi)detached owner-occupied dwelling, as 
a percentage of the total number of households in the Netherlands, in the period 1975–1997 (two 
periods average) (Adapted from Boumeester 2004, Fig. 8.3, p. 224)
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Table 2.3 Model of explanation for the volume of the demand for (semi)detached owner-occupied 
dwellings in the Netherlands in the period 1975–1993
Model profilea b t B
Model A
Constant 0.211 (3.60)
Real price{1} 0.002 (10.92) 0.762
Interest rate{2} –0.021 (−4.92) –0.303
Supply (1} 0.00000489 (5.04) 0.260
Aged 65+ 0.000011 (5.26) 0.310
Nominal price{3} –0.004 (−3.30) –0.232




Source: WBO 1977/1978, 1981, 1985/1986, 1989/1990 and 1993/94 (OTB/TUDelft calculations)
b b-coefficient, t value of the T-test, B standardized b-coefficient, real price average real house 
prices (corrected for inflation, in terms of 1994 prices), interest rate average nominal mortgage 
interest rate, supply number of newly built dwellings in the middle and upper price classes, on a 
half-year basis (a two periods average), Aged 65+ increase (absolute) of the number of persons in 
the age category 65 years or older, on a yearly basis (a two periods average), nominal price 
changes (%) in the average nominal house prices, on a half-year basis (a two periods average), 
N number of observations, R2 percentage explained variance, corrected for the number of degrees 
of freedom and based on the number of observations and the number of independent variables in 
the model, SEE standard error of the estimated value
a The addition {1} means that the independent variable affects the dependent variable with a lag 
of one period (half year)
of all households.” This involves a model that comprises five explanatory variables 
as well as the constant. Three variables are related to the housing market conditions, 
one variable is a social-economic indicator and the fifth variable is a demographic 
indicator. The negative coefficients indicate that the level of the mortgage interest 
rate and the variation from the average nominal sale price are negatively related to 
the size of the realized demand for more expensive housing. The datasets used can 
be found in Table A.1 of the Appendix.
The t-test makes clear that in this model all relations between the predictors 
and the dependent variable are statistically significant, meaning that the predic-
tors have an influence on the dependent variable. The level of the average rela-
tive sale price has by far the strongest relation (standardized B-coefficient = 0.76) 
with the dependent variable to be explained. Increases in real house prices lead, 
other things being equal, to more moves to detached or semidetached houses, 
with a delay of one period (a half-year). Housing consumers also want to profit 
from the relatively large increases in the value of houses. However, there also 
appears to be a brake on these changes, given the negative correlation coefficient 
for the factor “change of nominal selling price” (B-coefficient = −0.232). If the 
actual price, corrected for short-term price fluctuations, continues to rise too 
quickly, then after a delay of three half-years there will be a small drop in 
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demand. If the other explanatory factors stay the same, the affordability of the 
houses comes under pressure.
The level of the mortgage interest rate is included as the second variable in the 
explanatory model and in the final model as the third strongest relation 
(B-coefficient = −0.30) with the realized demand. The interest rate changes have a 
negative effect, with a delay of two half-years.
The relation between the changes in the supply of new-build houses and the 
actual demand appears to be less strong (B-coefficient = 0.26) than the mortgage 
interest rates, while at the same time the contribution to the total explained variance 
is slightly higher. The effect on the demand is seen with a delay of a half-year.
Finally, the demographic variable “increase in the number of individuals 
65 years or older” appears to have a strong relation with the dependent variable 
(B-coefficient = 0.31). However, the relation does not correspond with the expected 
relation, given the positive correlation coefficient. There is apparently no demand 
effect, but rather a supply effect: more older people leads to more vacated detached 
and semidetached houses that other households can move into. In order to explain 
this we need to look at the great “shortage in the housing market” during the 
research period. The big potential demand from housing consumers for this type of 
housing can only be transformed into actual relocation when such houses become 
available, for example, due to older people moving house.
The model statistics indicate that the model is, on the whole, good. Approximately 
93% of the variation in the dependent variable can be explained by this comparison. 
The standard error for the estimated comparison is low, indicating a good fit between 
the observed and estimated sets. In addition, the DW value (1.85) is sufficiently close 
to 2 to indicate that there is no autocorrelation. When comparing this value to the 
upper and lower critical levels, which are calculated on the basis of the number of 
parameters and the number of cases in the model, there is a statistical indication that 
the error terms are not positively autocorrelated. Note, however, that this statistic can 
be biased by the relatively small number of observations.
2.5.5  The Predictive Potential of the Explanatory Model
Based on the explanatory model presented for the actual demand for detached and 
semidetached housing it is possible to predict future changes in demand. An 
important condition is that the relations found in the period studied do not change 
in successive years. In addition it has to be assumed that the conditions for other 
factors, which are possibly of influence but not present in the model, remain 
unchanged.
In the study of Boumeester (2004) this was not the case, due to the introduction 
of the double-earners’ mortgage in the Netherlands in 1992 that suddenly increased 
the number of financing possibilities for households Therefore an adjustment of the 
model was necessary by adding a dummy variable to distinguish the periods up to 
1993 and after 1993. The predictive ability of that adjusted time-series model B, 
with only slightly changed b-coefficients for all other predictors, is determined for 
472 Traditional Housing Demand Research
the period 1975–1998. The result for the actual demand for detached and semide-
tached housing is represented graphically in Fig. 2.6 and the model data for the new 
model (model B) can be found in Table A.2 in the Appendix.
The explanatory model for the period 1975–1998, model B, can be written as:
- - -
- -
= + ´ - ´ + ´ + ´
- ´ - ´
1 2 1
3 3
0.227 0.002 RP 0.023 MI 0.00000469 0.00001





 D =  number of movers to (semi)detached owner-occupied dwellings, as a per-
centage of the total number of households
 RP =  average real house prices (corrected for inflation, in terms of 1994 
prices)
 MI =  average nominal mortgage interest rate
 S =  number of newly built dwellings in the middle and upper price classes, on 
a half-year basis (a two periods average)
 A =  increase (absolute) of the number of persons in the age category 65 years 
or older, on a yearly basis (a two periods average)
 NP =  changes (%) of the average nominal house prices, on a half-year basis 
(a two periods average)
 DUM =  period effect, with 1975–1992 = 0; and 1993–1997 = 1
The actual data for changes in the demand for detached and semidetached owner-
occupied dwellings in the period 1994–1997 is available from the Housing Demand 
Surveys 1997/1998. Besides the changes in demand in the period up to 1998, the 
actual changes in the explanatory variables are also available. By adding these actual 






























































observed value estimated value
Fig. 2.6 Observed and estimated number of households that moved to a (semi)detached owner-
occupied dwelling, as a percentage of the total number of households in the Netherlands in the 
period 1975–1997 (Source: WBO 1977/1978, 1981, 1985/1986, 1989/1990, 1993/94, 1997/1998 
(OTB/TUDelft calculations))
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demand for detached and semidetached owner-occupied dwellings can be determined 
for the named period. This prediction can then be compared with the actual change 
in demand, available from the consecutive Housing Demand Surveys.
As seen in Fig. 2.6, the actual and estimated courses of the demand are now more 
similar. The dummy variable is included in model B with a delay of three half-years 
and has a negative relation with the dependent variable. This dummy therefore cor-
rects for the delayed reaction in the actual demand to the cited changes in the granting 
of mortgages. Comparing the B-coefficients in the original (see Table 2.3) and the 
new model (see Table A.2) shows that these are very similar, both in direction and in 
strength. This confirms the assumption that the partial relations between the indepen-
dent variables and the actual demand are the same both before and after 1993.
2.5.6  Demand Projections Using Scenarios
Changes in the demand for detached and semidetached houses can be predicted for 
several years using the model, even when the actual values of the independent vari-
ables in the comparison are not available. An important assumption in this case is 
that the statistical relations are the same for these years as for the period 1975–1997. 
An estimation of the future values of the explanatory variables also needs to be 
made. In this situation scenarios are often utilized, within which the expected 
changes in the variables should show a logical, realistic relationship.
Working with scenarios usually aims to provide a broad range of the possible 
future changes in the dependent variable rather than providing as accurate a prediction 
as possible. The detailed scenarios need to be clearly distinguished from each other: 
a minimum and a maximum variant (and possibly a variant in between), a favorable 
and an unfavorable variant, or a most probable variant and a more desirable variant.
The expected demand for detached and semidetached dwellings in a scenario 
can be calculated by adding the values, per period, for the six independent variables 
from that scenario into the regression equation for model B. This calculation is 
repeated for each scenario and the findings can then be compared. A graphic rep-
resentation is also often useful.
The quality of such predictions of housing demand therefore depends on the 
demonstrated validity/stability of the model, the degree to which the context stays 
the same and the credibility of the scenarios utilized.
Boumeester’s (2004) study calculated a model-based prediction for the changes 
in the demand for detached and semidetached owner-occupied dwellings. Three 
scenarios were used: a very favorable future scenario (scenario C), an unfavorable 
future scenario (scenario B) and moderate development (scenario A). For the period 
1998–2002, the actual values for the independent variables are utilized and from the 
first half of 2003 the model input is scenario-specific. An overview of the utilized 
data can be found in Table A.3 in the Appendix.
The results are illustrated in Fig. 2.7. The predictions according to the three 
scenarios clearly vary in the last years. The value of the dependent variable could 
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increase to 1.1% of all households in 2007 under the most favorable conditions, 
while in the most unfavorable scenario this value decreases to 0.72%. Converted 
into the number of households that would move into a detached or semidetached 
owner-occupied dwelling in the second half of 2007, the range lies between 81,000 
and 52,000 households. On a yearly basis, this implies an actual demand for houses 
in this market segment in the region of 100,000–160,000 dwellings.
2.6  Conclusions
In this chapter, we have shown that the value of housing demand research lies in the 
connection between the features of households on the one hand and the features of 
the current housing situation (the actual division of housing space) and the housing 
preferences of the household concerned on the other. On the basis of such housing 
demand, research and cross-sectional analysis can be carried out, local, regional, 
and national policy can be formulated for diverse areas (division of housing space, 
restructuring, housing costs, new-build supply). The data gathered in a one-off 
housing demand study can be used to more accurately specify the housing supply 
(market segments) and demand (consumer groups), and to determine the current 
and desired division of housing space and the discrepancy between the two. There 

















































































observed value estimated value scenario A scenario B scenario C
Fig. 2.7 Observed and estimated number of households that moved to a (semi)detached owner-
occupied dwelling, as a percentage of the total number of households in the Netherlands in the 
period 1975–1997, and the forecast using three scenarios for the period 1998–2007 (Source: WBO 
1977/1978, 1981, 1985/1986, 1989/1990, 1993/94, 1997/1998 (OTB/TUDelft calculations))
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For this reason, the questionnaire is often repeated in other housing market areas 
(or a national study split up into regions) or at another time in the same area. Using 
the same questionnaire means that the findings can be compared directly and the 
relative value of the results can be determined.
Cross-sectional data gain more value, however, when the survey is repeated in 
the same study area at regular intervals and with the same measurement instrument. 
In this way, a whole series of information is created at an aggregated level about 
unequivocal operationalized variables. It is then possible to determine changes over 
time for individual variables and also relations between the variables. Possible 
trends can then be identified. The Housing Demand Survey (1977–2002) and its 
successor Housing Research Netherlands (2006–2009) provide the opportunity to 
conduct a repeated cross-sectional analysis.
In the Dutch surveys referred to the actual relocation movements are determined, 
which means that changes in the demand for dwellings (in a particular market seg-
ment) can be mapped out. This change in demand can then be related to other 
macro changes, which may provide an explanation for the change.
The study by Boumeester (2004) is used in this chapter as an example of such 
an analysis. The change in the number of households that move to a detached or 
semidetached house can be mostly explained by some housing market factors and 
social-economic and demographic variables. The model estimated for the period 
1975–1997 can then be used to make predictions for changes in the demand for 
detached and semidetached houses between 1998 and 2007.
2.7  Appendix
Table A.1 Data used in the time-series analyses of the realized demand for (semi)detached 
owner-occupied dwellings
(continued)
Period Demand Real price Interest rate Supply Aged 65+ Nominal price
1973-1 162,100 8.50 13,312 13,672 6.60
1973-2 188,100 8.66 14,445 14,592 10.00
1974-1 178,600 8.59 15,719 15,511 8.90
1974-2 220,000 9.65 17,138 16,038 9.80
1975-1 192,400 9.95 15,039 16,565 6.60
1975-2 0.53 208,000 9.40 12,700 15,966 3.00
1976-1 0.53 221,700 8.87 11,501 15,368 12.30
1976-2 0.52 252,800 8.79 10,165 13,723 14.80
1977-1 0.58 297,000 8.89 11,162 12,079 19.90
1977-2 0.65 321,300 8.67 13,255 14,793 16.00
1978-1 0.69 330,700 8.41 12,630 17,506 7.50
1978-2 0.75 314,400 8.29 14,760 16,646 0.90
1979-1 0.71 300,000 8.85 16,797 15,785 −2.70
1979-2 0.71 279,700 9.55 13,985 16,500 −3.10
1980-1 0.72 259,300 10.64 13,859 17,214 −3.80
1980-2 0.66 236,700 11.36 13,870 15,278 −4.80
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Period Demand Real price Interest rate Supply Aged 65+ Nominal price
1981-1 0.62 219,800 11.58 12,013 13,342 −4.90
1981-2 0.55 193,600 12.28 8,420 13,234 −6.30
1982-1 0.46 179,400 11.74 5,672 13,127 −6.90
1982-2 0.37 175,000 10.22 4,040 11,527 −2.90
1983-1 0.38 178,400 9.09 2,867 9,927 1.00
1983-2 0.44 174,600 8.72 2,960 10,049 1.40
1984-1 0.39 169,600 8.62 2,394 10,172 −0.80
1984-2 0.43 168,900 8.35 2,315 10,408 −0.30
1985-1 0.42 166,300 8.20 2,914 10,644 0.30
1985-2 0.48 166,400 7.84 2,910 15,183 0.10
1986-1 0.54 172,700 7.34 3,587 19,721 2.00
1986-2 0.57 176,700 6.98 4,540 18,567 2.90
1987-1 0.57 183,200 6.90 5,996 17,413 2.60
1987-2 0.54 183,500 6.98 8,040 17,720 2.10
1988-1 0.55 188,400 6.85 10,504 18,027 2.10
1988-2 0.59 191,700 6.87 12,340 18,248 2.70
1989-1 0.59 198,900 7.49 12,874 18,470 3.10
1989-2 0.60 202,700 8.18 14,415 16,389 3.40
1990-1 0.63 202,200 8.98 15,444 14,309 1.90
1990-2 0.57 195,400 9.65 15,675 14,159 −0.50
1991-1 0.52 196,700 9.58 16,182 14,009 0.40
1991-2 0.54 198,800 9.49 14,910 13,518 3.00
1992-1 0.53 205,000 9.37 14,950 13,027 4.00
1992-2 0.51 208,900 9.13 17,120 12,971 3.90
1993-1 0.54 215,800 8.54 18,539 12,916 3.80
1993-2 0.60 223,100 7.51 20,025 12,075 4.80
1994-1 0.59 232,400 7.02 19,489 11,234 5.30
1994-2 0.56 229,700 7.56 23,416 12,012 2.80
1995-1 0.59 231,700 7.98 24,124 12,791 1.00
1995-2 0.62 239,800 7.40 25,530 13,220 3.00
1996-1 0.63 250,600 6.64 23,615 13,649 5.00
1996-2 0.63 253,800 6.25 19,851 12,566 4.00
1997-1 0.66 266,200 6.02 19,649 11,483 4.50
1997-2 0.69 272,100 5.93 20,502 12,212 4.60
Source:  WBO 1977/1978, 1981, 1985/1986, 1989/1990, 1993/94, 1997/1998 and Statistics 
Netherlands 2004 (OTB/TUDelft calculations)
Demand number of movers to (semi-)detached owner-occupied dwellings, as a percentage of the 
total number of households, real price average real house prices (corrected for inflation, in terms 
of 1994s prices), interest rate average nominal mortgage interest rate, supply number of newly 
built dwellings in the middle and upper price classes, on a half year basis (a two periods average), 
aged 65+ increase (absolute) of the number of persons in the age category 65 years or older, on a 
yearly basis (a two periods average), nominal price changes (%) of the average nominal house 
prices, on a half year basis (a two periods average)
Table A.1 (continued)
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Table A.2 Explanatory model for the level of actual demand for detached and semi-
detached owner-occupied dwellings in the period 1975–1997
Model profilea b t B
Model B
Constant 0.227 (4.29)
Real price{1} 0.002 (12.27) 0.771
Interest rate{2} −0.023 (−5.93) −0.354
Supply {1} 0.469 E-05 (5.43) 0.332
Aged 65+ 0.010 E-03 (5.59) 0.292
Nominal price2{3} −0.004 (−3.67) −0.230
Dummy93{3} −0.047 (−2.8) −0.193




Source:  WBO 1977/1978, 1981, 1985/1986, 1989/1990, 1993/94, 1997/1998 (OTB/
TUDelft calculations)
Real price average real house prices (corrected for inflation, in terms of 1994s 
prices), Interest rate average nominal mortgage interest rate, Supply number of newly 
built dwellings in the middle and upper price classes, on a half-year basis (a two 
periods average), Aged 65+ increase (absolute) of the number of persons in the age 
category 65 years or older, on a yearly basis (a two periods average), Nominal price 
changes (%) of the average nominal house prices, on a half-year basis 
(a two periods average)
a The addition {1} means that the independent variable effects the dependent variable 
with a lag of one period (half year)
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3.1  Introduction
In this chapter we explain how and why the decision plan nets method (DPN), also 
known as Decision Net or Decision Tree (DT), has been used in fundamental and 
applied research to describe, explain, and predict how people trade off housing pref-
erences if supply fails (Bettman 1979; Park et al. 1981; Timmermans and Van der 
Heijden 1987; Op ’t Veld et al. 1992; Van Kempen et al. 1994; Van Zwetselaar and 
Goetgeluk 1994; Floor et al. 1996; Louwers 1996; Goetgeluk et al. 1995; Goetgeluk 
1997; Witlox 1995; Wets 1998, Arentze & Timmermans 2007, Heins 2002; 
Goetgeluk and Hooimeijer 2002; Daalhuizen 2004; Boumeester et al. 2008).
In this chapter, we will discuss the advantages and disadvantages of the DPN. 
The chapter is organized as follows. In Sect. 3.2, we discuss the value of the DPN 
within the theoretical background of housing choice. In Sect. 3.3, we discuss the 
main technical aspects of the DPN and specifically the interview. Section 3.4 pres-
ents examples. The last section draws some conclusions and shows prospects.
3.2  Housing Demand, Housing Supply, and the Trading  
off of Housing Preferences
In our view the study of housing choice must answer the question of how individual 
housing choice can be better described, explained, and simulated, given a meaningful 
relationship between individual housing choice and the housing market as a system 
in which supply and demand intersect. Central to this discussion is the question of 
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how macro developments such as a lack of housing supply affect micro behavior, 
such as the housing choice of individuals, and vice versa.
A conceptual model of this housing choice process is available (Hooimeijer and 
Linde 1988; Mulder 1993; Goetgeluk et al. 1995; Mulder and Hooimeijer 1999). In 
this model, individual housing choice not only depends on the supply within the 
housing market, but also affects the supply. What characterizes the housing market 
is that supply – regarded as a characteristic of the macro level – is generated for the 
most part by people moving house (filtering supply). This means that supply is in 
part a side effect of the choices made by housing consumers. The extent to which 
supply is made available and is reoccupied by various categories of households 
could be in line with government policy or may run counter to it. For that reason, 
the government seeks to regulate the housing market through legislation, which 
affects the individual household’s access to the supply.
At the individual or household level, the supply must be linked to the prefer-
ences of the household. According to the conceptual model, the housing con-
sumer will learn how the housing market enables or constrains the housing 
search. These opportunities and constraints occur at both the micro and the 
macro level. At the individual level, the opportunities are the household’s 
resources such as income, while the constraints include accessibility to the place 
of work or the children’s school. Time constraints may also apply, because usu-
ally the accommodation must be found within a specific period. The degree of 
that constraint depends on the urgency of the move (motive for moving). At the 
macro level, the availability and accessibility of the supply constrains choices. 
It is safe to say that after a period of searching, people realize that their original 
preferences were unrealistic.
The matching of supply and demand can be represented in housing market simu-
lation models. The present body of research provides a good insight into the 
demand for accommodation (motivational aspect) and the development of supply 
(situational aspect). However, modeling how an individual’s preferences are 
matched to specific vacancies is problematic (procedural aspect). We need methods 
to show how the willingness of people to accept a particular dwelling can be mod-
eled, given the variation in the urgency of the move, in household resources and 
preferences and in opportunities and constraints at the macro level (Goetgeluk 
1997; Oskamp 1997).
There are therefore consequences for how the choices people make are mea-
sured. Housing market research uses two kinds of models to describe, explain, and 
predict the choices: revealed choice and stated choice models. Revealed choice 
models analyze moves that have taken place. The manifest (overt) choice is equated 
with the housing preferences of the housing consumer. This does not explain how 
housing consumers respond to changes in the supply. Another approach is to ana-
lyze housing preferences, which are not always manifest in a move, using stated 
choice models. Rather than quantifying house-moving patterns, these models quan-
tify how alternatives are evaluated. The stated choice method fails if no explicit 
conditions are created in which the housing consumers must make choices when 
there is a lack of supply.
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In that case, one possibility is to use an algebraic stated choice model. However, 
this is not always an option because most models are additive. In an additive model, 
a low score (say, zero) on a single attribute of the dwelling does not necessarily lead 
to a poor overall valuation and rejection of the alternative. In other words, models 
of this type are fully compensatory. The possibility that a house could be rejected 
based on just one preference is not taken into account. It can safely be assumed that 
some preferences will be less compelling than others, and these can also vary from 
one housing consumer to the next. Sometimes a preference is rigid, sometimes open 
to substitution, and sometimes flexible. If a rigid preference is not met, the dwelling 
will be rejected. A substitutable preference is one that does not lead to rejection, 
but must be compensated by some other preference. Flexible preferences never lead 
to refusal, but they do make one house more attractive than another. An alternative 
model is required to reveal the structure of trade-offs between housing preferences. 
In this chapter the DPN is used as this alternative
3.3  DPN As an Alternative
Bettman (1979) describes a DPN as “another alternative for the representation of 
consumer choice heuristics. In the branching structure attributes [price] and situa-
tional factors can be used to predict the acceptance or rejection of an alternative.” 
Bettman perceives the housing consumer as a processor of information. In that vein, 
the key concepts in the search process are the motivation, information acquisition, 
and decision-making. His approach is therefore also focused on the motivational, 
situational and procedural aspects of housing choice!
The DPN is based on a structured (computerized) interview that shows people’s 
choice processes. It reveals a set of imaginary houses that the housing consumer 
would consider acceptable based on a mix of compensatory and non-compensatory 
choice rules that respondents are free to mention. It has the structure of a tree or 
net. We use the tree. Like a tree, we make a distinction between the main branch 
and the lateral branches (Fig. 3.1). The DPN is literally depicted and reveals the 
attributes (rooms, garden, garage, attic), the operators (>, =, etc.), the levels (4, 5, 
YES, NO), and the choice rules.
The interview has two steps: revealing the main branch and the lateral branches.
 1. The interview starts by asking a consumer which attributes will be considered. It 
is vital that a saturated set of attributes is known since this is required for the 
second step. Every time an attribute is mentioned, we depict it as a node on the 
main branch. In Fig. 3.1 the main branch consists of three nodes: “Rooms > 5 
AND Garden = yes AND Garage = yes.” The sum depicts an imaginary house 
and the most preferred.
 2. The interviewer triggers the consumer to reveal the choice rules that are used 
if a vacancy that fails to satisfy only one of the attributes of the main branch is 
offered. Since we have three nodes, we have three-pronged questions, for 
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example: “Would you consider a vacancy that has a garden and a garage, but 
the number of rooms is five or more?” We stress that it is vital that all other 
main branch attributes remain constant! A deviation from this rule invokes 
measurement errors that can only partially be corrected afterwards (Van 
Zwetselaar and Goetgeluk (1994). The answer reveals the choice rules. They 
can only be threefold. Park et al. (1981) link the rules to the attributes and call 
them dimensions: rejection-inducing dimensions, relative-preference dimen-
sions and trade-off dimensions. We will use an adapted set of abbreviations in 
the remainder of this chapter, and we will use the commonly used word “pref-
erence” instead of “dimension” – rejection-inducing preference (RIP), rela-
tive-preference (RP), and trade-off preference (TOP):
An RIP is a preferred attribute, which, if not present, will lead to immediate •	
rejection of the offered dwelling. An RIP is rigid or a claim, like the avail-
ability of a garden. If an RIP results in a “reject” no branching will occur at 
that point.
The RP leads to the ranking of alternatives. The housing consumer will give •	
a higher score to an alternative that has a preferred attribute than one that 
lacks it. This resembles the example presented above. The Garage is an RP 
in Fig. 3.1.
A TOP emerges when a preferred attribute is not satisfied, but other attributes •	
can compensate for it. The preference Rooms is a TOP. Fewer rooms may be 
compensated for by, for example, an attic. An attic is often mentioned as a less 
valuable kind of room since it is often less usable than a normal room. The TOP 
leads to lateral branching and must end with a “reject.” “Would you consider a 
vacancy that has a garden and a garage, but the number of rooms is five or 










Fig. 3.1 A DPN (After Van Zwetselaar and Goetgeluk 1994)
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more?” has to be followed by a new question: “Would you consider a vacancy 
that has a garden and a garage, but the number of rooms is four or more and an 
attic?” In this case, the consumer rejects the offer. We stress again that this 
compensation may never be one of the remaining attributes on the main branch. 
The lateral branch can be very long since the attic may be a TOP as well and 
might be compensated by, for instance, another attribute like “storage room in 
garden.” Important to know is that the last node of the lateral branch by defini-
tion is an RIP. In noncomputerized versions of the DPN violating this rule 
results in measurement errors (Van Zwetselaar and Goetgeluk 1994).
We conclude that this method (using the DPN) differs from those methods where 
the number of attributes, their levels, and the combination of attribute levels are 
predetermined, such as in conjoint models. The DPN also allows for a mix of com-
pensatory and non-compensatory rules to be used.
3.4  Applications
3.4.1  Explorative Research
Often the DPN is used in the explanatory phases of research to determine which 
preferences are important to people. Based on frequency distribution the commonly 
mentioned preferences and their values are selected.
Two examples illustrate the strength of the DPN in explorative research. The 
studies by Heins et al. (2003) and Boumeester et al. (2008) show how the DPN 
reveals unknown attributes. The study by Boumeester et al. (2008) also showed the 
importance of checking assumptions with regard to attribute levels.
Heins et al. (2003) used the simplified DPN to analyze the preferences for rural 
housing in the Netherlands. Corresponding to the conceptual framework described 
in Sect. 3.2, they analyzed the preferences of respondents in two cities and two 
suburban municipalities in a housing market region in the Randstad-Holland 
(Utrecht) and a southern province Noord-Brabant (Den Bosch). Both regions differ 
with respect to the pressure on the housing market and in the amount of private and 
public green space. They wanted to test whether “rural housing” refers to being 
housed in the countryside or to an image or brand that can also be located in urban 
areas. Table 3.1 shows one of the results of this study.
Table 3.2 shows the preferred attributes that were mentioned by at least 68% of 
the respondents (n = 112). They used two steps to unravel all the information in the 
table. First, they defined the preferred attribute by type. They combined house (H), 
location (L), function (F) and esthetics (A). For instance, HF refers to a functionally 
preferred attribute of a house like Garden/Balcony (column type). In the second 
step, they calculated the share of each preferred attribute (column % total). For 
instance, “Garden/balcony” is mentioned by 98 of each 100 respondents. The mini-
mum in the table was “presence of animals,” which was shared by 68 of each 100 
respondents. Heins et al. (2003) argued that the RP is less important if we want to 
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gain insight into what they define as the “rural” profile or housing bundle. The table 
shows that in 94 of the 100 respondents the preferred attribute “Garden/Balcony” 
is an RIP or a TOP. However, the preferred attribute “Presence of animals” has a 
significantly lower percentage (31). If we use this percentage as a weight factor, the 
ranking of Table 3.2 becomes: ((RIP + TOP)/100)* Total.
It turns out that most preferred attributes are linked to functionality except for 
many of the preferred attributes with respect to rural housing (HA and LA). The 
preferred attributes linked to the location are more often defined by the researchers 
as esthetics (Heins 2002). Other aspects relate to the way people act in a neighbor-
hood (type of population), the maintenance of public space (safety) or a “feeling” 
that was attached to a preferred attribute. We can also define these as the social 
aspects. This would result in the subdivision of the location features into function 
(amenities), social (people), and design (esthetics).
The weighted ranking shows that housing and location-related preferred attributes 
were mixed in the upper part of the ranking, while lower down location dominates. 
Table 3.1 Most frequently stated preferred attributes by type and ranked by weighted share 
(Heins et al. 2003)
Preferred attribute Type % Total
% RIP  
of Total
% TOP  
of Total
% RP  
of Total
((% RIP + % TOD) 
× % Total)/100
Garden/balcony HF 98 82 15  4 95
Location LF 95 66 28  6 89
Green space LF/LA 95 65 25  9 86
Number of rooms HF 95 80 11  9 86
Type of dwelling HF 92 47 47  7 86
Personal safety LF 91 88  3  9 83
Peace and quiet LA 90 88  4  8 83
Density LA 90 70 22  8 83
Proximity to shop LF 87 90  5  5 83
Type of buildings LA 92 56 33 11 82
Plot size HF 84 75 15 11 76
Type of landscape LA 89 47 37 16 75
Road safety LF 83 76 10 14 71
Outbuildings HF 89 58 22 20 71
Architecture – 
surroundings
LA 84 71 12 17 70
Atmosphere LA 90 69  7 24 68
Open space LF/LA 86 71  8 21 68
Proximity to nature LF/LA 87 47 23 30 61
Architecture –  
dwelling
HA 71 71 13 17 60
Type of population LA 77 62 14 24 59
Age of building LA 62 48 26 26 46
Proximity to water LF/LA 77 27 24 49 39
Presence of animals LF/LA 68 38  8 53 31
H house, L location, F function, A esthetics
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Table 3.2 The original classes for the conjoint model and the mean preferred 
class of the DPN (Boumeester et al. 2008)
Attribute
Predefined conjoint 
model levels DPN levels Ratio DPN/CM
Size of living room
Minimum 20 m2 31 m2 1.6
Maximum 40 m2 48 m2 1.2
Number of rooms
Minimum 2 4 2.0
Maximum 4 5 1.3
Rental price
Minimum 338 € 387 € 1.1
Maximum 725 € 563 € 0.8
Buying price
Minimum 140,000 € 222,727 € 1.6
Maximum 300,000 € 395,109 € 1.3
This is in concordance with other DPN studies (Goetgeluk 1997; Daalhuizen 2004; 
Boumeester et al. 2008). What is more interesting is that location-preferred attributes 
like “green space,” “peace and quiet” and “safety” score high. However, preferred 
attributes like “open space”, “proximity to nature,” or even “presence of animals” 
score low. This suggests that “rural” housing does not necessarily have to be associ-
ated with agriculture, the agribusiness, and its effects on the landscape.
Based on many more different analyzes with different datasets, Heins (2002) 
concluded that the countryside is a construct. This implies that the construct or 
image can be used as a brand in marketing. Furthermore, they argued that “pseudo-
countrysides” can be designed and developed within the urban fringe. And indeed, 
currently, “rural” neighborhoods are developed and marketing uses “buzz words” 
that appeal to the best that both the countryside and the city have to offer.
Boumeester et al. (2008) used the same procedure as Heins to test whether the 
attributes and their levels of a conjoint model were justified. Since these profiles 
were used in a nationwide large-scale representative sample in the Netherlands, any 
misspecification could lead to enormous financial losses and of course useless find-
ings. We will only show an example of how the DPN is used to test the appropriate-
ness of the category levels used.
The study showed that prior defined attribute levels were not always justified. 
Table 3.2 shows the results of the predefined minimum and maximum levels of the 
attributes related to space and tenure/price, and the levels according to the DPNs; 
in other words, the minimum and maximum preferred size, number of rooms and 
price, as indicated by the respondents. If the ratio between the DPN and the con-
joint model levels fluctuates around 1, then we can conclude that the predefined 
levels are justified. However, Table 3.2 shows that most minimum levels were 
wrongly defined. The DPN levels reflected consumers’ perceptions of how quality 
is related to price. This result also improved the conjoint model since the realistic 
levels of the attribute define the outcome of the conjoint model. This can be 
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illustrated by the size of the living room. Therefore, the result of the conjoint 
models depends on a valid set of attributes and a valid set of attribute levels.
Both examples show the value of the DPN as a fairly simple method to analyze 
at an aggregate level the character of preferences or to determine which attributes 
and their levels should be used in other more restricted preference models.
3.5  Preference Modeling and Knowledge-Based  
Simulation Models
Figure 3.1 showed that the DPN method is not rooted in algebraic mathematics, like 
the conjoint model or hedonic price model, but in “Set theory” (Timmermans et al. 
1994, Van Zwetselaar and Goetgeluk 1994; Witlox 1995; Wets 1998). This theory 
states that an object, such as a real-world vacancy (supply), can be a member of a 
set of objects, such as a set of imaginary houses that the housing consumer would 
consider acceptable as well as the rules that determine when they consider them. 
The set of imaginary houses and rules is the DPN (demand). If we look again at the 
DPN above in Fig. 3.1, we see that it is a set of objects in which each object is an 
exhaustive set of independent choice rules that lead to an event to accept. For 
instance, the independent choices rules, ranked by utility, to accept a dwelling of 
Fig. 3.1 are:
IF Offer is




element of Set {{Garden = Yes} AND {Rooms > 4 AND Attic = Yes} 
AND {Garage = Yes}}
Then Accept
OR
element of Set {{Garden = Yes} AND {Rooms > 5}}
Then Accept
End If
In research, we use a representative survey and have a large set of choice rules. 
If the choice rules have predictive power, which can be tested in, for instance, a 
longitudinal survey (see below), we may use the DPNs in a decision support sys-
tem (DSS). The DPN is a substitute for a respondent. The DSS accepts all offers, 
which are defined as a set of attributes and their levels. A DPN (respondent) evalu-
ates an offer, which must result in a reject or accept. The final result is a sum of 
rejects and accepts that can be linked directly to the set of attributes and their 
levels of each offer.
The use of this property of the DSS is twofold. The DSS is an interface that 
allows researchers, policy-makers, real estate agents, project developers, or housing 
corporations to offer real supply to the DPNs. It allows them to change attribute 
653 The Decision Plan Nets Method
levels like price for sensitivity analysis. Van Zwetselaar and Goetgeluk (1994) 
developed such a DSS “housing supply machine.”
A necessary condition to use the DSS is the predictive value of the DPN. 
Goetgeluk’s study “Trading off housing preferences; housing market research with 
Decision Plan Nets” analyzed the DPNs predictive value in a longitudinal perspective 
(1993–1994). The respondents originated from a representative (longitudinal) sample 
of active searchers in two Dutch housing market regions, Utrecht and Arnhem. These 
regions were chosen based on an earlier analysis that had shown that demand 
exceeded supply far more in the Utrecht region than in the Arnhem region. A housing 
market region is the aggregate search area of housing searchers and is defined as the 
area in which a person moves without loss of accessibility (time or social distance) to 
work, family, and friends. The selection of a housing market region therefore implies 
that the motives “improve housing” and “household formation” overrule “study/
work” as was indicated in Sect. 3.2. The analysis consisted of three stages.
The first stage of the analysis took a closer look at the preference structure of 
various housing consumers. In Sect. 3.2 it was argued that valid measurements of 
stated preferences can only be done within the framework of a meaningful relation-
ship between individual housing choice and the housing market as a system in 
which supply and demand intersect. Indeed, it turned out that if the urgency of the 
move, individual resources and the search area were taken into account, the housing 
consumers had different sets of preference. The differences lie not so much in the 
type of preferred attributes, but in the number and the rigidity. Housing consumers 
whose move is not too urgent and who have ample resources provide more RIPs 
and relatively few TOPs. This was predicted.
In the second stage, it was tested if the stratification based on stage 1 resulted in 
differences between the various respondents in the propensity to move within 1 
year. It was observed that the propensity to move house differed considerably 
across various categories of housing consumers, in accordance with expectations of 
the conceptual framework of Sect. 3.2. Especially the urgency of the move proved 
to be significantly important: the more urgent the move, the higher the propensity. 
On an average, almost half of the actively searching housing consumers moved 
within a year. This share was predicted.
The third stage examined the proportion of movers who had accepted a house 
that matches one of the alternatives specified in the DPN. This is expressed as the 
success rate. The success rate is therefore dependent on the propensity to move. 
A calculation was also made of the extent to which the preferences of housing 
consumers still searching in 1994 differed from the preferences they expressed in 
1993. The success rate was 0.25. It was shown that the shift in preferences of those 
still looking for a house was many times greater than the difference between the 
choice of house and the original preferences stated by people who had already 
moved. This suggests that people looking for houses adapt their preferences con-
stantly, especially if the urgency to move is less high! This implies that besides our 
stratification variables “urgency to move” in combination with “would you accept 
a preferred offer immediately,” we have to add the search period as well. Luckily 
enough one attribute is responsible for the major deviance in time, conditional on 
the urgency to move: the substitution of price. If we were to take price developments 
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into account, though, the success rate would be greatly increased. It turned out that 
substitution of the other preferences like housing type, volume, and size of the 
neighborhood were fairly stable.
Based on these outcomes, Goetgeluk (1997) and Goetgeluk and Hooimeijer 
(2002) assumed that the predictive value was sufficient enough to use the DPNs in 
a knowledge-based DSS. Table 3.3 shows the segmentation of demand according 
to the framework described in Sect. 3.2. Two kinds of simulations with the DSS are 
presented here.
3.5.1  Unravel the Way One Attribute of a Vacancy is Valued, 
Controlling for All Satisfied Preferences
In the experiment, we increased the price of a vacancy (ownership). The minimum 
level started at 0–75,000 Dutch Florins and ended with 526,000 Dutch Florins or 
more. We increased the level by 50,000 Dutch Florins. We expected a negative 
nonlinear (S-curved) relationship. We assumed threshold levels: at a certain price 
level the acceptance rate will remain constant.
Figure 3.2 shows that the relation is as expected. Threshold levels exist and they 
are segment-specific. The highest acceptance rates were movers with a high 
income. In all cases, these were couples with children and childless couples 
younger than 45 years (9, 10, 12, 13). Only the singles deviated from this general 
view of the high incomes. A small group is formed by the young singles (8) and 
starters who planned to cohabit (1B). The lowest rates include all the other low-
income groups plus the older singles with a high income (11).
Figure 3.2 shows the acceptance rate as a function of only one dynamic attribute 
level. Here we state that we could offer the DSS a full fractional design, like in 
conjoint models, to create “rejects” and “accepts.”




2 Mover, low income, <45 age, single
3 Mover, low income, <45 age, couple/single parent
4–7 Mover, low income, couple with children
5 Mover, low income, ³45 age, single
6 Mover, low income, ³45 age, couple/single parent
8 Mover, high income, <45 age, single
9 Mover, high income, <45 age, couple/single parent
10–13 Mover, high income, couple with children
11 Mover, high income, ³45 age, single
12 Mover, high income, ³45 age, couple/single parent
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3.5.2  The Role of Location
How important is location in the residential choice? The statement “location, loca-
tion, location” postulates that only location counts. We have seen that location is a 
latent variable that can be deconstructed in functional, esthetical and social attri-
butes. We have also shown that not all location attributes are valued equally impor-
tant. So, how important is location?
We tested the importance of the attribute municipality. We offered our DPNs 22 
real vacancies. They originated from estate agents’ announcements in a special 
local paper. We selected them randomly. We offered them to all respondents irre-
spective of their segmentation. Here we present the results of the Arnhem housing 
market region. We are interested in the acceptance rate. The application is of course 
very applied. Any real estate agent can use the DSS.
How important is the preferred municipality? As indicated earlier, we know that 
trading off the location at a low spatial scale in the search region – the housing mar-
ket region – is at stake. In this scenario, we assumed that the acceptance rate drops 
if the municipality is out of reach. To test this we defined two “supply” simulations. 
In the first, our respondents – the DPN – evaluated each offer. In the second simula-
tion, we offered the same vacancies, but the DPNs assume that the preference for the 
municipality is always satisfied. Hence, the difference in the acceptance rate is to be 
accounted for by a spatial mismatch: the preferred set of municipalities is either an 
RIP or a TOP. Our developed DSS housing supply machine (Van Zwetselaar and 
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Fig. 3.2 The rate of acceptance for price ownership for various segments of housing consumers 
(Goetgeluk 1997)
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In Fig. 3.3 both rates are depicted: black (location not realizable), dark gray 
(location realizable). The conclusion is that in many instances people have fairly 
strong location preferences for municipalities. However, at some points the differ-
ence between the bars is less. The scenario outcome is in concordance with other 
empirical data that show that most people move within the boundary of their 
municipality or define a limited number of preferred municipalities. The DSS 
shows immediately which part of the supply is relatively indifferent to location and 
which is not. For real estate agents the DSS is therefore a useful tool to optimize 
the portfolio.
3.5.3  The Role of the Search Area
In this scenario, we tested how important the housing market region structures the 
demand. We use the same 22 offers as before. We also forced the DPNs to accept 
that their municipal preferences would be satisfied. This implies that we assume 
that all offers are located in the preferred set of municipalities. This means that 
we measure to what extent our two groups evaluate offers by dwelling-type char-
acteristics. We assume that the respondents of Utrecht will have a higher accep-
tance rate since Utrecht housing seekers are accustomed to less quality for a 
higher price. In contrast to the other scenario, the DSS offers these vacancies first 
to housing seekers in Arnhem (dark gray bar) and later to housing seekers in 
Utrecht (light gray).
Figure 3.3 shows that the impact of the housing market region is huge. In nearly 
all cases, the acceptance rate for the Utrecht seeker is higher than for the Arnhem 
seekers. Two conclusions can be drawn. We start with an “applied” one and end 
with a “scientific” one.
Firstly, using this information, real estate agents could expand their market. 
Why? We have witnessed housing supply–driven migration from the Utrecht region 
toward the Arnhem region. Commuting from Arnhem to work in Utrecht – in gen-
eral the Randstad-Holland – is possible. The cost of an increased commute is less 
than the benefits of cheaper or better housing. Moving is good value for money. 
Therefore local real estate agents could extend their market area toward housing 
market regions within commuting distance.
Secondly, the difference in acceptance rates and the notion that housing 
market regions are dynamic implies that any research design for housing choice 
must define the functional housing market as a starting point since the search 
area particularly influences the attribute levels. This means that regional hous-
ing market simulations should at least be tested regularly to check that the 
regions are still valid. A better solution is an endogenous housing search area 
within these models. How the functional housing market can be calculated in a 
flexible way is demonstrated elsewhere (Goetgeluk 1997; Goetgeluk and de 
Jong 2005).
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Fig. 3.3 The rate of acceptance of Utrecht and Arnhem respondents for real Arnhem vacancies 
(Goetgeluk 1997)
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3.6  New Prospects
To sum up, the added value of DPNs is twofold. They provide insight into the inter-
dependency of preferences in the evaluation of supply. In addition, they show how 
people apply their preferences when there is a lack of supply.
Despite the above advantages of the DPN, we nevertheless also found two major 
drawbacks. The first refers to the problem that the representation of the choice 
process is not discrete at all. A house with a monthly rent of 601 € is rejected if a 
maximum rent of 600 € is RIP. This does not make sense as the longitudinal survey 
showed. Hence a “crisp” DPN seems unjust and a “fuzzy” one better. Contrary to 
classical set theory, fuzzy set theory states that a house with a monthly rent of 601 
€ will be acceptable. We must define a probability distribution around the levels. 
Theoretical and empirical research must show how these intervals are estimated. 
For a detailed discussion of these problems, we refer to the PhD dissertation of 
Wets (1998).
The second refers to the explorative value of the DPN. Does this imply that the 
original DPN is always useful in the explorative phase? Goetgeluk (1997) argues 
not. Not all conceivable or real options are open to housing consumers. The study 
“Ontwerpend aan Holland” (“Designing the Netherlands”), Geuze et al. 1994 pro-
poses that: “Planners and design disciplines must provide a balance for the unmis-
takable call from the market for low densities and comfortable living environments. 
[…] When finally designing the future of the Netherlands in general […] this 
design will have to fit in with the day-to-day living patterns of the new residents” 
(translation Roland Goetgeluk).
In applied research, DPNs are used in a more explorative manner. This has 
resulted in a “simplified” DPN. It only reveals the main branch and the first node of 
a lateral branch. Table 3.4 shows the structure of a data matrix in Excel that Louwers 
(1996), Heins (2002), Daalhuizen (2004) and Boumeester et al. (2008) use. The 
operator (left, right) and value (left, right) are necessary to take account of the inter-
val values for rent for the first respondent. In reality, the row is much longer: m 
attributes. To facilitate easy data processing, attributes that are always mentioned or 
are at stake in the new design are already ordered in this data-matrix and thus also 
in the (Internet) questionnaire. Related to the second drawback, one aspect of this 
Table 3.4 Data structure of a simplified DPN (Louwers 1996; Heins 2002; Daalhuizen 2004; 
Boumeester et al. 2008)
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“simplified” DPN – the complete freedom – is violated on purpose. All respondents 
have to evaluate the predefined set of attributes since some of the attributes are 
innovations.
The use of the simplified DPN as shown in Table 3.4 has a challenging feature: 
to evaluate experimental designs in a more rigid manner than is shown in Table 3.1. 
In the simplified DPN all respondents are confronted with the same set of shared 
attributes. Even the sequence of the attributes is under control. Hence, the distribu-
tion of X is known. Based on research we may postulate that the underlying abstract 
choice rule is also shared and therefore the choice of a theoretically sound probability 
distribution is clear. What differs is that the precise choice rules are still “hidden” 
in the DPN by means of the RIP, TOP, and RP. However, the hidden choice rules 
can be revealed if we systematically provide the DSS with all the profiles (p) of a 
full fractional design like in a conjoint approach. Instead of asking respondents the 
DPN responds. Likewise in the conjoint approach the output is a dataset of m 
acceptances and n−m rejections for each profile out of the set p. This dataset can 
be regressed as we do in the algebraic models. As far as we know, no test has been 
performed so far to test whether this new feature is indeed justifiable.
To sum up, the added value of DPNs is twofold. They provide insight into the 
interdependency of preferences in the evaluation of supply. In addition, they show 
how people apply their preferences when there is a lack of supply. Despite the above 
advantages of the DPN, we nevertheless also found drawbacks. New applications of 
the simplified DPN have triggered new perspectives as well: the generalization 
problem and the role and explanation of meaning structures in housing choice.
Software Original DPN
The DPN management system (DPNMS) and the housing supply machine (WAM) 
were developed by Van Zwetselaar, Goetgeluk, and Floor. The tools and manual are 
freeware of the Faculty of Spatial Studies Utrecht University. It can be ordered via 
Dr R.W. Goetgeluk, ABF Research Delft, The Netherlands Roland.Goetgeluk@
abf.nl, +31 15 2799349.
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4.1  Introduction
The meaning structure method is based on the means-end approach which was 
developed in the marketing discipline and which has mainly been applied for mar-
keting and advertising strategy purposes (Reynolds and Olson 2001). This approach 
was introduced in housing research by Coolen and Hoekstra (2001) and it has been 
adapted and more fully developed for measuring the meaning of housing prefer-
ences by Coolen (2006, 2008). The purpose of the meaning structure method is to 
assess what people’s housing preferences are and why they have these preferences. 
The approach, thus, explicitly uncovers both people’s housing preferences as well 
as the motives for these preferences. In this respect the meaning structure method 
differs from most of the other approaches presented in this book, which focus 
mainly on what people want. The motives of people’s housing preferences may be 
used for both marketing communication about houses as well as for developing and 
design purposes of dwellings by for instance real estate agents, designers, builders 
and developers.
In terms of the main dimensions for distinguishing between methods for measur-
ing housing preferences the meaning structure method may be characterized as 
measuring stated preferences, the approach is non-mathematical and primarily 
concerned with housing attributes. The outcome is formed by a set of preferred 
housing attributes, a set of motives for preferring these attributes, and a set of rela-
tions between the attributes and the motives.
In this chapter, the original means-end approach is described first. It forms the 
foundation of the meaning structure method and is still used in housing research 
(Lundgren and Lic 2010). Subsequently the meaning structure method, based on 
several adaptations to the means-end approach, is presented.
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4.2  Original Means-End Approach
The means-end approach consists of a conceptual model, a measurement procedure 
named laddering, and an analysis method. Each of these aspects will be described 
in turn. The examples in this section come from the pilot study by Coolen and 
Hoekstra (2001).
4.2.1  Conceptual Model
The focus of the means-end approach is on the relationships between goods and 
consumers. A good is defined by a collection of attributes, which in the case of a 
dwelling may be such attributes as the number of rooms, the size of the living room, 
and the presence/absence of a garden. These attributes yield consequences when the 
good is used. The importance of the consequences is based on their ability to satisfy 
the personally motivating values and goals of people. In this context, values are 
defined as “desirable transsituational goals, varying in importance, that serve as 
guiding principles in the life of a person or other social entity” (Schwartz 1994).
A means-end chain (MEC) is a model that provides a way of relating the prefer-
ence for a good to its contribution to the realization of objectives and values. Means 
in this context are goods that people consume and activities that they carry out. 
Ends are positively evaluated situations such as freedom, privacy and friendship. 
The most important linkages between values and objectives on the one hand and 
preferences on the other form the elements of the means-end chain model. The 
original means-end chain model is based on four assumptions (Gutman 1982).
The first assumption states that objectives and values influence preference and 
choice processes. This means that people’s behavior is considered as goal-directed 
and value-oriented. Secondly, it is assumed that people can keep track of the enor-
mous diversity of goods by grouping them in sets or classes so as to reduce the 
complexities of choice. This means that consumers cannot only classify goods into 
product fields (housing, cars, holidays, for example), but are also capable of creat-
ing functional classifications. An example of such a functional classification is 
‘preserving my image’, that might contain the objects ‘detached house’, ‘Jaguar’ 
and ‘luxury cruise’. Third, it is assumed that the behavior and actions of consumers 
have consequences, although these consequences do not have to be the same for 
everybody. For instance, a consequence of a house with five rooms for one house-
hold might be that every household member has their own room, and for another 
household the consequence may be that there is a guestroom and a study. Finally, 
there is the assumption that consumers learn to associate particular consequences 
with particular behaviors.
In the original model the term consequences is used where we may also speak 
about goals or objectives. The terms consequences, goals and objectives will be 
used interchangeably in this chapter. By consequence we mean every direct or 
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 indirect result of a person’s behavior. Consequences can be desirable or undesirable. 
Desirable consequences are also known as benefits. The central idea in the means-
end model is that consumers choose the actions which are expected to produce the 
desired consequences and which minimize the undesirable consequences. Values 
provide consequences with a positive or negative valence. Therefore, the linkage 
between values and consequences is of essential importance in the means-end chain 
model. A certain good must be consumed to realize a desirable consequence, but in 
order to do that a choice must be made among alternative goods. To be able to make 
this choice, the consumer must learn which goods possess the attributes that pro-
duce the desirable consequences. Thus, the second essential linkage in the model is 
the one between consequences and the attributes of goods.
The original and simplest means-end chain model has three levels: product 
 attributes – consequences – values. A simple example of a means-end chain model 
related to housing would be: five rooms (attribute) – more space (consequence) – 
privacy (value) (see Fig. 4.1).
Although means-end chains with more than three levels have been described in 
the literature (Walker et al. 1987), we restrict ourselves to Gutman’s original model 
(1982) with three levels.
In the context of means-end theory, the categorization process is considered to be 
the manner in which consumers organize their thinking about specific goods. It is 
assumed that consumers create classes of goods that are instrumental in bringing 







Fig. 4.1 Means-end chain model
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valued end situations. The categorization process forms the way in which people 
segment their complex environment into meaningful classes (Rosch 1978). Through 
categorization people divide their environment into smaller units that they can deal 
with more easily. This categorization process is necessary, because the environment 
comprises many more objects than people have values. For consumers it is essential 
to reduce the complexity in the multiplicity of goods that the market offers to avoid 
information overload and enable further processing. The categorization process 
takes place at every level of the means-end chain and results in terms of abstract-
ness in a hierarchy of categories. At lower levels of the chain the categories are less 
abstract, because they consist of goods that are similar with respect to more concrete 
attributes. At higher levels of the chain the categories are more abstract because they 
are more inclusive, which means that they contain different products that are only 
similar with respect to a more abstract attribute. If consumers distinguish between 
detached and non-detached dwellings two relatively concrete categories of lower 
inclusiveness would be created. If detached dwellings were grouped with Jaguar and 
luxury cruise into a category ‘status’ a more inclusive category would be created. If 
the achievement of values is sought, classes of products must be systematically 
related to higher objectives, because otherwise there can be no question of instru-
mentality. Although the division into classes is based on the attributes of goods, the 
choice of the attributes that are important for a consumer is determined by his or her 
values. Goods are thus divided into various classes on the basis of both the attributes 
that are emphasized and the attributes that are ignored. The manner in which con-
sumers identify or describe goods therefore fits with their classification of these 
goods into functional classes. Abstract values that come high in the means-end chain 
have to be translated through less abstract objectives to consequences and attributes, 
thus providing the basis for the creation of classes of goods. Consumers therefore 
create categories and classifications of goods so that they can contribute as much as 
possible to the realization of desired consequences and the attainment of values.
Following Schwartz’ (1994) conceptualization values are conceived as objec-
tives, which, consciously or unconsciously, function as criteria in all our actions. 
They have cognitive, affective and behavioral aspects (Rokeach 1973). In this 
notion of values as objectives we can recognize the following aspects: (1) values 
function as interests for individuals or groups; (2) values motivate behavior and 
give it direction and intensity; (3) values function as criteria for the evaluation and 
justification of behavior; (4) values are acquired through the socialization of domi-
nant group norms and through unique individual experiences (Schwartz 1994).
In order to be able to live and function in a social environment, individuals and 
groups transform the needs, inherent to human existence, into specific values. From 
these fundamental human needs, Schwartz (1992, 1994) derives ten universal, moti-
vational value domains. These domains, with, in brackets, some values belonging 
to each are:
 1. Power (social power, wealth);
 2. Achievement (successful, ambitious);
 3. Hedonism (pleasure, enjoying life);
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 4. Stimulation (daring, exciting life);
 5. Self-direction (independent, curious);
 6. Universalism (social justice, unity with nature);
 7. Benevolence (helpful, true friendship);
 8. Tradition (humble, devout);
 9. Conformity (politeness, self-discipline);
 10. Security (family security, clean).
Every individual strives for values belonging to each of these domains. According 
to Rokeach (1973), the values will not be of the same importance for every indi-
vidual. In other words, individuals organize and structure their values so that they 
are in a position to choose from alternative objectives and actions and are able to 
resolve potential choice conflicts. Such a configuration of values is called a value 
system (Rokeach 1973). Value systems are relatively stable in the sense that over a 
longer period of time they will on average comprise the same values. Changes in 
value systems do not occur so much in the values of which they are comprised as in 
the relative importance ascribed to every value within the system (Rokeach 1973).
It is generally acknowledged (Rokeach 1973; Williams 1979; Bettman 1979; 
Schwartz 1996) that values can influence behavior in various ways. For example, 
values contribute to our ability to take a standpoint with respect to political and 
social questions. They may be used in the assessment of ourselves and others. 
Furthermore, values play a central part in comparison processes, and they may form 
criteria for the evaluation of the opinions, attitudes and actions of ourselves and 
others. In a choice situation, various values will be activated in a person’s value 
system. However, it is unlikely that people will be able to act in agreement with all 
of the activated values simultaneously. In this context, a value system is a learnt and 
organized entity of principles and rules that helps people, in choosing between alter-
natives, to resolve conflicts with respect to a choice and to take decisions. A value 
system is thus a cognitive system of which only a relevant part becomes activated.
Given the means-end chain model, as discussed in this section, the measurement 
of means-end chains will be described next.
4.2.2  Measurement Procedure
The measurement of means-end chains takes place in five phases:
 1. Elicitation of the attributes;
 2. Selection of the attributes;
 3. Elicitation of the attribute levels;
 4. Performing laddering interviews;
 5. Determination and coding of means-end chains.
These phases are discussed below. The data used to illustrate several aspects of 
the measurement and analysis process come from a pilot project (Coolen and 
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Hoekstra 2001). The purpose of this pilot was to investigate the feasibility of the 
means-end approach for research on housing preferences. For the pilot project ten 
respondents, who were considered knowledgeable with respect to housing, were 
interviewed. All interviews took place in the home of the respondent by one of the 
researchers.
4.2.2.1  Elicitation and Selection of Attributes and Attribute Levels
The first phase in measuring means-end chains concerns the elicitation of relevant 
attributes for the laddering interview. Often the Repertory or Kelly Grid (Kelly 
1955) is used for this. In this procedure the respondents are presented with a lim-
ited number of triads with constantly differing products from a particular product 
field. For every triad they must indicate in what way two of the three named prod-
ucts are similar to each other and consequently in what way they differ from the 
third product. By repeating this procedure for every triad, it becomes clear what the 
salient characteristics of the product field are for the respondent and what the poles 
of each of these characteristics are. For instance, a respondent presented with three 
dwellings may indicate that two of the dwellings are alike because they are 
detached houses, and that they differ from the third dwelling because that is a 
non-detached house. Here the salient characteristic is the level of detachedness of 
a dwelling and the poles are detached and non-detached. This method is often used 
when the relevant attributes are unknown. In addition, the method can be readily 
implemented if one is dealing with a relatively homogeneous product field and/or 
if a product field consists of readily recognizable brands, because the procedure 
will then most likely result in a relatively small number of salient features. 
However, this does not apply to the product field of housing. A house is an 
extremely heterogeneous product and brands are hardly known. Moreover, much is 
known about relevant housing attributes (Clark and Dieleman 1996). That is why 
we worked with lists of housing attributes ourselves, based on the relevant litera-
ture and the goal of the research.
The second phase comprises the selection of attributes. The respondents were 
assigned the task of selecting from the list of attributes those that were most impor-
tant for them. In addition, they had the possibility to mention attributes they con-
sidered important that were not on the list. No limit was set to the number of 
attributes that could be chosen. If a respondent chose more than eight attributes, he/
she was then assigned the task of selecting the eight most important ones. This was 
done because otherwise the interview burden from the laddering interviews might 
become too great for the respondents.
In the third phase, the respondents were asked which level of each of the selected 
attributes they preferred. If for example the number of rooms was a selected attri-
bute, then the respondent was asked how many rooms he/she would like. The pre-
ferred level, which serves as the starting point for a laddering interview, was 
determined for every selected attribute.
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4.2.2.2  Laddering Interviews
The key phase in measuring means-end chains is the fourth. In this phase the actual 
means-end chains are determined. For this purpose, a semi-structured interviewing 
technique known as laddering is used. It involves a tailored interviewing format 
using primarily a series of directed probes, typified by the ‘Why is that important to 
you?’ question, with the express goal of determining the links between the essential 
elements of a means-end chain: attributes – consequences – values. A respondent 
who states that he/she wants a house with five rooms would then be asked: ‘Why 
do you find it important that the house you want should have five rooms?’. The why 
question is repeated as a reaction to the answer of the respondent.
The process stops when the respondent can no longer give any more answers to 
these why questions. Letting the interview begin at the concrete level of the attri-
butes and then continuously asking why allows the underlying consequences and 
values of a certain choice to be brought into the open. In this way, a means-end 
chain can be determined for each respondent and each attribute level; such a chain 
is called a ladder. A ladder shows the underlying reasons of the preference for a 
certain attribute level. This yields insights into the classifications employed at 
higher levels of abstraction and may reveal how the properties of goods are pro-
cessed from a motivational perspective.
Since the respondents are asked to be introspective and to talk about their moti-
vations, a non-threatening interview environment must be created. This can be 
facilitated during the introduction to the interview by pointing out to a respondent 
that in the context of this type of research there is no such thing as a correct or 
incorrect answer. It is primarily the respondent’s opinion that is important. Thus, the 
respondent is positioned as an expert and the interviewer fulfils the role of a facilita-
tor, who has to keep the respondent talking. Furthermore, it is of great importance 
that the interviewer is able to identify the relevant elements of the respondent’s 
answers. This means that the interviewer needs to be fully acquainted with the 
means-end chain model and the content matter to which the interview refers.
The ten laddering interviews we performed in the pilot study were recorded on tape 
and subsequently transcribed. The researchers performed most of the transcriptions 
themselves. In the case that someone else performed a transcription, one of the 
researchers checked it thoroughly. During our interviews, respondents quite frequently 
gave so-called forked answers (Grunert and Grunert 1995). This means that several 
consequences are linked to only one attribute. According to Grunert and Grunert 
(1995), this occurs most often with respondents who have thought thoroughly about a 
certain preference or decision and consequently have an extensive meaning structure 
in the area concerned. This is almost certainly the case for our knowledgeable respon-
dents. However, the high incidence of ‘forked answers’ in our pilot project might also 
be specifically related to the product field of housing. After all, a house is a good in 
which the consumer is seriously involved, which makes preferences and decisions in 
this area mostly well thought through. If respondents gave a forked answer, efforts 
were made to determine a separate ladder for every named consequence.
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4.2.2.3  Constructing Means-End Chains: from Interviews to Ladders
In the fifth phase, the means-end chains are determined on the basis of the inter-
views. The raw data generated by the laddering interviews are the (transcribed) 
verbalizations of the respondents. First, a content analysis was carried out on these 
free responses. This resulted in a set of ladders for each respondent. Subsequently, 
the elements of these means-end chains were coded, dividing them according to 
topic and level in the hierarchy (attribute, consequence, value). In this process, 
several choices about the interpretation of the various elements of the ladders had 
to be made. To reach as much intersubjectivity as possible, several researchers were 
involved in the construction of the ladders from the interviews and the subsequent 
coding of these ladders. Four researchers constructed and coded the ladders of the 
first four interviews. After that, the ladders each researcher had constructed and 
coded were compared with each other in two sessions in which all four researchers 
participated. Possible differences were discussed until agreement was reached. 
Furthermore, this consultation process resulted in a coding scheme for the remain-
ing six interviews. For these interviews, ladders were first constructed and coded 
by two researchers separately. Subsequently, the results were compared with each 
other and differences were resolved. For the coding of the values that appeared in 
the laddering interviews, the value domains and values of Schwartz (1992, 1994) 
were used as a frame of reference. All the values found fitted into this framework.
Some examples of ladders that were derived from the interviews are shown in 
Fig. 4.2. In this figure, all the means-end chains start at the level of attributes and 
end at the level of values. However, this does not necessarily have to be the case 
(see also Fig. 4.3). Sometimes the value level is not reached and the chain stops 























Fig. 4.2 Examples of ladders
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possible that the interviewees got stuck at the level of consequences. Secondly, the 
interviewers may not have pursued the questioning deeply enough, which, consid-
ering their unfamiliarity with the laddering method, is not inconceivable. Thirdly, 
it may be the case that the respondent’s motivations for a certain attribute are only 
formed by consequences.
The most remarkable thing about the ladders in Fig. 4.2, though, is the fact that 
the consequences that are mentioned differ tremendously. Some are functional 
(a room for every family member), while others are more psychosocial in nature 
(place to retire). Several consequences are rather concrete (gardening, room for 
every family member) and others more abstract (social contacts). We also note that 
some of the consequences concern everyday activities (gardening), while many 
others (between inside and outside, a room for every family member) do not.
4.2.3  Analysis Method
4.2.3.1  Construction of a Hierarchical Value Map
The ladders of the individual respondents are represented together in a hierarchical 
value map, which is a kind of a tree diagram. In order to be able to construct such 
a hierarchical value map the ladders of the individual respondents are aggregated 
by means of an implication matrix. An implication matrix is a square matrix that 
represents the relationships between the elements from the ladders. The rows and 
the columns of the matrix are formed by the elements from the ladders arranged 
into attributes, consequences, and values. The cells of the implication matrix show 
the number of direct links between the elements of the ladders. In the literature, 















true friendship enjoying life freedom
Fig. 4.3 Hierarchical value map of the preference for a garden
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One of the few examples we know of can be found in Reynolds and Gutman (1988), 
where means-end theory is applied to the product field of wine-coolers. Their 
analysis resulted in a 23 × 23 implication matrix and a well-organized hierarchical 
value map. A preliminary analysis of the results of our ten interviews, however, 
revealed more than 50 attributes and/or attribute levels and approximately 150 dif-
ferent consequences.
The variation in attributes, consequences and values depends, of course, on the 
level of detail at which the coding process is stopped. If this process ends at a rela-
tively detailed level, the loss of information will be limited and the resulting num-
ber of categories will be large. As a consequence of this, the implication matrix will 
be large, the cell frequencies will be relatively low, and the construction of a hier-
archical value map by means of a paper-and-pencil method will be complicated, if 
not impossible. In such a case, it remains doubtful whether computer-aided means 
could ease the burden, because the resulting hierarchical value maps are likely to 
be very complex and thus difficult to interpret.
Of course, the size of the implication matrix could be reduced by using broader 
coding categories. For our pilot project we did not consider this an appropriate 
option. The variation in attributes and consequences was so big that a less detailed 
coding would have resulted in an in our view unacceptable loss of information and 
a very general, and therefore possibly less meaningful, hierarchical value map. That 
is why we chose another solution; we decided to construct implication matrices and 
hierarchical value maps for separate attributes. As an example, the implication 
matrix of the feature garden is presented in Table 4.1. The rows and columns rep-
resent the attribute garden, and the consequences and values that are associated with 
this attribute. The numbers in the cells indicate the number of times a direct relation 
between the appropriate row and column element was observed in the ladders. For 
instance, the link between garden and being outside occurs in ten ladders, and the 
link between being outside and enjoying life has been observed seven times.
The dominant connections in an implication matrix can be represented graphi-
cally in a tree diagram known as a hierarchical value map (HVM). To construct 
such a tree diagram Reynolds and Gutman (1988) describe a paper-and-pencil 
method, which we also applied in the pilot study. In this context a distinction is 
made between ladders and chains; the term ladders refers to elicitations from indi-
vidual respondents, the term chains is used in reference to sequences of elements 
that emerge from the implication matrix. The construction of a HVM from the 
implication matrix begins by considering adjacent relations, that is, if A and B, and 
B and C, and C and D are linked, then a chain A – B – C – D is formed. Notice that 
there does not necessarily have to be an individual with an A – B – C – D ladder 
for an A – B – C – D chain to emerge. A HVM is gradually built up by connecting 
all the chains that are formed by considering the linkages in the implication matrix. 
The most typical approach is to map all the relations above a certain cutoff level, 
the size of which depends on the size of the sample. To actually construct a HVM 
one must literally build up the map from the chains that are extracted from the 
implication matrix. In constructing the HVM in Fig. 4.3 from the data in Table 4.1 
the most efficient way is to start in the first row, for which there is a value above the 



















































































































































































































































chosen cutoff level (cutoff = 1 in our example), and choose the first entry higher than 
the cutoff level. In Table 4.1 this is the link between garden and terrace with a value 
of 5. Next, one moves to the second row (terrace) to find the first entry exceeding 
the cutoff level. In Table 4.1 this is the link between terrace and enjoying life. Thus, 
the chain has now become garden – terrace – enjoying life. Continuing in the same 
manner in Table 4.1 we find that the chain will not extend anymore. Having reached 
the end of the chain, one goes back to the beginning to see if there are other salient 
relations in the same rows of the matrix that have already been inspected. For 
example, inspecting the first row we find that garden is also related to being outside. 
Next, we move to the third row (being outside) to find that being outside is related 
to freedom. Here the chain garden – being outside – freedom ends. The next step is 
to move back to the first row and continue with the process. After finishing the first 
row, we move to the second row and start the process over again. Subsequently, the 
process is repeated in all the rows of the implication matrix. The result of doing this 
for the implication matrix in Table 4.1 is the hierarchical value map in Fig. 4.3, 
which represents all the salient relations in the implication matrix.
Figure 4.3 shows the hierarchical value map of the attribute garden, which is 
based on a 20 × 20 implication matrix. We chose this attribute because almost all the 
interviewees (nine of the ten respondents) mentioned it. The hierarchical value map 
clearly illustrates the great variation in consequences and values we encountered in 
our pilot project. The attribute ‘garden’ is linked with one other attribute (terrace), 
seven consequences (separate spaces, gardening, looks nice, being outside, enter-
taining guests, sun and shade and enjoying nature) and three values (enjoying life, 
freedom, true friendship). This implies that there are not necessarily one-to-one rela-
tions between the different elements of the hierarchical value map. As we can see in 
Fig. 4.3, different consequences may contribute to the accomplishment of one and 
the same value, and one consequence may also contribute to the realization of dif-
ferent values. This is as one might have expected on the basis of Rokeach’s (1973) 
ideas about values and value systems, which have been summarized in Sect. 4.2.1.
In analyzing several of the individual ladders the most remarkable thing that 
attracted our attention was the tremendous variation in the type of consequences 
that appeared in the ladders. After aggregating the individual ladders for the attri-
bute garden this phenomenon does not disappear. The consequences that appear in 
the hierarchical value map in Fig. 4.3 concern everyday activities (gardening, being 
outside), functional consequences (separate spaces, sun and shade), psychosocial 
consequences (looks nice, enjoy nature) and even another attribute (terrace). This 
seems to support several aspects of means-end theory and our earlier conclusion, 
based on the analysis of the individual ladders, that factors that intervene in the 
relationships between housing attributes and values comprise a diversity of differ-
ent types of consequences.
We can also see in Fig. 4.3 that the attribute ‘garden’ is related, mainly indi-
rectly, to a variety of values. These values are indicators of different value domains. 
In terms of Schwartz’s (1992, 1994) conceptualization, the attribute ‘garden’ is 
related to the value domains Self-direction (freedom), Hedonism (enjoying life) 
and Benevolence (true friendship). From a motivational point of view this means 
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that both inner-directed (hedonism, self-direction) and outer-directed drives 
(benevolence) seem to motivate the preference for a garden.
Both the values as well as the consequences may be used for marketing com-
munication purposes (Vyncke 2002), for instance by real estate agents, builders and 
developers, and garden centers in the case of the garden. Values such as freedom, 
enjoying life and true friendship are important values in Dutch society that appeal 
to many people and with which many people also want to be associated. The same 
can also be said about many of the consequences that appear in Fig. 4.3. 
Consequences such as entertaining guests, enjoying nature, gardening, and being 
outside are activities that many people can identify with.
From the point of view of developing and designing gardens, the great variety of 
consequences seems to indicate that standard gardens do not exist. Apparently, 
people want their garden to serve many diverse functions and combinations of func-
tions. Although this variation in functionality is evident from Fig. 4.3, it is also 
clear that several of the consequences are not specific enough for design purposes. 
For instance, terrace, separate spaces, and sun and shade give an indication of what 
people want in their garden, but, from a designer’s perspective, can only be starting 
points that need further elaboration.
An interesting aspect of Fig. 4.3 is the direct relationship between the attribute 
‘garden’ and the value ‘freedom’. Apparently, the association between having a 
garden and feeling free is so strong for our respondents that there are no intervening 
consequences that emerge immediately from the hierarchical value map. This 
empirical result seems to undermine certain aspects of the means-end approach. We 
shall come back to this in the next section.
4.3  The Meaning Structure Method
The meaning structure method contains important adaptations to the means-end 
approach. These adaptations result from both our experience with using the original 
approach in housing research and from methodological considerations with respect 
to the analysis of means-end chains. In this section the major adaptations to the 
conceptual model, measurement procedure and analysis method are described.
The data used to illustrate the meaning structure method were collected for a 
project with the aim of comparing the meaning structures of residential environ-
ment preferences of urban and suburban apartment dwellers. For this purpose, two 
geographically dispersed locations were selected. The suburban area chosen was a 
disused airport on the outskirts of The Hague, a large area where construction is 
still going on. The urban area selected is located in the city of Rotterdam. It was 
constructed in the middle of the nineties as part of a master plan for the develop-
ment of former harbor districts.
A total of 45 semi-structured interviews, all of which were taped, were con-
ducted at the respondents’ homes. For the purpose of this paper, it is not necessary 
to distinguish between the two sub-populations, so the dataset is treated as one.
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4.3.1  Conceptual Model
In the pilot study by Coolen and Hoekstra (2001) it was found that the original 
MEC-model does not always represent the relations between housing features and 
dwellers well. For instance, sometimes there are no intervening consequences, 
which makes the relationship between attribute and value direct. A good example 
is the direct relationship between the attribute garden and the value freedom in 
Fig. 4.3. And sometimes there seem to be no values involved, leaving only a rela-
tion between attribute and consequence, for instance the relationship between gar-
den and separate spaces in Fig. 4.3. It seems that the MEC-model needs to be 
adapted in order to also make these relationships possible. According to Coolen 
(2008) the need for adjustment of the means-end model is, at least partly, due to the 
values category, which is a rather narrowly defined category making everything not 
being a value into a consequence. A less narrowly defined scheme of categories 
would make the means-end model more flexible. Rapoport (1988) provides such a 
scheme. His focus is on the relationship between people and the environment, 
which is a more inclusive relationship than the one between consumers and goods, 
and he emphasizes the importance of meaning in understanding the built environ-
ment. Meaning is one of the central mechanisms in linking environments and 
people by providing much of the rationale for the ways in which environments are 
shaped and used. He also argues that the common distinction between function and 
meaning is misguided, because function has mainly been identified with manifest 
aspects of the environment, while more latent aspects may also help us understand 
built form. This implies that meaning is not only part of function, but is often the 
most important function of the built environment. This functional approach to 
meaning makes Rapoport’s conceptualization very similar to the means-end 
approach. In the means-end approach goods are functional for the achievement of 
consequences and values, and in Rapoport’s conceptualization environmental 
objects are functional in terms of the meaning they have for people. Rapoport 
(1988) distinguishes three levels of meaning in the built environment. High-level 
meanings are related to cosmologies, world views, philosophical systems, etc., 
similar to Schwartz’s value domains; middle-level meanings such as identity, status, 
wealth, power, etc. which are also called latent functions, and which concern the 
latent aspects of activities and behavior; lower-level, everyday and instrumental 
meanings, for example accessibility, privacy, seating arrangements, movement, etc. 
which are also called manifest functions. The distinction between manifest and 
latent functions is similar to the distinction between consequences and values, but 
the categories of manifest and latent functions are more general and inclusive cat-
egories. These categories are consequently used in the meaning structure method, 
which is presented in Fig. 4.4, and the chain attribute – manifest function – latent 
function is called a meaning structure (Coolen 2006).
The great advantage of using the more analytical categories of manifest and 
latent functions instead of the categories of consequences and values is that what 
might be a manifest function for one individual, for instance freedom, may be a 
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latent function for another individual. This makes the meaning structure method an 
approach that truly considers the functions of attributes from the perspective of the 
individual.
4.3.2  Measurement Procedure
The measurement procedure for measuring the meaning structures of preferences 
for housing attributes is a partly adapted version of the procedure for the determina-
tion of means-end chains, which has been described in Sect. 4.2.2 above. Although 
all the steps described there could be passed through, the measurement of the mean-
ing structures of housing preferences generally takes place in three phases:
 1. Elicitation of the salient housing attributes;
 2. Elicitation of the (preferred) levels of the salient housing attributes;
 3. Measurement of the meaning structures.
4.3.2.1  Elicitation of Salient Attributes and Attribute Levels
The first step in measuring the meaning structures concerns the elicitation of salient 
housing attributes. Many elicitation methods are available that range from letting 
the respondents mention the features themselves, to presenting the respondents with 







Fig. 4.4 Meaning structure model
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dwelling features we often use lists or sets of cards with relevant housing features. 
Respondents have to select the most important features from these sets. They also 
have the possibility to add features they consider important and that are not on the 
list or cards, enabling them to determine exactly what a dwelling is to them. The 
choice to use lists or cards with features was supported by the very large number of 
dwelling features. It was expected that, because of the limited information process-
ing capability of human beings, list or sets of cards would support the respondents 
in conceptualizing their important dwelling features.
In the second phase the respondents are asked to indicate which level of each of 
the salient features they prefer. Sometimes it may be more fruitful to let respondents 
indicate what they do not prefer. For instance, when the attribute type of dwelling 
is a salient feature, either the preferred type may be indicated or the dwelling type 
that is definitely not wanted. Allowing respondents to indicate what they definitely 
do not prefer, their so-called non-preference, is particularly relevant for situations 
in which the respondent cannot articulate their preference for a certain level of a 
salient feature very well. For example, some respondents know very well that they 
do not want to live in an apartment, but have no clear preference for either a dwell-
ing in a row or a semi-detached dwelling.
4.3.2.2  Laddering Interviews
The starting point for determining the meaning structure of each salient dwelling 
feature is the preferred or non-preferred level of that feature. The meaning struc-
tures are measured, in the third phase, by the semi-structured interviewing tech-
nique known as laddering (Reynolds and Gutman 1988). The interview proceeds 
according to the tailored format described above using primarily a series of directed 
probes of the form ‘Why is that important to you?’ The purpose of this interviewing 
format is to determine the relationships between on the one hand the preferred or 
non-preferred level of a salient feature and on the other hand the manifest and latent 
functions this housing feature has for the respondent. Letting the interview begin at 
the preferred or non-preferred level of a salient housing feature and subsequently 
proceeding with several why questions allows the most closely associated meanings 
of the feature to be revealed. In this way meaning structures can be determined for 
each salient housing feature level and for every respondent. In contrast with the 
original laddering interviews the meaning structures are now constructed during the 
interview by the interviewer and the respondent together on paper. There are good 
reasons for constructing the meaning structures in this way. Writing each answer 
down on paper gives the respondent some time during the interview to reflect about 
his or her answer and to explore and discover other aspects of the cognitive struc-
ture under construction. It also gives the interviewer some time to reflect about the 
answer and to make sure he/she understood the answer correctly. If necessary, the 
interviewer can probe the respondent about the exact meaning of his answer. 
Furthermore, instead of being an interviewee who only has to answer questions 
passively, the respondent has a more active role in the interview and this 
involvement may work as a motivating factor. Moreover, the time needed for 
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processing the data is diminished considerably by having the meaning structures on 
paper immediately after the interview is finished.
4.3.2.3  Processing the Interviews
The raw data generated by the laddering interviews, both on paper and tape, are the 
verbalizations of the respondents. These verbalizations are so-called less-structured 
data, which can only be used for further analysis – description, interpretation, 
explanation, mathematical and statistical analysis – when they contain some mini-
mum level of structure called a category system (Coolen 2007). The process of 
developing such a category system is called categorization, which is carried out on 
the raw data by means of content analysis. The content analysis is performed on the 
meaning structures on paper, while the taped interviews are only consulted if there 
are doubts about the interpretation of a meaning structure that is on paper. The 
content analysis results in a set of meaningful categories that will be used for all 
respondents in the subsequent analysis. Subsequently, the meaning structures of 
each respondent are coded according to the set of categories. In this process, 
choices about the interpretation of the various elements of the meaning structures 
often have to be made. To reach as much intersubjectivity as possible, two research-
ers were involved in the construction of the categories from the interviews and the 
subsequent coding of the meaning structures. The categories and meaning struc-
tures each researcher has constructed and coded are compared with each other and 
possible differences are discussed until agreement is reached. The meanings that 
the respondents associate with the housing features dwelling type apartment, num-
ber of rooms, and size of living room and the frequency with which these meanings 
were mentioned are represented in Table 4.2.
Table 4.2 The meanings of three dwelling features
Dwelling 
type = apartment (n = 28)
Size of living 
room (n = 32)
Number of  
rooms (n = 32) Total
Freedom 11 14 25
Privacy 6 3 14 23
Comfort 25 12 14 51
Space 15 21 13 49
Enjoying life 9 9
Social contacts 6 9 13 28
Health 11 11
No garden 8 8
Furnishings 7 21 14 42
Multi-functionality 5 24 29




Total 107 108 118 333
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4.3.3  Analysis Methods
Given the categorization and coding of the meanings the originally less-structured 
data can be analyzed in much the same way as structured data, because categoriza-
tion is a form of nominal measurement (Coolen 2007). The category systems can 
be displayed in two general formats, namely matrices and networks (Miles and 
Huberman 1994), and for the analysis of both types of displays essentially the same 
data analysis techniques can be used as with structured data (Handwerker and 
Borgatti 1998; Ryan and Bernard 2000). So, two types of data analysis may be 
performed on the data: symmetrical and asymmetrical analyses. In a symmetrical 
analysis the structural aspects of the data, i.e. the links between the meanings, are 
ignored. If the purpose of the analysis is, for instance, to find similarities and dif-
ferences between the meanings of a feature or to find similarities and differences 
between subgroups of respondents with respect to the meanings of a feature a sym-
metrical analysis is the appropriate way to proceed. Table 4.2 is an example of a 
simple symmetric analysis.
In an asymmetrical analysis of the coded meanings one takes the structural rela-
tions between the meanings explicitly into account, as is the case in a hierarchical 
value map, and by doing so one can construct two types of representations with 
meaning structures. One type represents only individual meaning structures (see 
Fig. 4.2), the other type contains the relationships between the meaning structures of 
all respondents and is called a meaning network. Traditionally this last type of rela-
tionship is represented in a hierarchical value map, which was originally constructed 
by means of the paper-and-pencil method that was described in Sect. 4.2.3, while 
computerized methods became available later on. Valette-Florence and Rapacchi 
(1991) called the paper-and-pencil procedure cumbersome and boring, and, because 
it is conducted in a stepwise manner it relies on a trial-and-error basis, which can 
lead to various omissions and errors. In order to avoid these drawbacks they propose 
taking full advantage of graph theory techniques, and they develop a method called 
weighted acyclic network analysis, which aims to construct a hierarchical value map 
by graph-algorithmic means. This method is not described here, because more gen-
eral graph theoretic methods were used. By recognizing that an implication matrix 
is very similar to an adjacency matrix Coolen (2006) opened up the full graph ana-
lytic toolbox for application to meaning structures. One of the consequences of 
doing this is that the hierarchy assumption, which assumes a hierarchical ordering 
of the different categories in terms of abstractness, is dropped, and that the presence 
or absence of hierarchy in a meaning network becomes an empirical matter. Van 
Rekom and Wierenga (2007) have investigated this hierarchy assumption in means-
end theory, and for the cases they studied the hierarchy assumption had to be 
rejected. Moreover, as Cohen and Warlop (2001) have argued, in many research situ-
ations one does not have to assume hierarchy in means-end relations at all in order 
to achieve meaningful and relevant answers to research questions.
The individual meaning structures, which are relational data, form the basis for 
the construction of a meaning network. Since some structural aspects of meaning 
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networks are discussed in this paper, some terminology about networks is outlined 
next (cf. Wasserman and Faust 1994). A meaning network is constructed from the 
individual meaning structures by means of a so-called adjacency matrix. An adja-
cency matrix is a square matrix that represents the relationships between the mean-
ing categories from the meaning structures. The rows and columns of the matrix are 
formed by the meanings, and the cells of the adjacency matrix show the number of 
direct links between the meanings in the individual meaning structures. The adja-
cency matrix of the dwelling feature number of rooms is shown in Table 4.3, in 
which we see, for example, that eight respondents have mentioned the link between 
multi-functionality and privacy.
The connections between the meaning categories can be represented graphically 
in a valued digraph – a network representation – in which the meanings are repre-
sented as nodes n
i
 and the directed links between them as arcs l
k
. Associated with 
each arc is a value v
k
 that indicates the number of times that the link between the 
two nodes connected by the arc has been observed. The value in cell (i, j) of 
Table 4.3 represents the number of observed arcs directed from the meaning in row 
i to the meaning in column j. The graphical display of the relations in Table 4.3 is 
called a meaning network, and the meaning network for the dwelling feature num-
ber of rooms is depicted in Fig. 4.5; the thicker the link between two meanings in 
this figure, the more often the relation between those meanings is mentioned by the 
interviewees. Clearly, the most mentioned link is the one between multi-function-
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 is the number of nodes that are adjacent from n
i
. 
The outdegree is thus the number of arcs originating from n
i
. The outdegree of a 
particular meaning is the number of times the meaning is the origin of a connection 
with other meanings. Outdegree is the row sum of a meaning in the adjacency 
matrix. Indegree and outdegree are used to study several structural aspects of mean-
ing networks. Network analyses were performed with the programme UCINET 
(Borgatti et al. 2002).
In Sect. 4.3.1 an adapted conceptual framework was presented in which manifest 
and latent functions replaced the categories of consequences and values in the origi-
nal model. It was argued that this adapted model is more flexible, because manifest 
and latent functions are more general and inclusive categories which means that 
what might be a manifest functions for one individual can be a latent function for 
another individual. In general this implies that a particular meaning may be both a 
manifest and a latent function. However, we can determine the levels of both mani-
festness and latentness of a meaning. The level of manifestness of a meaning is 
defined as the ratio of outdegrees over the sum of indegrees and outdegrees of a 
particular meaning. The level of manifestness ranges from 0 to 1, and the higher the 
index the larger the proportion of times the meaning is the origin of a connection 
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indegrees over the sum of indegrees and outdegrees of a particular meaning. This 
index also ranges from 0 to 1, and the higher the index the larger the proportion of 
times the meaning is the destination of a connection with other meanings. For each 
meaning the sum of level of manifestness and level of latentness is 1. For the mean-
ings of the dwelling feature number of rooms both indices are presented in 
Table 4.4. Multifunctionality, family and space turn out to be mainly manifest func-
tions, while well-being, clean, contacts and privacy are to a large extent considered 
as latent functions.
A meaning structure of a dwelling feature is a representation of the meanings of 
this feature as perceived and conceived by an individual. As such it might be highly 
idiosyncratic, representing mainly personal meanings. It may also be less idiosyn-











Fig. 4.5 Meaning network for dwelling feature number of rooms
Table 4.4 Some network  
statistics for the meanings of 
the number of rooms
Level of 
manifestness
Level of  
latentness Centrality
Privacy 0.32 0.68 0.12
Furnishings 0.50 0.50 0.09
Multi-functionality 0.85 0.15 0.22
Well-being 0.00 1.00 0.08
Comfort 0.45 0.55 0.14
Space 0.60 0.40 0.13
Clean 0.13 0.88 0.05
Contacts 0.22 0.78 0.06
Tradition 0.50 0.50 0.03
Family 0.64 0.36 0.09
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Because a dwelling is considered to be, at least partly, a cultural artefact (Rapoport 
1969, 1990), one might expect that the meaning structures of dwelling features 
contain both idiosyncratic and shared meanings. One way of investigating whether 
some meanings are shared more than others is by studying the centrality of mean-
ings in a meaning network such as the one in Fig. 4.5. Although this figure seems 
to indicate that some meanings are more central than others, we have to be careful 
with our conclusions since this may be the result of the way the graphical display 
is constructed. A centrality measure based on indegrees and outdegrees is therefore 
used. The centrality of a meaning is defined as the ratio of indegrees plus outde-
grees of a particular meaning over twice the sum of all entries in the adjacency 
matrix (cf. Wasserman and Faust 1994). Centrality ranges from 0 to 1; the higher 
the index, the larger the proportion of links in the meaning network that run through 
the particular meaning. The centrality measures for the meanings of the dwelling 
feature number of rooms are also depicted in Table 4.4.
Inspection of Table 4.4 shows that multi-functionality is by far the most central 
meaning in the meaning network for the feature number of rooms; comfort, space 
and privacy are also relatively central meanings in this meaning network.
It was argued in Sect. 4.2.3 that the results of a means-end analysis as repre-
sented in a hierarchical value map may be used for both marketing communication 
as well as for development and design purposes by, for instance, real estate agents, 
builders and developers. The hierarchical value map mainly allowed a qualitative 
analysis. By using network analysis one has not only a reliable method for present-
ing the relationships between the meanings, but one can also study the structural 
relationships between the meanings in a more quantitative way. In Table 4.4 the 
focus is on indices for manifestness, latentness, and centrality of meanings. Given 
the purpose of the analysis one might use one of these indices to focus for instance 
the marketing communication on the more prominent meanings.
4.4  Some New Developments
In the means-end approach as described in Sect. 4.2 the data are collected in a very 
open-ended way. A consequence of this is that the data collection and processing is 
laborious and that because of this often only a limited number of interviews is per-
formed. The process remains laborious, even in the meaning structure approach 
in which the elicitation of salient dwelling features is much less open-ended and in 
which the meaning structures are constructed on paper during the interview. 
Recently, we have administered laddering interviewing in a computer-aided tele-
phone survey, of which some results are presented in Coolen (2008) and many more 
in Meesters (2009). In this survey the number of features was limited and the 
semi-structured interviewing format was again adapted. Based on previous research 
only eight important dwelling features were part of the questionnaire: tenure, num-
ber of rooms, size of living room, dwelling type, garden, type of neighborhood, 
type of location, and type of architecture. For each of these features respondents 
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were first asked what level they preferred. Having indicated their preferred level the 
respondents were subsequently asked what the most important reason was for pre-
ferring this level. This was an open-ended question, while for the coding of the 
answers ‘field coding’ was applied, where the interviewer is supplied with a set of 
categories within which he/she has to try to code the answer given by the intervie-
wee. If an answer cannot be coded into one of the supplied categories, the inter-
viewer has to note down the answer of the respondent. The set of categories for the 
survey was compiled on the basis of several pilot projects in which semi-structured 
face-to-face interviews were conducted without previously determined categories, 
which were subsequently transcribed and content-analyzed. The interviewers who 
conducted the survey were trained in field-coding the answers to the open-ended 
question. After the survey it turned out that between 80% and 85% of the answers 
were coded in one of the pre-specified categories. A content analysis was per-
formed on the other answers, which resulted in very few additional categories. The 
remaining answers were too idiosyncratic to be categorized and were collected in 
the category ‘other’. It is evident that the pilot studies were instrumental in achiev-
ing these results in the survey.
In the previous sections it has been indicated that there are several reasons for 
replacing the hierarchical value map by a network representation. The dwelling is 
a too complex and heterogeneous good to make the paper-and-pencil technique for 
constructing hierarchical value maps feasible. Moreover, as suggested by Valette-
Florence and Rapacchi (1991), the paper-and-pencil method can lead to various 
omissions and errors. In addition, Van Rekom and Wierenga (2007) have recently 
shown that meaning structures are not necessarily hierarchical in nature, and that 
for non-hierarchical meaning structures a network representation is more appropri-
ate. Up to now we have only presented meaning networks of separate housing 
features. Hartig (2006) has remarked that it would be interesting to integrate and 
aggregate the meaning networks of different housing features. Although this has 
not fully materialized yet, several ways of aggregating meaning networks related to 
housing features have been explored by Meesters (2009).
4.5  Conclusion
In this chapter the meaning structure method for measuring housing preferences has 
been presented. The approach focuses on what preferences people have and why 
they have these preferences. Because of this double focus the meaning structure 
method differs from most other approaches to measuring housing preferences, 
which only focus on what people want and ignore the why question. The meaning 
structure approach consists of a conceptual model, a measurement procedure, and 
an analysis method. The original means-end approach, as is usually applied for 
marketing and advertising purposes, was presented in Sect. 4.2 together with the 
results of a pilot study in the domain of housing. This pilot study gave rise to a 
revision of the conceptual framework, the measurement procedure, and the analysis 
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method. The meaning structure method was described in Sect. 4.3. This method 
makes, among other things, the presentation of meaning structures more reliable by 
using network displays and adds a quantitative dimension to the originally more 
qualitatively focused analysis of these aggregated presentations by employing net-
work statistics.
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5.1  Introduction
When choosing between alternative places of residence, the decision-maker has to 
consider multiple attributes of the available alternatives at the same time, such as 
the preferred dwelling type, number of rooms and costs. Thus, the decision problem 
has multiple value dimensions, which may be in conflict, as is usually the case with 
difficult choices (Von Winterfeldt and Edwards 1986, p. 259). For example, the 
current dwelling might be relatively large and cheap but situated in a bad neighbor-
hood, whereas an alternative dwelling might be situated in a better neighborhood 
but this comes at the cost of higher rent or less space. Should the resident move? 
Multi-criteria decision-making techniques can be used to facilitate such complex 
decisions. Within a multi-criteria context, decision-making problems are repre-
sented as a decision-maker who considers a set of alternatives and seeks to make 
an optimal decision considering all the factors (so-called criteria or attributes) that 
are relevant to the decision. One way of doing this is by measuring the decision-
maker’s values separately for a set of influential attributes and by weighting these 
by the relative importance of these attributes as perceived by the decision-maker. It 
is assumed that the more important attributes will have a greater impact in deter-
mining preferences or choices. Thus, given the factors we care about, what’s the 
best choice? Combining the importance that respondents assign to different attri-
butes with their evaluation of those attributes can be achieved using Multi-Attribute 
Utility Theory, often referred to as MAUT.
Formally, Multi-Attribute Utility theory is a technique to support decision-
making when a decision-maker has to choose from a limited number of available 
alternatives. For example, these alternatives could be dwellings that are available at 
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a particular date in a particular region. The first application described in this chapter 
provides a simple example of such a decision-making situation. However, the 
method can also be used to explore respondents’ preferences in a more general way 
in order to predict preferences and choices. For each dwelling profile, consisting of 
a particular combination of attribute levels, the multi-attribute utility can be calcu-
lated. Thus, dwelling profiles that are deemed to be of interest can be compared 
with regard to their multi-attribute utilities. Furthermore, the impact of changing a 
particular attribute level in terms of multi-attribute utilities can be explored. For 
example, keeping all other attributes constant, what is the additional value of one 
extra room? The second application described in this chapter provides an example 
of such an approach.
The goal of the present chapter is, firstly, to describe Multi-Attribute Utility 
theory in more detail; secondly, to examine the previous use of Multi-Attribute 
Utility theory in the domain of housing preferences; and, thirdly, to provide a 
simple and practical example of its potential application for measuring housing 
preferences.
5.2  Multi-Attribute Utility Methodology and Techniques
Important concepts of the theory are described in Table 5.1. With Multi-Attribute 
Utility theory, the overall evaluation of an alternative is defined as a weighted 
addition of its values with respect to its relevant attributes. This technique requires 
the decision-maker to evaluate the alternatives on each value dimension (called 
attribute) separately. For example, apartment is an attribute level of the attribute 
type of dwelling. Next, the decision-maker assigns relative weights to the various 
attributes that express the trade-off between attributes. Values and weights are then 
combined and aggregated by means of a formal model that generates an overall 
evaluation of each alternative (Von Winterfeldt and Edwards 1986, p. 6). The lin-
ear additive preference function is mostly used but other functions are also possi-
ble (see, for example, Keeney and Raiffa 1976). Important contributors to this field 
of research are Keeney and Raiffa (1976) and Von Winterfeldt and Edwards 
(1986).
Although the practical application of a multi-attribute utility method may vary, 
all such procedures include the following steps (Von Winterfeldt and Edwards 
1986, p. 273):
 1. Defining alternatives and value-relevant attributes;
 2. Evaluating each alternative separately on each attribute;
 3. Assigning relative weights to the attributes;
 4. Aggregating the weights of attributes and the single-attribute evaluations of 
alternatives to obtain an overall evaluation of alternatives;
 5. Perform sensitivity analyses and make recommendations.
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According to Von Winterfeldt and Edwards (1986), all approaches are identical 
in steps 1 and 5, but may differ in the procedures for eliciting single-attribute evalu-
ations and weights and in the models for aggregation. In the next section, these 
steps will be described in more detail.
5.2.1  Step 1: Define Alternatives and Value-Relevant Attributes
The first step in the analysis is to determine the available alternatives and their most 
salient attributes. For example, in the case of housing these alternatives could be 
available dwellings in a specific region. Note that alternatives need not necessarily 
be objects, but could almost be everything as long as it concerns a decision problem 
at hand. Next, salient attributes have to be chosen on which the alternatives will be 
judged. The set of attributes has to be complete, operational, decomposable, non-
redundant and minimal (Keeney and Raiffa 1976, p. 50). Complete means that all 
important aspects of the decision problem have to be covered. The term operational 
is used to indicate that the attributes must have the ability to be meaningfully used 
in the analysis. Decomposable refers to simplifying aspects of the evaluation pro-
cess by breaking it down into parts. Non-redundant means that no double counting 
of aspects should take place. Finally, the number of attributes should be kept as 
Table 5.1 Important concepts in Multi-Attribute Utility theory
Concept Description
Alternatives Options where the decision-maker has to choose from, for 
example, various available dwellings.
Attributes Important (‘salient’) characteristics of the alternatives, for 
example, “dwelling type” and “number of rooms”.
Attribute levels Levels of the attributes. For example, “2 rooms” is a level of the 
attribute “number of rooms”.
Attribute value The numerical value that is attached to a particular attribute level. 
A higher value is generally related to more attractiveness.
Importance score A numerical value that indicates the importance of each attribute. 
A higher score is generally related to more importance.
Weight The importance score after transformation such that, for each 
respondent, all attribute weights add up to one.
Single-attribute utility The numerical strength of preference of an attribute level. It results 
from the multiplication of the attribute value with the attribute 
weight.
Combination rule The rule that is used to aggregate over the single-attribute utilities. 
Usually, the simple additive rule is applied: the single-attribute 
utilities are simply added to obtain the multi-attribute utility.
Multi-attribute utility The numerical strength of preference of an alternative. It results 
from the aggregation of single-attribute utilities.
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small as possible in order to prevent factors such as boredom, fatigue and confusion. 
The identification of the right attributes is a very important step in the procedure. 
Unfortunately, as Keeney and Raiffa (1976, p. 64) point out, these attributes are not 
simply handed to the researchers in an envelope at the beginning of the study. It 
requires a thorough search into the aspects that are most important to the particular 
decision problem. Tools to find salient attributes can be, for example, face-to-face 
interviews with experts, focus group interviews with experts, a literature search and 
methods such as Decision Plan Nets and the Repertory Grid method.
In choosing the salient attributes, Von Winterfeldt and Edwards (p. 220) advise 
constructing a scale that represents some natural quantitative attribute of the evalua-
tion object, a so-called natural scale. Examples of such natural scales in the domain 
of housing are the size of the backyard in meters and the number of rooms. When a 
natural scale is not possible or available, a qualitative scale can be constructed that 
defines the attribute, its endpoints and possibly some intermediate marker points 
using verbal descriptions (for example: a quiet/lively/busy neighborhood). It may be 
useful to associate numbers with qualitative descriptions that are at least ordinally 
related to the decision maker’s preferences for the levels of the qualitative scale.
However, even a natural scale may not be a satisfying value scale. The relation-
ship between the natural scale (for example, 2, 3, 4 rooms) and the value scale (for 
example, 2 rooms = good, 3 rooms = better, 4 rooms = best) may not be linear or may 
even be non-monotone. A monotone natural scale has a value that increases or 
decreases monotonically with it, such that more is always better or always worse 
(note that the relationship need not be perfectly linear). Monotonicity can be violated 
for some attributes. For example, there may be a maximum to the preferred number 
of rooms. Above some maximum number the added value may become negative as 
more space may not compensate for more maintenance.
Value functions may be linear in the sense that the distance in value between con-
secutive attribute levels is about equal. However, value functions can also be concave 
or convex. For example, the value function of the attribute number of rooms may be 
concave as the added value of each additional room may be worth less than the previ-
ous one (a decreasing marginal evaluation, see, for example, Keeney and Raiffa 1976, 
p. 88). This means that the step from four to five rooms may be appreciated more than 
the step from five to six rooms, and so forth. Von Winterfeldt and Edwards (1986, 
p. 237) advise, in cases where concave or convex functions are observed, reformu-
lating the evaluation problem in order to produce linear or near-linear value functions 
by carefully selecting or creating a scale. This can be done, for example, by setting 
limits to the minimum and maximum attribute levels to be evaluated. The argument 
for this is that a value function is linear in the natural scale that most closely reflects 
the value concerns to which it is related. For example, to prevent decreasing added 
value, a maximum can be set on the number of rooms in order to obtain an interval 
with a more or less linear relationship between value and size.
Thus, one must carefully select and construct the attribute scales that are used to 
explore the attribute values. However, even after careful selection and the construc-
tion of natural scales, value functions may not be perfectly monotone linear. In such 
cases, curve fitting procedures can be used, such as exponential or polynomial 
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functions, to estimate the attribute level values. After fitting such a function, values 
at scale points for which no assessments were made, can be interpolated.
5.2.2  Step 2: Evaluate Each Alternative Separately  
on Each Attribute
After determining the salient attributes, the alternatives have to be evaluated for 
each of these attributes. For example, what is the value of an alternative consisting 
of a dwelling with three rooms? And with four rooms? Von Winterfeldt and 
Edwards (1986, chapters 7 and 8) present a variety of methods that can be used to 
elicit single-attribute value functions and utility functions. Here, some often-used 
methods will be described.
With direct rating, the respondent considers at least three stimuli: two stimuli 
that are used as endpoints or anchors and one that is used to elicit the numerical 
judgment. A “bad” or least preferred stimulus is arbitrarily assigned the value of 0 
and a “good” or most preferred stimulus has been given the value of 100. The inter-
mediate stimulus (or stimuli) is judged in relation to these anchor points. The rela-
tive spacing between points reflects the strength of one stimulus over another. For 
example, if a dwelling with one room is used as the lower anchor (0) and a dwelling 
with six rooms is used as the higher anchor (100), the value of a dwelling with two, 
three, four or five rooms can be determined between these extremes.
With the difference standard sequences technique the respondent identifies a 
sequence of stimuli that are equally spaced in value. For example, backyard length 
of 5, 10, 13 and 15 m may be equivalent to a value of 0.25, 0.50, 0.75 en 1.0, 
respectively. With the bisection method, the most and least preferred option are 
identified and a midpoint stimulus is found that is equidistant in value from both 
extremes. For example, the respondent is asked which number of rooms is least 
preferred (value = 0) and most preferred (value = 100). Next, the number of rooms 
that lies in value exactly between these anchors is determined.
5.2.3  Step 3: Assign Relative Weights to the Attributes
After evaluating all alternatives on all salient attributes, the importance of each of 
the attributes is determined and the weights are calculated. A number of techniques 
is available to determine the importance of the attributes. See, for example, Von 
Winterfeldt and Edwards for an overview (1986, chapter 8, p. 274). Well-known 
methods are ranking, direct rating, ratio estimation and the method of swing 
weights. With ranking, the respondent is asked to rank all attributes in order of 
importance. An example of direct rating is to divide 100 points over the attri-
butes so that the number of points reflects the relative importance of the attributes. 
For the ratio estimation method, first the least important attribute is determined. 
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Next, the respondent is asked how much more important each attribute is when 
related to the least important one. Finally, for swing weighting, the respondent is 
asked how much an attribute contributes to the overall value of the alternatives rela-
tive to other attributes. Usually with this method the respondent is provided with a 
choice between profiles reflecting the worst and best levels of each attribute. The 
respondent is asked to indicate which of the differences between the worst and the 
best level (called swings) contributes most in overall value. Then, the extent to 
which the value swings differ between attributes is assessed by letting the respon-
dent assign a score to the relative significance of the range when compared to the 
most important range. For example, a profile consisting of a dwelling with two 
rooms and a backyard of 5 m (worst levels) is compared to a profile consisting of 
a dwelling with five rooms and a backyard of 15 m (best levels). The respondent 
first indicates that the swing from two to five rooms is more important than the 
swing from a backyard of 5–15 m in length. Next, the respondent indicates that this 
swing is four times less important than the swing from two to five rooms.
After scores have been collected for the importance of the attributes, these are 
transformed into weights by dividing, for every respondent, the rating of each attri-

















where 'iw  is the not-normalized ratio weight and iw  the normalized weight. Hereby 
individual weights for each attribute are obtained that add to 1, as is conventional 
in Multi-Attribute Utility theory (Von Winterfeldt and Edwards 1986). Assume, for 
example, that a respondent has the following importance scores for eight attributes: 
20, 30, 40, 50, 30, 60, 70, 20. The sum of these ratings is 320. The weight for 
the first attribute is therefore: 20/320 = 0.06. The other weights are calculated in the 
same way.
5.2.4  Step 4: Aggregate the Weights of Attributes and the Single-
Attribute Evaluations of Alternatives to Obtain an Overall 
Evaluation of Alternatives
Weights and single-attribute values or functions can be aggregated using a variety of 
models. The weighted linear additive preference function is the most commonly 
applied aggregation method (Von Winterfeldt and Edwards 1986, p. 275). Other mod-
els are, for example, the multiplicative model and the multi-linear model. These mod-
els are not frequently used. With the weighted linear additive function, the overall 
evaluation of an alternative is calculated by multiplying the weight by the attribute 
value for each attribute and summing these weighted attribute values over all attributes 
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(Payne et al. 1993). It is assumed that the alternative with the highest overall evaluation 
will be chosen. The weighted linear additive preference function processes all of the 
relevant information. Furthermore, the conflict among values is assumed to be 
addressed and resolved by explicitly considering the extent to which one is willing to 
trade off attribute values, as reflected by the relative importance or weights. This 
simple preference function is a compensatory combination rule as a low value of one 
attribute can, at least partially, be compensated by higher values on one or more of the 
remaining attributes. The multi-attribute utility for alternative x is:
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v x w v x
=
= å  (5.2)
where ( )i iv x  is the value of alternative x on the ith attribute, wi is the importance 
weight of the ith attribute, and n is the number of different attributes (Von 
Winterfeldt and Edwards 1986, p. 263, p. 275).
In theory, there are various techniques to elicit values, they can be combined 
with different techniques for calculating weights and they can be aggregated with a 
number of models. Thus, the application of Multi-Attribute Utility theory can differ 
considerably between studies. However, in practice, a very limited combination of 
techniques is used. The most important procedure is termed SMART (Simple 
Multi-Attribute Rating Technique) (Edwards and Newman 1982). This procedure 
is simple and easily applicable; it consists of the direct rating technique for eliciting 
values combined with the ratio estimation technique for calculating weights and the 
weighted linear additive preference function.
5.2.5  Step 5: Perform Sensitivity Analyses and Make 
Recommendations
In the fourth step, multi-attribute utilities for all alternatives have been calculated. 
The alternative with the highest multi-attribute utility should be the preferred 
choice. In the last step of the procedure, sensitivity analyses are carried out to 
evaluate the stability of the results. The impact of different values and weights on 
the multi-attribute utilities of the available alternatives can be determined. One way 
to obtain different values and weights is by using different elicitation methods. For 
example, both the direct rating technique and bisection method could be used to 
obtain values. Multi-attribute utilities could then be calculated twice: once using the 
values obtained with the direct rating technique and once with the values obtained 
with the bisection method. The resulting multi-attribute utilities for the available 
alternatives can be compared and the robustness of the results can be determined.
Another way to obtain insight into the stability of the results is to use a different 
weighting technique. For example, the equal weight function can be applied. This 
technique simplifies the choice process by ignoring information about the relative 
importance of each attribute (Jia et al. 1998; Bettman et al. 2006, p. 329). In doing 
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so the method assumes that all attributes have equal weight. An overall value for 
each alternative is obtained by simply summing the values for each attribute for that 
alternative. For example, for eight attributes, the weight of each attribute is 
1/8 = 0.125. Other weighting techniques include the rank reciprocal rule and the 
rank sum weighing procedure (Von Winterfeldt and Edwards 1986).
In this section Multi-Attribute Utility theory has been explained in more detail. 
Note that this was just a short description as Multi-Attribute Utility theory is a 
method that has been developed and used in many research domains and can be 
quite complicated. Interested readers are referred to, for example, Keeney and 
Raiffa (1976) and Von Winterfeldt and Edwards (1986). Also, computer programs 
have been developed to help decision-makers in structuring the problem. In the next 
section, some studies that have used the Multi-Attribute Utility method in the field 
of housing will be discussed.
5.3  Previous Research in the Domain of Housing  
Using Multi-Attribute Utility Theory
Although Multi-Attribute Utility theory has been widely used in all kinds of research 
domains, it has not been applied frequently in the domain of housing. Veldhuisen and 
Timmermans (1984) used a multi-attribute method – that they termed magnitude 
estimation – to measure preferences for individual housing attributes and to identify 
overall evaluations. They compared the method with two other methods, conjoint 
measurement and functional measurement. They concluded that all three measure-
ment methods might be used to obtain both single-attribute and overall utilities. 
However, they showed that a multiplicative preference function might perform 
slightly better than an additive preference function. Lindberg et al. (1989) used an 
approach based on Multi-Attribute Utility theory. These authors assumed that a per-
son’s evaluation of a given housing alternative is determined by a combination of the 
evaluation of its different attributes (conform Multi-Attribute Utility theory). In addi-
tion, they assumed that a person’s evaluation of each housing attribute is determined 
by what effect he/she believes it to have on the possibilities to attain various life 
values and his/her evaluations of those life values. Ultimately, the authors concluded 
that a model assuming that the evaluation of a given alternative is determined by a 
weighted sum of the evaluations of the attained life values, was found to be the most 
successful one in predicting both preference ratings and choices, without specifying 
how individual attributes contribute to this value-fulfillment.
Breij et al. (1989) describe a computer program called MIDAS (Multi-attribute 
Individual Decision Assistance System). This program is developed as a general 
program and is, among other domains, applied in the domain of housing. The pro-
gram allows the respondent to choose the salient attributes and attribute levels. The 
evaluation of the attribute levels and the importance of the attributes is determined 
as well as the ideal attribute level. The computer then calculates the best option on 
the basis of the responses provided by the respondent. Breij and coauthors report on 
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a study performed with MIDAS into the housing preferences of young professionals. 
They concluded that in 84% of cases respondents agreed with the best alternative 
provided by MIDAS that was based on their own evaluation and importance ratings. 
Half of the respondents, who did not agree with the proposed alternative, argued that 
the proposed option was too expensive. The authors were satisfied with the function-
ing of the computer program to elicit housing preferences. However, whether the 
program is currently used in the domain of housing is not known. An Internet search 
using Google did not lead to any results.
Vreeker (2006) used two multi-criteria evaluation methods, including Multi-
Attribute Utility theory, to evaluate four alternatives for the Amsterdam South Axis 
urban development program in the Netherlands. He compared the two multi-criteria 
evaluation methods as well as the results they produced. The focus was on the informa-
tion they provide to the decision-maker. The effect of the alternatives on seven indica-
tor themes, such as traffic and urban quality, was assessed. The results of both methods 
matched with regard to the most and least preferred alternative but not for the second 
and third preferred alternative. Vreeker concluded that the robustness of the outcomes 
should always be checked for dependence upon the applied method. However, he also 
concluded that both methods agreed on which alternative would no longer be consid-
ered to be a serious alternative (the option with the least multi-attribute utility).
In a domain related to housing, Canbolat et al. (2007) combined the decision tree 
technique and Multi-Attribute Utility theory for selecting a country for a new plant 
(an automotive brake manufacturing facility). The authors concluded that the soft-
ware program that was developed based on Multi-Attribute Utility theory enabled 
the decision-maker to clearly understand the magnitude of the relative strengths and 
weaknesses of the various alternatives.
Domains in which Multi-Attribute Utility theory is frequently used are, for exam-
ple, water control and environmental studies. Examples of recent studies are: ranking 
irrigation subsystems in India (Raju and Vasan 2007), reconsidering heterogeneity 
and aggregation issues in environmental valuation (Barreiro-Hurlé and Gómez-
Limón 2008), estimating the potential impacts of irrigation water pricing (Latinopoulos 
2008) and flood risk mapping exemplified at the Mulde river in Germany (Meyer 
et al. 2009). Linkov et al. (2006) provide an overview of 20 recent (<10 years) Multi-
Attribute Utility studies in the field of environmental management.
5.4  Practical Application of Multi-Attribute Utility Theory  
in the Domain of Housing
The following part of this chapter is dedicated to describing two examples of the 
use of Multi-Attribute Utility theory in the field of housing. The first is a hypotheti-
cal example of a decision-making problem for choosing a new place of residence. 
The second example is based on a real research case in which the preference-
structure of respondents with at least an average income and living in the 
Netherlands is examined.
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5.4.1  Example 1: Decision Analysis Example
A household consisting of two parents (Paul and Laura) and three small daughters 
decides to search for a new dwelling because their current dwelling doesn’t have 
enough room since the birth of their third daughter. The couple requires an owner-
occupied home with a backyard for their small children. After a thorough search 
with the use of some internet sites proposing available dwellings, the couple finds 
out that there are six available dwellings within their selected region that satisfy 
their requirements. These dwellings differ with respect to their characteristics (so-
called attributes).
The couple decides to examine which alternative they should choose using a 
Multi-Attribute Utility method. Firstly, they decide which attributes are important 
to them. After some deliberation, they come up with the following ones: dwelling 
type, costs, size of the living room, number of rooms, size of the backyard, archi-
tectural style and residential environment. The six available dwellings can be 
described in terms of their attribute levels. These descriptions are termed dwelling 
profiles. They are presented in Table 5.2.
Next, they determine the values of the attributes of each alternative using a rating 
scale with two anchors. On the left side the rating scale is anchored by “extremely 
unattractive” (0) and on the right side by “extremely attractive” (100). Paul and 
Laura’s individual values, as well as their mean values, are presented in Table 5.3. 
For example, Laura has provided a value of 50 for a ground floor apartment and 
feels more attracted to a semi-detached house, which she has given a value of 90. 
In contrary, Paul likes the ground floor apartment most (value of 90) and finds the 
semi-detached house the least attractive (a value of 40). The table shows that the 
couple each assigns quite different values. They do agree about the least preferred 
and most preferred characteristics with regard to size of the living room, number of 
rooms and residential environment. But their evaluation differs with regard to the 
other attributes. This justifies a decision-analysis method.
Next, the couple decides to assign a score to each of the attributes according to 
their importance. They use a rating scale with numerically scaled endpoints of 0 
(not important at all) and 100 (extremely important). Thus, the higher the impor-
tance, the higher the score for that particular attribute. The importance scores are 
Table 5.2 Six dwelling profiles on the basis of their attribute levels
Dwelling  
type Costs










A Semi-detached € 220,000 20 m2 2 rooms  5 m Innovative Rural
B Semi-detached € 140,000 20 m2 4 rooms 15 m Traditional Sub-urban
C Terraced/corner € 300,000 40 m2 4 rooms 10 m Traditional Rural
D Terraced/corner € 140,000 40 m2 2 rooms 15 m Innovative Urban
E Apartment € 220,000 20 m2 3 rooms 10 m Traditional Rural
F Semi-detached € 220,000 30 m2 2 rooms 10 m Modern Urban
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Table 5.3 Attribute values
Laura Paul Couple
Dwelling type
Apartment (ground floor)  50 90 70
Terraced house/corner house  70 60 65
Semi-detached house  90 40 65
Purchase costs
€ 140,000  40 50 45
€ 220,000  70 100 85
€ 300,000  60 25 42
Size living room
20 m2  70 40 55
30 m2  90 70 80
40 m2 100 100 100
Number of rooms
2  60 20 40
3  70 80 75
4  80 100 90
Backyard size
5 m  70 100 85
10 m  90 50 70
15 m 100 10 55
Architectural style
Traditional  80 90 85
Innovative  50 20 35
Modern  80 70 75
Residential environment
Urban  60 10 35
Sub-urban  80 60 70
Rural  90 100 95
presented in Table 5.4. After that, they normalize the importance ratings into 
weights by dividing the rating of each attribute by the sum of all the ratings. The 
weights obtained in this way sum up to one. For example, for Laura the importance 
score for dwelling type is 95 and the sum of all importance scores is 625. The 
weight for dwelling type thus becomes 95/625 = 0.15. The weights are provided in 
Table 5.4.
For Laura, all attributes are almost equally important; they range from 0.13 to 
0.16. The weights assigned by Paul show more variation, he finds the size of the 
backyard relatively unimportant (weight = 0.08), but the costs and number of rooms 
are very important to him (weight = 0.22).
Finally, the couple multiplies the values with the weights for every attribute level 
to calculate single-attribute utilities. The results are presented in Table 5.5. A higher 
single-attribute utility indicates that the particular attribute level is valued highly 
and deemed to be important. A lower utility indicates that the particular attribute 
level is relatively unimportant, lowly valued, or both. For Laura a backyard with a 
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Table 5.4 Importance scores and weights
Importance scores Weights
Laura Paul Couple Laura Paul Couple
Dwelling type  95  55  75 0.15 0.12 0.14
Purchase costs 100 100 100 0.16 0.22 0.19
Size living room 80  55  67.5 0.13 0.12 0.12
Number of rooms 95 100  97.5 0.15 0.22 0.19
Backyard size 95 35  65 0.15 0.08 0.11
Architectural style 80 55 67.5 0.13 0.12 0.12
Residential  
environment
80 55 67.5 0.13 0.12 0.12
Total 625 455 540 1 1 1
Table 5.5 Single-attribute utilities
Laura Paul Couple
Dwelling type
Apartment (ground floor) 7.6 10.9 9.6
Terraced house/corner house 10.6 7.3 8.9
Semi-detached house 13.7 4.8 8.9
Purchase costs
€ 140,000 6.4 11.0 8.5
€ 220,000 11.2 22.0 16.1
€ 300,000 9.6 5.5 8.0
Size living room
20 m2 9.0 4.8 6.8
30 m2 11.5 8.5 10.0
40 m2 12.8 12.1 12.4
Number of rooms
2 9.1 4.4 7.4
3 10.6 17.6 13.9
4 12.2 22.0 16.7
Backyard size
5 m 10.6 7.7 9.7
10 m 13.7 3.8 8.0
15 m 15.2 0,8 6.3
Architectural style
Traditional 10.2 10.9 10.6
Innovative 6.4 2.4 4.4
Modern 10.2 8.5 9.3
Residential environment
Urban 7.7 1.2 4.4
Sub-urban 10.2 7.3 8.7
Rural 11.5 12.1 11.8
size of 15 m, a semi-detached house and a backyard with a size of 10 m obtain the 
most utility. For Paul, purchase costs of € 220,000 and a dwelling with four rooms 
yield the most utility. For the couple, most utility is obtained from the attribute level 
of four rooms, directly followed by the attribute level of three rooms. An innovative 
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Table 5.6 Multi-attribute utilities aggregated with the use of two different weighting methods
Dwelling Profile
Weighted additive method Equal weights method
Laura Paul Couple Laura Paul Couple
A 71.5 58.2 65.2 71.5 60.1 65.8
B 76.9 61.5 66.6 77.2 55.8 66.5
C 80.6 73.6 76.4 81.5 75.1 78.2
D 68.2 39.1 52.3 68.6 38.6 53.6
E 73.8 82.1 76.9 74.4 78.6 76.5
F 77.1 53.2 64.1 77.2 51.5 64.3
architectural design and an urban residential environment provide the least 
single-attribute utility.
Finally, the couple uses the weighted linear additive preference function to cal-
culate multi-attribute utilities. This means that the single-attribute utilities are sim-
ply aggregated according to the combination of attribute levels in the dwelling 
profiles. Table 5.6 shows the multi-attribute utilities for the six available dwellings 
in the column labeled “Weighted additive method”. For the couple, the highest util-
ity score is obtained for dwelling E, indicating that they should choose this 
dwelling.
The couple decides to carry out a sensitivity analysis to evaluate the robustness 
of the results. Firstly, they examine their individual multi-attribute utilities. 
Table 5.6 shows that dwelling E is the best choice for Paul, but not for Laura. For 
Laura, this dwelling is only fourth in preference ranking based on multi-attribute 
utilities. A further exploration shows that dwelling C might also be a good choice; 
it is the option with the highest multi-attribute utility for Laura and the second high-
est utility for Paul. As a second sensitivity analysis, they calculate multi-attribute 
utilities using the equal weights method. This means that every attribute has the 
same importance (in this case 0.143) and that multi-attribute utilities are calculated 
using these weights. The results are presented in Table 5.6 in the column labeled 
“Equal weights method”. Dwelling C now has the highest multi-attribute utility for 
the couple. It is the best option for Laura and the second best option for Paul. This 
sensitivity analysis teaches the couple that besides dwelling E, dwelling C might 
also be a good alternative. It also shows the potential impact that the importance of 
attributes can have on the calculated best choice alternative.
5.4.2  Example Two: Calculating Single-Attribute Utilities  
for Dwelling Attributes in a Large Sample
The previous section described a hypothetical decision-making situation regarding the 
choice for a new place of residence. In this section, single-attribute and multi-attribute 
utilities for dwelling profiles are described that were obtained from about 2,000 
respondents in a recent study. Firstly, the background of the study is described.
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5.4.2.1  Background
The data were collected in the context of the large study Huizenkopers in Profiel 
(HIP; Boumeester et al. 2008b) that is performed every 2 years. In this study, data 
on housing preferences and the current housing situation were obtained from 
respondents who have at least a standard income. The goal of the Huizenkopers in 
Profiel study is to determine the needs and wishes of home buyers, including future 
home buyers, in order to establish what has to be built. The data were collected 
using telephone interviews between February and April 2008. The multi-attribute 
utility questions were answered by 2,047 respondents. The characteristics of the 
respondents are presented in Table 5.7.
5.4.2.2  Step 1. Define Alternatives and Value-Relevant Attributes
We did not select alternatives (dwelling profiles) but provided respondents with a 
number of pre-selected attributes and attribute levels. The set of attributes considered 
are those that were used in the pilot study for the VROM module ‘Consumer behavior’ 
(Consumentengedrag) (Boumeester et al. 2008a; Jansen et al. 2009). In this study, 
13 attributes were chosen on the basis of expert opinions and the literature that had 
shown these attributes to be important attributes influencing residential decision-
making (Floor and van Kempen 1994, Goetgeluk 1997; Heins 2002; Boumeester 
et al. 2005). As explained before, the multi-attribute utility questions were part of a 
Table 5.7 Respondents’ 
characteristics
Gender (n = 2,043)
Female 1,087 (53%)
Age (n = 2,037)
Mean (std) 52 (13)
Range 19–89





Five or more 185 (9%)




Three or more 122 (13%)
Paid job (n = 2,036)
Yes 1,318 (65%)
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larger survey into residents’ housing preferences (Huizenkopers in Profiel: Boumeester 
et al. 2008b). For this reason, we could not include all 13 attributes, because the 
interview burden for the respondents would be too high (fatigue, boredom, no more 
time, and so on). Except for residential environment, only attributes were included 
that pertained to characteristics of the dwelling. This choice was based on previous 
findings that dwelling characteristics are deemed to be more important than charac-
teristics of the dwelling environment (Boumeester et al. 2008a). Furthermore, some 
dwelling environment characteristics may not be easy to influence, such as the compo-
sition of the residents living in the neighborhood. However, residential environment 
(urban, suburban, and rural) was included in the survey, because this attribute has 
proven to be important to respondents (Boumeester et al. 2008a). For all attributes 
two to three attribute levels were chosen. The attributes and attribute levels are 
presented in Table 5.8. All analyses were performed using SPSS, version 14.0.
5.4.2.3  Step 2. Evaluate Each Alternative Separately on Each Attribute, 
That Is, Assess the Level of Satisfaction with the Attributes
The attribute level values were obtained directly with the use of rating scales. 
Respondents were asked to indicate their likes or dislikes with regard to each level 
of every attribute on a scale with two anchors: on one side “extremely unattractive” 
with an assigned value of 0 and on the other side “extremely attractive” with a value 
of 100. The questions were introduced by explaining these endpoints and stating 
that a higher appointed number was related to more attractiveness. Furthermore, the 
interviewer explained that the respondent had to take their current situation and 
household income as a starting point when answering the questions.
For example, when inquiring about living in a dwelling with three rooms, the 
following question was formulated: Please indicate on a scale anchored by 0 
Table 5.8 Attributes and attribute levels
Dwelling type Purchase costs/rental costs
Apartment € 140,000/€ 338 per month
Terraced house/corner house € 220,000/€ 532 per month
Semi-detached house € 300,000/€ 725 per month
Tenure Size of the living room
Rental house 20 m2
Owner-occupied house 30 m2
40 m2




Residential environment Backyard size/size balcony
Urban 5 m/4 m2
Sub-urban 10 m/7 m2
Rural 15 m/10 m2
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Number of  
respondents
Dwelling type
Apartment 40.9 34.1 2,034
Terraced house/corner house 57.4 29.4 2,034
Semi-detached house 67.1 27.5 2,033
Tenure
Rental house 41.4 33.5 2,028
Owner-occupied house 79.3 28.1 2,031
Purchase costs
€ 140,000 44.5 33.5 1,528
€ 220,000 59.3 28.1 1,531
€ 300,000 56.2 33.5 1,532
Rental costs
€ 338 per month 70.4 30.0 474
€ 532 per month 53.9 29.9 473
€ 725 per month 26.7 29.1 473
Size living room
20 m2 25.5 24.3 2,033
30 m2 50.1 26.6 2,032
40 m2 70.1 25.1 2,032
Number of rooms
2 16.6 19.6 2,032
3 41.2 28.5 2,032
4 65.3 26.7 2,032
Backyard size
5 m 30.1 26.1 1,721
10 m 53.7 29.0 1,721
15 m 63.4 31.1 1,721
Size balcony
4 m2 31.8 28.7 243
7 m2 46.3 29.1 243
10 m2 61.9 31.4 243
Architectural style
Traditional 76.8 19.8 2,027
Innovative 52.6 27.3 2,018
Modern 58.3 26.1 2,023
Residential environment
Urban 43.2 29.3 2,028
Sub-urban 55.7 24.2 2,028
Rural 72.2 26.0 2,030
“extremely unattractive” and 100 “extremely attractive” how you would value living 
in a dwelling with three rooms. Next, the respondent was asked about his/her evalu-
ation of living in a dwelling with four rooms, and then with five rooms. This pro-
cedure was repeated for each level of every attribute.
Table 5.9 shows the mean values for the attribute levels obtained in this study. 
Note that in the current study, respondents were presented with questions on either 
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rental costs or purchase costs, depending upon their current living circumstances 
with regard to tenure. Similarly, only respondents with a backyard or a balcony 
were presented with questions on backyard and balcony size, respectively.
However, ultimately all respondents answered questions for the same eight attri-
butes. The results show that respondents value the attribute level of owner-occupied 
houses the highest, followed by a traditional architectural style and a rural residen-
tial environment. The attribute level of two rooms was valued the least, followed by 
a living room size of 20 m2 and monthly rental costs of € 725.
In general, the ranking of levels within a particular attribute is as expected, 
with more space and less costs related to higher preferences. An exception to this 
rule is purchase cost, because a dwelling of € 140,000 is not as highly valued as 
the more expensive houses. One would expect lower purchase costs to be evalu-
ated more positively than higher purchase costs. This seems to suggest that 
respondents take other things into consideration, besides price, when evaluating 
the single attribute of purchase costs. For example, they might be worried about 
the size or the state of maintenance of such a relatively cheap dwelling. Thus, 
quality is implicitly included in the price. Price may reflect all kinds of qualities, 
such as maintenance, neighborhood amenities, image of the neighborhood, and 
so on. This finding agrees with that of Floor and van Kempen (1994) who notice 
that respondents more frequently pronounce a desire for a more expensive single-
family owner-occupied dwelling than for a less expensive one. He argues that, 
apparently, respondents are aware that it is difficult to find a reasonable owner-
occupied dwelling for a low price. Park et al. (1981) used a different method (the 
Decision Plan Net) but also observed an inconsistency with regard to the attribute of 
price. Their respondents were more than averagely satisfied with the attribute 
of price, even though they had paid more for their new home than they had previously 
found acceptable. Park and co-authors concluded that their subjects may not have 
perceived price as a separate dimension. When the other dimensions had appeared 
very satisfactory, the respondents’ perceptions of price might have been adjusted 
to reflect the net worth of the total entity. In this study the effect is not observed for 
rental houses; here the highest evaluation is for the dwelling with the lowest rental 
price. Presumably, the respondents expect price in a regulated rental market price 
not to be so strongly related to the quality of the dwelling and the neighborhood.
5.4.2.4  Step 3. Assign Relative Weights to the Attributes
Next, the respondents were asked to assign an importance rating to each of the 
attributes on a rating scale, with numerically scaled units from 0 (not important at 
all) to 100 (extremely important). Ties (i.e., the same rating scores) are allowed if 
attributes are considered to be of equal importance. An introduction was provided 
explaining the endpoints of the rating scales. Subsequently, the respondents were 
presented with each of the eight attributes and asked to provide a rating indicating 
the importance of the particular attribute.
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The mean importance ratings are presented in the column labeled “Importance 
scores” in Table 5.10. All attributes are deemed relatively important, as the lowest 
mean score was 66 on a 100-point scale. This means that no superfluous attributes 
were chosen in this study, which makes sense given the careful selection of the 
attributes. The mean scores are relatively close to each other (range 66–84) indi-
cating that the attributes are almost all equally important to the respondents. 
Purchase costs, residential environment and number of rooms are perceived as 
being the most important dwelling characteristics. Size of the balcony, backyard 
size and architectural style are deemed to be the least important dwelling 
characteristics.
The importance scores were transformed to weights as previously explained. 
Table 5.10 shows the mean weights in the column labeled “Weights”. Interestingly, 
rental cost has the highest weight (thus the most importance). Apparently, respon-
dents who have a rental home, attach relatively high importance to the rental costs 
in comparison to the other attributes. No other differences in the ranking of the 
importance scores and weights were observed.
5.4.2.5  Step 4. Aggregate the Weights and the Attribute Evaluations  
of Alternatives to Obtain an Overall Evaluation of Alternatives, 
Being the Multi-Attribute Utility
Table 5.11 shows the mean single-attribute utilities for each of the attribute levels. 
The utilities represent the value that is added to the subjective value of a dwelling, 
keeping all other attribute levels constant. Thus, a traditional architectural design 
would add in general 8.64 utility to the multi-attribute utility, whereas a modern and 
an innovative design would add only 6.41 and 5.80, respectively. Irrespective of 
other attribute levels, an owner-occupied house generally yields the most utility, 
Table 5.10 Mean importance scores and weights
Importance scores Weights
N Mean Std N Mean Std
Dwelling type 2,030 77.1 18.8 2,030 0.124 0.028
Tenure ship 2,030 78.2 22.1 2,030 0.126 0.033
Purchase costs 1,548 84.4 17.3 1,548 0.135 0.027
Rental costs 476 81.8 19.8 476 0.138 0.032
Size living room 2,031 79.6 14.4 2,031 0.129 0.021
Number of rooms 2,031 82.1 13.8 2,031 0.133 0.021
Backyard size 1,723 70.1 22.4 1,723 0.111 0.032
Size of balcony 242 66.1 26.7 242 0.105 0.038
Architectural style 2,030 70.0 21.1 2,030 0.112 0.029
Residential 
environment
2,032 82.4 15.1 2,032 0.134 0.031
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indicating that it is valued positively and deemed important. It is followed in utility 
by the attribute levels “rental costs of € 338 a month” and “rural residential 
environment”.
Since the weights add to 1 for every respondent and the values are between 0 and 
100, all multi-attribute utilities fall between 0 and 100. A higher  multi-attribute 






Apartment 2,034 5.1 4.6
Terraced house/corner house 2,031 7.0 3.9
Semi-detached house 2,030 8.3 3.8
Tenure
Rental house 2,027 4.9 4.3
Owner-occupied house 2,030 10.0 4.6
Purchase costs
€ 140,000 1,526 6.1 4.7
€ 220,000 1,530 8.1 4.3
€ 300,000 1,531 7.6 4.8
Rental costs
€ 338 per month 473 9.9 4.7
€ 532 per month 472 7.4 4.5
€ 725 per month 472 3.6 4.2
Size living room
20 m2 2,033 3.2 3.1
30 m2 2,031 6.4 3.6
40 m2 2,031 9.0 3.6
Number of rooms
2 2,033 2.2 2.7
3 2,032 5.5 4.1
4 2,032 8.7 3.9
Size of backyard
5 m 1,723 3.3 2.9
10 m 1,721 6.1 3.6
15 m 1,721 7.4 4.0
Size of balcony
4 m2 242 3.3 3.2
7 m2 242 5.0 3.5
10 m2 242 6.7 4.1
Architectural style
Traditional 2,027 8.6 3.2
Innovative 2,020 5.8 3.4
Modern 2,024 6.4 3.3
Residential environment
Urban 2,028 5.7 4.0
Sub-urban 2,028 7.4 3.5
Rural 2,029 9.6 3.9
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utility score is related to more preference. Taking into account the attribute levels 
yielding the highest utilities, the ideal dwelling would follow this description: a 
semi-detached owner-occupied house with a purchase cost of € 220 000, with a 
living room area of 40 m2, 4 rooms, a backyard 15 m long, in a traditional archi-
tectural style and located in a rural residential environment. The total multi-
attribute utility for this dwelling is 69.8. Similarly, a rental apartment with € 725 
rental costs per month, a living room surface area of 20 m2, 2 rooms, a balcony 
with a surface area of 4 m2, an innovative architectural style and which is located 
in an urban residential environment receives, in general, the lowest multi-attribute 
utility score (33.9). All other combinations of attribute levels lie between these 
extremes.
As each respondent evaluated eight attributes of which seven had three levels 
and one had two levels, the total possible number of alternatives is 37 * 21 = 4,374. 
This number is even larger considering the fact that some respondents evaluated 
purchase costs and size of the backyard whereas others evaluated rental costs and 
size of the balcony. This method can be used to compare a selected number of 
dwelling alternatives as was shown in the first example presented in this chapter. 
The method can also be used to explore the impact of changing the level of an 
attribute on the attractiveness of the overall dwelling profile. For example, if there 
is a choice between building dwellings with larger living rooms or dwellings with 
larger backyards, multi-attribute utilities for these dwelling profiles can be com-
pared keeping all other attributes constant. In the present example, a backyard 
with a size of 10 m instead of 15 m would incur a loss in utility of 7.4– 6.1 = 1.3. 
In contrast, a living room with a size of 40 m2 instead of 30 m2 would increase the 
multi-attribute utility by 9.0 – 6.4 = 2.6. Thus, in this particular example, respon-
dents derive more utility from a larger living room than from a larger backyard and 
builders could use this information to optimize building decisions to clients’ 
needs. In a similar way it can be seen that the largest increase in utility would 
result from building dwellings with four rooms instead of only two.
Another way in which the results obtained in this and similar studies could be 
used is segmentation research. Based on the particular characteristics of dwellings, 
for example apartments with two rooms in an urban residential environment, more 
or less homogeneous groups of consumers could be sought with the highest multi-
attribute utilities for that particular dwelling profile. The segmentation could take 
place on the basis of demographic and geographic characteristics and the resulting 
groups could be the target groups for specific marketing activities.
5.4.2.6  Step 5. Perform Sensitivity Analyses and Make Recommendations
In the last step of the procedure, sensitivity analyses can be carried out to exam-
ine the robustness of the resulting single-attribute and multi-attribute utilities. As 
explained in the theoretical part of this chapter, various methods can be chosen 
for this.
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5.5  Discussion of the Use of Multi-Attribute Utility  
Theory in the Domain of Housing Preferences
The goal of this chapter was to explain and to explore the use of Multi-Attribute 
Utility in the domain of housing preferences research. In the previous sections, two 
examples of Multi-Attribute Utility theory in the domain of housing were described. 
The first example showed a hypothetical decision-making situation. This is the case 
when a number of options are available and the decision-maker has to choose 
between them. The best choice would be the alternative with the highest multi-
attribute utility. The second example showed the attractiveness and the importance 
of eight dwelling characteristics according to about 2,000 respondents. The method 
allows the calculation of the multi-attribute utility for each possible combination of 
dwelling characteristics. Also, the impact of varying attribute levels can be exam-
ined by replacing one (or more) attribute levels with another and calculating the 
difference in utility.
Note that the current study has a number of limitations. Firstly, the current appli-
cation of Multi-Attribute Utility theory was somewhat loosely applied. Formally, 
when using the direct rating technique, the worst and best level of each attribute 
should be used as endpoints or anchors (Von Winterfeldt and Edwards 1986, p. 218, 
p. 227). These anchors should be assigned a value of 0 and 100, respectively, and 
the remaining stimuli should be compared to these endpoints. For example, a dwell-
ing with one room could have been referred to as a “bad” endpoint (value 0) and a 
dwelling with 6 rooms as a “good” endpoint (100). The attribute levels 2, 3, 4 and 
5 rooms could then have been judged relative to these anchors. However, it was 
considered to be too difficult for respondents to answer these types of questions dur-
ing a telephone interview. Furthermore, not all of the attributes, such as residential 
environment and architectural style, have clear ‘good’ and ‘bad’ endpoints. For these 
reasons, the use of simple rating scales was chosen to elicit the values. A benefit of 
the current approach is that the resulting single- and multi-attribute utilities are mea-
sured using some type of global scale and not on a local scale (Monat 2009). The 
latter means that the poorest choice among the local options – in the above described 
example this concerns a range from 1 to 6 rooms – would obtain a score of 0, and 
the best 100. In the case of a global scale, the poorest choice among the entire uni-
verse of choices can get a score of 0, and the best 100. The drawback of a local scale 
is that it may over-emphasize the importance of small differences in values and may 
consequently lead to wrong decisions (Monat 2009).
Secondly, the decision problem was simplified. A number of attributes that 
probably influence the decision for a particular place of residence were not 
included, such as, for example, distance to work and school, distance to services 
and public transport and distance to the dwellings of relatives and friends. 
Furthermore, the attribute levels were also limited. For example, detached houses 
were not included in the research. The third potential limitation is that the multi-
attribute utilities were calculated using the linear additive preference function. An 
important limitation of this approach is that it allows small advantages on some 
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attributes to compensate for a large disadvantage on another. Thus, the possibility 
that thresholds of unacceptable performance exist for some criteria is neglected. 
Note, however, that Burnett (2008) showed in a study into shopping travel behav-
iors that compensatory rules (utility maximization) were quite important in a num-
ber of situations, especially for higher order goods (high involvement goods).
Finally, the application of Multi-Attribute Utility theory described in this chapter 
did not include trade-offs between attributes. Payne et al. (1999) propose that it is 
in making trade-offs that one’s values are most often revealed to oneself and to 
outside observers. Timmermans et al. (1994) argue that when trade-offs are not 
included, the measurement task might not reflect the mechanisms underlying the 
actual decision-making and choice processes and may not be realistic to respon-
dents. Multi-Attribute Utility theory in its purest form does indeed include trade-
offs between attributes. Keeney and Raiffa (1976, p. 82 and following) describe 
methods to compose preference structures and value functions in the case of two or 
three attributes. The value functions are based on trade-offs. For example, suppose 
that the attribute size of the backyard has the value of 30 for a size of 5 m and the 
attribute number of rooms has the value of 80 for five rooms. With what amount 
should the size of the backyard increase in order to make up for the loss of one 
room? These kinds of questions are repeated for different levels and values of the 
attributes. However, such questions may not be easy to answer and the number of 
questions may become quite large if there are more than two or three attributes. 
Besides, respondents might not like having to make trade-offs because it is emo-
tionally and cognitively burdening (Payne et al. 1999). Forcing respondents to 
make trade-offs might lead to behaviors such as selecting the status quo option, 
unwillingness to trade-off at all and delaying choice. For these reasons, trade-offs 
were not included in the study described in this chapter.
There are also some limitations that apply to Multi-Attribute Utility theory in 
general that have to be mentioned. Firstly, the theory presumes that rational deci-
sion-making takes place, i.e., more utility is preferred to less utility. The theory 
supposes that human values may only influence consumer choices by affecting what 
product attributes consumers prefer and that it is the calculated evaluation of product 
attributes that in turn determines product choice (Allen 2002). However, consumers 
also make emotionally laden, intuitive and holistic judgments about products. Allen 
(2002) suggests that human values shape consumers’ product choices in two ways. 
Firstly, human values may influence the importance of the products’ attributes, 
which in turn influences product preference. Secondly, human values may influence 
product preference directly by making an affective, intuitive and holistic judgment.
Secondly, the assumption that the importance of the attribute is independent of 
the level of the attribute may not hold as the importance of the attributes may be 
dependent upon the range of the scale over which the value function is defined. The 
weight could change when the range of the scale changes. For example, a respon-
dent may be indifferent about the size of the backyard when the range is limited to 
between 5 and 15 m, because he does not consider a backyard interesting if it does 
not have a length of at least 25 m. Anything less is deemed unimportant. However, 
when the range stretches from 5 to 500 m, then backyard size does indeed become 
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important to him. The solution is to choose a range of attribute levels that is wide 
enough to appeal to most respondents.
Related to the previously mentioned limitation is the third issue, which is that 
respondents may not be able to provide evaluations for a distinct attribute level with-
out taking related attributes into account. The importance or value of a particular 
attribute may be dependent upon the level of other attributes. For example, the size 
of the living room may not be important to some respondents. However, it may 
become important when the number of rooms in the dwelling is very small. In our 
study, it seemed that the lower level of the attribute of purchase costs of € 140,000 
was influenced by assumptions about the size or state of maintenance of such a rela-
tively cheap dwelling. Timmermans et al. (1994) and Molin et al. (1996) wonder 
whether respondents are capable of expressing their evaluation of separate housing 
attributes, not knowing what to assume about the values of the remaining attributes 
influencing their preferences. As our respondents did not mention having problems 
providing values for individual attribute levels and the results showed face-validity 
for all attributes, except purchase costs, the problem may be manageable.
Fourthly, the multi-attribute approach does not allow the testing of the appropri-
ateness of the chosen preference function (for example, additive or multiplicative) 
to combine the single-attribute utilities into an overall utility, unless some external 
criterion is available, such as an overall evaluation or overt behavior (Veldhuisen 
and Timmermans 1984).
Finally, the preferences obtained using Multi-Attribute Utility theory may not 
represent real housing choices. This is because housing choices may frequently 
reflect the dominance of constraints rather than preferences (Maclennan 1977). 
Note, however, that this drawback is not limited to Multi-Attribute Utility theory 
but applies to all methods based on stated preferences. Furthermore, it does not 
mean that housing preferences should not be examined. Housing preferences may 
be especially valuable in a time when the housing market becomes more and more 
demand-oriented, as we see nowadays.
In conclusion, despite the limitations, Multi-Attribute Utility theory may have 
additional value in the field of housing preferences research. It provides the possibil-
ity of examining the importance and attractiveness of separate dwelling characteris-
tics, to calculate single-attribute utilities, to calculate overall utilities for combinations 
of attribute levels, to distinguish consumer groups with different preferences, and to 
choose amongst alternatives when different alternatives are available.
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6.1  Introduction
Conjoint analysis is in essence a data collection method that is especially useful if 
one is interested in examining the trade-offs that individuals or households make 
with respect to residential characteristics. The quintessence of this method is that 
(hypothetical) residential profiles are constructed that describe residential 
alternatives in characteristics that are assumed to influence residential preference or 
choice. The characteristics of the house and the residential environment are called 
attributes, of which housing type, and price are examples, and their values are called 
attribute levels, for example, single-family and multi-family house, and 500 and 
1,000 Euros per month. In so called conjoint (or stated preference) experiments resi-
dential profiles describing different combinations of attribute levels are shown to 
respondents. Respondents are then requested to evaluate each residential profile on 
a rating-scale or to choose between two or more presented profiles. The observed 
responses are then decomposed into the part-worth utility each attribute level 
contributes to the overall utility respondents derive from residential alternatives. 
To that effect, a proper statistical analysis technique, such as regression or logit 
models, should be applied dependent on the measurement level of the observed 
responses. Hence, the result of a conjoint analysis is a utility function that describes to 
what extent each attribute contributes to the overall utility of residential alternatives.
As will become clear in this chapter, the estimated utility function may provide 
insight into a range of issues related to residential preference, of which the follow-
ing are probably the most important. First, the estimated utility function indicates 
to what extent each attribute level contributes to the overall utility. For continuous 
attributes it may additionally provide insight into the form of the utility function, 
for example, one can test whether this relationship is linear or curvilinear. Second, 
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the utility function provides insight into the importance of each attribute, in other 
words which of the attributes, as varied in the experiment, has the largest impact on 
utility. Third, it provides insight into the trade-offs among the residential attributes. 
For example, as a costs attribute is included, the willingness to pay for improve-
ments of other attributes can be derived. Fourth, if the conjoint experiment is 
properly constructed, it allows one to test for interaction-effects (see Sect 6.2 for an 
explanation). Fifth, the utility function enables one to predict the overall utility for 
any residential alternative expressed in the attributes that are varied in the conjoint 
experiment. Hence, this allows one to predict which of a series of alternative resi-
dences is preferred. Finally, if the conjoint experiment is structured as a choice task, 
the estimated choice model can predict how the choice probabilities are distributed 
across available alternatives within various scenarios.
At least one of these aspects has led researchers to apply conjoint analysis to 
model residential preferences for more than three decades. It has been applied to 
examine a wide range of issues related to residential preferences, such as to model 
the preferences of specific groups, such as students (Louviere and Henley 1977; 
Louviere 1979), divorcees (Timmermans and van Noortwijk 1995; Timmermans 
et al. 1996) and rental tenants (Quigley 1985; Walker et al. 2002); preference for 
specific areas, such as inner-city neighborhoods (Phipps and Carter 1984, 1985), 
and rural areas (Joseph et al. 1989; van Dam et al. 2002); transport-related charac-
teristics (Borgers and Timmermans 1993; Borgers et al. 2008; Katoshevski and 
Timmermans 2001; Hunt et al. 1994; Tayyaran et al. 2003); the impact of environ-
mental amenities (Earnhart 2001); choices in transitional housing systems 
(Donggen and Li 2004); complex decision-making involving many attributes 
(Timmermans 1989; Louviere and Timmermans 1990; van de Vyvere et al. 1998), 
and group decision-making (e.g. Timmermans et al. 1992; Borgers and Timmermans 
1993; Molin 1999; Molin et al. 1997, 1999, 2000).
The aim of this chapter is to provide an introduction to the application of conjoint 
analysis to the modeling of residential preferences. To achieve this aim, the Sect 6.2 
of this chapter introduces the utility function. The Sect 6.3 discusses the construc-
tion of the conjoint experiment. The Sect 6.4 provides an empirical illustration by 
reporting on a study examining the residential preferences of potential residents of 
a planned neighborhood. It should be noted that due to space limitations, this chap-
ter mainly focuses on the basics of conjoint analysis. Section 6.5 and final section 
discusses the limitations of the basic methods and briefly discusses more advanced 
methods that overcome these limitations. For more details, the reader is referred to 
more exhaustive publications, such as Louviere 1988 and Louviere et al. 2000.
6.2  Utility Models
In order to properly construct the conjoint experiment, one should have a clear idea 
of the utility function one intends to estimate. Therefore, the utility function is 
discussed in this section, while the construction of the experiment is discussed in 
the next section.
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6.2.1  The Utility Function
As already explained in the Introduction, the utility function describes to what 
extent the attributes influence the overall utility derived from residential alterna-
tives. Typically it is assumed that utility consists of a structural part that can be 
explained by the estimated model and an error component, the part of utility than 
cannot be explained. Furthermore, it is typically assumed that the structural part of 
utility is a linear summation of part-worth (or marginal) utility contributions of the 
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= overall utility attached to alternative j;
jV  =  the structural component of utility; that part of the utility that is determined 
by the model;
je  =  an error component or random part of utility; that part of utility that is not 
determined by the model;
0b  = the utility constant;
ib   = the coefficient to be estimated for attribute i;
ijX  = the value of attribute i describing alternative j;
i ijXb  =  part-worth (or marginal) utility contribution of attribute i to the overall 
utility of alternative j.
6.2.2  Effects Coding
In order to include categorical attributes into the utility function, like, for example, 
tenure or dwelling type, the attribute levels need to be coded. Different coding schemes 
can be applied, such as dummy coding, effects coding, and orthogonal coding. These 
coding schemes differ in the direct interpretation of the estimated coefficients, but do 
not differ with respect to the resulting part-worth utilities of the attribute levels. As 
effects coding is applied in the example study presented later in this chapter, only this 
coding scheme is described in more detail here. An advantage of effects coding is that 
the estimated utility constant can be interpreted as the average utility attached to the 
residential alternatives included in the experiment. In the more well-known dummy 
coding scheme, the estimated constant denotes the utility of the alternative of which 
all levels are coded by zero. This is only relevant if that alternative serves as a bench-
mark alternative for which it is relevant to compare all other alternatives to. As this is 
often not the case, effects coding usually offers a more attractive interpretation.
Table 6.1 provides the coding scheme for effects coding for two, three and four 
level attributes. This scheme indicates that L levels are coded by L-1 indicator 
variables iv. For each indicator variable l, a coefficient ßl. is estimated. Hence, for 
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a four-level attribute, three parameters ß1, ß2, and ß3 are estimated. The estimated 
coefficients are used to calculate the part-worth utility (pwu) of each level by mul-
tiplying the estimated parameter with its code and summing the results across the 
indicator variables (coded columns). The resulting part-worth utilities expressed in 
the estimated coefficient ßl are presented in Table 6.1. From the table it becomes 
clear that the sum of the part-worth utilities across the levels of a particular attribute 
is, by definition, zero.
6.2.3  Interpretation of Part-Worth Utilities
The interpretation of the estimated part-worth utilities when effects coding is 
applied will be demonstrated by a simple example. Assume that in a conjoint 
experiment respondents evaluated eight residential profiles describing three attri-
butes which each are varied in two levels. As respondents evaluated the profiles on 
a ten-point rating scale, a regression model was estimated that resulted in the part-
worth utility contributions presented in Table 6.2. As effects-coding was applied, 
the estimated intercept or constant is equal to the mean overall utility derived from 
all the profiles included in the experiment. Hence, the mean utility derived from the 
residential profiles included in the experiment is equal to 5.
The part-worth utilities can be interpreted as the contribution of the attribute levels 
to the overall utility expressed as the deviation from the constant, thus from the mean 
overall utility. Hence, a positive part-worth utility means that the presence of the attri-
bute level in a residential alternative increases the total utility derived from that alter-
native, and consequently, a negative part-worth utility decreases the overall utility.
Table 6.1 Effects-coding for 
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The part-worth utilities presented in Table 6.2 indicate that owner-occupied 
houses increase utility, while rental houses decrease utility. Hence, owner-
occupied houses are preferred to rental houses. Likewise, Table 6.2 indicates that 
single-family houses are preferred to multi-family houses and that cheap houses 
are preferred to expensive houses. Furthermore, considering the size of the esti-
mated coefficients of the part-worth utilities, Table 6.2 indicates that of all the 
attributes, monthly costs has the largest impact on utility, followed by housing type 
and finally tenure.
Based on the utility function just discussed, one is able to predict the utility for 
any combination of attribute levels included in the experiment. For example, the 
utility for an owner-occupied single-family house of 500 euro per month is pre-
dicted as: 5 (constant) + 0.5 + 1 + 2 = 8.5. Furthermore, by applying linear interpola-
tion the utility contribution can be predicted for any value of a continuous attribute 
that falls within the range varied in the experiment. In this example, this would only 
apply to the attribute monthly costs.
6.2.4  Interaction Effects
The utility function just discussed is a main-effects-only model. A main-effect is 
the utility contribution of an attribute level to the overall utility irrespective of the 
presence of any other attribute level in the alternative. For example, our example 
model predicts that the combined effect of a rental multi-family house is: 
−0.5 − 1 = − 1.5 utility points. However, the part-worth utility contribution of an 
attribute level may not always be independent from other attribute levels in the 
alternative. This means that a specific combination of two attribute levels may have 
a different effect on utility than the sum of their associated part-worth utilities 
(the main-effects). This difference is denoted by an interaction-effect, which can be 
modeled by estimating a coefficient for the product of the attributes.
Hence, an interaction-effect can be regarded as a correction of the sum of the 
main-effects. For example, assume that the interaction-effect for tenure and 
Table 6.2 Estimated  
(hypothetical) part-worth 
utilities










Single-family house −1 1
Multi-family house 1 −1
Monthly costs −2
500 euro −1 2
1,000 euro 1 −2
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housing type is equal to 0.25, this indicates that the joint utility of rental and 
multi-family house is 0.25 larger than the sum of their main effects (since the 
product of their codes is +1). Likewise, based on this interaction effect, the joint 
combination of single-family and owner-occupied house is 0.25 larger than pre-
dicted by the main-effects, while the joint combination of both rental - single-
family house and owner-occupied – multi-family house is 0.25 smaller than 
predicted by the main-effects.
In addition to the two-way interactions just described, higher order interaction 
effects may also play a role. Hence, the sum of the main-effects may be corrected 
by the specific combination of three or more attribute levels. However, two-way 
interaction effects are not often estimated in practice and higher-order interaction-
effects are only very rarely estimated as these are hard to interpret.
6.2.5  Estimation of Rating-Based Models
As already discussed in the introduction, at least two different types of responses 
can be requested from the respondent in conjoint experiments: ratings or choices. 
Ratings involve evaluating each residential profile separately and expressing the 
result as a number on some preference rating scale. Hence, the overall utility U
j
 for 
each residential alternative j is directly observed. As the rating observations are 
assumed to be of interval level measurement, the observed overall profile ratings 
make up the dependent variable in a regression analysis, and the independent 
variables are formed by the coded attribute levels. Hence, these data are typically 
analyzed by applying ordinary least squares regression analysis, which, for example, 
can be conducted in SPSS.
6.2.6  Estimation of Choice-Based Models
If the conjoint experiment is framed as a choice task then the observed responses 
indicate whether an alternative was chosen (normally coded 1), whereas the 
remaining alternatives (coded 0) were not. Hence, the nominal-level data cannot be 
analyzed by applying ordinary least square regression analysis, but require the 
application of an appropriate limited dependent analysis technique.
A further difference with rating tasks is that in choice tasks utility is not directly 
observed, only choices among alternatives. By assuming that respondents choose 
for the alternative with the highest utility, however, utility can be linked to the prob-
ability that an alternative will be chosen. This requires making additional assump-
tions about the random component of utility je . Typically, it is assumed that the 
errors are independently, identically distributed extreme values (the distribution is 
also referred to as: type I extreme value, Gumbell or double-exponential), which 
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results in the well-known multinomial logit (MNL) model (e.g., Ben-Akiva, and 














Where jp  is the probability of choosing alternative j; S denotes the choice set of j 
alternatives; and eVj denotes the exponent of V
j
, the structural part of the utility. 
MNL models are typically estimated in specialized software packages, such as 
Nlogit (Limdep), Alogit or Biogeme.
In order to provide a complete introduction to conjoint analysis, both choice-based 
and rating-based models will be covered in this chapter. However, it should be noted 
that most academics now prefer choice-based models (e.g. Louviere et al. 2000, 2010) 
for reasons that will be explained later (see subsection about measurement tasks).
6.3  Constructing the Conjoint Experiment
Once a utility function is assumed, the researcher can start constructing a conjoint 
experiment that allows the estimation of that function. This involves making deci-
sions about: (1) selection of attributes, (2) determination of attribute levels, 
(3) choice of measurement task, (4) choice of experimental design, and (5) data 
collection. Each of these decisions is now considered in turn.
6.3.1  Selection of Attributes
The first step in constructing a conjoint experiment concerns the selection of the 
most salient attributes that influence the choice behavior of interest. This may be 
based on experience, literature research or preliminary research. Various small-
scale qualitative research methods may be used for the latter, such as the repertory 
grid method, decision nets or tables, the factor listing method or focus group inter-
views (e.g., Molin 1999). On the one hand, this involves an attempt to select those 
attributes that influence the consumer choice behavior under investigation. On the 
other hand, it also involves a policy analysis to identify the “design” or “marketing” 
attributes that are relevant to policy-makers, urban designers, or marketers, even 
though these attributes may not necessarily be the most relevant to consumers.
To identify and define the most salient attributes one typically considers the fol-
lowing criteria (Louviere and Timmermans 1990): (1) which idiosyncratically 
attributes can be ignored in order to retain a list which is salient and relevant to most 
individuals most of the time; (2) which attributes can be retained, recombined, or 
re-expressed to keep the set of attributes as non-redundant and as small as possible 
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to make an experiment tractable? (3) are the selected attributes relevant to managers 
or planners? That is, are they sufficiently specific to inform managers or planners 
about the consequences of policy or planning measures? and (4) are the attributes 
clearly defined to the respondents? That is, do the terms used connect with the 
respondents’ cognitive representations of choice alternatives?
Typically, the attributes and their values are described in text only. However, 
specific dwelling characteristics, such as architectural style, may be difficult to 
describe in words. This may lead to the use of visual methods for such attributes, 
which may enhance the realism of the task, thus increasing the external validity of 
the resulting models (e.g. Dijkstra and Timmermans 1997; Orzechowski et al. 
2005). However, images – especially photographs of existing dwellings – may also 
include elements that are not controlled for by the experimental design, such as 
color, the type of brick, weather conditions and additional objects as cars, garbage 
bins, and people (e.g. Jansen et al. 2009). These non-controlled elements may influ-
ence the respondents’ choices, but their effects cannot be estimated due to insuffi-
cient variation across the alternatives, resulting in biased parameter estimates. 
Hence, the initial gain in validity may be counterbalanced by the negative impact 
of the non-controllable elements. Drawing realistic computer images in which the 
variation of all the visual elements is based on an experimental design may be a 
better alternative. However, as many aspects are related to housing design, one 
probably needs very large experimental designs to control for all these characteris-
tics, which would probably result in too many profiles to handle in practice. Due to 
these drawbacks, there seems to be a consensus among researchers about not 
including images in conjoint experiments unless absolutely necessary due to a 
specific interest in measuring preferences with respect to design issues.
6.3.2  Determination of Attribute Levels
Once attributes have been selected one has to decide which levels to use to con-
struct the profiles. For categorical attributes, the range of levels is often fixed by 
certain constraints. For example, the attribute tenure has only two levels: rental 
houses and owner-occupied houses. The number of categories may also be deter-
mined by the degree of detail required to support managerial decisions. The number 
of attribute levels is usually limited to between two and four. For instance, the attri-
bute dwelling type is often defined in terms of following four levels: apartment, 
row-house, semi-detached, detached.
For continuous attributes, one has to decide on the number of levels and on the 
range of the attribute values. The number of levels depends on the assumptions one 
is willing to make about the relationship between the attribute values and the 
derived utility. If one assumes that the part-worth utility linearly increases or 
decreases with increasing attribute values, only two attribute values are required. If 
there is an interest in testing for deviations from linearity or one assumes that opti-
mum or minimum levels exists, one needs to select at least three levels, as a mini-
mum of three points are needed to draw a curve. Finally, if one assumes that 
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utility increases with increasing attribute values, but that one is indifferent with 
respect to middle values, one needs to select four values, which enables S-curved 
utility relationships to be estimated.
The range of attribute levels is chosen such that they span the range observed in 
current or planned choice alternatives. This principle is based on the idea that while 
it is more valid to interpolate preference values for attribute levels within the range 
of selected values, the validity of the utility of extrapolated attribute values may be 
of concern. If, for example, the goal of the model is to predict housing preferences 
for a certain new neighborhood and one expects that the cheapest house will cost 
400 Euros per month and the most expensive house will cost 1,600 Euros per month, 
than these two values are chosen as the end points of the price range. Depending on 
the assumptions one is willing to make on the form of the utility function, one could 
add a single middle value of 1,000 Euros per month to arrive at a three level attribute 
or add the values 900 and 1,200 to arrive at a four-level attribute.
6.3.3  Choice of Measurement Task
The choice of measurement task deals with the kind of response that is requested from 
the respondents. Three different measurement tasks are generally distinguished. In 
addition to the rating and choice tasks mentioned before, ranking tasks also exist. 
A ranking task involves respondents rank-ordering the set of profiles with respect to 
their overall preference. Usually each of the profiles is described on a separate index 
card. Respondents can spread these cards out on a table, compare them, make a 
preliminary ordering and then change the order until they are satisfied with the final 
ordering. In a rating task, respondents are required to express their strength of pref-
erence on some rating scale for each profile. For instance, respondents are requested 
to rate the degree of attractiveness of each profile on a scale which runs from 0 
(extremely unattractive) to 10 (extremely attractive). Thus, whereas a ranking task 
only measures preference order, a rating task also measures relative preference dis-
tances between profiles. Finally, in a choice task respondents choose between two 
or more profiles. Hence, the construction of choice experiments requires one addi-
tional step, because the profiles have to be placed into choice sets.
In the early days of the development of conjoint analysis methods, ranking tasks 
were the most common measurement task. Later, evaluating profiles on a rating 
scale became the dominant response format. Rating tasks are often found to be less 
difficult than ranking tasks, because respondents only need to evaluate each profile 
in turn instead of comparing all profiles at the same time. This is certainly the case 
if the number of attributes and consequently the number of profiles to be evaluated 
increases. Moreover, because in a rating task the profiles are shown to respondents 
one at a time, this allows one to describe the profiles subsequently in a question-
naire with the result that mail-back surveys are easier to develop.
Currently, choice tasks are the dominant measurement task. It is widely 
acknowledged that making choices more resembles the behavior of deci-
sion-makers in the real markets than rating each profile and therefore choice tasks 
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result in more valid models. Furthermore, choice tasks enable one to estimate 
choice models that allow the prediction of choice probabilities. In principle, this 
can also be done by rating-based models, however, these models require one to 
assume a decision rule that relates ratings to choices. An example of such a decision 
rule is that decision-makers always choose for the alternative with the highest pre-
dicted utility. However, decision rules are assumed and cannot be tested for their 
validity. Finally, choice tasks allow the estimation of additional terms in the utility 
function that provide additional insight into residential choice behavior, thus may 
result in more behaviorally rich models. For example, availability terms may be 
estimated, that indicate to what extent the utility of an alternative is influenced by 
the availability of a competing alternative in the choice set (see final section).
As ranking tasks are often found to be rather difficult and are hardly used in 
practice any more, ranking tasks are not further discussed in this chapter.
6.3.4  Choice of Experimental Design
In this section, experimental designs are discussed that are used to construct 
the residential profiles and the choice sets. First, the construction of profiles is 
discussed, which may be used for rating tasks as well as for choice tasks. This is 
followed by a discussion on the construction of choice sets.
6.3.4.1  Constructing Profiles
The number and composition of the residential profiles that are presented to respon-
dents is determined by the chosen experimental design. Basically, three different 
types of experimental designs can be distinguished: full-factorial designs, frac-
tional-factorial designs and compromise designs.
A full-factorial design involves making all the possible combinations of the 
selected attribute levels that can be made. This design type allows the estimation of 
all main effects and all possible interaction-effects. A disadvantage of the 
full-factorial design type is that the number of profiles rapidly increases with 
increasing numbers of attributes and attribute levels. For example, in the empirical 
illustration discussed later in this chapter, a single two-level attribute and eight 
three-level attributes are selected to describe the residential profiles. A full-factorial 
design in this case would involve 2 * 38 = 13,122 combinations. It may be obvious 
that this number is too large to handle in practical research. Hence, full-factorial 
designs are only applied if the number of attributes and number of attribute levels 
is very limited. As this is not usually the case in residential preference research, 
fractional-factorial designs are typically applied in practice.
A fractional-factorial design is usually an orthogonal selection of the full-
 factorial design. Orthogonal means that the attributes are not correlated across all 
the profiles. A consequence of this is that all the combinations that can be made 
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between the levels of two attributes will occur in the resulting residential profiles. 
For example, the attribute level ‘detached house’ will typically be paired an equal 
number of times with high prices as with low prices. The advantage of uncorrelated 
attributes is that for rating-based experiments the lowest number of observations is 
required to arrive at statistical significance for the estimated coefficients. For 
choice-based experiments orthogonal designs provide a good starting point, but 
efficient design strategies may be even more efficient (see final section).
Another desired property of experimental designs concerns attribute level bal-
ance. This involves that all the levels of an attribute appear an equal number of 
times across all the constructed profiles. If this was not the case, than the estimation 
of the coefficient for one level of an attribute would be based on more observations 
than the estimation of another level. Consequently, the coefficient estimated on 
more observations would have a higher probability of becoming statistically signifi-
cant. Providing attribute level balance in practice typically results in choosing an 
equal number of levels for each attribute or choosing a mix of two- and four-level 
attributes.
The use of fractional-factorial designs brings back the number of constructed 
profiles to manageable proportions. For example, the smallest possible orthogonal 
fractional-factorial design for the application, to be discussed later in the chapter, 
results in the construction of 27 profiles, which is considerably less than the 13,122 
combinations of the full-factorial design. This reduction in the number of profiles 
comes at a cost. Fractional-factorial designs do not allow the estimation of interac-
tion-effects. Hence, to apply this type of design one must assume that none of the 
interaction-effects for the attributes plays a role in the residential preferences, in 
other words that their effects are equal to zero.
Basically, a fractional-factorial design is a matrix in which the numbers dictate 
which attribute levels one should combine to create profiles. Each attribute is 
assigned to a column that varies a certain quantity of numbers of which the series 
(0, 1), (0, 1, 2) and (0, 1, 2, 3) are the most common. Hence, a column containing 
the first series of numbers can be used to vary a second-level attribute, the second 
series a third-level attribute and the third series a fourth-level attribute. Each row of 
the matrix represents a profile. To illustrate this, the simplest possible fractional-
factorial design for three selected attributes is depicted in the left part of Table 6.3. 
This design allows three attributes to be varied with two levels each. The two levels 
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1 1 0 0 Rental Single family house   500
2 0 1 0 Owner-occupied Multi family house   500
3 1 1 1 Rental Multi family house 1,000
4 0 0 1 Owner-occupied Single family house 1,000
138 E.J.E. Molin
of each attribute are then arbitrarily assigned to a level 0 or 1 as presented in the 
upper part of the table. This results in the four profiles that are provided in the lower 
right part of the table. Hence, this design requires the assumption that all interaction-
effects are equal to zero and allows only three of the main-effects to be estimated. 
Note that this design is included here only for illustrative purposes. To make pro-
files of three attributes each varying in two levels it would probably be better to 
construct a full-factorial design resulting in eight profiles, which has the advantage 
that it allows the estimation of all the interaction effects.
In order to arrive at an orthogonal fractional-factorial design one can make use 
of published designs (e.g. Addelman 1962; Steenkamp 1985), or use specialized 
computer software. For example, SPSS provides a conjoint analysis module that 
supports the construction of such designs. Another example is the recently intro-
duced program Ngene, which is probably the most advanced software package to 
support the construction of statistical designs. The number of profiles constructed 
in this way is at least equal to the number of indicator variables one needs to esti-
mate. However, because of the attribute level balance requirement explained earlier, 
the number of profiles is usually larger.
A disadvantage of the smallest fractional-factorial designs most often used in 
practice is that not all of the main-effects are independent of all the interaction-
effects. As a consequence, if interaction-effects that were assumed to be zero are 
not zero in reality and thus played a role in the decision-making process, some of 
the main-effects are confounded with these interaction-effects. Hence, the esti-
mated main-effects may then be biased. This can be prevented by selecting those 
designs in which all the main-effects are independent of all the two-way interac-
tions. However, this requires selecting larger designs that increase the number of 
required profiles.
One way to construct such designs is to create the foldover of the selected 
fractional-factorial design. A foldover design is the mirror image of the original 
design. For two-level attributes this means that a 0 entry in the design is replaced 
by a 1 in the foldover design, and a 1 by a 0. For a three-level attribute, the entry 0 
is replaced by 2, the entry 1 remains 1 and the entry 2 is replaced by zero. The 
foldover design created in this way is then added to the original fractional-factorial 
design. Fractional-factorial designs combined with their foldover have the 
property that all main-effects are orthogonal to unobserved, two-way interactions. 
A drawback of this design strategy is that it doubles the number of profiles to be 
evaluated.
The third and final experimental design type distinguished here is the compro-
mise design. This design allows estimating some selected interaction-effects. 
A compromise design consists of a main-effects design, combined with a second 
design that permits the estimation of selected interaction effects (e.g., Louviere 
et al. 2000). Although compromise designs still require the assumption that certain 
interactions are zero, they usually do not extend the number of profiles as much as 
applying the foldover strategy does. For a further introduction in constructing 
designs the interested reader is referred to Steenkamp (1985), which also includes 
several of the most applied fractional designs, and Louviere et al. (2000).
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It should be clear that the possibility to deal with interaction-effects needs to be 
traded-off against the requirement to limit the number of profiles to be evaluated by 
each respondent to avoid information overload. Decisions regarding design size are 
typically based on the assessment of how many profiles a respondent can reliably 
complete in a given response situation. In practice, fractional-factorial designs that 
only allow the estimation of main-effects are therefore often chosen, because these 
designs provide the lowest number of profiles and therefore limit the complexity 
and expense of the data collection effort. Main-effects-only-models often predict 
preferences for new choice alternatives reasonably well and it has been observed 
that main effects typically account for most of the variance in the data (Louviere 
1988, p. 40). Still, as stated before, one has to be aware of the fact that for some of 
these designs, main-effects are not independent of interaction-effects, which may 
result in biased estimates.
6.3.4.2  Constructing Choice Sets
As indicated before, the construction of choice tasks requires that profiles are 
placed into choice sets. Hence, the construction of choice experiments with two 
or more residential alternatives requires an additional step compared to the 
construction of profiles in the rating-based approach. The simplest strategy for the 
construction of choice sets is that first residential profiles are constructed as 
discussed before, and these are then placed into choice sets. The number of 
alternatives or profiles in each choice set is then determined and fixed and the pro-
files are placed in the choice sets by randomly drawing from the pool of profiles 
until all profiles are placed. This strategy leads to a minimum number of required 
choice sets, but does not ensure orthogonality between the profiles in the choice 
sets. Hence, correlations will exist among the attributes of different profiles across 
all the choice sets. This results in a less efficient design, that is, more respondents 
have to be selected in the sample to arrive at statistically significant coefficients.
The following design strategy preserves the orthogonality of the attributes both 
within and between the alternatives. By this design strategy one simultaneously 
constructs choice alternatives and choice sets from a statistical design. In this case, 
an LM * N design is used, where L is the fixed number of attribute levels, M the num-
ber of alternatives in each choice set, and N is the number of attributes in each 
alternative. Each attribute of each alternative is therefore treated as a separate factor 
and assigned to a column in the experimental design. This design can be applied to 
create so-called labeled choice alternatives, which means that each alternative in 
each choice set has a label or name, like for example, “single-family house” and 
“multi-family house”. This design strategy allows different attributes to be included 
for each labeled choice alternative and/or different numbers or ranges to be chosen 
to vary the attributes levels for the differently labeled choice alternatives.
To illustrate this, let us apply this design strategy to the case included in 
Table 6.2. This involves creating choice-sets of two labeled alternatives each, 
a single-family and a multi-family house, hence M = 2. In this case, the first 
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alternative is always the single-family house and the second alternative is always 
the multi-family house. Each alternative is described by two attributes: price and 
tenure, hence N = 2. Finally, each attribute is described in two levels, hence, L = 2. 
Tenure is varied for both alternatives in the levels rental and owner-occupied and 
price in the levels 500 and 1,000 Euros for the single family alternative and 400 and 
800 for the multi-family alternative. Then, an orthogonal fraction of a 22 * 2 (thus a 
24) full-factorial design needs to be selected to construct the alternatives and the 
choice sets. The first two columns of this design vary tenure and price of the single-
family house and the following two columns vary the same two attributes of the 
multi-family house. This is illustrated in Table 6.4.
Irrespective of the chosen design strategy, one can add a base alternative to each 
choice set, which is often labeled as ‘none of these alternatives’. In residential 
choice applications the base alternative is often labeled as ‘do not move’. Labeled 
as such, it can be used to estimate the ‘none-choice’ or ‘opt-out’ choice, which 
means that given the residential alternatives available on the (hypothetical) housing 
market, one chooses not to move house but to stay put in one’s current house. 
Hence, it allows one to predict the probability that residential choice alternatives 
will be chosen compared to not moving at all. The base alternative is given a utility 
of zero by definition and thereby sets the origin of the utility scale.
6.3.5  Data Collection
The guidelines for data collection are basically the same as those for regular survey 
questionnaires. This especially applies to sampling techniques, which are there-
fore not discussed any further here. The only remark that needs to be made here is 
that typically a series of responses are collected for every respondent, which rap-
idly increases the number of observations. Hence, conjoint experiments on average 
require a smaller sample size than regular surveys. A general rule of thumb is that 
at least 30 observations are required for each profile or choice set in order to esti-
mate reliable models. It should be noted that if a base alternative is included in the 
Table 6.4 Applying the LM*N design strategy to constructing choice sets









0 0 0 0 1 Owner-occupied 1,000 Owner-occupied 800
0 0 0 1 2 Owner-occupied 1,000 Owner-occupied 400
0 1 1 0 3 Owner-occupied 500 Rental 800
0 1 1 1 4 Owner-occupied 500 Rental 400
1 0 1 0 5 Rental 1,000 Rental 800
1 0 1 1 6 Rental 1,000 Rental 400
1 1 0 0 7 Rental 500 Owner-occupied 800
1 1 0 1 8 Rental 500 Owner-occupied 400
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choice experiment and this alternative is often chosen, this requires sampling 
more respondents.
As in regular survey research, collecting data by means of interviewers may be 
preferred to using self-explanatory written questionnaires, as interviewers are able 
to explain the measurement task to the respondent. However, because it is much 
cheaper, the majority of conjoint tasks are collected by means of written question-
naires, either by paper and pen postal surveys or by means of the Internet. One 
difference with regular surveys is that conjoint experiments are less suitable for 
data collection by telephone. This is because it is practically impossible to grasp a 
full understanding of residential profiles if these are orally described in more than 
a few attributes, certainly if respondents are requested to make choices between two 
or more residential profiles.
With respect to the treatment of missing data, basically the same rules apply as 
for regular surveys. In principle, one can estimate a model for all valid observa-
tions, including those from respondents that have missing values. It is good practice 
to carefully examine the missing data patterns. If a respondent has many missing 
data, this may indicate that the respondent did not understand the conjoint experi-
ment and the researcher may consider removing the remaining responses of that 
person from the data. If choice data are collected, the problem of non-traders may 
appear, that is, respondents who always choose the same choice alternative and are 
thus not willing to trade-off the varied attributes. The researcher then has to decide 
whether these responses are valid and therefore should be kept in the analysis, or 
whether these responses are not valid and should therefore be removed. This non-
trader problem has only recently been given attention in the literature (e.g. Hess 
et al. 2008).
6.4  An Illustration
The aim of this section is to illustrate the insights conjoint analysis can provide with 
respect to residential preferences as discussed in the introduction. In particular, the 
use of choice-based models is illustrated by reporting on a study modeling the resi-
dential choice of potential tenants of Meerhoven. Meerhoven is a relatively new 
residential district in the city of Eindhoven and is a so-called Vinex location, one of 
the building locations the Dutch government appointed in the past decade as an 
instrument to realize its compact city policy. This policy aimed to concentrate new 
housing in large-scale compact residential districts near existing cities in an attempt 
to safeguard rural areas. For the city of Eindhoven this meant that new housing had 
to be built at a higher housing density than was considered normal in the region. 
Furthermore, housing costs were above average as most of the housing was to be 
built without financial aid from central government. Therefore, new tenants had to 
come from middle and higher income groups. At the time of the research (1996), 
the general picture of these income groups was that they were not really willing to 
move house because most people in these groups already lived in good dwellings; 
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if they were willing to move house, they were looking for spacious housing, which 
was probably not in line with the Vinex location intentions. Therefore, the local 
government wanted to have more insight into the housing choice process of the 
target group, especially with respect to higher densities. A conjoint choice experi-
ment was therefore developed, commissioned by the Eindhoven municipality and 
five housing cooperations.
It should be noted that this study was conducted in 1996 and thus reflects the 
housing costs of that time. As the goal of this illustration is to show the possibilities 
of conjoint analysis, no attempts have been made to transform the cost values into 
comparable current values. Furthermore, it should be noted that this study was part 
of a larger study on residential preferences in the Eindhoven region. Based on their 
responses in the preceding large-scale survey questionnaire, a target group of 
potential tenants of Meerhoven was selected for this study and divided into four 
segments of housing type preference. This example study reports only on the seg-
ment that has an initial preference for living in a semi-detached house (see Molin 
et al. 1996 for a report on the row-house segment, and Molin 1996 for the original 
research report that includes all segments).
6.4.1  The Experiment
The first step in building a stated preference model is to identify the attributes of 
interest. In the present study, attributes were identified on the basis of previous 
research efforts (e.g., Timmermans 1989; Louviere and Timmermans 1990) and 
discussions with experts, more specifically with representatives of the 
commissioning parties. The following attributes were selected to vary the costs 
and functionality of semi-detached houses: Tenure, monthly costs, number of 
bedrooms, size of living room, and depth of backyard. However, depth of backyard 
can also be used to vary the housing density. Likewise, more centralized parking 
and realizing more high-rise buildings in the housing district can also be used for 
this purpose. The attribute size of green space was included to examine whether 
creating a large central park could compensate for increasing the density elsewhere 
in the housing district. Finally, shopping centre was included to examine to what 
extent tenants were willing to use shopping facilities in neighboring districts. All 
attributes were varied in three levels, which allows the continuous attributes to test 
whether utility is linearly related to changing attribute values. Note that the monthly 
costs presented applied for both rental and owner-occupied; in the questionnaire it 
was explained which costs are covered. The list of selected attributes and their 
levels is portrayed in Table 6.5.
In the present study, it was assumed that all interaction effects were equal to 
zero. Hence, the smallest orthogonal fractional-factorial design to construct the 
residential profiles was selected, involving the construction of 27 profiles. These 
profiles were then randomly placed in choice sets of three profiles each. The option 
“do not move” was added to each choice set as a base alternative. In order to avoid 
order effects, the placement of profiles in choice sets was randomized nine times. 
1436 Conjoint Analysis
Respondents were requested to choose the housing alternative in each choice set 
that they were most likely to move into. If none of the housing alternatives in the 
choice set were acceptable, they could choose the option “do not move”, which 
served as a base option in each choice set. Respondents were requested to complete 
nine choice sets, which included all 27 profiles, presented in one of the nine differ-
ent random orders.
6.4.1.1  Sample
Stated choice data were collected in early 1996. Respondents were selected from a 
previous survey, which was primarily intended to collect data on the housing 
situation and housing needs in the region. In this data file, those households were 
selected which indicated that they (i) were willing to move house within 5 years, 
(ii) preferred new housing or had no preference regarding housing age, (iii) were 
looking for housing in Eindhoven, (iv) were willing to spend at least Nlg. 700 a month 
on housing, (v) preferred a semi-detached house, and (vi) agreed to participate in a 
choice experiment. A questionnaire containing the conjoint choice experiment was 
sent by mail to the selected households. A total of 154 respondents were contacted 
by mail, and 99 of them returned the form resulting in a response rate of 64%.
The household type of the response group was distributed as follows: 12.1% 
single. 47.3% couples and 40.7% couples with children. On average, the house-
holds consisted of 2.7 persons. The person who earned the most in the household 
had an average age of 36 years. The mean average net income was about 3,700 
Dutch guilders.
As housing choice is often the result of a multi-person decision-making process, 
multi-person households were asked to complete the questionnaire together with all 
the household members who were involved in the housing choice. Previous research 
found evidence for the hypothesis that models based on group tasks better predict 
group housing choices than models based on tasks completed by individual group 
members (Molin et al. 1999). In 62% of the multi-person households, at least two 
Table 6.5 Selected attributes and their levels
Tenure Size of living room Buildings in neighborhood
Rental 30 m2 Mainly high-rise
Owner-occupied 40 m2 Mixed low-rise and high-rise
50 m2 Mainly low-rise
Monthly costs Depth of backyard Green space
Nlg. 900 10 m Large central park
Nlg. 1,200 15 m A few fairly large public gardens
Nlg. 1,400 20 m More small public gardens
Number of bedrooms Car park Shopping centre
2 Central in neighborhood Outside district
3 In the street Central (one big)
4 On private property Neighborhood (a few small)
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persons, mostly husband and wife, completed the questionnaire together. 
Additionally, in about a quarter of the households with children age 14 or older, at 
least one child participated.
6.4.1.2  Model Estimation
The observed responses in the choice experiment were aggregated into frequencies 
that indicated how often the various alternatives included in any particular choice 
set were chosen. This set of frequencies served as the dependent variable in the 
MNL model. A main-effects-only model was assumed, so the problem was to find 
the part-worth utilities that, given these assumptions, best reproduced the observed 
choice probabilities.
To that effect, the econometric software package Nlogit was used to estimate a 
multinomial logit model. Model estimation is based on the principles of maximum 
likelihood estimation, which involves maximizing the log-likelihood function 
(Ben-Akiva and Lerman 1985). The commonly used goodness-of-fit model mea-
sure, which indicates how well the estimated model is able to reproduce the 
observed choices in the experiment, is based on a comparison of the log-likelihood 
of the estimated model (LB) with the log-likelihood of the null model (L0), the 
model in which all parameters are assumed to be zero. In the present study, LB is 
equal to −329.03 and L0 is equal to −553.30. By these log-likelihoods, McFadden’s 
Rho Square (the likelihood ratio index = 1 − LB/L0) is equal to 0.41. Similar to 
explained variance in regression analysis, higher McFadden’s Rho values indicate 
higher model fit, but this measure typically has lower values than the R2 (though 
this depends on the level of aggregation). Taking this into account, it can be con-
cluded that the estimated model reproduces the observed choices well.
6.4.1.3  Part-Worth Utilities
The attribute levels were effects-coded. As explained before, two indicator vari-
ables are estimated for each three-level effects-coded attribute, the values of which 
are equal to the part-worth utility of the first two levels of each attribute. 
Consequently, only two t-values are presented in Table 6.6.
Table 6.6 shows that the utility constant is equal to −0.87, expressing the mean 
utility derived from all residential profiles included in the choice experiment. As 
the ‘do not move’ alternative was, by definition, given a utility of zero, the negative 
constant indicates that on average the residential profiles included are considered 
less attractive than the current residence. To illustrate this further, this means that if 
the potential tenants have a choice between the ‘average profile’ and ‘not moving 
house’, then according to the estimated model 70.5%1 of the tenants will choose 
‘not moving house’. This confirms the earlier discussed belief that the target group 
1 The probability of choosing the average alternative (utility = −0.87) above the do not move 
option (utility = 0), is predicted by the MNL model as: p = e −0.87/(e −0.87 + e0) = 0.295.
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is quite satisfied with their current residence. Hence, quality housing needs to be 
provided in Meerhoven in order to tempt the potential tenants to move house.
As explained before, a part-worth utility indicates the contribution of an attribute 
level to the overall utility of a residential alternative. Let us now summarize the 
most important results based on the part-worth utilities:
 1. Owner-occupied houses are preferred to rental houses, as may be expected in the 
segment of residents preferring the semi-detached housing type.





Constant −0.87 −9.359 *
Tenure 19.0%
Rent −0.68 9.180 *
Owner-occupied 0.68
Monthly costs 19.9%
Nlg. 900 0.70 8.958 *
Nlg. 1,200 0.03 0.350
Nlg. 1,500 −0.73
Number of bedrooms 14.6%
2 −0.65 −7.654 *
3 0.25 3.118 *
4 0.40
Size of living room 6.4%
30 m2 −0.22 −2.490 *
40 m2 −0.02 −0.275
50 m2 0.24
Depth of backyard 9.3%
10 m −0.37 −4.305 *
15 m 0.30 3.631 *
20 m 0.07
Car park 11.3%
Central in neighborhood −0.46 −5.180 *
On the street 0.35 3.912 *
On private property 0.11
Buildings in neighborhood 10.2%
Mainly low-rise 0.30 3.997 *
Mixed low-rise and high-rise 0.13 1.665
Mainly high-rise −0.43
Green space 1.8%
Large central park 0.06 0.765
A few fairly large public gardens −0.07 −0.914
More small public gardens 0.01
Shopping centre 7.4%
Outside district −0.27 −3.348 *
Central (one big) 0.26 3.278 *
Neighborhood (a few small) 0.01
* Absolute t-values >1.96 indicate statistical significance at 0.05 level and are marked by *
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 2. Residential utility decreases with increasing monthly costs from 900 to 1,500 
Dutch guilders. As the second estimated coefficient is not statically significant, 
it can be concluded that this relationship is linear. Hence, an increase in the 
monthly cost has the same effect on utility across the whole utility cost range.
 3. Utility increases with increasing number of bedrooms. However, this relation-
ship is not linear. The increase in utility between two and three bedrooms is 
much higher (+0.90 utility points) than the utility increase from three to four 
bedrooms (+0.15 utility points).
 4. Utility linearly increases with the increasing size of the living room. This indi-
cates that within the varied range of 30–50 m2, each m2 increase of the living 
room increases utility to the same extent.
 5. With respect to the depth of the backyard, the utility distribution clearly shows 
an optimal value: 15 m is considered the most attractive depth (+0.30 utility 
points). A depth of 20 m comes second in attractiveness (+0.07 utility points), 
while a depth of only 10 m is the least preferred (−0.37 utility points).
 6. Car parking on the street is clearly preferred to parking at a central place in the 
neighborhood. Surprisingly, parking on the street is also preferred to parking on 
private property.
 7. A neighborhood with mainly low-rise buildings is preferred, although the utility 
difference between a mixed low- and high-rise neighborhood is not very large 
(0.17 utility points difference), suggesting that some high-rise buildings in the 
neighborhood are tolerated. On the other hand, a neighborhood with mainly 
high-rise buildings is clearly disliked.
 8. None of the part-worth utility levels of concentration of green space are statisti-
cally significant. This indicates that tenants in this segment are indifferent with 
respect to the way green space is spread across the neighborhood. An alternative 
explanation is that tenants have a clear preference for one of the levels, but that 
the preference is equally spread across the three levels, which therefore cancels 
out at the average level. The estimated MNL model is not able to distinguish 
between these two explanations.
 9. Using shopping centers outside the district is clearly disliked above using shop-
ping centers within the district. Furthermore, using a central district shopping 
center is preferred above several smaller neighborhood shopping centers.
6.4.1.4  Attribute Importance
To quantify the total impact an attribute has on residential utility the attribute’s rela-
tive importance can be calculated by considering the attribute’s utility ranges. An 
attribute’s utility range is the difference between the highest and the lowest esti-
mated part-worth utility of its levels. The utility ranges are summed across all 
attributes and the perceptual contribution of each attribute to this sum is calculated. 
However, it should be noted that attribute importance is conditional on the selected 
attribute levels. For example, if a smaller range of price levels was selected, say 
Nlg. 900–1,300, the utility range in part-worth utilities would probably have been 
lower and therefore also its estimated importance.
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The resulting relative importances of the attributes are presented in the last col-
umn of Table 6.6. This table shows that monthly costs is the most important attri-
bute, closely followed by tenure. This is followed by the housing attribute number 
of bedrooms. Next in importance are the attributes related to housing density: car 
park, type of buildings in the neighborhood, and depth of backyard. The attributes 
shopping centre, size of living room and green space have the least impact on hous-
ing choice. It is remarkable that size of living room has such a low impact. Probably 
the lowest level of 30 m2 is already considered sufficiently large.
6.4.1.5  Willingness to Pay
Because monthly costs was included as an attribute, the willingness to pay for 
improvements in housing quality can be calculated. The idea underlying this cal-
culation is to find out by how much monthly costs can be increased to compensate 
for a utility increase due to an improvement in another attribute in order to keep the 
overall utility at the same level. For this calculation, the utility change related to 
the varied costs range is considered first. Table 6.6 indicates that an increase in 
costs from Nlg. 900 to Nlg. 1,500 decreases utility from 0.70 to −0.73, thus by 1.43 
utility points. Hence, each utility point is worth Nlg. 600/1.43 utility points = Nlg. 
418. Willingness to pay for a quality improvement can now be calculated by mul-
tiplying this amount by the utility increase due to a change in attribute values. For 
example, an increase from 2 to 3 bedrooms increases the utility by 0.90 utility 
points, which results in an estimated willingness to pay off 0.90 * 418 = 377 Dutch 
guilders more per month. Likewise, it can be calculated that potential tenants are 
only willing to pay an increase of Nlg. 63 per month for a further increase from 3 
to 4 bedrooms.
6.4.1.6  Prediction of Choice Probabilities
As argued before, an important advantage of choice-based conjoint models above 
rating-based models is that choice probabilities for new housing alternatives can be 
predicted directly based on the estimated model, thus without making any untest-
able assumptions. To illustrate this, latent choices for residences in Meerhoven are 
predicted under varying density scenarios. Under the assumption that no other resi-
dences are available at the same time, the percentage of households that will choose 
for any of two specified houses or none of either type is predicted. It should be 
noted that all scenarios discussed here are formulated for illustrative purposes only 
and thus do not reflect any intended policy of the parties involved.
First, the choice probabilities are predicted for a base scenario including two 
houses that reflect typical semi-detached houses found in the Eindhoven region in 
the study period. The first house is relatively small and cheap, whereas the second 
house is relatively large and expensive. The values of all other attributes are kept 
the same for both houses, with the exception of the type of environment: House 1 
is located in a mixed low- and high-rise neighborhood, whereas house 2 is located 
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in a mainly low-rise environment. The attribute values of both houses can be found 
in the top part of Table 6.7.
To examine the effects that increasing the housing density has on choice 
probability, the values of three attributes related to housing density are changed. 
A first change involves increasing the number of high-rise buildings in the neighbor-
hood by one level. The first house is then assumed to be located in a mainly high-
rise environment and the second house in a mixed low- and high rise environment. 
The second change involves decreasing the depth of the backyard by 5 m, arriving 
at a backyard depth of 10 m. The final change involves that parking is centralized, 
hence, parking in the street is no long allowed. In a final step, the possibility that the 
disutility due to increased housing density can be compensated by improving other 
housing attributes – increasing the living room by 10 m2, realizing a central shopping 
center in the new housing district and decreasing the monthly costs by Nlg. 300 – is 
examined. Note that all changes are cumulative, which, for example, means that the 
second change assumes that the first change has already taken place.
Table 6.7 shows that under the base scenario, the smaller and cheaper house 1, 
is somewhat more popular than the larger and more expensive house 2. Using this 
Table 6.7 Choice prediction for two residences under varying housing density scenarios




Three bedrooms Four bedrooms
30 m2 living room 40 m2 living room
Nlg. 1,200 per month Nlg. 1,500 per month
15 m backyard 15 m backyard
Car park in street Car park in street
Mixed low- & high-rise Mainly low-rise
Large public gardens Large public gardens
Shopping outside district Shopping outside district
Base 30.6% 25.1% 44.3% 100%
Increasing densitya
More high-rise 21.1% 25.5% 53.4% 100%
 5 m smaller 
backyard
14.0% 16.9% 69.2% 100%
Central car park 7.5% 9.1% 83.4% 100%
Improving qualitya
+10 m2 living 
room
9.1% 10.8% 80.0% 100%
+Central shopping 
center
13.6% 16.1% 70.2% 100%
−Nlg. 300 per 
month
20.3% 26.3% 53.5% 100%
aAll changes are cumulative: for example, 5 m smaller backyard assumes more high-rise has 
already been applied
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scenario, it is predicted that almost half of the potential tenants would not move to 
any of these two houses. The table further shows that the propensity not to move 
house rapidly increases with increasing density.
Table 6.7 shows that in the densest housing environment, 83.4% of the potential 
tenants is not inclined to move house, illustrating that potential tenants are quite 
sensitive to housing density. The question of whether the disutility due to the 
increased housing density can be compensated for is answered by considering the 
lowest three rows of Table 6.7. These results indicate that the choice probabilities 
do increase due to the proposed improvements, but that these improvements are not 
sufficient to fully compensate for the housing density effect.
It should be noted that the predicted choice probabilities should be interpreted 
with care. As already discussed, the predictions are based on the assumption that 
no other housing alternatives than those included in the scenarios are available 
for the prospective tenants. This is of course a very stringent assumption as hous-
ing alternatives are constantly being added to and removed from the housing 
market and at any moment in time it is likely that more than two alternatives will 
be available for most prospective occupants. A full simulation of the housing 
choice would require taking the dynamic aspect of the housing market is into 
account. Hence, the predictions should not be interpreted as absolute predictions 
of market shares of the residential alternative, but more valued for providing the 
possibility to compare the relative impact that possible scenarios have on changes 
in housing choice.
6.5  Advanced Methods
As indicated in the Introduction, this chapter introduced the most basic conjoint 
analysis methods for modeling residential preferences. These basic methods have 
their limitations, which may be overcome by applying more advanced methods. 
The most relevant of these methods for modeling residential preferences are briefly 
discussed in this section.
6.5.1  Hierarchical Information Integration Approach
Typically many attributes influence residential preference, however, there is a limit 
to the number of attributes that can be included in conjoint experiments. Many 
researchers assume that most respondents can handle up to seven or eight attributes 
at a time. However, there is much debate about this limit in the literature as others 
have shown that respondents can successfully handle up to 13 attributes (Louviere 
1979). If the researcher wishes to include many attributes in the experiment, but at 
the same time wishes to limit the number of attributes in the residential profiles, the 
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Hierarchical Information Integration (HII) approach may provide an alternative 
(e.g. Louviere 1984; Timmermans 1989; Louviere and Timmermans 1990; Molin 
1999). This approach assumes that if prospective tenants are confronted with com-
plex decision problems involving many attributes, they first group the attributes into 
higher order decision constructs, for instance into a housing construct and a neigh-
borhood construct. It is further assumed that tenants then make trade-offs among 
attributes that belong to a decision construct to form impressions of each of the 
decision constructs and therefore arrive at a housing evaluation and a neighborhood 
evaluation. Finally, it is assumed that they integrate these decision construct evalu-
ations into the overall evaluation of the residence.
These assumptions are straightforwardly followed to construct HII conjoint 
experiments. A separate experiment is constructed for each decision construct, 
which varies only the attributes belonging to that construct. In addition, a so-called 
bridging experiment is constructed to examine the integration of the decision con-
struct evaluations. If the attributes in the bridging experiment are expressed in terms 
of the levels of the rating scale used in the construct experiments to evaluate the 
construct profiles, then a single concatenated model can be constructed. Oppewal 
et al. (1994) proposed a variant on this method involving the construction of 
Integrated HII experiments, which has the advantage that it does not require 
constructing a separate bridging experiment. For more details about the HII 
approach, its variants and a review of HII applications, the interested reader is 
referred to Molin and Timmermans (2009).
6.5.2  Efficient Design Strategies
The design strategies discussed in this chapter are based on orthogonal designs to 
construct the residential profiles. A recent stream of publications, however, argues 
that orthogonal designs do not always result in the most efficient model estimation 
(e.g., Bliemer and Rose 2006; Rose and Bliemer 2006, 2009; Rose et al. 2008). 
This literature advocates constructing choice sets by using so-called prior 
estimates. Prior estimates are best guesses on the real coefficients, which may be 
based on small-scale preliminary research. These are then used to create choice sets 
in which the alternatives have about equal utility. This strategy avoids the occur-
rence of dominant alternatives, which are alternatives that have at least a higher 
part-worth utility on a single attribute, while they have no lower part-worth utility 
on any other attribute. As dominant alternatives will always be chosen by respon-
dents, a choice set including a dominant alternative does not provide any informa-
tion on the trade-offs among the attributes. As by using priors dominant alternatives 
are avoided and choice sets are created in which utility is more balanced, each 
observed choice reveals maximum information about the trade-offs. Hence, effi-
cient designs potentially require a smaller number of respondents to arrive at statis-
tical significance of the estimated coefficients than orthogonal designs do. The 
earlier discussed software Ngene supports the construction of efficient designs.
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6.5.3  Modeling Heterogeneity
A limitation of the MNL model as presented in the empirical illustration is that this 
model does not take heterogeneity in tastes among the prospective tenants into 
account. Hence, the preferences of all tenants are represented by a single coefficient 
and possible preference differences among respondents, also called taste-
 heterogeneity, are only represented by the error term. However, taste- heterogeneity 
can be taken into account in conjoint models in at least three different ways: by 
estimating segment-based models, by estimating Mixed Logit (ML) models and 
by estimating Latent Class (LC) Models. Estimating segment-based models can be 
applied if choices as well as ratings are observed, while ML and LC models can 
only be estimated if choices are observed.
Segment-based models (e.g., Molin et al. 2001) involve estimating separate 
models for a-priori defined segments. For example, separate models may be esti-
mated for the different categories of household type, which provides insight into the 
extent to which different household types have different residential preferences. 
Alternatively, one can include background variables in a single model by interacting 
these variables with the attribute coefficients, which allows a test to be conducted 
as to whether the coefficients are significantly related to the background variables 
included.
The more recently developed mixed logit (ML) model (e.g., Train 2003; 
Rouwendal and Meijer 2001) allows taking heterogeneity into account by 
estimating additional coefficients denoting the standard deviations for (selected) 
coefficients. This indicates to what extent individual tastes are distributed around 
an estimated mean parameter. For example, if an ML model had been applied in our 
illustration study, a standard deviation estimated for the attribute green space could 
have revealed whether tastes among the three levels really differed among the 
respondents or whether respondents were indifferent with respect to the way green 
space was distributed across the neighborhood. An advantage of the ML model is 
that it is extremely flexible and it is shown that this model can approximate any 
other discrete choice model.
Finally, Latent Class models assume that different homogeneous preference classes 
exist, which can be identified based on the observed choices (e.g. Boxall and 
Adamowicz 2002; Walker and Li 2007). The researcher determines the number of 
classes and a separate model is estimated for each of these classes together with a prob-
ability for every respondent of belonging to each of the classes. Compared to the Mixed 
Logit model, the Latent Class model is somewhat simpler to use and to interpret.
6.5.4  The IIA Assumption and Availability Effects
Although the MNL model is probably the most often applied choice model, it is 
often criticized for its stringent underlying assumptions and especially for its 
Independence from Irrelevant Alternatives (IIA) assumption. The IIA assumption 
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implies that the utility of a choice alternative is independent from the presence 
of other alternatives in one’s choice set and also independent from the attributes of 
the other alternatives. A consequence of this assumption is that the MNL model 
predicts that the choice probabilities of newly introduced choice alternatives draw 
to the same extent from choice probabilities all existing choice alternatives. This is 
illustrated with the following example. Imagine that at a certain moment in time, a 
potential tenant can choose between a multi-family house and a single-family 
house, both with a choice probability of 50%. Imagine also that an additional multi-
family becomes available, with a choice probability of 30%. By the IIA property, 
the MNL model predicts that the probability of choosing both original houses drops 
to the same extent, in other words both drop by 15%. This, however, is highly 
unlikely: the newly introduced multi-family house has more in common with the 
original multi-family house and will probably also share attributes that are not 
included in the model, hence their error terms are likely to be correlated. It is there-
fore more likely that the choice probability of the single-family house will drop by 
a lower percentage than the predicted 15%, while the choice probability of the 
original multi-family house is likely to drop more than the predicted 15%. While 
this is what will probably happen in reality, the MNL model does not predict this 
due to its IIA assumption. Thus, the IIA assumption may pose problems in pre-
dicting correct choice probabilities for alternatives that are very similar, in other 
words that share characteristics that are not included in the model. On the other 
hand, if the utility function is properly defined and thus includes all attributes that 
play a role in residential choice, error terms are not correlated and the IIA assump-
tion will not pose difficulties in predicting choices (Train 2003).
Whether or not the IIA assumption holds can be tested in various ways. One of 
these ways is by the estimation of the Universal or Mother Logit Model (McFadden 
1975, see also McFadden et al. 1977). This model is a generalization of the MNL 
model in which the utility function is extended by so-called cross-effects. Cross-
effects indicate to what extent the utility of an alternative increases or decreases by 
the availability of other alternatives in the choice set or by the presence of some of 
their characteristics. If none of these cross-effects are statistically significant, it can 
be concluded that the IIA assumption holds. The interested reader is further referred 
to Oppewal and Timmermans (1991), Timmermans and van Noortwijk (1995) and 
Timmermans et al. (1996), who discuss the design requirement for estimating 
cross-effects and illustrate the interpretation of the estimated cross-effects.
6.5.5  Epilogue
This chapter provides an introduction into the application of conjoint analysis to 
modeling residential preferences. The fundamentals of constructing conjoint 
experiments are discussed, and more advanced methods are briefly introduced. The 
method is illustrated using an empirical example in which attention was paid to the 
interpretation of the estimated model. It is hoped that this chapter contributes to 
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the insights that conjoint analysis has to offer in examining residential preferences 
and that it will further stimulate the application of this method in this field of 
research.
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7.1  Introduction
In the late 1970s the residential images method was introduced as an alternative for 
the purely verbal questionnaire (Singelenberg 1980). According to professionals, 
such as property developers and realtors, verbal questionnaires did not inform them 
sufficiently. They argued that attributes, such as “architectural style” with its ver-
bally expressed levels of “modern,” “classical,” and “experimental,” resulted in 
measurement errors since different people might interpret a style differently. 
Presenting an example in the form of an image for every style might reduce the 
measurement error. Related to this aspect was the argument that innovative con-
cepts were thought to be better understood and valued if people could see the 
designs of future built environments. A more basic criticism was that a house in its 
neighborhood is an entity; hence, the measurement should be based on a set of 
photos as used in advertisements.
In the late 1970s, the Dutch Ministry of Housing launched a campaign to stimulate 
housing for one- and two-person households (Singelenberg 1980). In a number of 
pilot studies, residential images were used. Four steps were distinguished. The 
first step concerned the selection of the attributes and their levels. The residential 
image should contain all the important attributes of the housing situation for both 
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respondents and the housing authority. An example is provided in Fig. 7.1. The 
second step defined the task complexity. Prior tests showed that 20 images for 
existing alternatives were the maximum, while six was the maximum for innova-
tive products. In the third step of the method, the respondent had to select a resi-
dential image that resembled his or her present housing situation. This was done 
to determine the extent to which the respondent had understood the task. In the 
fourth step, the respondents had to value the set of images. In this project, elimi-
nation-by-aspects (EBA) was assumed as the choice heuristic that people use 
(Tversky 1972a, b; Bettman 1979). EBA assumes that people evaluate all offers 
stepwise based on a set of attributes that they rank. The ranked set is defined by 
the utility (the “worth”) that people assign to each attribute at stake. Every offer 
that does not match a certain threshold level of an attribute is eliminated. Hence, 
EBA assumes non-compensatory choice behavior in contrast to models that assume 
compensatory choice rules.
The fourth step is theoretically the most important one since it postulates how 
people make a choice and how researchers can unravel respondents’ preference 
structures and choice rules. The residential image method is a decompositional 
approach like the conjoint analysis method. Based on a set of attributes, offers (also 
known as alternatives or profiles) are defined and respondents are asked to value 
these offers. The main difference between the conjoint analysis method and the 
“classic” residential image method is the lack of a statistical design in the latter. 
The preference structure depends on the underlying assumption of the choice rules. 
In the EBA method, a non-compensatory rule is used. A non-compensatory deci-
sion rule implies that a highly valued attribute cannot make up for a weak valued 
one. The valuation of an attribute above or below a certain preferred threshold 
therefore must lead to the rejection of an alternative vacancy. However, there are 
examples of the residential image method in which compensatory rules are 
Fig. 7.1 Early residential image 
for young people (Source: 
Singelenberg 1980)
Upper apartment, 3 rooms
Net rent: fl. 180,- per month
For sale: fl. 60.000,-
Rent per room: fl. 90,- per month
(2 rooms with shared facilities)
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assumed. Basically, the residential image method only differs with respect to the 
use of images instead of a verbal expression.
The use of images has caused a debate, which has not led to a final conclusion 
since the first observations. When attributes are presented in both visual and written 
form, respondents may be more inclined to base their preference on what they see 
than on what they read. Buys and Singelenberg (1989) put forward that respondents 
react primarily to the images. They therefore argue that the value of research using 
images is dependent upon the representativeness of the images. Hooimeijer (1994) 
argues that, when comparing residential images, the information that is most easily 
accessible, i.e., the image of the dwelling, may lead to less attention being paid to 
other information that is more difficult to process, such as a written description of 
the size of the living room. However, due to the increasing use of visually based 
media, such as the Internet, the inclusion of images in the measurement task is still 
a topic of considerable importance (Jansen et al. 2009).
In this chapter, we describe the development of the residential image method 
from its early start until the present situation. In Sect 7.2, we will discuss the pros 
and cons of using images in general. In Sect 7.3, we show various case studies that 
reveal the development of the residential images method over the years. Section 7.4 
discusses in more detail future prospects of the residential image method. 
Section 7.5 is conclusive.
7.2  Word or Image
Research has shown that the way in which information is displayed can influence 
the decision-making processes (Schkade and Kleinmuntz 1994). One benefit of 
including images in a preference measurement task is that specific dwelling char-
acteristics, such as architectural style, may be better shown with the use of an image 
than described in a few words. By visualizing these characteristics, respondents 
may better understand and appreciate the various options and thus may make better 
choices. Another point to be noted is that images may enhance the realism of the 
task (Wittink et al. 1994; Dijkstra and Timmermans 1997; Vriens et al. 1998; Jaeger 
et al. 2005). This may increase the external validity of the results when choices are 
dependent upon the inspection of products (Dijkstra and Timmermans 1997; Jaeger 
et al. 2005). Furthermore, images have the advantage that more characteristics can 
be meaningfully included in the full-profile method (Wittink et al. 1994); they can 
convey more information. Finally, respondents may nowadays be accustomed to the 
use of images due to the Internet, digital cameras, 3D simulations and so on.
However, visualization may also mean that information is provided that is not rele-
vant to the measurement task (Orzechowski et al. 2005). Images may show accidental 
characteristics that were not intended to be evaluated. In the area of housing one can 
think of, for example, photos of existing residences showing the color of the paint, the 
type of brick, and objects on the images, such as cars and garbage bins. According to 
Smardon et al. (1986), features such as trees along the street and materials such as brick 
or stone are viewed as attractive whereas features such as parking, utilities, and refuse 
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storage are deemed to be unattractive. Such details can influence respondents’ evalua-
tions. For example, consider a particular image showing a dwelling with the attribute 
level “innovative design.” The respondent looks at the image, and although being in 
favor of the innovative design is deterred by the color of the window frames and evalu-
ates the profile negatively. Thus, the positive evaluation of the attribute level “innova-
tive design” is not expressed in the respondent’s answer. In addition to this problem, 
Gaber and Gaber (2004) discuss a number of potential threats to the internal and exter-
nal validity using photographs in planning research. Photographs may show an incor-
rect relationship between visual variables because the 3D reality is captured in a 2D 
picture. Furthermore, a photograph is a snapshot in time; it shows the particularity of a 
specific moment in time and space. Finally, the representativeness of the images is an 
important topic of concern; in other words, whether the image portrays a typical (rep-
resentative) example of the particular characteristic. The limitations of both including 
and not including images in preference studies are summarized in Table 7.1.
The above discussion shows that the use of images in a measurement task might 
introduce bias. However, including images may also have a substantial number of 
benefits, for example, for clarification and for showing options that do not yet exist 
in reality or are unknown to consumers.
7.3  The Development of the Residential Image Method
To clarify the development of the image in preference modeling we start with an 
overview of examples. In general, an image can be included in a measurement instru-
ment in two different ways: (1) showing a complete dwelling and its environment 
Table 7.1 Summary of potential limitations of including and not including images in the 
measurement task
Including images
Information may be provided that is not relevant to the measurement task. This may lead to 
biased estimates.
Images may show an incorrect relationship between visual variables because the 3D reality is 
captured in a 2D picture.
An image is a snapshot in time; it shows the particularity of a specific moment in time and space.
Images may not be representative of the category that they portray.
Attributes may be deemed as more important than they are in reality.
Not including images
Omitting images for specific dwelling characteristics, such as architectural style, may lead to 
poor understanding and poor choices.
Omitting images for specific dwelling characteristics may decrease the realism of the task and, 
consequently, the external validity.
Fewer characteristics can be meaningfully included in the full-profile method.
Respondents may lack images because they are accustomed to seeing images everywhere in 
daily life.
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as in an advertisement, and (2) as a set of images that only depict one attribute of the 
dwelling or its environment. We describe three examples. The first two resemble the 
original approach in which the image is an advertisement. The last example is a con-
joint model with images.
7.3.1  Case Study 1: Qualitative Survey on Senior  
Communities (2007)
Like many western European countries, the Netherlands faces a new challenge: the 
aging of the population as well as a population and household decline (Hooimeijer 
2007). The cohort effect of the post-war baby boom, the immigration of the 1960s 
and 1970s and the increased life expectancy will result in more elderly (55 years 
and older). Between 2005 and 2020, population projections estimate that the 
4.3 million elderly will increase to 5.5 million. More precisely, the active 
55–74-year-olds will increase quickly from 3.2 to 4.4 million. In many instances 
this group of 55–74-year-olds is better educated, has higher pensions and assets 
(home-ownership), is more mobile, and, more importantly, is healthy. Their con-
sumption patterns will differ from the elderly of the past. This will also be true for 
housing and living environments.
To gain more insight into what the elderly actually want, the Dutch Ministry of 
Housing, Spatial Planning and the Environment asked the TNO NIPO Institute and 
the SEV (Steering Committee for Housing Experiments) for an explorative survey 
among vital older people (aged 55–70) of their preferences toward community 
types of housing. Since this type of housing and living environment is new, exam-
ples from the United States were used. These examples ranged from senior com-
munities on a scale from individual housing in a service-oriented neighborhood on 
the one hand to the senior city concept with a separate community only for older 
people on the other (De Graaff et al. 2007).
Since these concepts are new, residential images seemed a good method to 
inform seniors. The SEV delivered a verbal typology to design bureau Heren 5 with 
specifications for the following six concepts. What is important is that the types 
differ in size. For instance, type 1 refers to one dwelling, while type 6 relates to 
2,000–4,000 dwellings.
Known in the Netherlands•	
(1) Individual housing in a lifetime neighborhood (barrier-free, near  –
services)
(3) Co-housing: 24 older people live in self-supporting apartments around a  –
common garden and common room and organized common activities
(4) Senior housing: 80 or more apartments for older people in a serviced  –
block of flats
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Unknown in the Netherlands•	
(2) Duo-housing: a house with two apartments, where you choose your  –
neighbor yourself
(5) Extra care village: community of about 200 flats and bungalows around  –
an activity center with its own clubs and pub, adjacent to an existing neigh-
borhood with shopping and leisure facilities (British concept)
(6) Senior city: new town with 2,000 or more houses exclusively for senior  –
citizens with its own shops and leisure facilities (American concept)
The six concepts were visualized in such a way that concepts 2, 5, and 6, of 
which there are not yet examples in the Netherlands, would not be disadvantaged 
in comparison with concepts 1, 3, and 4, of which existing practices can be shown. 
A mixture of standardized informative drawings and associative photos was used. 
Figure 7.2 shows the smallest and the largest profiles as portrayed in the images. 
Since this project was explorative, a random selection of 24 respondents between 
60–80 years with middle incomes was selected. In half an hour, each respondent 
selected the six images based on whether they would like to live there. Aside from 
this task, respondents were asked why they selected the images as they did.
How important is the postulated preference for “community” in the Netherlands? 
Interestingly enough most of the respondents had negative feelings about all the 
community-type options. Most of them selected only concept no 1 (individual 
housing in a lifetime environment). Presumably, all other communities are rejected 
because in general homogeneity by age and social control is not the preferred 
option for the elderly in the Netherlands. However, the age group 70 and older 
rejected fewer options than the younger elderly. We postulate that the age group 70 
and older anticipates on their reducing health and social networks (family, friends, 
and colleagues), and are more open to new types of houses and living environ-
ments. This research has been very informative for those involved in planning and 
project development. “Real” offers from abroad cannot be imported into another 
social context without the risk of a lack of demand.
7.3.2  Housing in a Water-Rich Environment Riverstone  
Project (2008)
Based on consumer research, other studies, as well as Dutch and foreign examples, 
the SEV took a further step in understanding the potential for water-enriched hous-
ing. Real designs were offered to the potential buyers in a real pilot project: 
Riverstone, east of Arnhem on the IJssel River (Boogaard and Sievers 2009).
We designed nine types based on a selection of attributes that were found to be 
important in previous research, which will be discussed later. The nine types do not 
form an exhaustive set of all alternatives that can be derived from the attributes 
(Singelenberg 2008). An extra attribute was included: detached (grouped) dwell-
ings versus semidetached houses and apartments. Furthermore, we divided the 
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Fig. 7.2 Three senior communities (Source: de Graaff et al. 2007)
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design according to modernized versions of currently existing locations versus 
renewed locations. For instance, the wharf and poles already existed in the early 
Middle Ages and are well-known techniques elsewhere in the world. A new form 
is the floating home as a modern version of the houseboat. The nine types are 
defined below. We see immediately that an exhaustive set of alternatives would 
result in more than nine types: three types (detached, semidetached, apartments) 
times five techniques (dyke, boat, wharf, poles, floating house) times three designs 
(existing, modern, neo). Figure 7.3 shows additional attributes like price, parking, 
mooring place, and garden/yard. In short, only a selection of the vast amount of 
alternatives was chosen.
Detached houses•	
Modern designs of existing types –
Houses in a dyke•	
Houseboats•	
Renewed designs of past types –
Houses on a wharf•	
Houses on poles•	
Floating homes•	
Grouped (semi)detached and apartments•	
Modern designs of existing types –
Houses in a dyke•	
Renewed designs of past types –
Houses on a wharf•	
Houses on poles•	
Floating homes•	
Finally, every design has five extra verbal attributes. These were also revealed in 
the earlier conjoint research as important: price, physical connection, parking, out-
door space, and levee.
Nine different types of water-related housing were proposed and translated into 
residential images by Defacto architects. Some pictures for the residential images 
were chosen from a collection of existing examples in the Netherlands; others were 
constructed using Photoshop to create a possible but not yet existing combination 
of housing type (Fig. 7.3).
The potential buyers were present inhabitants of the housing market region 
Arnhem with an income of at least 1.5 times the modal income (€45,000 per year 
excluding tax). The income level was mainly based on prior information on housing 
consumption and the idea of the developer of Riverstone. A random sample resulted 
in 5,100 households. We used an Internet survey to reduce costs and accepted a low 
response rate since reminders were too costly.
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Fig. 7.3 Five water-enriched designs (Source: Boogaard and Sievers 2009)
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The Internet questionnaire consisted of a number of blocks like the introduction 
of Riverstone; questions related to the social-economic and social-cultural back-
grounds and of course the main part: the residential images. The part for the resi-
dential images consisted of three blocks:
The evaluation task implied looking at each of the nine residential images and •	
evaluating the attributes of quality, price, parking, mooring, and outdoor space. 
The evaluation scores were positive (+), negative (−), and neutral (0). Finally, the 
images had to be ranked from 1 to 9 according to preference. This approach dif-
fers from the elimination-by-aspects, where the selection itself is part of the 
observation.
Next, respondents had to answer whether they were willing and able to move to •	
an alternative within 2 years. The reason for this period is that the dwellings 
were not yet constructed. An alternative could have been “do you accept this?” 
The answers were “yes,” “no,” “maybe, because ….”
Finally, people were asked to explain the reasoning behind their decision, •	
including the qualities of the offer, price, intervening opportunities, and personal 
circumstances.
Table 7.2 shows the mean and median scores for the nine types. Each type is 
characterized firstly by the type and secondly by the construction technology/
design such as dykes, wharfs, poles and floating. The results are rather surprising 
and in contrast to other findings. The highest ranking has the apartment instead of 
the usually more highly valued detached house. It turns out that this ranking is not 
an effect of the specific segment of housing searchers, but an effect of the price 
levels. The price levels for the detached and semidetached alternatives are too high. 
Since budget restrictions are important, respondents have valued the lower-priced 
apartments more highly. As we said earlier, a design must be a real option. The 
construction technique is important as well, but is also linked to the type. 
Respondents do not value apartments on poles, whereas both this technique and 
floating score pretty well for (semi)detached alternatives.
The respondents also had generic preferences with respect to the neighborhood. 
Access to the shops was vital to add value to projects. Other amenities like leisure, 
health care, restaurants/pubs, and culture were less important. The preferences for 
a type of neighborhood suggested that a homogeneous composition is not popular. 
However, even though a neighborhood collective was not valued highly, a pleasant 
chat in the street was valued highest. This is the same result as for the elderly neigh-
borhoods we discussed previously.
7.3.3  Housing in a Water-Rich Environment Conjoint  
Analysis Approach (2008)
The SEV commissioned a conjoint analysis to detect the preference structure. The 
SEV wanted the inclusion of images. Based on the assumption from other research 
(see Kauko et al. 2009) an exhaustive set of attributes was selected. The design 
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was based on earlier research that focused on the preference functions for the 
entire Dutch populations (Boumeester et al. 2008). Table 7.3 shows the attributes 
and their levels (Singelenberg 2008).
We visualized most attribute levels as Table 7.4 shows. In the measurement 
task, the verbal explanations were included. All levels of attributes were com-
bined, which results in a so-called full factorial design of all the possible alterna-
tives. Each respondent evaluated a set of 13 pairs of alternatives. Most are 
verbally expressed, but the respondent can also look at a visual version (I: 
Information). The respondent had three tasks: (1) assigning a report mark to each 
profile, which is split up into the dwelling and the neighborhood; (2) selecting 
profile 1 or 2; and (3) an extended choice that includes an “opt-out” (none). The 
last task is important since it allows the respondent to say “no move at all.” The 
opt-out is of course important since expressing one’s appreciation is very differ-
ent to moving.
We summarize the results of the opt-out model. Our first observation was that 
the model confirmed the importance of the ‘opt-out’ in marketing research. For 
developers and municipalities the turnover – construction volume times the average 
house price – counts in decision-making. The “opt-out” model showed that the 
mean probability to move was only 29%. Secondly, we concluded that our consum-
ers considered the differences between traditional housing nearby water or new 
designs nearby and on water as irrelevant. This implied a potential market for the 
new designs that might compete with traditional designs. The developer’s best offer 
would be a detached house, 180 m2 or more, with water 200 m wide, a regulation 
that allows all kinds of boats (rowing, sailing, electric, and combustion motor) and 
an open and direct connection to waterways. Thirdly, an important characteristic of 
the conjoint model is that it allows for interpolation between the three price levels 
in relationship to other attributes (Brouwer et al. 2007). This allows suppliers to 
evaluate the market value of various designs and prices. The picture-enhanced con-
joint models have advantages over the simple residential images method. The main 
advantage for developers is that all kinds of alternatives can be evaluated, the price 
elasticity can be measured and finally the price per unit quality can be derived. This 
provides vital information for financial risk assessment and especially for new 
products.
Table 7.3 Selected attributes
Profile defined by attributes (attribute levels)
House Neighborhood
Layers/type (3) Living environment (3)
Type (3) Width of water (3)
Surface (3) View on water (3)
H
2
O technology (3) H
2
O fluctuation (2)
Street type (3) Boat traffic (3)
Price and tenure (3 * 2) Connection waterways (3)
Source: Singelenberg (2008)
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7.3.4  Conclusion
The examples illustrate two types of applications. We can define them as a profes-
sional’s selection of images out of a large set of images and a selection based on a 
statistical design. Both differ with respect to their goals. If a professional is only 
interested to select the best design out of a set he or she is able to construct, the 
first application is justified. If the goal is to unravel the preference function, a sta-
tistical sound design is necessary. The quality and the right use of the image are 
vital in both applications. In the next section, we will discuss the second application 
in more detail.
7.4  Word of Image Revisited
In order to decide whether or not to include images in an Internet-based question-
naire into general housing preferences (Boumeester et al. 2008), Jansen and coau-
thors (2009, in press) set up two studies to explore the impact of including images 
in a conjoint measurement task into general housing preferences. It is important to 
note that the goal of the study was to obtain housing preferences in general, thus 
not for specific dwellings. In the latter case, providing images of a specific dwell-
ing would probably only increase the validity of the study results. This is the 
strength of the residential images approach, to show images of specific dwellings 
or images of dwellings that have yet to be developed in practice. However, as the 
researchers tried to obtain general housing preferences, it is undesirable that these 
preferences should be biased by accidental and non-systematically varied details 
on the images presented.
In the first study (Jansen et al. in press), the authors provided 28 respondents 
with descriptions of eight dwellings (so-called profiles), using three different meth-
ods: (1) “text only,” (2) “text and color photograph,” and (3) “text and black-and-
white artist impression.” Respondents were invited to express their evaluation of a 
particular profile on a ten-point category scale ranging from 1 (“extremely bad”) to 
10 (“excellent”). Furthermore, respondents were asked whether they would want to 
move to the particular dwelling (yes/no). During the task, the researchers tested 
how people looked at their computer screen by means of “eye-tracking” software. 
After the measurement task, the researchers confronted respondents in a face-to-face 
interview, with inconsistent responses made during the task. By inconsistencies is 
meant: a different rating or a different choice with regard to the same profile, 
measured with different methods. If inconsistencies were observed, a maximum of 
three inconsistencies were discussed with the respondent.
Figure 7.4 shows how people look at the screen when performing the tasks. The 
eye-tracking task provided several statistics, such as the average gaze time per profile. 
The results showed that on average and across all profiles, the “mean” respondent 
looked at the “text only” profiles for 61 seconds, “text and photograph” profiles for 
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Fig. 7.4 “Eye-tracking” heat map test (Source: Boumeester et al. (2008))
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57 seconds and “text and impression” profiles for 50 seconds. Thus, respondents 
looked longer at the “text only” profiles when compared to the other types of pre-
sentation. This finding may be explained by assuming that when an image is pro-
vided the respondents’ evaluations are guided by a quick look at the image to form 
their opinion, whereas in the case of “text only” profiles they have to take an effort 
to read the text of the profiles more precisely. This assumption was supported by 
the observation that in the case when images were presented only 29 seconds were 
devoted to reading the text. This is relatively short when compared to the 61 seconds 
mean gaze time in the case of the “text only” profiles. Twenty-eight and 21 seconds 
were devoted to looking at the images in the case of the photograph and the artist 
impression, respectively.
The results showed that ratings obtained using the “text only” method where gen-
erally lower than those obtained using the “text and photograph” method. In addition, 
there were some differences between presentation methods, depending on the particular 
profile. In particular, both the willingness to move to the dwelling and the mean rating 
presented on one specific profile turned out to be higher when the dwelling profile was 
not accompanied by an image (which contradicts the general observation presented 
above). It appears, therefore, that the written description of this particular dwelling 
profile appeals to respondents, but that interest fades when an impression of such a 
dwelling is presented. An accidental choice for an impression of a relatively unattract-
ive dwelling might have caused this result. These results are evidence for the impact 
of images on respondents’ reported evaluations. The respondents were interviewed in 
order to obtain insight into the underlying reasons for inconsistent responses. The great 
majority of the respondents explained their inconsistent ratings and choices by pro-
viding arguments that related to details on the images. The authors therefore believe 
that many respondents may have been influenced by details on the images that 
arouse affective or emotional feelings and result in value-laden judgments.
When the authors explored the importance of the attributes, they observed that 
the attributes “dwelling type” and “architectural style” were deemed more impor-
tant when presented visually than when presented only verbally. This was also 
suggested in the literature (Louviere et al. 1987; Vriens et al. 1998). Based on the 
results of this study, the authors concluded that non-systematically varied details 
and attributes shown on images might have an impact on respondents’ preferences. 
The results suggest that utmost care has to be taken if images are to be included in 
a measurement task. If images are presented, using more than one image for every 
attribute level may be advised in order to minimize the influence of coincidental 
details that are not systematically varied. Furthermore, the problem of visually 
shown attributes becoming more important could perhaps be solved by not showing 
the images directly but only on demand when they are needed to explain a particu-
lar attribute (level). The authors examined this in a subsequent study.
In the second study (Jansen et al. 2009), two different versions of an Internet 
questionnaire were applied. In one version of the instrument, the attribute levels 
were initially presented with “text only.” However, on double-clicking on the 
icon [i], a photo collage (each collage consisting of at least three different 
 pictures) was shown for the attributes “dwelling type,” “architectural style,” and 
1737 The Residential Images Method
“residential environment.” In the second version, the written attribute levels for 
the above-mentioned attributes were directly replaced with a photo collage. The 
written attribute levels were provided upon double-clicking on the icon [i]. 
The same collages of photos were used for each instrument. Furthermore, on 
double-clicking on the icon [i], both instruments provided additional informa-
tion for all attributes and attribute levels, either in the form of photo collages 
(type of buildings in the neighborhood and green space) or in the form of written 
text (all other attributes, e.g., number of rooms). The respondents were randomly 
divided between the instrument with direct photo collages (photo group: n = 59) 
and the instrument with written descriptions (text group: n = 48). The researchers 
asked respondents (1) to rate each profile on a scale from 1 “extremely unat-
tractive” to 10 “extremely attractive,” (2) to make a choice between two dwelling 
profiles, and finally (3) to indicate whether they would want to move to one of 
the two dwelling profiles presented (dwelling A/dwelling B/neither one).
Conjoint models were estimated for the ratings and choices. A number of diffe-
rences were observed between the two instruments. However, only one attribute 
(type of dwelling) showed consistent differences. A terraced house/corner house 
was preferred more in the photo group than in the text group. Furthermore, in 
the conjoint measurement model based on preferences, a terraced house/corner 
house was even preferred above a semidetached house, but only in the photo group. 
This unexpected finding seems to point to an undesirable effect of non-systematically 
varied details in the images, as one would intuitively expect a semidetached house 
to be preferred above a terraced house/corner house. Apparently, there were some 
details on the images presenting terraced/corner houses that made these dwellings 
more attractive when shown directly with a photo collage. Furthermore, the authors 
observed that the attributes “architectural style” and “residential environment” were 
deemed more important in the case of the “photo” instrument. As these attributes 
were shown on the photos, this result was in line with the expectations.
The results from both studies suggest that accidental and non-systematically 
varied details on the images may have had some influence on respondents’ prefer-
ences. These effects were observed for the attribute “residential environment” in the 
first study and “type of dwelling” in the second study. Furthermore, in both of these 
studies, the effect of increased importance of visually shown attributes was 
observed. This was especially so for “architectural style” and to a lesser extent for 
“residential environment.”
7.5  Conclusions
The residential image method originates from the idea that people need images to 
value offers. Measurements should resemble looking at advertisements. The pre-
sented examples have provided insight into two types of applications. The classic 
method is applicable if a developer or realtor is only interested to select a design 
out of a limited set of designs he or she is able to sell. If the goal is to unravel general 
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preference functions, the classic version performs less well than an application 
based on a sound statistical design in which the attributes may be explained by 
images under certain conditions.
We acknowledge that the use of images may introduce measurement error 
because respondents may not only value important attributes but also irrelevant and 
disturbing details on the images. However, images are indispensible in showing 
complicated constructs and new developments. They can therefore not be elimi-
nated from the measurement task. However, the impact of irrelevant details may be 
minimized using some precautions. Firstly, use more than one image to show a 
particular attribute or dwelling in order to decrease the impact of specific details. 
Secondly, clear away as much potentially disturbing details from the images as pos-
sible. Details that cannot be omitted, such as the color of the window frames, 
should be kept as constant as possible over different profiles. Thirdly, pretest the 
representativeness of and the presence of accidental details in the images that you 
want to use beforehand in a sample of respondents and adapt your images, if neces-
sary. Using these precautions may enhance the research by making use of the ben-
efits of including images and may decrease the potential measurement bias that 
they might induce.
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8.1  Introduction
A classical approach in housing research is to predict housing demand on the basis of 
socio-demographic characteristics such as age, household status, and income. This 
method follows the idea that social background may both create opportunities and limit 
choices (Ganzeboom 1988). For example, persons with very low incomes usually do 
not live in large, detached houses and families with children usually prefer a single-
family dwelling with a garden. A well-known model within this approach is the housing 
life cycle model (Rossi 1955). According to this model, changes in the size and com-
position of households and their preferences are related to different stages of nuclear 
family formation (cohabitation/marriage), expansion (birth of children), contraction 
(children moving out), and dissolution (death of a spouse). A transition into a new 
stage in the cycle may lead to a mismatch because housing characteristics, such as the 
number of bedrooms, might no longer meet the needs or preferences of the family.
However, people with the same background variables may have totally different 
preferences and behavioral patterns whereas people who score differently on the 
same background variables can share the same preferences and behavioral patterns 
(Michelson and Reed 1974; Wells 1974; Gunter and Furnham 1992; Pinkster and 
van Kempen 2002). Furthermore, demographic, socioeconomic and sociocultural 
shifts have taken place in Western economies in recent decades: households have 
become smaller and the variation in household types has increased. Other changes 
concern a greater variety of specific lifestyle-based subcultures and the expansion 
of the proportion of affluent households. These shifts have generated a broader 
variety in housing behavior (Kersloot and Kauko 2004).
Based on the trend of more differentiation, some argue that the traditional 
socio-demographic variables no longer suffice to explain and predict preferences 
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for the built environment and for developing local government in the area of housing 
(discussed in, for example, Driessen and Beereboom 1983; de Vreeze 1994; de 
Jong 1996; Reijndorp et al. 1997; Gibler and Nelson 2003; Heijs et al. 2005, 2009). 
Therefore, the motives underlying consumers’ preferences are being explored. The 
choice of the dwelling can be understood as part of the person’s general value ori-
entation (Kersloot and Kauko 2004). Consumers usually act goal-oriented and 
choose a particular dwelling because they pursue values and goals that are important 
to them. For example, of three consumers with a similar income, one might buy a 
house because of the perceived social status of being a homeowner, one might 
buy a house because it seems like a good long-term financial investment, and the 
third might prefer a rental dwelling because of the perceived freedom of canceling 
a tenancy at any time. It is argued that by exploring underlying goals and values the 
preferences for dwelling (environment) characteristics can be better understood.
According to this approach, lifestyle variables are being proposed as an interme-
diary between the translation of socio-demographic characteristics into the deter-
mination of consumer preferences (Hustad and Pessemier 1974; Michelson and 
Reed 1974). Lifestyle is added to the traditional characteristics in the hope that it 
leads to more accurate explanations and predictions of consumers’ preferences and 
choices. Proponents use such terms as to “put in the human factor,” to enrich or to 
“put flesh on the bare statistical bones” of the segmentation based on socio- 
demographic variables alone. As Heijs et al. (2005, 2009) state, lifestyles would be 
able to fulfill this function, because they could close the gap between the traditional 
variables and the cultural aspects of life. Thus, lifestyle is used to improve the 
prediction of the housing demand in a quantitative as well as in a qualitative sense 
by obtaining more accurate measurements of consumers’ preferences and choices. 
It is recognized, however, that socio-demographic and lifestyle variables may be 
related in different ways to housing preferences. Socio-demographic variables may 
determine what is attainable and what is needed and lifestyle variables (e.g., values 
or emotions) may determine taste. The type of housing – ground-plan, size, and 
cost – may be linked more to socio-demographic variables (income, age, size of 
household) whereas the appearance of the house may be particularly lifestyle-
dependent (status, architecture, view, safety). For example, the household income 
and the number of persons in the household may determine the choice for a cheap 
dwelling with five rooms and values may determine the choice for a traditional 
architectural style.
Another application of lifestyle lies in the development of extraordinary housing 
projects, such as senior communities, an ecological neighborhood, dwellings with 
an architectural design based on the 1930s, a Mediterranean neighborhood, floating 
houses, gated communities, castle-like building blocks, and a neighborhood or 
small village entirely oriented toward water for recreational purposes. These 
extraordinary projects are directed at attracting consumers based on particular 
aspects of lifestyle that they share. The underlying motivation for such an approach 
can be that a developer wants to promote sales. However, these projects are also 
being developed out of idealistic considerations that some people have a need to 
live with like-minded people. Furthermore, an unusual location may ask for an 
exceptional approach. The housing research in these projects is focused on 
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revealing the housing preferences of specific target groups, which are selected 
based on a specific aspect of lifestyle that they share.
Finally, another reason to perform lifestyle research is for management purposes, 
such as the allocation of (social) rented dwellings. Some argue that if residents with 
similar lifestyles lived in the same neighborhood, this could lead to more commit-
ment to their own neighborhood and more mutual contacts and understanding. This 
concept is also proposed on a lower level, such as dedicating a block of flats with a 
shared entrance hall to residents having similar lifestyles. This would prevent con-
flicts and problems caused by deviating lifestyles. However, as the topic of this book 
concerns the measurement and analysis of housing preference and housing choice, 
the latter goal of applying lifestyle research will not be explored further here. So, note 
that the discussion provided in this chapter does not apply to the management, ser-
vice, and allocation of dwellings and neighborhoods based on lifestyle.
8.2  Conceptual and Theoretical Aspects of Lifestyle
Lifestyle has been an area of interest to scholars in numerous disciplines, such as 
sociology, cultural anthropology, psychology, philosophy, marketing, and human 
geography. As a result, definitions of lifestyle differ between disciplines. However, 
the definition of lifestyle also differs within disciplines. Describing the similarities 
and differences between the various definitions of lifestyle is beyond the scope of 
this chapter. More information on the concept of lifestyle is provided in, for exam-
ple, Michelson and Reed (1974), Wells (1974), Zablocki and Kanter (1976), Anderson 
and Golden (1984), Veal (2000), Ganzeboom (1988), Vyncke (2002), Pinkster and 
van Kempen (2002), van Diepen and Arnoldus (2003) and Heijs et al. (2005). Veal 
(2000) searched for a definition of lifestyle that is precise, unique, and efficient (i.e., 
including only those elements necessary for a precise definition). While developing 
this definition, he took account of the following topics: activities versus behavior, 
values and attitudes, individuals versus groups, group interaction, coherence, recog-
nizability, and freedom of choice. I will not describe his search in detail but the wide 
range of topics he examined provides an indication of the difficulty of the concept 
of lifestyle. Ultimately, Veal (2000) proposes the following definition of lifestyle: 
“Lifestyle is the pattern of individual and social behavior characteristic of an indi-
vidual or group.” Note that a particular lifestyle is usually shared by a reasonable 
number of people, or else it would be idiosyncrasy or eccentricity (Chaney 1996, 
p. 11). Furthermore, lifestyle is usually expressed in behavior, but need not be.
8.2.1  Sociology
One of the first researchers who introduced the concept of lifestyle in 1922 was the 
sociologist Weber. He makes a distinction between class and status groups. Within 
classes, which are based on the way in which social groups are involved in the 
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production process, Weber discerns status groups. These are groups of people who 
share the same standing and characterize themselves by expressing the same life-
style through specific behavioral patterns. In this way, they can identify themselves 
with people of the same standing and differentiate themselves from groups with a 
different standing. The whole range of observable behaviors with this communica-
tive and symbolic function is termed lifestyle by Weber (Pinkster and van Kempen 
2002; Van Diepen and Arnoldus 2003).
Following this approach, some sociologists argue that lifestyles are a key factor 
in the definition of social status and can communicate social inequality (Felson 
1976). Hamilton-Smith (2000) refers to Weberian theory by arguing that lifestyle is 
the summation of our response to the social world and portrays very clearly our 
place in the system of social prestige. Besides other factors, material consumption 
may offer a practical way of communicating social distinctions in everyday life. As 
an example of this field of research, a review of the relevance of consumer behavior, 
called material lifestyles, to social differentiation is provided by the sociologist 
Felson (1976). His review is directed at household consumer traits that can be 
found in living rooms, thus, that are visible to friends and acquaintances. The soci-
ologists Zablocki and Kanter (1976) argued that lifestyles can no longer be deter-
mined by the economic system location alone but are also determined by factors 
outside the economic system. The authors assumed that the power of the economic 
and status systems in society was declining. They argued that when wealth and 
prestige markets fail to impose standards of taste and valuation in terms of relative 
position in these markets, individuals would seek other means of attaining value 
coherence. Thus, alternative lifestyles will not be formed at random, but rather in 
terms of shared strategies for regaining value coherence. See the Appendix for an 
overview of the various lifestyles as distinguished by Zablocki and Kanter.
Some sociologists involved residential preferences in their lifestyle research. 
Wirth (1938) established a theoretical model for exploring urbanism as a way of 
life. He argued that features of cities such as large numbers, high density and ethnic 
heterogeneity were related to the relative absence of intimate personal acquain-
tanceships, to anonymous, superficial, and transient relationships and to increased 
mobility and insecurity. Merton (1957) introduced the terms cosmopolitans and 
locals. Residents who are oriented to the world outside the local community were 
classified as cosmopolitans whereas those oriented toward the community were 
termed locals. Bell (1958) made a distinction between Familism (a high valuation 
on family living), Career (upward vertical mobility), and Consumership (striving 
for a high standard of living in the present). He observed that child and family 
orientations rather than career considerations were the prime motives for respon-
dents with a middle-class status to move to the suburbs (described in Tallman and 
Morgner 1970). Furthermore, households with a lifestyle that is directed to making 
a career can usually be found in close proximity of urban facilities as these house-
holds want to spend their spare free time as efficiently as possible.
Another important researcher in the domain of lifestyle is the sociologist Pierre 
Bourdieu. He developed a theory of cultural capital and taste, which was published 
in France in 1979. Based on a large amount of data collected from about 30 
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different surveys, Bourdieu developed a two-dimensional model of lifestyle 
classification. One dimension or axis is formed by social-economic status, which is 
based on the total level of someone’s resources: finance, level of education, stand-
ing of parents, and partner. The other dimension concerns the orientation of the 
resources: whether people derive their status from knowledge (especially knowledge 
about the cultural society) or from their financial background (assets, income, and 
capacities to earn money). Bourdieu shows that almost all lifestyles are two- 
dimensional; they are the result of the combination of someone’s resources and the 
way in which they are employed. In the cultural hierarchy, one aims to demonstrate 
one’s knowledge and cognitive capacities in the context of cultural society. 
Furthermore, purity and asceticism are emphasized. In the economic hierarchy, one 
aims to put on show income and properties, which was termed conspicuous con-
sumption (Pinkster and van Kempen 2002).
8.2.2  Psychology
The psychologist Adler is also frequently mentioned as being the originator of the 
term lifestyle in 1929. Adler considered lifestyle to be the sum of the values, pas-
sions, knowledge, meaningful deeds, and eccentricities that constitute the unique-
ness of each person. Lifestyle is some kind of guiding principle that each individual 
develops and which serves to organize and handle impressions of life. Lifestyle is 
thus considered to guide behavior. According to Adler, lifestyle is developed early 
in life in order to overcome some feeling of inferiority and to strive for superiority. 
However, Adler also believes that changes in behavior and character could take 
place when a person adopts new goals to strive for, indicating that lifestyle may 
change over time.
8.2.3  Marketing
In the domain of marketing, the lifestyle concept was introduced in the 1950s to 
understand, explain, and predict consumer behavior in order to focus marketing 
strategies (Anderson and Golden 1984). In 1963, Lazer introduced a concept of 
lifestyle that was based on three components (activities, interests, and opinions) (in 
Wedel and Kamakura 2000). Starting in the 1960s numerous lifestyle typologies 
were developed, as every product could have its own lifestyle typology. Typically, 
studies included up to 200 or 300 different items on activities, interests, and opin-
ions. A data reduction technique, such as factor analysis, would then be used to 
obtain a smaller number of psychographic dimensions (Wedel and Kamakura 
2000). In the 1970s a distinction was proposed between the term psychographics, 
for measures that are truly mental (attitudes, beliefs, opinions, personality traits, 
etc.), and lifestyle, for activities and behavioral reports (Wells 1974). However, this 
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distinction does not have a widespread use as both lifestyle and psychographics are 
usually considered a combination of behavioral and psychological factors and are 
used interchangeably. Furthermore, some researchers argued that values, as the 
innermost drivers of behavior, would be more stable and generalizable than aspects 
such as activities and attitudes (Wedel and Kamakura 2000). Values were consid-
ered part of a value system. Such a system is defined as an enduring organization 
of values along a continuum of relative importance to the individual. The determi-
nation of value systems and the classification of consumers according to their value 
systems are likely to result in homogeneous groups in terms of the main motives 
underlying consumers’ general behavior. Well-known instruments for measuring 
values and value systems are the Rokeach Value survey (Rokeach 1973), the List of 
Values (LOV, Kahle 1983), Values And Lifestyle Segmentation (VALS, Mitchell 
1983) and the Schwartz Value list (Schwartz 1992).
8.2.4  Some Remarks Concerning the Definition of Lifestyle
Above, a number of theoretical approaches to lifestyle have been described. The 
approaches show important differences in their definition of lifestyle and in the fac-
tors through which it is expressed and through which it can be measured. The 
concept of lifestyle may vary from a limited characteristic to a broad spectrum of 
behavior and various psychological and social variables. Unfortunately, this prob-
lem is typical of the concept of lifestyle. In 1974, Michelson and Reed (p. 413) 
stated: “This review of the diverse definitions and applications of the notion of 
lifestyle makes clear, we think, the chaotic conceptual and operational state (and the 
consequent diminished usefulness) of lifestyle as a variable in social theory and 
research.” Anderson and Golden (1984) also pointed this out by stating that: 
“Lifestyle is all things to all people, but this very fact that has made the concept 
appealing also impedes the development of further precision.” However, despite the 
differences between the many definitions of lifestyle, the way in which most defini-
tions agree is that the purpose of lifestyle is to provide a context within which the 
behavior of one or more actors can be understood, especially in terms of the stabil-
ity, coherence, and purposefulness of action (Michelson and Reed 1974). Chaney 
(1996) argues that lifestyles help to make sense of (but not necessarily justify) what 
people do, why they do it, and what doing it means to them and to others.
8.3  Three Classification Approaches
In order to get a grip on the variation of characteristics embodied in lifestyle and to 
create order in the multitude and complexity of factors it is necessary to provide 
information on lifestyle in a manageable and comprehensible way. As Ganzeboom 
(1988) put it, the goal is to obtain a systematic classification that can be reproduced 
and that can be used to divide the population into distinct categories. Van der 
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Wouden and Kullberg (2002) argue that the construct of lifestyle loses its meaning 
if it does not yield any coherence within the preferences of individuals on various 
subjects. In general, there are three approaches to developing such systematic life-
style typologies.
8.3.1  Less-Structured Data
The first approach is based on less-structured data that arise, for example, from 
observation, studying documents, and performing open interviews and focus group 
meetings. When an a priori category system or measurement scale is not available 
for collecting the data, the data are called less-structured (Coolen 2007). Such data 
have to be analyzed further and have to be categorized in order to be able to inter-
pret the results. Thus, the inclusion level and the segmentation of the categories are 
not determined a priori, but they are constructed before, during, and after the col-
lection of the data (Coolen 2007). An example of such a study is the study by Wirth 
(1938), who tried to establish a theoretical model to explore the urban way of living 
based on his observations, reflections, and the literature. The extraordinary projects 
that were mentioned in the Introduction are often performed using instruments that 
yield less-structured data, such as focus group meetings and in-depth interviews. 
The results are analyzed using traditional methods and are often presented only in 
reports and not in (peer-reviewed) papers as they are usually only of interest to the 
involved parties. Such research may boil down to “ordinary” housing market 
research, but only in specific target groups that are based on a shared aspect of 
lifestyle.
8.3.2  Coordinate System
The second approach uses a two- or three-dimensional coordinate system obtained 
with, for example, correspondence analysis or multidimensional scaling, on which 
alongside the axes the specific behaviors, orientations, and preferences are reflected. 
For example, the previously described sociologist Bourdieu positions lifestyle in a 
matrix with an axis for social-economic status from low to high status and an axis 
for the orientation of the resources (whether people derive their status from knowl-
edge or from their financial background). Bourdieu shows that almost all lifestyles 
are two-dimensional; they are the result of the combination of someone’s resources 
and the way in which they are applied. The transitions between different lifestyles 
are not clear-cut but move fluently. It is therefore difficult to pinpoint specific life-
style groups with typical activities and preferences. For this reason, respondents are 
not classified in a specific number of lifestyle categories. This can be seen as a 
drawback of this approach. However, at the same time this approach is more 
realistic because in reality lifestyle categories do not show strict boundaries but 
instead have a fluent transition from one category to the other (Ganzeboom 1988).
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8.3.3  Distinct Categories
The third approach uses distinct classification categories as obtained with methods 
such as cluster analysis and discriminant analysis. Usually, a benefit segmentation 
approach is followed as described by, for example, Gunter and Furnham (1992) 
and Wedel and Kamakura (2000). Firstly, data are collected on several variables 
that are related to the product concerned. Secondly, a clustering technique is used 
to divide the respondents into two or more (usually nonoverlapping) categories. 
Thirdly, clusters are generally described in terms of averages of the variables used 
in developing the clusters. Fourthly, the clusters are related to other variables that 
were not initially included, for example with the use of discriminant analysis. 
Fifthly, the resulting segments are examined for the use of advertising, target mar-
ket definition, and so on. The number of discrete lifestyle categories differs among 
studies. However, most lifestyle typologies limit the number of classes to less than 
ten. A more detailed description of clustering methods is provided, for example, 
by Wedel and Kamakura (2000, Chap. 5). A drawback of this approach is that a 
large number of respondents may not fit into one of the distinct categories and may 
not be classified (Ganzeboom 1988). To solve that problem, overlapping and so-
called fuzzy methods have been developed that allow cases to belong to more than 
one cluster at the same time (overlapping methods) or that provide information 
such as the degree of membership in each segment (fuzzy methods) (Wedel and 
Kamakura 2000).
8.3.4  Conclusion
In conclusion, three approaches are generally used for classifying people with similar 
characteristics: one based on less-structured data, one that uses a system of axes and 
one that divides people into distinct and separate categories. Note, however, that a 
combination of methods is also sometimes used, for example, in which segmenta-
tion groups are placed within a two-dimensional system.
8.4  A Brief Overview of Existing Lifestyle Typologies, 
Especially in the Domain of Housing
The Appendix provides an overview of existing lifestyle typologies, notably in the 
domain of housing. This table is not exhaustive, as typologies have been left out 
that were not developed specifically for use in the domain of housing. For example, 
in the domain of marketing numerous lifestyle typologies have been developed for 
every conceivable consumer good. Furthermore, typologies may also have been 
missed while studying the literature or new typologies might have emerged more 
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recently. Note that some general typologies have been included, for example, those 
by Bourdieu and by Mitchell, because they have had such a large impact on lifestyle 
research in general.
The Appendix contains almost 40 different lifestyle typologies, of which more 
than 20 are specifically developed for the domain of housing. The Appendix shows 
that with the passing of time the number of lifestyle typologies has multiplied. 
Specifically, from 1999 to 2001, there was a boom in newly developed lifestyle 
typologies. Some of the typologies were developed by researchers (e.g., Bourdieu 
1979), and others by commercial companies, such as SRI International (1989). 
Most lifestyle typologies are based on statistical techniques that result in a limited 
number of distinct categories (the third approach described above). The number of 
lifestyle categories usually does not exceed ten, and most have six to nine distinct 
categories. Most typologies that are specifically developed for use in the domain of 
housing have their roots in the Netherlands. It is not clear, however, whether this is 
the result of a specialization that only takes place in the Netherlands or whether it 
can be attributed to the relatively easy availability of these lifestyle typologies to 
the Dutch researcher.
8.5  Housing Preference Research Using Lifestyle Variables
After having provided insight into theoretical and practical aspects concerning the 
development of lifestyle typologies, the focus will now move to the practical use of 
lifestyle in the domain of housing. Previously, an important reason for the develop-
ment and application of lifestyle typologies in the domain of housing was described: 
to support socio-demographic variables in predicting and explaining quantitative 
and qualitative housing demand. In the literature, a small number of studies was 
found that combined socio-demographic and lifestyle variables in order to explore 
housing preferences and choices.
Driessen and Beereboom (1983) composed seven lifestyle groups based on 
questions on recreational activities, such as doing sports, and activities with an 
obligatory character (work-related), such as doing physically strenuous activities 
during work. They explored whether these seven groups differed in their prefer-
ences with regard to 21 aspects of the urban residential environment, such as a quiet 
neighborhood, the availability of a garden and the safety of the neighborhood in the 
evening. The authors found differences between lifestyle groups for only 3 of the 
21 aspects, namely: neighborhood with residents with the same social position, liv-
ing 10 min from the center of the city and a respectable neighborhood. The authors 
conclude that the results using lifestyle groups are no better than the results based 
on lifecycle situation, social-economic position, and housing location alone.
Coolen et al. (2002) explored the added worth of values in the relationship 
between intended tenure choice and socio-demographic variables. The researchers 
showed that intended tenure choice could be predicted by age, current tenure, 
income, and household composition and that values have a small, but statistically 
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significant, effect. The more important the values of power and achievement were 
deemed to be, the greater the tendency toward owning. Also, the more important 
family values were, the higher the tendency to rent.
Pinkster and van Kempen (2002) explored the relationship between socioeco-
nomic and socio-demographic variables, lifestyle variables, and the preference for 
type of residential environment. They showed that household composition, age, 
income, education, and ethnicity could predict the preferred type of residential 
environment. Furthermore, they found significant relationships between preferred 
type of residential environment and lifestyle variables such as visiting museums, 
frequenting churches, and being interested in politics. In all cases, the amount of 
explained variance of the logistic regressions was larger if lifestyle variables were 
included than in the case when only socioeconomic and socio-demographic vari-
ables were included. Thus, lifestyle variables did have an added value and, further-
more, this influence was independent of the socioeconomic and socio-demographic 
variables included in the analyses.
Studied the worth of lifestyle variables in predicting a number of housing prefer-
ences, after correction for socio-demographic variables. The latter explained 
0–45% of the variance in preferences. The lifestyle variables added between 0% 
and 5% of additional variance.
Based on the results of the studies described above, it seems that there are some 
small indications that lifestyle variables are able to predict specific aspects of hous-
ing preference or choice. However, one should not expect too great an impact from 
these variables.
8.6  An Example
Whereas the topic of this book is to provide an insight into methods and techniques 
for measuring housing preferences and choice, an example is now described to 
show one of the techniques that can be used to develop lifestyle typologies. Note 
that there are many techniques available, such as acquiring and analyzing less-
structured (qualitative) data, contingency tables, log-linear models, regression 
analysis, discriminant analysis, cluster analysis, CHAID analysis, and so on. For a 
description see, for example, Wedel and Kamakura (2000). In the current example 
a multidimensional scaling (MDS) method is used, which provides a two- 
dimensional coordinate system (an example of the second approach mentioned in 
Sect. 8.3).
8.6.1  The Study
The data that are used in this example are collected in the context of a large study 
termed “Huizenkopers in Profiel,” which has been performed every 2 years in the 
Netherlands since 1995. In this study, data on housing preferences and the current 
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housing situation are obtained from respondents who have at least an average 
income, approximately 70% of all Dutch households. This criterion increases the 
probability that respondents actually have a choice with regard to carrying out their 
housing preferences in practice. The goal of the Huizenkopers in Profiel study is to 
determine the needs and wishes of future homebuyers in order to establish what has 
to be built. The data were collected though telephone interviews in the year 2010 
from about 2,000 respondents. The analyses were performed only for respondents 
who indicated that they were willing to move if they could find a house that would 
fulfill all their needs, about 45% of respondents.
8.6.2  The Lifestyle Variables: Values
Lifestyle typologies can be based on numerous types of variables, such as opinions, 
activities, values, preferences, and personality characteristics. In the current 
example, lifestyle classification analyses were performed on values only. In particu-
lar, the data were collected using 29 values from the Schwartz Value List (Schwartz 
1992). It is customary, for example in marketing, to base a lifestyle classification 
on values only. It is assumed that values are the innermost drivers of behavior, and, 
therefore, are reasonably stable and generalizable. Schwartz (1992) employs the 
following definition: values are (1) concepts or beliefs that (2) pertain to desirable 
end states or behaviors that (3) transcend specific situations, (4) guide selection or 
evaluation of behavior and events and that (5) are ordered by relative importance. 
Thus, values are viewed as the criteria that people use to select and justify actions 
and to evaluate people (including the self) and events (Schwartz 1992). Schwartz 
discerns 11 universal, motivational value types. These are provided here with some 
examples of values belonging to each type in parentheses: (1) Self-direction (free-
dom, creativity), (2) Stimulation (an exciting life, a varied life), (3) Hedonism 
(pleasure, enjoying life), (4) Achievement (ambitious, influential), (5) Power 
(social power, wealth), (6) Security (national security, reciprocation of favors), 
(7) Conformity (obedient, self-discipline), (8) Tradition (respect for tradition, 
devout), (9) Spirituality (a spiritual life, meaning in life), (10) Benevolence (help-
ful, responsible), and (11) Universalism (equality, unity with nature). It is assumed 
that every individual strives for values belonging to these domains. The composi-
tion of the various values one strives for is called a value system (Rokeach 1973). 
It is assumed that such value systems are relatively stable in time in the sense that 
they on average will be composed of the same values. However, the relative impor-
tance of each of the domains may change over time.
In the Huizenkopers in Profiel study of 2010, only 29 of Schwartz’s original 56 
items were included. This was because the questions regarding the values were part 
of a larger survey, as explained above. If too many questions were included, the 
interview burden for the respondents would be too high (fatigue, boredom, no more 
time, and so on). We slightly rephrased some of the values in order to make them 
more appropriate as a guiding principle in housing. As in the original survey by 
Schwartz (1992), each item was followed in parentheses by a short explanatory 
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phrase, e.g., Family security (safety for loved ones). The questions were stated as 
follows: “How important do you find [the specific value] as a guiding principle in 
housing?” The respondent could provide an answer on a seven-point scale ranging 
from “not important at all” (1) to “extremely important” (7).
8.6.3  Multidimensional Scaling
Multidimensional scaling (MDS) is a technique used to uncover any structure or 
pattern that may be present in the data and to identify the dimensions on which 
subjects make their similarity judgments (Everitt and Dunn 2001). Notice that MDS 
concerns a class of techniques; it is not just one method. MDS attempts to find the 
structure in a set of proximity measures between objects, a so-called proximity 
matrix. This matrix can be based on direct measurements in which respondents are 
asked to assess the similarity of pairs of stimuli or, indirectly, as a measure of the 
correlation or covariance of a pair of stimuli based on the raw profile data (Everitt 
and Dunn 2001). The process of finding structure in the data is accomplished by 
assigning observations to specific locations in a low-dimensional space in such a 
way that the distances between points in the space match the given similarities or 
dissimilarities in the data as closely as possible. The result is a representation of the 
objects in that low-dimensional space, which will help to find structure in the data. 
In general, the larger the perceived dissimilarity between two data points, the fur-
ther apart their points are placed in the resulting graphical model. The differences 
between data points are usually measured according to Euclidean distance. This 
technique is explained in, for example, Everitt and Dunn (2001), p. 93.
The method used in the present example is MDS (Proxscal: Proximity Scaling) 
based on Euclidean distance and standardized scores and with interval level prox-
imity transformations.
8.6.4  Proposed Theoretical Structure of Values
Schwartz (1992) argues that if a sample of items adequately represents all aspects 
of a content domain, then those items will fill into the geometrical space quite 
evenly, with no major gaps and no distinct clusters. It is therefore necessary to 
partition the space into meaningful regions based on a priori theory of the con-
ceptual notions among the values. In the current example, the obvious theoreti-
cal principle is the value structure as posed by Schwartz (1992). This structure 
is presented in Fig. 8.1. Note that the value type Spirituality is not represented 
in Fig. 8.1, as this value type was deemed somewhat unreliable by Schwartz. It 
is postulated by Schwartz (1992) that adjacent value types are the most compat-
ible. Increasing distance indicates decreasing compatibility and greater conflict 
between values.
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After performing the MDS analysis, a graphical two-dimensional solution is 
obtained with all the values located in the geometrical space according to their 
similarities (or dissimilarities). The fit of the solution can be determined by 
inspecting the goodness of fit criterion, called Stress. This criterion provides an 
indication of the differences between the points that represent the data and the 
observed proximities. In the current analysis, the stress is 0.066, which is judged 
to be in between fair and good (Kruskal 1964). In interpreting the results of the 
MDS analysis, the procedure described by Schwartz (1992) is followed. This 
means that the configuration of substantively related points that emerge to form 
regions and the arrangement of these regions in space relative to each other is 
interpreted. As a result, some values at the edge of a region may correlate less with 
other values of the same region than they do with some values on the edge of other 
regions. To indicate the regions, partition lines are drawn. These lines may be 
straight or curved, as long as they yield regions having continuous boundaries that 
do not intersect with the boundaries of other regions (Schwartz 1992). Following 
Schwartz, boundary lines were drawn by first connecting the values at the outer 
lines of the regions, avoiding any overlap between these boundaries. Next, the 
partition lines were placed between the boundaries. The results are provided in 
Fig. 8.2. Note that seven values were omitted from the analyses: we did not include 
values belonging to the Tradition value type scale because the mutual coherence 
between its values was too low (number of values = 3, Cronbach’s Alpha = 0.51). 
Furthermore, we did not include the values “self-indulgence” and “sense of belong-









Fig. 8.1 Proposed theoretical structure of values by Schwartz (1992)
190 S.J.T. Jansen
analyses using Cronbach’s Alpha (see Jansen and Coolen 2010). Finally, two 
values were not included because they each represented one domain consisting of 
only one value.
From Fig. 8.2 it can be seen that the results generally conform to the theory 
posed by Schwartz (1992). There are some problems with four values (18%), 
which are not located within their hypothesized value type: a World of Beauty 
(WB; Universalism), Creativity (C; Self-direction), Healthy (H; Security), and a 
dwelling environment at Peace (WP; Universalism). However, this is quite cus-
tomary. Schwartz proposed three criteria to decide whether a set of value points 
form a bounded region: (1) at least 60% of the values assigned to a particular 
value type must be located within this value type, (2) at most 33% of the 
values in a particular value type region may belong to any other value type, and 
(3) at least 70% of all values in a particular value type region must reflect the 
goal of the appropriate value type. In our analysis, all value types meet these 
requirements.
Note that an exact agreement between the current example and the results pro-
duced by Schwartz (1992) cannot be expected for several reasons. Firstly, only 22 
of the original 56 values were included, leading to the omission of six value 
domains. Furthermore, a somewhat different phrasing of the question was applied 




























Fig. 8.2 Multidimensional scaling of 22 values. Note: P pleasure, EL enjoying life, F freedom, 
C creativity, I independent, SR self-respect, Pr privacy, SP social power, W wealth, PI preserving 
my public image, SR social recognition, S successful, NS national security, FS family security, SO 
social order, H healthy, Cl clean, E equality, UN unity with nature, WB a world of beauty, WP a 
dwelling environment at peace, PE protecting the environment
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8.6.5  Empirical Results
Now that the value structure has been revealed, indices of value types can be con-
structed in order to link values to their antecedents (e.g., socio-demographic vari-
ables) and consequences (e.g., behavior). The simplest index is to calculate, for 
every person, the mean importance of each value type based on the set of values 
that constitutes that type. This way, every respondent has an index score for each 
value type. The mean scores for the value types are presented in Table 8.1.
Note that, although four values were not placed within their matching scales 
according to the MDS analyses, further analyses using Cronbach’s Alpha showed 
that their mutual coherence was good enough to form a scale (all scales had a 
Cronbach’s Alpha of at least 0.69). Note further that respondents are not placed 
within one particular lifestyle category, such as “City-edge dwellers” but obtain a 
score for each of the five value types. These scores provide an indication of the 
importance of the particular value type for the respondent as a guiding principle in 
housing. Table 8.1 shows that, in general, Hedonism is believed to be the most 
important value type as a guiding principle in housing. This value type holds the 
values Enjoying life and Pleasure. The least importance is attached to the Power/
Achievement value type, which contains values such as Social Recognition and 
Preserving my public image.
After calculating the value type scales, various analyses can be performed. As 
an example, the influence of value types on housing preferences was examined with 
the use of logistic regression analysis. After correction for the influence of socio-
demographic variables, a number of relationships between value types and housing 
preferences were observed. Respondents who had indicated that they were willing 
to move if they could find a house that would fulfill all their needs were asked to 
provide their preferences with regard to a number of dwelling characteristics. 
Respondents who had indicated not to be willing to move were supposed to be 
satisfied with their current dwelling characteristics and these were taken as reflecting 
their preferences. The results are summarized in Table 8.2. Note that socio-
demographic and lifestyle variables are included only if they show a statistically 
significant relationship to housing preferences.
Firstly, respondents who live in an owner-occupied dwelling find the value type 
Power and achievement less important as a guiding principle in housing than those 
who live in a rental dwelling, after correcting for age, education, household type, 





of scores n Mean (Std)
Cronbach’s 
Alpha
Security 5 5–35 893 31.69 (3.28) 0.73
Self-direction 5 5–35 892 30.74 (3.56) 0.72
Universalism 5 5–35 891 29.51 (3.96) 0.69
Power/achievement 5 5–35 892 20.58 (6.21) 0.77
Hedonism 2 2–14 908 13.03 (1.45) 0.70
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and income. The central goal of the value type Power is seen by Schwartz (1992) 
and Schwartz and Boehnke (2004) as attainment of social status and prestige, and 
control or dominance over people and resources. Both power and achievement 
values focus on social esteem. Intuitively, one should expect power values to be 
related to the preference for an owner-occupied dwelling instead of a rental dwell-
ing. Moreover, Gibler and Nelson (2003) describe two studies in which ownership 
of a single-family detached house with a yard represents independence and success. 
In the Netherlands, however, having an owner-occupied home may not increase 
feelings of control or dominance. A recent study by Kleinhans and Elsinga (2010) 
showed that buying their home did not have an effect on Dutch homebuyers’ feel-
ings of control (i.e., influence of powerful others and of accidental happenings on 
life), self-esteem (i.e., having good personal qualities) and housing-related empow-
erment (i.e., being in control of their own home). Instead, renters may believe to 
have more control over their homes as they can cancel a tenancy at any time.
Secondly, respondents who live in a lively neighborhood find Hedonism more 
important and Universalism less important as a guiding principle in housing than 
respondents who prefer a quiet neighborhood, after correction for age and educa-
tion. The motivational goal of Hedonism can be defined as pleasure or sensuous 
gratification for oneself (Schwartz 1992; Schwartz and Boehnke 2004). Lively 
neighborhoods might accommodate more facilities (e.g., shops, wellness centers, 
restaurants) that provide pleasurable experiences than quiet neighborhoods. The 
motivational goal of Universalism is understanding, appreciation, tolerance, and 
protection of welfare of all people and for nature (Schwartz 1992). Further analyses 
showed that the effect of Universalism could be largely attributed to the value of 
Unity with nature. Thus, respondents that live in a lively neighborhood find Unity 
with nature less important.
Thirdly, respondents who live in the city find Universalism as a guiding princi-
ple in housing less important than those who live outside the city, after correction 
Table 8.2 Relationships between value types and housing preferences
R2
Actual tenure: Rental (0) versus owner-occupied (1) (n = 540) 28%
Age, education, household type, income 27%
Power and achievement: OR = 0.58  1%
Actual type of neighborhood: Quiet (0) versus lively (1) (n = 624) 12%
Age, education 10%
Universalism: OR = 0.39  2%
Hedonism: OR = 5.41
Actual residential environment: City (edge) (0) versus outside city (1) (n = 662)  2%
Gender  1%
Universalism: OR = 1.85  1%
Preferred residential environment: City (edge) (0) versus outside city (1) (n = 816)  4%
Household type  2%
Power and achievement: OR = 0.60  2%
R2 percentage of explained variance, OR odds ratio
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for gender. Again, this effect can largely be attributed to the value Unity with 
nature. Finally, respondents that prefer to live in the city find Power and achieve-
ment more important as a guiding principle in housing than those who prefer to live 
outside the city, after correction for household type. This effect can largely be 
attributed to the value Social recognition. Thus, residents who prefer to live in the city 
might expect to find more social recognition there.
8.7  The Problems with Lifestyle
Despite the potential added value of lifestyle in housing research, the concept is 
wrought with problems and uncertainties. This section provides a description of the 
most important ones.
8.7.1  No Consensus About the Definition of Lifestyle
As noted previously, lifestyle is a complicated construct because there is no con-
sensus in the research field about what is meant by lifestyle or what the factors are 
through which lifestyle is expressed. Such factors can be values, activities, person-
ality traits, interests, and so on. Almost every lifestyle typology has made different 
choices with regard to the variables that make up the particular lifestyle categories. 
There has been little attempt to standardize items or concepts, with the result that 
the relation between the various existing typologies is unknown. Even worse, devel-
opers of lifestyle typologies do not make clear which variables constitute particular 
lifestyles, which variables determine lifestyles (antecedents), and which variables 
are the consequences of lifestyles (Heijs et al. 2005).
8.7.2  A Multitude of Lifestyle Typologies
The heterogeneity in lifestyle can also be seen in the multitude of lifestyle typolo-
gies, as shown in the Appendix. However, the simultaneous existence of so many 
lifestyle definitions and typologies need not necessarily be a problem, as every 
product or service may have its own suitable lifestyle typology. A lifestyle typology 
may focus only on users of particular products, such as journals or dwellings. This 
is called domain-specific segmentation. Lifestyle groups in one context may not be 
transposed to another context, as preferences in one domain might not be related to 
preferences and behavior in another domain (Pinkster and van Kempen 2002). 
Furthermore, typologies that are more general may be too crude to be applied in 
various circumstances. Research should focus on identifying psychological and 
behavioral factors that are relevant to the specific consumption behavior being 
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investigated, rather than searching for some generic set of attitude functions. From 
this line of reasoning it follows that lifestyle research may be useful for local devel-
opment or extraordinary housing projects for groups that are selected on a shared 
aspect of lifestyle, such as seniors and environmentally friendly consumers.
8.7.3  Information on Psychometric Properties  
Is Usually Lacking
For many lifestyle typologies neither detailed information on the development of 
the classification nor information on the psychometric characteristics, such as reli-
ability and validity, is available. Many lifestyle typologies do not fulfill the criteria 
posed in scientific research for the coverage of research design and data analysis. 
This kind of information may be trade secret (Grünfeld 2003; Heijs et al. 2005), but 
it is also possible that extensive research into the psychometric properties of the 
lifestyle classification methods has not been performed yet.
8.7.4  The Translation of Lifestyle Variables into Dwelling 
Characteristics
An important question concerns the relationship between lifestyle and housing. 
How can lifestyle be translated into architectural and urban development plans? 
How do we know what has to be built, or rebuilt? How can, for example, a tendency 
to be oriented toward oneself be translated into physical dwelling characteristics? 
The relationship between housing preferences and lifestyle is complicated. Housing 
includes many aspects, for example physical aspects, such as the dwelling type and 
the number of rooms, and locational and social aspects, such as the number and 
distance of various facilities and the type of residents in the neighborhood. The gap 
between theory and practice is still wide with respect to the implementation of 
lifestyle variables in determining what has to be built.
8.7.5  The Stability of Lifestyle
Related to the points discussed here is the notion of the stability of lifestyles. 
Stability of lifestyles is a desirable property because housing is related to long-
term investments and the housing market is inflexible, both in terms of respond-
ing to shifts in demand for specific types of housing and to shifts in the spatial 
concentration of the demand (Hooimeijer and Schutjens 1991). In this sense, 
frequently changing lifestyles are of little use (van der Wouden and Kullberg 
2002). Dwellings and public spaces are usually built to last for a period of 
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50–100 years, whereas lifestyles may change much more frequently. It is generally 
assumed that changes in lifestyle usually occur gradually but lifestyles can also 
change rapidly, for example, related to sudden changes in family life such as a 
divorce or the birth of a child (Pinkster and van Kempen 2002). Other causes of 
lifestyle change may be fashion trends and increasing prosperity. Luxury goods, 
which used to be beyond the reach of people with low incomes, might now be 
affordable for most people.
8.8  Summary and Conclusion
This chapter provided insight into the development and use of the lifestyle concept 
in the domain of housing. Despite the prosperous growth of lifestyle typologies, the 
concept of lifestyle is still plagued by various troubles. There is also the question 
of whether it is really necessary to add lifestyle variables to the traditional socio-
demographic variables. Research has not shown that traditional variables are inad-
equate or that lifestyle variables have an additional value in explaining or predicting 
housing preferences. A more useful application of lifestyle may be for local devel-
opment and the development of extraordinary housing projects based on a shared 
aspect of lifestyle, such as senior communities or housing in a water-rich environ-
ment. The question, however, is whether this should be termed lifestyle research or 
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9.1  Introduction
In this chapter the neo-classical view of the housing market and two revealed 
preference models that can be derived from it are explained. Neo-classicists make 
strict assumptions about the behavior of households and producers that are prob-
ably not met in real life. Their equilibrium framework is however of great practical 
relevance. This means that researchers and professionals in the housing market 
must know the raw basics behind the neo-classical theory and techniques.
Central to the neo-classical theory is the axiom of revealed preferences. It states 
that buyers and sellers are able to rank and value the bids and offers for goods on 
the market. The subjective value that households attach to a good gives rise to their 
bids. The exchange of goods (i.e. dwellings) only takes place among buyers who 
cannot find another seller asking for less, and sellers who cannot find another buyer 
who will bid higher. The optimal choices of sellers and buyers on the housing mar-
ket can thus reveal their preferences for housing quality.
This chapter is organized as follows. After examining the theory behind neo-
classical housing economics in Sect. 9.2, two commonly used revealed prefer-
ence models will be examined in Sect. 9.3. Both the likelihood to move of tenants 
in Sect. 9.4 and the hedonic house price equation in Sect. 9.5 are explained to 
highlight their practical value. In Sect. 9.6 some limitations of the neoclassical 
framework are discussed, and how they are dealt with in the literature. 
Suggestions for further reading are also given that go beyond the simple approach 
taken in this chapter.
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9.2  The Neoclassical Housing Market
In the neoclassical view of the housing market, price and rent adjust over time 
and in space to create long-run equilibrium between the supply and demand for 
dwellings. The decision to leave or improve one’s home, to choose a new home 
in order to relocate, to move from renting to owner-occupation and vice versa 
make up the household’s choice set. On the supply-side the landlord buys, lets or 
sells property, the constructor demolishes, renovates and constructs dwellings 
and the developer acts as the middle man. Aggregation of net construction (con-
struction minus demolition), exit and relocation rates create the housing supply 
and demand. The equality of demand and supply in turn yields the equilibrium 
house price and rent.
9.2.1  Market Equilibrium
On the supply-side, arbitrage – the unlimited ability to buy a good and sell it on a 
different market – equalizes landlords’ profits from selling or letting property. If 
activities on the housing market are more profitable than holding other assets, land-
lords – and developers if dwellings are sold directly to households – commission 
firms to build dwellings. The change in the housing stock is the surplus of construc-
tion over demolition. The stock is fixed in the short run due to the time lag in 
construction. In the long run a higher price and rent lead to more construction, so 
that long-run supply is an upward-sloping function of the rent and price.
Housing demand is defined by the number of households in the area, which 
changes as a result of net relocation (inward migration and net household formation 
minus outward migration and deaths) to the area. A higher house price or rent 
reduces a households’ desire to stay in or move to an area, so that demand is a 
downward-sloping function of the rent and price. The equality of supply and 
demand determines the equilibrium rent and price at the equilibrium housing 
stock.
The equilibrium can be extended to each attribute of the dwelling. An attri-
bute’s contribution to the house price is the maximum amount that a household is 
willing to pay for that particular item of housing quality. Furthermore, households 
and producers face the same exchange value for the attribute, regardless of their 
individual preferences. The equilibrium price P of dwelling i thus depends on the 
quantity of each of the N attributes X
n
 of the dwelling and neighborhood alone. 
The function that explains the level of house prices (and market rents) can be 
written as:
 1 2( , ,...., )
ii i i i
NP f X X X=  (9.1)
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9.2.2  Market Dynamics
The neoclassical framework is based on equilibrium analysis, while its dynamics 
(i.e. the housing choices) result from adjustments towards the equilibrium. Having 
children induces the household to move to a larger dwelling that is optimal from its 
new standpoint. A large number of births increase the demand for space at every 
price level. Excess demand gives rise to a disequilibrium in which the price rises. 
If the rise in demand is temporary, no construction takes place and both demand and 
price return to their former values. If construction takes place, the size of the stock 
increases over the course of time. This leads to a new equilibrium, where the price 
is higher than in the old equilibrium, but lower than in the temporary disequilibrium 
(see Fig. 9.1).
Households act on their own accord and they take the equilibrium price and 
stock as the starting point of their housing choice, so that the market as a whole 
ends up in equilibrium. With equilibrium prices and quantities in mind, households 
do not concern themselves with past decisions, decisions that are taken in the future 
or the alternatives that are discarded when making the choice. The exit choice is the 
household’s optimal response to its current housing situation. The probability of a 
move by household i depends on the M characteristics of the household HH
m
 that 
define its taste for housing quality, the house price P (or rent) and the L attributes 
X
l
 of the current home and neighborhood.
 1 2 1 2Pr ( ) ( , ,... ; , ,... ; )
i i i i i i i
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Fig. 9.1 Adjustment towards equilibrium on the housing market
206 M.J. Koopman
9.2.3  Neoclassical Assumptions
Neo-classicists assume rational behavior, full information and households and pro-
ducers that act on their own accord. Although rationality is not always guaranteed, 
if the prices are the same few households will prefer an inferior dwelling. Complete 
information and atomistic actions are far less realistic assumptions. Households can 
only rank dwellings that they are aware of and even then they seldom know the 
exact quality of an offer. Cooperation is a fact of life on the supply-side, just think 
about spatial planning or urban restructuring. Nevertheless the relations that are 
derived from the neoclassical framework are extremely useful in practical applica-
tions, especially if the market contains elements of free exchange.
9.2.4  Why and When to Apply the Neoclassical Approach
The closer a market relation resembles the free exchange of goods where there is 
complete information, the more faith can be put in the revealed preference model 
that explains it. Housing demand is easier to explain than housing supply, because 
land-use restrictions impede suppliers’ ability to freely build where they want to. 
Demand in the owner-occupied market is easier to model than the rental market, 
because rent controls distort the free exchange between landlords and tenants. It is 
harder to model the choice of a new home than the decision to leave the old home, 
because house-seekers know less about their new home than residents know about 
their current home.
As a minimal requirement for the use of revealed preference models households 
must be able to rank the dwelling that they are selling, buying or renting, and they 
must have the option to forego an offered dwelling and/or select another one. The 
price relationship in Sect. 9.1 withstands this heuristic test. On the owner-occupied 
market buyers and sellers know the price and structural characteristics of the dwell-
ing and they can always forego an offer or decline a bid. The distribution system of 
social rented dwellings might not offer the same opportunities as the owner-occupied 
market, but a tenant has the option to select a new rented dwelling or to stay in his 
current dwelling and wait until a better offer comes along. Hence a revealed prefer-
ence model for the exit choice of social tenants does have real meaning.
9.3  Methodology
9.3.1  Modeling Market Dynamics and Equilibrium
In two fields of research the applications of the neoclassical framework have been 
extremely successful, despite the fact that free housing choice and full information 
are far from certain. I will first use a discrete choice model to estimate the likelihood 
that a social tenant will leave his dwelling. This highlights the usefulness of revealed 
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preference models even in a regulated market. I will then consider the most popular 
revealed preference model for the housing market: a hedonic house price equation 
for the same city. It is assumed that the reader has had some experience with regres-
sion analysis. For readers with more statistical experience, it is an opportunity to get 
(re-)acquainted with the potential pitfalls of revealed preference modeling.
9.3.2  Data
The data that is used in the two models was collected from the housing stock of the 
Woonbron housing association in Rotterdam. The records of the housing association 
provide detailed data on the structural characteristics and rent of dwellings, some lim-
ited data on tenants at the beginning of 2002, and the assessment value of the dwellings 
in 1999. House values are discussed and used in Sect. 9.4. The occurrence of house-
holds leaving the rental sector over a 3 year period (2002, 2003 and 2004) is also 
known. Although the reason for leaving is unknown, it is assumed that a sizeable num-
ber of these exits were voluntary. The data from the housing association are appended 
by some neighborhood statistics from the municipal statistics office in Rotterdam.
Which structural characteristic (house type, house size, building period, number 
of rooms etc.), household characteristics (age of the head of the household, duration 
of stay, income etc.) and neighborhood attributes should enter the exit choice 
model, depends on data availability and the question the researcher poses. The 
inclusion of more structural characteristics than listed here (floor level, garage, 
garden, number of bathrooms, type of heating etc.) can only improve a housing 
market model, in that each item of housing quality is catered for. Household char-
acteristics can be used to reveal the preferences of different categories of household 
for items of housing quality, or they can answer a specific question. The researcher 
might for instance want to know what effect the age, getting married or commuting 
time has on residential mobility.
A researcher might further want to know what impact the aspects of the 
surroundings have on the exit choice and housing quality in general. The statistics 
on neighborhood attributes fall into the broad categories of accessibility (distance or 
travel-time to city centre, railway station or highway), physical (dominant house 
type in area, presence of shops and parks), demographical (household type, age, 
size), socio-economical (owner-occupation and unemployment in the area, income, 
education, type of job), cultural (ethnicity, land of origin), social-environmental 
(crime and victimization rate), institutional-environmental (school quality and local 
tax rates) and ecological environmental (noise and pollution levels in the area, flood 
zones) attributes.
Two types of neighborhood statistics can be identified. First some statistics are 
centered at the amenity. The distance or travel-time from the dwelling to the ame-
nity, or the value of the spatial rate (e.g. noise, pollution or social disturbance rate) 
at the location of the dwelling can then be calculated. The second type is the mean 
of observations inside some predefined range. If micro-data and coordinates are 
available, this average can be centered at the dwelling, with higher weights given 
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to observations that are closer to the dwelling than to observations that are further 
away. Most statistical agencies calculate statistics as the mean of observations 
inside some predefined spatial unit (e.g. postal code area, census tract). In the latter 
case the degrees of freedom are only as high as the number of spatial units in the 
dataset rather than the number of observations. I restrict the use of the neighbor-
hood attributes to just three: distance to the city-centre, and two neighborhood 
means that are commonly used in housing market models: the percentage of owner-
occupied dwellings and average household income.
9.3.3  Techniques
The revealed preference models of the housing market are estimated with the aid of 
regression techniques. The starting point is a presumed causal relationship between 
a dependent variable and one or more explanatory variables. The dependent variable 
is then regressed on the variables based on a large number of observations. As an 
inductive research method the regression results are supposed to apply to the popula-
tion as a whole, even though the estimation only takes place for a sample of house-
holds and/or dwellings. The estimation outcome reveals whether a variable has an 
impact on the dependent variable and what the exact size (or monetary value) of that 
impact is, when the values of the other explanatory variables are left unchanged.
The dependent variable in this exit choice model is the likelihood to move. This 
is the probability that a household exits within a given period of time, based upon 
actual exits and stays in a similar time frame. In this case I use a 3 year period, but 
any period from 1 to 5 years will do. It is not advisable to extend this period any 
longer as many of the data change value over time, but more importantly the rela-
tion can undergo a structural change. The likelihood to move is based on a discrete 
choice, since exits and stays are mutually exclusive. Common convention dictates 
that an exit receives the value 1 and a stay the value 0. The easiest way to model a 
discrete choice is a logit-model that is available in most statistical software pack-
ages. There exists a wealth of regression techniques for the house price equation in 
Sect. 9.5. For the sake of brevity, only the simplest one will be considered here: 
Ordinary Least Squares estimation of the logarithm of prices. More advanced meth-
ods for both models are discussed in Sect. 9.6.
9.4  Exit Choice
9.4.1  Estimation of the Likelihood to Move: Concept and Data
Households must at some stage during their housing career decide if they want to 
stay or move. The exit choice model predicts what the most likely form of action 
is going to be based on the individual characteristics of the household and the 
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dwelling in which they live. One hundred observations are seen as the absolute 
minimum for the estimation of discrete choice models. The larger the sample the 
more likely it is that the sampled households act in the same way as the population 
as a whole. With plenty of observations, you can also leave some of them for later 
to test the predictive powers of the model.
As mentioned before, the exit choice is a function of the price or rent of the 
dwelling, the attributes of the dwelling and neighborhood and the household’s 
characteristics. The coefficients of the structural characteristics indicate whether 
the average household’s exit behavior is affected by living in a certain type of 
dwelling. Household characteristics control for the individual taste for housing 
quality. Together these explanatory variables can reveal what the preferences of 
different categories of households are for selected items of housing quality. 
Adding neighborhood attributes or neighborhood dummies to the model controls 
for area-based differences in the exit rates and spatial interactions among the 
explanatory variables.
Listed below in Table 9.1 are the data that are used in the estimation of the exit 
choice model, their sample mean, standard deviation and average rate of exit for 
each category of the explanatory variable. Some explanatory variables come in a 
continuous form. Very high or low values in these variables can have a dramatic 
effect on the estimation. Observations that fall outside a certain range around the 
mean of a continuous variable should be dropped from the sample.1 This applies to 
very expensive or cheap dwellings (in this case a rent lower than 150 or higher than 
750 Euros) and households with a very low duration of stay (less than 1 year). 
Households with a low duration of stay should not be sampled anyway, because 
they seldom move and if they do, it is the result of a suboptimal choice (a repeat 
move) or an involuntary one (divorce or eviction), both of which are best not inves-
tigated with a revealed preference model.
Applying the natural logarithm is a common transformation for continuous vari-
ables. A small change in a logarithmic variable equals the percentage increase in that 
variable. As such the coefficient measures the percentage impact that the variable has 
on the dependent variable. As an alternative, continuous variables can be written as 
a combination of linear and quadratic terms. The best type of specification is more a 
matter of test by trial and error than of any fixed rules. In the exit choice model below 
rent, duration of stay and neighborhood income are all specified as logarithms, while 
the age of the head of the household is written as age and age squared.
Missing values on continuous variables can be replaced by the sample mean of 
that variable or by the predicted values from a regression of this continuous vari-
able on the other explanatory variables. The larger your dataset is the less neces-
sary it becomes to retain extreme values, observations with missing values and 
other polluted data.
1 One way of doing this is by sampling the range within the mean of the continuous variable 
minus 1.96 times its standard deviation and the mean plus 1.96 times its standard deviation. 
For a normally distributed variable this range contains about 95% of the observations.
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Table 9.1 Dataset likelihood to move





Built before 1945 0.215 0.411 19.3
Built 1945–1975 0.357 0.479 19.9
Built 1975–1990 0.376 0.484 22
Built after 1990 0.043 0.202 11.8
Unknown 0.009 0.095 22.2
House  
type
Multi-family downstairs 0.139 0.346 12.5
Multi-family upstairs  
with lift
0.228 0.42 20.8
Multi-family upstairs  
no lift
0.409 0.492 19.4
Single-family 0.222 0.416 24.5
Unknown 0.001 0.035 38.5
Number of  
rooms
One 0.015 0.123 51.4
Two 0.143 0.35 29.5
Three 0.404 0.491 21.4
Four 0.286 0.452 15.1
Five or more 0.151 0.358 13.2
Size Less than 50 m² 0.188 0.391 29.6
Between 50 and 60 m² 0.259 0.438 21.1
Between 60 and 75 m² 0.384 0.486 18.4
Between 75 and 90 m² 0.149 0.356 14.6
More than 90 m² 0.02 0.14 11.0





Low 0.986 0.119 19.7
High 0.014 0.119 52.8
Age of head Age in years 56.415 16.813 –
Duration of stay Stay in months 127.67 102.72 –
Neighborhood  
attributes
Accessibility Distance to city-centre  
in km.
4.89 1.793 –
Socio-economical Average household  
income in  
neighborhood
17,207 1,736.75 –
% of owner-occupation  
in neighborhood
19.983 12.46 –
Number of observations = 8,845
Categorical variables, which have been transposed to dummy variables, have the 
value 1 if the observation falls within the specific category and 0 otherwise. Some 
structural characteristics are categorical by definition: house type and the presence 
of a lift for instance. In the present example, the categorical nature of the building 
period, number of rooms and house size, was more a matter of data availability than 
a deliberate choice.
Ironically, it can be better to have more rather than a few missing values on a cat-
egorical variable. With a lot of missing values a new category can be created, which 
contains all the observations of the explanatory variable with missing values. With 
only a few missing values the observations must be dropped from the estimation.
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Estimation of models with categorical explanatory variables must take place 
with one category of each explanatory variable as part of the frame of reference. 
Failing to do so makes estimation impossible, because some of the explanatory 
variables are self-explanatory (i.e. each referential category equals one minus the 
values of the other categories). The common value of all the referential categories 
is contained in the constant term of the equation. Four common problems with 
categorical variables are that:
 1. Nearly all the observations fall into a single category of an explanatory variable. 
The near empty categories can be dropped and estimation must take place for the 
observations in the prevalent category only, and without the explanatory 
variable.
 2. Few observations fall into a category. Smaller categories might be joined with an 
adjacent category of the same explanatory variable.
 3. The category is a (nearly) perfect predictor. Even though this is an interesting 
outcome from an analytical viewpoint the regression has no meaning. The obser-
vations in that specific category must be dropped; it is already known what the 
impact of that category is going to be.
 4. One category overlaps with the category of another explanatory variable. This 
creates multicollinearity: one explanatory variable (almost) explains another 
one. All observations can be retained but either one of the categories will not 
enter the model. The coefficient on that category estimates the inextricable effect 
of both categories.
9.4.2  Modeling the Likelihood to Move Among Social  
Renters in Rotterdam
The above data was used to model and estimate formula 2 for social renters in 
Rotterdam in the years 2002, 2003 and 2004. Table 9.2 lists the coefficients, 
z-values and 95%-confidence intervals for the coefficients in a robust estimation of 
a logit-model for 1,770 exits (20.0%) among 8,845 social renters. The frame of 
reference, which is contained in the constant, is a fictional 1-room downstairs apart-
ment, built before 1945, smaller than 50 m² and inhabited by a low income tenant. 
All coefficient values are based on the ‘average household’ with an age of 56 years 
and duration of stay of 128 months. The estimation results are interpreted in three 
ways: the odds-ratios, marginal effects and Willingness-To-Pay.
The choice of the logit model is suggested by a handy feature of this model. In 
the estimated equation the coefficient values on categorical variables can be turned 




























































































































































































































































































































































































































































































































































































































































































































































































































































for category r of structural characteristic X
j
 as opposed to the frame of reference. 
You can also calculate the odds that a specific category r of household characteristic 
j and category s of structural characteristic h moves as opposed to the referential 




)). Or you can calculate the 
odds that a category r of household characteristic j moves as opposed to another 





continuous variables the coefficient must also be multiplied by the change in that 
variable. If this change equals 1, formula 9.4 applies (see below).
So from Table 9.2 the odds-ratio of living in a single-family dwelling as opposed 
to a downstairs apartment is the exponential value of the coefficient on that specific 
category: exp(−1.27) = 0.28, with an upper bound of 0.37 (=exp(−1.00)) and lower 
bound of 0.22 (=exp(−1.54)). The odds-ratio of 0.28 can be interpreted as residents 
in a single-family dwelling being 0.28 times as likely to move as residents living in 
a downstairs apartment. In other words, residents living in a single-family dwelling 
are 1/0.28 = 3.6 times less likely to move than respondents living in a downstairs 
apartment.
The odds that an average high-income household in a single-family dwelling 
moves compared with the frame of reference follows from multiplication. The 
exponential value of the coefficient for the high income category is multiplied by 
the odds that were obtained above. This odds-ratio equals exp(0.64)* 0.28=1.89* 
0.28 = 0.53. There is a 47% lower chance that the high-income household in a sin-
gle-family dwelling moves, compared with the low-income household in a down-
stairs apartment.
Likewise division can be used to see how a household fares in an upstairs apart-
ment with a lift as opposed to when it lives in a single family dwelling. The odds-
ratio for the change of house type is the exponential value of the coefficient for an 
upstairs apartment with a lift, divided by the exponential value of the coefficient for 
the single-family dwelling category or 2.1 (=0.58/0.28 = exp(−0.54)/exp(−1.27)).
While odds-ratios are often used in sociological and psychological studies, econo-
mists prefer to work with the marginal effect: the change in the likelihood to move 
due to a small change in the explanatory variable. The marginal effect is given as:
2
Pr( 1; ) * exp( ln( ) )
(1 exp( ln( ) ))
i i i i
kq kq kl kl p km km
i i i
kq kl kl p km km
Y X X P HH
X X P HH
d b a b b
d a b b
= - - - -
=






The left-hand side of the equation is the derivative of the likelihood to move with 
respect to variable X
q
, or the effect that a small change in that explanatory variable has 
on the likelihood to move. In the case of a categorical variable this is the change in 





The right-hand side can be rewritten as b
kq




), or the 
coefficient on X
q
 times the likelihood to stay times the likelihood to move evaluated 
at some chosen value of X
q
.
The marginal effect can be evaluated at any given value for the explanatory 
variables. Statistical software packages give the option to save the predicted prob-
abilities of discrete choice models. The predicted likelihood that the average 
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low-income family living in a downstairs apartment will move is 0.13 (nearly all 
software packages have the option to display and store the predicted values from 
the regression). The marginal effect on the likelihood to move for a change from 
the downstairs apartment and low-income category to a single-family dwelling and 
high-income category is then 0.075 or (0.64–1.27)*(1−0.13) * 0.13. The likelihood 
to move thus drops from 0.13 to 0.12 when you move from the frame of reference 
to the high income and single family dwelling categories.
The last application of the exit choice model is the Willingness-To-Pay. 
According to theory, combinations of the explanatory variables that keep the likeli-
hood to move constant, keep the household on its optimal consumption path. The 
Willingness-To-Pay is the amount of rent needed to keep the likelihood to move 
constant when structural characteristic X
s
 changes.
 ln 0 *ksp ks ks
ks p
P
P X WTP P
X
bd
b d b d
d b
+ = Þ = = -  (9.5)
The Willingness-To-Pay equals the negative value of the coefficient b
ks
 on the 
structural characteristic, divided by the coefficient on rent b
p
, multiplied by the 
average rent P . Multiplication by the average rent is needed because of the loga-
rithmic transformation of the rent (i.e. dln(P)/dP = 1/P).
The sample mean of the rent ( P ) is € 372.06 (see Table 9.1). According to 
formula 9.5 the amount of money that the average household is willing to pay for 
a change from a downstairs apartment to a single-family equals the negative value 
of the coefficient on single-family dwelling divided by the coefficient on the rent 
times the average rent, or: € 85.57 (=−(−1.27)/5.52) * € 372.06).
9.5  House Prices
9.5.1  Estimation of the Hedonic House Price Equation:  
Concept and Data
The hedonic pricing method, though certainly not the only valuation method in use, 
has become the main tool in the assessment and prediction of house prices (and 
market rents). This method states that price differences can be explained by the 
structural characteristics of dwellings and their neighborhood attributes alone. In 
theory the hedonic price function reveals the maximum amount that buyers wish to 
pay for housing attributes.
If a hedonic price equation is available for a particular housing market, filling in 
the values of known housing attributes reveals what the price of the dwelling is 
likely to be, even before it has been built. It thus tells producers what the expected 
revenues are from constructing a new dwelling or improving an existing dwelling. 
Real estate agents, municipal tax and land registry offices also make frequent use 
of hedonic models in mass appraisals.
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Here the sample consists of a set of 13,564 dwellings in 1999, with a value less 
than 100,000 Euros. The hedonic house price equations uses the same structural 
characteristics as those that were used in the exit choice model: house type, build-
ing period, number of rooms and size of the dwelling. Not listed in Table 9.3 are 
the area-based dummies that receive the value 1 if the dwelling lies in a specific 
neighborhood of the city and 0 elsewhere. There are a total of 25 of these dummy 
variables for the 26 administrative neighborhoods in the dataset, with the observa-
tions in one neighborhood as part of the frame of reference. Neighborhood dum-
mies control for area-based differences in the house price and spatial interactions 
among the explanatory variables (see Sect. 9.6). This ensures that the coefficients 
on the structural characteristics measure what they are supposed to do: the exchange 
value of the dwelling’s attributes on the owner-occupied market.
9.5.2  Modeling the Hedonic House Price Equation  
for Rotterdam
Based upon the technical notions above a hedonic house price model for the (loga-
rithm of the) assessment values of 13,564 dwellings in 1999 in Rotterdam can be 
estimated. The outcome of these regressions by ordinary least squares is given in 
Table 9.4. First a few price elasticities are calculated and then a robustness check is 
Table 9.3 Data hedonic models
Mean Standard deviation
House price 1999 65,932 15,826
Age Built before 1945 (reference) 0.23 0.42
Built between 1945 and 1975 0.37 0.48
Built between 1975 and 1990 0.33 0.47
Built after 1990 0.05 0.23
Building period unknown 0.01 0.11
House type Multi-family downstairs (reference) 0.16 0.37
Multi-family upstairs with lift 0.34 0.47
Multi-family upstairs without lift 0.42 0.49
Single-family dwelling 0.08 0.27
House type unknown 0.001 0.04




Five and more 0.05 0.22
House size Less than 50 m² (reference) 0.27 0.44
Between 50 and 60 m² 0.29 0.45
Between 60 and 75 m² 0.37 0.48
Between 75 and 90 m² 0.07 0.25
More than 90 m² 0.01 0.11
Number of observations 13,564
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carried out for the model that is applicable to all revealed preference models: a test 
of its predictive powers.
There are two operations that researchers usually carry out with the hedonic 

















) or the rela-
tive increase (or decrease) in the house price for a relative increase in the structural 
characteristic, evaluated at the mean house price P  and the mean of the structural 
characteristic nX . The price elasticity equals the coefficient on the structural charac-
teristic times its mean value. For categorical variables the elasticity must be inter-
preted in a slightly different way. There it indicates the relative increase in the price 
when a change takes place from one category to another. The price elasticity for 
categorical variables equals the difference in coefficients between the categories.
The coefficients for the categorical variables have a simple interpretation. They 
measure the percentage increase in the house price due to a change of dwelling 
Table 9.4 Estimation results for the hedonic house price in 1999
Coefficient T-value
Constant 10.43 986.92
Age Built before 1945 (reference)
Built between 1945 and 1975 0.02 4.06
Built between 1975 and 1990 0.16 30.40
Built after 1990 0.25 43.68
Building period unknown −0.06 −5.39
House type Multi-family downstairs (reference)
Multi-family upstairs with lift 0.07 18.04
Multi-family upstairs without lift −0.07 −20.27
Single family dwelling 0.30 49.87
House type unknown −0.01 −0.46




Five and more 0.62 50.86
Size Less than 50 m² (reference)
Between 50 and 60 m² 0.08 17.43
Between 60 and 75 m² 0.17 28.73
Between 75 and 90 m² 0.23 27.33
More than 90 m² 0.30 23.15
Neighborhood dummies included Yes
R² = 0.75




category or in other words the price elasticity of that category. On average a 
single-family dwelling was 30% more expensive in 1999 than an upstairs apartment. 
The presence of a lift added 14% (0.07 − (−0.07) * 100%) to the average house 
price. A change from a three to a four room apartment added 6% ((0.58 − 0.52) * 100%) 
to the average house price. The elasticities can be converted into monetary values 
by multiplying them with the average house price in 1999. So the presence of a lift 
for instance added € 9,230 to an average apartment (0.14 * € 65,932).
A standard robustness check for revealed preference models is to test the fore-
casting ability. For a subsample of dwellings that were not part of the estimation, 
the value of the explanatory variables can be filled in the estimated equation. In the 
case of the hedonic model, an exponential transformation is also needed to obtain 
forecasted prices. The standard measures to test for the forecasting ability are the 
Mean Absolute Percentage Error, the Mean Absolute Deviation and the Mean 


























The mean absolute percentage error (MAPE) estimates the absolute difference 
between the house price (P
i
) and its forecasted value (F
i
), divided by the house 
price. A value below 0.1 (or 10%) indicates a very good forecasting ability. Values 
below 0.3 indicate a decent performance of the model, but when the MAPE exceeds 
0.5 the model can be deemed invalid.
The Mean Absolute Deviation (MAD) is the sum of absolute errors (the absolute 
difference between the actual and predicted value), divided by the number of obser-
vations. The Mean Squared Error (MSe) is the sum of the square root of the error 
terms. It is closely related to the R² of the model, since the latter equals 1 minus the 
MSe divided by the variation in the dependent variable. The root of it is also known 
as the Root Mean Square error. These measures have little meaning unless there is a 
frame of reference to compare them with. When for instance two competing models 
are available, the MAD, MSe and RMSe for the models can be compared. The model 
with the lowest value for these measures then has the best forecasting ability.
The estimated equation for 1999 is based on a sample of 13,564 dwellings 
whose value did not exceed € 100,000. It would be interesting to see how well the 
estimated equation predicts the value of a slightly more expensive subsample of 
1,021 dwellings whose value was between € 100,000 and € 110,000. By filling in 
the values of the structural characteristics and neighborhood dummies in the esti-
mated equation for 1999, the predicted values of the logarithm of the house price 
for the 1,021 dwellings are obtained. An exponential transformation then yields the 
predicted house values for this subsample of dwellings.
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The Mean Absolute Percentage Error (MAPe) is obtained by averaging the 
percentage difference between the predicted house values and the original data. For 
this particular sample of dwellings the MAPe was 0.065. Even though the dwellings 
were in a higher price range than the dwellings that were used in the estimation, the 
hedonic house price equation is still able to predict their value with an accuracy of 
93.5%. It can be concluded then that the estimated hedonic house price equation for 
1999 has high predictive powers. Most statistical software packages have the option 
to use an equation that was estimated earlier, to predict the values of another sample 
of observations. As a rule the MAPe and other statistics for the goodness-of-fit of 
the model will be listed when you carry out the forecasting procedure.
9.6  Discussion
The neo-classical framework for the housing market is explained in detail by 
Poterba (1984) and DiPasquale and Wheaton (1992). The two models that are high-
lighted in this chapter reveal the preferences of household categories for items of 
housing quality and the exchange value of housing attributes on the owner-occupied 
market. McFadden (1978) is the seminal paper on how discrete choice should be 
modeled. Discrete choice models for a household’s exit choice can, for instance, be 
found in Bartik et al. (1992) and Knapp et al. (2001). The derivation of the 
Willingness-To-Pay in an exit choice model is explained in detail by van Ommeren 
and Koopman (2011).
There are more types of exit choice models in existence than the logit-model for 
the likelihood to move that is discussed in Sect. 9.4. In duration models the depen-
dent variable is the duration of stay or its derivative function: the hazard rate. The 
hazard rate is the likelihood that the household moves in a short period of time, given 
the time it has already spent in the dwelling. From the hazard rate you can deduce 
how long a household category is expected to stay in its dwelling. Duration models 
make better use of information that is present in the dependent variable – after all 
the time spent in a dwelling is continuous and not discrete – and they are superior in 
their approach to the exit choice, yet more difficult to apply (see Henley 1998).
Estimation of the exit choice is very similar to that of other discrete housing 
choices: the tenure choice and residential location choice. In the case of the tenure 
choice, the choice between renting and buying, the household characteristics and 
the difference between the rent of the rental unit and user costs of the owner-
occupied dwelling are the explanatory variables, with the structural characteristics 
of the dwellings as optional (Mills 1990). In the residential location choice model, 
the choice of a new dwelling by a recent mover, the structural characteristics, rent 
or housing costs of the new home enter the model as explanatory variables instead 
of those of the old home (Quigley 1985).
There are limitations to the revealed preference model for exit and other housing 
choices (Dieleman 2001 provides a discussion), most of which lie in the interpreta-
tion of the estimation results. First the relation that was estimated in Sect. 9.4 is that 
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of the exit behavior of one particular group (a sample of social renters) on one 
particular housing market (Rotterdam) in one particular period (2002–2004). 
However, drawing inferences from the outcome of a single regression equation 
should be done with care. Only re-estimation for different groups at different times 
can tell if the estimated relation is valid in general for the population for that par-
ticular housing market.
Secondly, the low fit of the exit choice model reveals that a lot of choice behav-
ior is left unexplained. This is partly due to missing or unobservable factors. There 
are, for instance, only three household characteristics in the estimated model. The 
coefficients on other explanatory variables can conceal the effects of other relevant 
household characteristics. Care should be given to the interpretation of estimation 
results, when these secondary effects cannot be controlled for. But even with more 
household characteristics the exit choice would be hard to explain, because the 
unobservable traits of the dwelling (e.g. leakage, aesthetic quality), the household 
(taste, irrationality) and neighborhood (good neighbors) cannot be measured 
accurately.
In practical applications researchers often use interaction terms between house-
hold characteristics and structural characteristics (or neighborhood attributes) in 
their models. This in effect creates subcategories of households within the catego-
ries of dwellings. Although this generally improves the predictive powers of the 
model, I would strongly argue against this practice unless there are sound theoreti-
cal grounds for doing so. The model becomes ‘messier’ and so will the derivation 
of odds and marginal effects. And in modeling a relationship a researcher should 
always strive for simplicity in interpretation and parsimony in the use of explana-
tory factors.
Thirdly, the regression analysis for the exit choice gives the mean response of 
household categories to changes in their housing situation. It does not tell you how 
an individual household in that category responds to these changes, only what the 
most likely form of action is going to be. You are only allowed to make statements 
about the average household in that group, not about an individual household. 
Regression analysis is not the proper method to investigate extremes anyway. Other 
more qualitative methods are better suited to deal with outlier cases.
The hedonic equation for market rents and house prices that is discussed in 
Sect. 9.5 is the most common housing market model. The method was introduced 
by Rosen (1974). It can reveal the contribution of structural characteristics and 
neighborhood attributes to the rent or price. The hedonic price equation is however 
just one out of many methods for the valuation and prediction of house prices 
(Kauko and d’Amato (2008) give an overview of valuation methods). For a large 
sample of dwellings with little variation in housing quality and prices the hedonic 
method proves superior. But this superiority is reversed when the dataset becomes 
smaller and the housing stock is more diverse in its price range or geographical 
neighborhood (see Borst et al. 2008).
A common fault in the estimation of hedonic equations is the estimation over 
different market segments. This leads to spatial heterogeneity; structural changes in 
the price equation across the housing market which are neglected in the estimation 
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of the single equation. Spatial heterogeneity is just one out of many problems that 
occur when estimation takes place in a spatial context. The spatial econometrics 
literature (LeSage (1999) is the standard reference) is too vast to discuss here. It deals 
with many solutions to spatial estimation problems.
The advance of data collection on the micro-scale and GIS-technology allow for 
better ways to measure the scale of neighborhood attributes and to specify their 
input: e.g. distance decay functions for accessibility, gravity functions for amenities 
(Anas 1983) and local averages for socio-demographical attributes (Clapp and 
Wang 2006). The use of residential survey scores on aspects of residential satisfac-
tion, such as neighborhood satisfaction or place attachment, circumvents many of 
the measurement problems by using households’ direct assessment of the neighbor-
hood (Landale and Guest 1985).
The methodology for measuring neighborhood quality and for spatial estimation 
is very advanced, and it puts a real strain on the collection of data. Unless you are 
interested in the impact of a neighborhood attribute on housing choices, area dum-
mies are to be preferred to the use of neighborhood attributes. The inclusion of area 
dummies is both the simplest and a very effective way to counter spatial estimation 
problems (Bourassa et al. 2009). Observations that fall inside a neighborhood, 
postal code area or census tract receive the value one for a particular area dummy 
and all other observations receive the value zero. Estimation with area-dummies 
leads to much better estimates of the structural (and household) characteristics, but 
it is not always easy to interpret the coefficients on the area-dummies themselves.
On a final note: full information, free exchange and the independence of hous-
ing choices from past and future choices are very strict assumptions. So strict in 
fact, that neoclassical models for housing choice for the supply-side (see 
DiPasquale 1999) and residential location choice models perform rather poorly. 
This is much more obvious in the estimation of neighborhood attributes than that 
of structural characteristics. If a house gets bigger, every household understands 
that the price of it must go up, regardless of the question whether the household in 
question values the extra space or not. The causal relationship between structural 
characteristics, housing quality and housing choice and house prices does not need 
to be questioned.
But when you observe in Table 9.2 that exit rates are lower in neighborhoods 
with a higher average income, what does that say? Perhaps some households are 
dissatisfied with the low income of their neighbors and move because of it, even 
though they cannot observe the income of their neighbors. It might be that an unob-
servable third factor (quality of shops and schools, crime) is related to neighbor-
hood income and acts as a push-factor. Fewer exits might in themselves cause the 
higher income of neighbors, when less vacancies lead to excess demand in the 
neighborhood. Matters get even worse when exit rates and house prices are used as 
indicators of the stability of the neighborhood by the same households who move 
out of and into the area. Can you then still say with confidence that you are testing 
a causal relation?
Research has been conducted that addresses the relation between residential 
sorting and house prices (Bayer et al. 2005). For all practical purposes I suggest that 
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the coefficients for neighborhood attributes should be treated with more skepticism 
than the coefficients for structural characteristics. It is also advisable to check on 
the work of other researchers and see how their estimations compare to yours. If a 
neighborhood attribute is consistently viewed as a relevant factor in the housing 
choice, if its coefficient value stays within a certain range, and if there are no questions 
remaining about the causality of the relationship, only then can you be sure that it 
reveals the preferences of households for that particular neighborhood attribute.
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10.1  Introduction
Research concerning residential mobility and migration is often based on 
information on either stated intentions to move or on actual moving behavior. 
Intentions to move are, together with housing preferences (hypothetical housing 
choices), the subject of the stated preference approach (for an overview see, for 
example, Kim et al. 2005). The study of actual mobility (as well as actual housing 
choice) belongs to the revealed preference approach (see Dieleman 1996). This 
approach is based on observable market behavior, under the assumption that actual 
behavior is a reflection of preferences (Timmermans et al. 1994).
It is difficult to describe the decision process underlying potential moves by 
concentrating on either stated intentions to move or on actual moving behavior. 
Studies using stated preference data are unable to show to what extent stated 
preferences will result in actual behavior. At the same time, studies using revealed 
preference data lack the possibility of unraveling the impact of preferences on 
actual mobility behavior. Actual mobility behavior is not only the result of inten-
tions and preferences; it is the result of an interplay between intentions to 
move, housing preferences (and the willingness to substitute housing preferences), 
individual resources and restrictions, and opportunities and constraints at the macro 
level (compare Timmermans et al. 1994; Goetgeluk and Hooimeijer 2002).
To gain insight into the process between stated intentions to move and actual 
moves, information is needed on intentions as well as on actual behavior. 
Information on both intentions to move and actual moving behavior is available in 
cross-sectional studies as well as in longitudinal studies. Yet, only longitudinal 
studies combine information about stated intentions and actual moves for the same 
individuals, by following intended movers in time with respect to their actual 
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mobility behavior. The longitudinal research method is, therefore, an ideal 
methodology to gain detailed insight into both the extent to which people behave 
according to their stated intentions to move and the circumstances that hamper or 
stimulate actual moving behavior conditional on the stated intentions to move.
Longitudinal research concerning the question of how intentions to move result 
in actual moving behavior is often based on small-scale panel surveys in which the 
same people are interviewed at two or more points in time (Rossi 1955; Landale 
and Guest 1985; Speare 1974). This can be attributed to the fact that the type of 
longitudinal data needed to answer the question of how stated intentions to move 
result in actual moves is difficult to collect. Generally, it is difficult to track the 
same respondents, especially if the study is conducted over a long period of time. 
This is particularly problematic in mobility research, because movers are more 
difficult to trace than non-movers.
Recently, it became possible in the Netherlands to combine survey data with 
longitudinal register data at the level of individuals. This resulted in a unique large-
scale longitudinal data-set that gives information on both intentions to move as well 
as on actual moving behavior for the same individuals. In contrast to longitudinal 
studies based on panel surveys, all the respondents can be followed over time; there 
are no problems with tracking them.
In this chapter, I present analyses that are partly based on the study of De Groot 
and colleagues (2008), which made use of this newly created longitudinal data-set. 
The intention to move is derived from the Housing Demand Survey (HDS) 2002; 
the subsequent moving behavior of HDS respondents is derived from the longitu-
dinal Satellite Spatial and Social Mobility of the Social Statistical Database (SSD) 
1999–2005 of Statistics Netherlands (Bakker 2002). I present results of the extent 
to which stated intentions result in actual moving behavior, and of the circum-
stances that hamper or stimulate actual moving behavior of those intending to move 
to another dwelling (the so-called intended filterers). Insight into these circum-
stances can be used to improve the effectiveness of housing market policy.
10.2  Theory and Background
10.2.1  From Stated Intentions to Actual Behavior: Theory
The theory concerning residential mobility and migration starts from the assump-
tion that there has to be a trigger setting off an intention to move. The first source 
of triggers for moving is the existence of a certain state in the current dwelling or 
location and the wish to change that state. It is often assumed that the state in the 
previous dwelling should be dissatisfactory or stressful in order to make people 
wish to move (Mulder 1996). The second category of triggers for moving relates to 
the purpose of facilitating the occurrence of life events in the household, educa-
tional, or occupational career, such as leaving the parental home, union dissolution, 
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and job change. In contrast to the first category, these triggers for moving are not 
necessarily related to residential stress or dissatisfaction (Rossi 1955; Clark and 
Onaka 1985; Mulder 1996.
The trigger for moving partly determines the urgency level of the intention to 
move. The urgency level of an intention to move indicates how hard people are 
willing to try, or how much of an effort they are planning to exert, in order to per-
form the behavior (Ajzen 1991). People who intend to move because the current 
housing situation does not match with the preferred housing situation (housing 
reasons) usually do not have an urgent reason to move. Delaying the move only 
causes an extension of the suboptimal housing situation (Goetgeluk 1997). In con-
trast, triggers for moving related to life events such as job change, union formation, 
and especially union dissolution, are more urgent reasons for moving, since these 
events can hardly take place without at least one move (compare Oskamp 1997; 
Goetgeluk 1997).
The individual’s intention to perform a certain behavior is the central factor in 
the theory of reasoned action and its later expansion, the theory of planned behavior 
(Fishbein and Ajzen 1975; Ajzen 1991). These theories have been widely used as 
models for the prediction of a wide range of behavioral outcomes conditional on 
intentions (for an overview see, for example, Sheeran 2002). In contrast to the 
theory of reasoned action (which is designed to predict behavior that is considered 
to be under volitional control; i.e., persons can decide whether or not to perform the 
behavior), the theory of planned behavior is designed to predict behavior that is not 
under volitional control. That is, the execution of certain types of behavior, among 
which mobility behavior, not only depends on a person’s own motivational factors 
but also on factors that are beyond a person’s control (Ajzen 1985, 1991; Madden 
et al. 1992). Whether people are able to put into effect the intention to move 
depends on individual resources and restrictions at the micro level, as well as hous-
ing opportunities and constraints at the macro level (compare De Jong 1994; 
Mulder and Hooimeijer 1999).
First of all, the realization of intentions to move is subjected to resources and 
restrictions. Financial resources are necessary to realize an intention to move 
(Mulder and Hooimeijer 1999; Kleinhans 2005). The most important financial 
resource is income. The more income one has, the more dwellings are within the 
financial reach of an intended mover (Murie 1974; Priemus 1984; Mulder and 
Hooimeijer 1999). Financial resources are also needed to cover the costs of the 
move itself. At the same time, restrictions can hamper the realization of an intention 
to move. Home-ownership may hamper the realization of intentions to move – it 
requires more time and effort to sell a home than to cancel a tenancy. The household 
situation is another source of restrictions. It can be more difficult to move for 
couples and families than for single people, since the former have to take into 
account the daily activity spaces and preferences of other household members 
(Mulder 1993; Mulder and Hooimeijer 1999).
Secondly, intentions may not result in behavior if the intention is not strong 
enough. As a general rule, the stronger the intention to engage in behavior, the 
more likely that the behavior will be performed (Ajzen 1991). As mentioned 
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before, the urgency of the intention to move is closely connected to the trigger for 
moving. People whose intention is primarily prompted by housing reasons (which 
are considered to be less urgent reasons for moving) are therefore expected to be 
less likely to realize their intention to move than those whose intention is triggered 
by household or labor market reasons.
The realization of intentions to move probably depends on housing preferences, 
such as the preference for a rented or an owner-occupied home. While the opportu-
nities in the owner-occupied sector are mainly determined by the affordability of 
owner-occupied homes (in relation to a person’s own financial means and the will-
ingness of the banks to provide mortgage loans), access to the social rental sector 
is largely dependent on waiting lists and eligibility criteria (such as age and house-
hold size). Thus, people who prefer a rental home (which is likely to be a prefer-
ence for a social rental home since most rental homes in the Netherlands belong to 
the social housing sector) may have more difficulties realizing their intention to 
move than those who prefer to move to an owner-occupied home. Tenure preferences 
may also have an impact on the realization of intentions to move in combination 
with current housing tenure. Homeowners who prefer moving to a rental home are 
expected to move more frequently than others because they are considered to have 
an urgent need to do so (see for example Feijten 2005). For the other combinations 
of current and preferred tenure, it is not straightforward which combination will 
lead to more difficulties in finding a new home. On the one hand, homeowners who 
prefer to move to another owner-occupied home might move less frequently than 
renters who prefer to move into the owner-occupied sector, because they also have 
to put effort into selling their home (Helderman et al. 2004). On the other hand, it 
is also possible that renters have more difficulties realizing their intention to move 
if they prefer to enter homeownership because of a lack of financial resources or 
personal equity.
Besides preferences concerning the home, preferences concerning the geograph-
ical location are also relevant, since there are great regional differences in housing 
market opportunities (Clark and Dieleman 1996). The opportunities on the regional 
housing market are determined by the arrival rate of housing vacancies (Hooimeijer 
and Oskamp 1996) and are constrained by price and by the allocation rules set by 
institutions (Hooimeijer and Linde 1988). Compared with the Randstad (the more 
urbanized western region of the Netherlands), the peripheral regions are character-
ized by low pressure on the housing market and, therefore, more opportunities to 
realize an intention to move.
Moreover, the discrepancy between intentions and behavior depends on the sta-
bility of intentions between the time of measurement of the intentions and the 
performance of the behavior (Fishbein and Ajzen 1975). The intention to move may 
be adjusted, dropped or postponed in time, owing to constraints and facilitators that 
have been previously ignored by the individual (Lu 1998). For example, if the 
search for a new home is sufficiently frustrating, a household may decide to stay in 
the old dwelling (Brown and Moore 1970). The intention to move may also change 
due to the occurrence of unforeseen life events. During the search for a new dwell-
ing, people may become unemployed or experience other unexpected events such 
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as a divorce or the decease of a household member. Unexpected life events may 
prevent some people’s moves, but may lead others to move rather unexpectedly, 
even though they might indicate in surveys that they do not intend to move 
(Hooimeijer and Oskamp 1996). The longer the time interval, the more likely the 
occurrence of unforeseen events that may change the initial intention to move or to 
stay in the current home (compare Ajzen and Madden 1986).
10.2.2  From Stated Intentions to Actual Behavior:  
Results of Previous Research
In previous research, two approaches concerning the link between stated intentions 
to move and actual moving behavior can be distinguished, both serve the purpose 
of providing insight into the extent to which intentions to move result in actual 
moving behavior: the cross-sectional approach and the (internationally more common) 
longitudinal approach.
10.2.2.1  Cross-sectional Studies
The ideal methodology to analyze the discrepancy between stated intentions and 
actual behavior is based on a large-scale longitudinal data-set in which people with 
an intention to move are followed in time with respect to their actual moving behav-
ior. However, until recently, such data were not available in the Netherlands. To get 
an idea about the extent to which intentions to move result in actual behavior, 
Goetgeluk and colleagues (1991, 1992) developed a ‘quasi-longitudinal’ research 
method using information from a large-scale cross-sectional survey: the cross- 
sectional Housing Demand Survey. To estimate the extent to which people are 
likely to realize their intention to move, a comparison was made between the num-
ber of people who had moved in the year preceding the moment of interview and 
the number of people who were actively searching for a home in the period before 
the moment of interview (see Table 10.1). So, both groups were actively searching 
for a home in the year before the moment of interview, but only one of them had 
succeeded in finding a home.
In the last couple of years, several studies have been published that are based on 
the methodology developed by Goetgeluk and colleagues. However, in some 
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studies the selection criteria underlying the ‘quasi-longitudinal’ methodology were 
less strictly adopted than Goetgeluk and colleagues had recommended: the selec-
tion of respondents intending to move comprised not only those actively searching 
for a home, but a wider selection of intended movers (for example see Van 
Groenigen and Van der Veer 2006; VROM 2007a; Haffner et al. 2008).
The study of Goetgeluk and colleagues estimated that of the 4,222 respondents 
who were searching for a home in the year before the moment of interview, about 
58% moved to another home, while the remaining respondents were still searching 
for a home (Goetgeluk et al. 1992). Using data from a survey held in 1994, 
Hooimeijer and Poulus (1995) estimated that in the year preceding the moment of 
interview, about 416,000 people changed residence. In the same period about 
461,000 people had been searching for a home without success. So, of the 877,000 
respondents who have been actively searching for a home in the year preceding the 
moment of interview, only 416,000 had found a new home. This results in an esti-
mated rate of success in finding a home within 1 year of 47% (416,000/877,000). 
The cross-sectional analysis of Van Groenigen and Van der Veer (2006) for 
Amsterdam shows that in 2005 71,000 households stated that they definitely 
intended to find a home in Amsterdam within 2 years, while about 39,100 house-
holds had recently moved (in the 18 months before the moment of interview). By 
relating these numbers to each other, Van Groenigen and Van der Veer (2006) found 
a success rate of 55% in 2005. The study of Haffner and colleagues (2008) for the 
Netherlands as a whole shows a somewhat lower success rate of 47%. A national 
cross-sectional analysis, again in the Netherlands, by VROM (Dutch Ministry of 
Housing, Spatial Planning and the Environment) (2007a) estimated that in 2006, 
about 1.9 million people declared an intention to move within 2 years, whereas in 
the last 2 years only 1.1 million people had moved. The success rate of 58% sug-
gests that a considerable proportion of intended movers will probably not realize 
their intention. According to VROM (2007b), the rate of success is especially low 
among people aged below 25: the number of people who are searching for a home 
far exceeds the number of people who have recently moved. Another analysis by 
VROM (2007c), in which a comparison is made between the number of people who 
have recently moved (1.1 million) and the number of people with an urgent inten-
tion to move (1.1 million), suggests that most people with an urgent intention to 
move will find a home within 1 year.
Studies using cross-sectional data give an idea about the extent to which inten-
tions to move are likely to result in actual moves. However, one should bear in mind 
that estimations of success rates derived from confrontations between aggregated 
data about stated intentions and aggregated data about actual moves are not without 
problems. The success rate might be overestimated because the actual moves might 
include ‘sudden’ moves of people who initially had no intention of changing resi-
dence (for example, people who need to move unexpectedly due to an unforeseen 
divorce). But, the success rate might also be underestimated because some people 
with an intention to move might not be in a hurry and might, therefore, spend quite 
some time finding a new home. The actual probability of moving among those with 
an intention to move can only be determined using longitudinal data in which 
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people with an intention to move are followed in time with respect to their actual 
moving behavior.
10.2.2.2  Longitudinal Studies
Longitudinal studies, often based on panel data, also show a discrepancy between 
stated intentions to move and actual moving behavior. Using panel data for 
Philadelphia, Rossi (1955) found that of those who expected to move, about 80% 
did so within the following year. Two decades later, Speare (1974) concluded that 
about 37% of those with a wish to move in Rhode Island actually did so. Landale 
and Guest (1985) concluded that of the residents of the Seattle metropolitan area 
thinking about moving, almost 40% moved within 1 year. Konter and Van den 
Booren (1988) used a panel survey for the province of Noord-Holland in the 
Netherlands, and showed that about 28% of those with a desire to move changed 
residence within 1 year. A small-scale panel survey for the Netherlands by Van 
Kempen and colleagues (1990) showed that about 15% of those living in the city of 
Utrecht and intending to move changed residence within 1 year. Based on a small-
scale panel survey for Utrecht and Arnhem (relatively large cities within the 
Netherlands), Goetgeluk (1997) found that, of those actively searching for a home, 
about 50% realized their intention to move within 1 year. Lu (1998) used the 
national American Housing Survey (AHS) and showed that 44% of those preferring 
to move realized this preference within 2 years. Based on the Panel Study of 
Income Dynamics (PSID), a representative survey of U.S. residents and their 
families, Kan (1999) showed that almost half of the households expecting to move 
did so within the following 2 years. Recently, a study by GfK (2009) showed that 
about 42% of those with an intention to move in the cross-sectional Housing 
Research Netherlands survey 2006 changed residence within 2 years; in this study, 
the moving behavior in the years after the moment of interview was determined 
from the municipal population registers.
All the above-mentioned longitudinal studies show a discrepancy between inten-
tions and behavior, but the size of the discrepancy differs considerably between the 
studies. These differences are probably partly caused by the diversity of the inten-
tion concepts used in the studies. For example, Speare (1974) measured mobility 
‘wishes’, while Kan (1999) used mobility ‘expectations’. Generally, it is assumed 
that expectations are a better predictor of moving behavior than desires or wishes 
to move (Rossi 1955; Lu 1998; Crowder 2001; Sheeran 2002). When individuals 
form a plan or expectation to move, it is likely that certain constraints on migration 
have been taken into account (Lu 1998). Therefore, mobility expectations reflect 
what is perceived as likely over a specified time period, whereas desires, wishes and 
thoughts represent, to a greater extent, unconstrained preferences (Crowder 2001).
Longitudinal studies also found evidence that some people move although they 
previously had not intended to do so (Rossi 1955; Landale and Guest 1985; Lu 
1999; Kan 1999). Rossi (1955) and Kan (1999) showed that unforeseen life events 
are important triggers of such not previously intended moves. Unforeseen life 
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events can cause an urgent reason for moving and a subsequent move within a short 
period of time (compare Speare 1974).
In contrast to cross-sectional studies, longitudinal studies can also provide more 
insight into the extent to which circumstances hamper or stimulate actual moving 
behavior conditional on a positive attitude to move. Such studies show that the 
realization of stated intentions to move depends on individual and household char-
acteristics. A study for the Netherlands, based on a follow-up survey among 4,000 
respondents of the Housing Demand Survey (HDS) 1985/1986, indicated a strong 
linkage between age and the extent to which people realize their intention to move 
(Everaers and Lamain 1989). Other studies have shown that whites are more likely 
to realize their intention or expectation to move than blacks (Lu 1999; Kan 1999; 
Crowder 2001). The impact of income on the realization of stated intentions to 
move is not straightforward. Some studies have shown a positive effect of income 
on the probability of moving for those intending or expecting to move (Moore 
1986; Everaers and Lamain 1989; Lu 1998), although Everaers and Lamain found 
that this only applies to people aged below 45 years, while other studies hardly 
found an income effect (Goetgeluk 1997; Kan 1999). Furthermore, living in a 
rented or crowded home increases the probability of moving for those intending or 
expecting to move (Moore 1986; Lu 1998; Duncan and Newman 1976). Finally, 
some studies showed that the probability of moving among those intending to move 
differs between regions (Lu 1998; Kearns and Parkes 2003).
10.3  Data and Methods
10.3.1  Longitudinal Data
In order to gain insight into the process between stated intentions and actual mov-
ing behavior, a researcher needs longitudinal data about the stated intentions and 
actual moving behavior of the same individuals. Most longitudinal studies in 
which the realization of intentions to move is analyzed are based on panel data 
(Rossi 1955; Landale and Guest 1985; Speare 1974). Data on moving behavior is 
obtained in a follow-up survey, from the same respondents. Panel surveys are 
often faced with difficulties in tracking the same respondents in time because of 
the drop out of respondents caused by moves, deaths or refusals to continue (for 
more information on panel attrition see Ruspini 1999; Behr et al. 2005). In con-
trast to the above-mentioned studies, the longitudinal studies of Lu (1998), 
(1999) and Kearns and Parkes (2003) are based on surveys that follow housing 
units in time rather than the households that occupy them: the American Housing 
Survey (AHS) and the English House Condition Survey (EHCS). Changes in the 
occupants of any housing unit between successive surveys are interpreted as 
actual moves of the initial occupant of the housing unit. Unfortunately, changes 
can also occur if the initial occupant has died in the period between the successive 
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surveys, but this information is not always available, as is the case in the data-set 
of Kearns and Parkes (2003).
Recently, it became possible in the Netherlands to combine survey data with 
longitudinal register data at the level of individuals. These two data sources can be 
linked by using a unique personal identification number; this resulted in a unique 
longitudinal data-set that is similar to a linked panel. In linked panels, data items 
that are not collected primarily for panel purposes (such as census or register data) 
are linked together using unique personal identifiers (Ruspini 1999). In contrast to 
panel surveys, there are no problems with tracking the respondents in time. In fact, 
linking data items by using a personal identifier is the least intrusive method of 
collecting longitudinal data (Buck et al. 1994). In the rest of this section, a detailed 
description is given of the design of the longitudinal data-set used by De Groot and 
colleagues (2008), in which information about intentions to move (survey data) is 
enriched with information about actual moves (register data) for the same 
individuals.
10.3.1.1  The Enriched Housing Demand Survey
Since 1964, large surveys have been held in the Netherlands to gain insight into 
the housing situation of individuals and households. These Housing Demand 
Surveys (HDS) and its 2006 successor the Housing Research Netherlands survey 
(HRN) are conducted every 4 years in the Netherlands. The surveys are based on 
large person-based samples that represent the Netherlands population aged 18 and 
over and who are not living in institutions. The fieldwork of the surveys differs 
from 6 months to 1.5 years; the interviews of the HDS 2002 – the survey used in 
our study – were held in the period January 2002 until March 2003. The surveys 
contain detailed information about socio-demographic and socio-economic 
characteristics, the current housing situation, the intention to move, and prefer-
ences concerning the future home and the residential location. Retrospective 
information about the moving behavior of individuals in the 2 years before the 
interview is also included.
For the purpose of this research, the HDS 2002 data were enriched with regis-
ter data from the longitudinal Satellite Spatial and Social Mobility of the Social 
Statistical Database (SSD) of Statistics Netherlands (for more information see 
Bakker 2002). To link the HDS 2002 with the SSD data on the level of individuals, 
a unique personal identification number is used. It should be mentioned, that it is 
also possible to link other survey years with SSD data as long as the data contain 
personal identification numbers issued by Statistics Netherlands that can be 
traced back to the population register. At the moment, this is the case for the HDS 
1998 and 2002, and for the HRN 2006 survey. In order to follow the respondents 
in time, the HDS 2002 was linked with SSD years 2001–2002, 2002–2003, 
2003–2004 and 2004–2005 (which was the most recent SSD year available at the 
time of the research).
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The core of the SSD consists of linked registers, containing administrative 
demographic and socio-economic data for all persons who have been registered as 
living in the Netherlands at any moment since 1995 for the period 1999–2005. 
Within the SSD, several SSD Satellites have been developed, including the Satellite 
Spatial and Social Mobility. This Satellite contains information about household 
and socio-economic characteristics such as household composition and employ-
ment status, housing tenure and the value of the property used for tax purposes as 
well as the moving behavior of individuals. Information about moves and other 
individual characteristics refer to the situation (or changes in this situation) between 
the start of the SSD year (usually the last Friday of September in year t
i
) and the 
end of the SSD year (the last Friday of September in year t
i+1
). Information about 
moves originates from the municipal population registers (in Dutch: Gemeentelijke 
Basis Administratie, abbreviated GBA). A disadvantage of using register data to 
determine the moving behavior of individuals is that people do not necessarily live 
at the address where they are registered. This limitation probably results in some-
what biased estimates. The magnitude of this problem is unknown, but it is proba-
bly most severe for students and other mobile groups.
To determine the extent to which people’s behavior conforms to their stated 
intention to move, the moving behavior of HDS respondents is determined for a 
period of 2 years after the moment of interview. For the HDS 2002, this implies that 
those interviewed in January 2002 were followed up to January 2004, whereas 
those interviewed in March 2003 were followed up to March 2005. The exact date 
of the first move after the moment of interview (year month format) is not included 
in the Satellite, but has been directly derived from the GBA. A move (which covers 
migration within the Netherlands as well as emigration) was measured as the first 
relocation after the interview; further relocations were ignored.
To determine whether respondents have died in the 2 years after the time of the 
HDS 2002 interview, information about the exact date of death of respondents is 
necessary. This information was obtained from the GBA and was linked to the 
longitudinal data-set by using the personal identification number.
10.3.1.2  Accessibility of Data
Access to SSD data and to HDS data including the personal identification number 
of the HDS respondents is provided by Statistics Netherlands. Statistics Netherlands 
permits institutions such as universities and planning agencies to work with micro 
data under very strict conditions. Because the data comprise a very detailed picture 
of every inhabitant of the Netherlands, data security and privacy are important 
issues. There are legal conditions that prevent the disclosure of individual data by 
Statistics Netherlands. Access to the data is arranged by on-site constructions, 
sometimes accompanied by cooperation between Statistics Netherlands and the 
institute involved. For reasons of confidentiality and of data protection legislation, 
the generated output is checked before it is released to the researcher (for more 
information see Statistics Netherlands 2006; Gouweleeuw 2006).
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10.3.1.3  Selection of Respondents
The HDS 2002 contains information on 74,788 respondents. For the analyses in 
which the HDS respondents are followed in time, a small number of HDS respon-
dents who died in the 2 years after the time of interview were excluded. After this 
selection, the research sample included 73,714 respondents. The majority of the 
analyses refer to the respondents who expressed an intention to move. In the HDS, 
intentions to move are measured by the question: “Do you want to move within the 
next 2 years?” (In Dutch: “Wilt u binnen twee jaar verhuizen?”). If someone 
answered “Possibly yes, maybe”, “I would like to, but I cannot find anything” or 
“Most certainly yes”, this person is considered to have an intention to move. If 
someone answered “Most certainly not” or “I do not know”, this person is consid-
ered not to have an intention to move. In the research sample, 18,143 respondents 
(25%) expressed an intention to move, 53,803 respondents (73%) expressed no 
intention to move, and 1,768 respondents (2%) expected an involuntary move (for 
example because the dwelling was going to be demolished) or had already found a 
new home.
Among the intended movers, a distinction was made between starters and filter-
ers; two different groups on the housing market. Starters are people who expressed 
an intention to move to their first independent dwelling; they want to leave the 
parental home or want to move out of their dormitory in order to establish their own 
household. Filterers are people who expressed an intention to move from one inde-
pendent housing situation to another. Of all the respondents with an intention to 
move, 4,543 respondents are classified as intended starters (25%) and 11,730 
respondents as intended filterers (65%). The remaining 1,870 respondents include 
people who intend to leave the housing market (because they want to move abroad 
or into a nursing home) and people who intend to move into a dormitory.
10.3.2  Variables
The analyses are partly based on the analyses of De Groot and colleagues (2008). 
With the exception of the dependent variable, all variables are derived from the 
HDS and refer to the moment of the HDS 2002 interview.
The dependent variable reflects whether people moved in the 2 years after 
the interview was held, and was coded into two categories: moved (1) and did not 
move (0).
The multivariate analysis for filterers (see next section) includes several inde-
pendent variables. The descriptive statistics and definitions of the dependent and 
independent variables used in the multivariate analysis are presented in Appendix 1. 
The appendix also contains the percentage of movers in the distinct categories of 
the independent variables.
The urgency of the intention to move is based on the urgency variable in the 
HDS. Respondents with an urgent intention to move are intended movers who have 
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indicated that they want to move within a year, who are actively searching for a new 
home (they have undertaken at least one search activity and the reason why they 
have not moved yet cannot be traced back to a low search activity) and who have 
declared that they will react immediately if they find a desired home. Intended mov-
ers who do not meet these requirements are considered to have a less urgent inten-
tion to move; most of the filterers in our research sample who stated an intention to 
move have a low urgency for moving (79%).
The reason for moving refers to the main motive for moving and was coded into 
four categories. The first category covers demographic reasons such as marriage or 
cohabitation, union dissolution (either married or unmarried), and aging and health. 
The other categories refer to reasons related to the home or the neighborhood char-
acteristics (housing reasons), reasons related to education or work, and to ‘other’ 
(highly diverse) reasons for moving.
Household income was coded in quartiles; the quartiles were based on the 
household income of all respondents in the survey sample. Income was based on 
household income and not personal income because mobility behavior is likely to 
be based on the total income in the household (it should be noted, however, that 
about 15% of the intended filterers expect a change in their household situation, 
which might affect current household income).
Level of education was based on the highest achieved educational level and was 
categorized into three levels: up to lower secondary or unknown; higher secondary 
or medium vocational training; and higher vocational training or university. Those 
whose educational level is unknown (N = 99) were assigned to the category ‘up to 
lower secondary’.
The expected household composition was classified using prospective informa-
tion about the expected household situation after the intended move. It was coded 
into three categories, singles (one-person households, and persons living with at 
least one other person at an address with no clear relationship to the other person(s), 
couples without children, and families with children (couples with children and 
one-parent families).
The preferred location was divided into three search regions within the 
Netherlands: the Randstad (core region), the surrounding intermediate zone, and 
the periphery of the Netherlands. For the classification, I used a gravity equation on 
total population size in all municipalities (496 in total) at the beginning of 2002. 
Based on the gravity value of the municipality, all 496 municipalities were assigned 
to a region (for more information about the methodology see Van Oort 2003). In 
order to create uninterrupted zones, there were 11 municipalities where the classi-
fication differed from the classification of the surrounding municipalities. These 
were then assigned to the surrounding region. Based on the preferred place of resi-
dence, the preferred location could be specified for most respondents. For those 
(N = 2159) who did not state a preferred place of residence, information about the 
preferred province has been used. Because ten provinces (of the twelve provinces 
in total) are roughly situated within one single search region, I could specify that a 
preference for province X
i
 (i=1,…, 10), was similar to a preference for region N
i
 
(i=1,…,3). The two other provinces (Noord-Holland and Flevoland) are spread over 
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all three search regions. Those who expressed a preference for one of these 
provinces (N = 333) were assigned to the search region in which the current place 
of residence was located. Because the majority (about 75%) of those who stated a 
preference for one of these provinces were already living in the preferred province 
– and most people move short distances (Clark and Dieleman 1996) – the current 
place of residence represents the most plausible search region for most respondents. 
For the small number of respondents who were currently not living in the preferred 
province, the chosen criterion leads to a rather arbitrary assignment to a search 
region.
The perceived health situation was measured using information about the 
respondents’ opinion about their own health situation, and was coded into three 
categories: healthy (which covers the HDS categories: “Good”; and “Very good”); 
reasonably healthy; and less healthy (which covers the HDS categories: “Sometimes 
good, sometimes bad”; and “Bad”).
Crowding was calculated by dividing the number of rooms by the number of 
persons in the household. It was categorized in three levels: neutral (between one 
and two rooms per person in the household), crowded (one room or less per person 
in the household) and spacious (two or more rooms per person in the household). 
The classification of crowding – less than one room per person – is in line with the 
standard commonly used (Myers et al. 1996, see also Gray 2001).
The degree of satisfaction with the home and the neighborhood were both coded 
into three categories: satisfied (which refers to “Satisfied”; and “Very satisfied”); 
neither satisfied nor dissatisfied; and dissatisfied (which refers to “Dissatisfied”; 
“Very dissatisfied”).
10.3.3  Method
The descriptive results start with a bivariate, longitudinal analysis to investigate the 
extent to which people behave according to their initial stated intention to move or 
to stay. Among the intended movers, a distinction was made between starters and 
filterers. Furthermore, a cross-sectional comparison was presented between the 
number of people who changed residence in the year preceding the moment of inter-
view and the number of people who were supposedly searching for a home in the 
year preceding the moment of interview. The descriptive results section ends with 
a comparison between the longitudinal research method and the cross-sectional 
research method. In order to correct for selective non-response, the HDS sampling 
weights are used in the descriptive analyses. Most surveys are confronted with 
selective non-response; ethnic minority groups, for example, often have lower 
response rates than natives (Feskens et al. 2006). This non-response may lead to 
serious bias in the results concerning the discrepancy between stated intentions and 
actual mobility behavior, especially if the non-response group is considerable in 
size. For example, if natives are overrepresented in the survey, and the realization 
of stated intentions to move is selective with respect to ethnicity, the extent to which 
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intentions to move result in actual moving behavior might be over- or underesti-
mated. Since it is the respondent who is tracked in time, and not the complete 
household, the sampling weights of persons are used. These weights are based on 
age, gender, marital status, country of origin, and household characteristics 
(Meeuwissen et al. 2003).
After the descriptive analyses, a multivariate analysis was performed in order to 
gain insight into the circumstances that hamper or stimulate the actual moving 
behavior of those intending to move. This analysis was restricted to those intending 
to move to another dwelling (that is, for intended filterers). A logistic regression 
model was used because of the dichotomous character of the dependent variable. 
A logistic regression estimates the odds of a certain event occurring. If P is the prob-
ability of the occurrence of an event, and O is the odds of the event, then the odds 
is the probability of the event occurring divided by the probability of no event: 
O = P/(1-P). Logistic regression applies the maximum likelihood estimation after 
transforming the dependent variable into a logit (the natural log of the odds of the 
event occurring or not). The logistic regression model for k independent – explanatory – 
variables (X) is formally specified as follows (Allison 1999):
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term may be added to the model in order to examine whether the effect of X
1
 on the 
dependent variable varies with values of X
2
. Or, as Garson (2009) puts it, an interac-
tion term incorporates the joint effect of two independent variables on a dependent 
variable over and above their separate effects (for more information about interac-
tion terms, see Jaccard 2001).
The impact of the independent variables is frequently reported in terms of odds 
ratios. The odds ratio is the exponent (antilogarithm) of ß. The odds ratio for con-
tinuous independent variables represents the factor by which the odds of the event 
change for a one-unit change in the independent variable; for categorical indepen-
dent variables, it estimates how much more likely (or unlikely) it is for the outcome 
to be present among those belonging to one particular category than among those 
belonging to the reference category of the independent variable. To illustrate, the 
odds ratio of the urgency of the intention to move (presented in Table 10.2) esti-
mates that a move is 3.7 times more likely to occur among those with an urgent 
intention to move than among those with a less urgent intention to move (for more 
information on logistic regression analysis and the interpretation of estimated 
parameters see, for example, Hosmer and Lemeshow 1989).
To test the fit of the logistic regression model, a likelihood ratio test can be per-
formed. This test tests the significance of the difference (Chi2) in the likelihood 
ratio (−2 times the log likelihood) of the model with all explanatory variables and the 
model with only an intercept (and no explanatory variables). A well-fitting model 
(which implies that the full model is significantly different from the reduced model) 
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Table 10.2 Logistic regression of moving (ref: not moving) for intended filterers
B S.E. Exp(B)
Characteristics of intention to move and 
housing preferences
Urgent intention (ref: less urgent intention) 1.300 0.051 *** 3.668
Reason for moving (ref: demographic event)
Housing −0.256 0.069 *** 0.774
Work or education −0.118 0.100 0.888
Other reason −0.150 0.074 ** 0.860
Wish to own (ref: wish to rent) 0.176 0.065 *** 1.193
Wish to own, homeowner (ref: wish to rent, 
renter)
−0.365 0.114 *** 0.694
Wish for single family home (ref: wish for 
apartment)
−0.034 0.057 0.966
Preferred search location (ref: national 
periphery)
Randstad −0.191 0.056 *** 0.826
Intermediate zone −0.120 0.057 ** 0.886
Resources and restrictions
Income (ref: lowest quartile)
Second quartile −0.102 0.065 0.903
Third quartile 0.066 0.074 1.069
Highest quartile 0.103 0.084 1.109
Level of education (ref: up to lower secondary)
Higher secondary or medium vocational 0.030 0.055 1.030
Higher vocational or university 0.105 0.059 * 1.111
Not employed (ref: employed) −0.044 0.061 0.957
Homeowner (ref: renter) 0.357 0.102 *** 1.429
Expected household composition (ref: single)
Couple without children 0.144 0.066 ** 1.155
Family with children −0.141 0.079 * 0.869
Other individual and housing characteristics
Age (ref: <25 years)
25–34 −0.188 0.079 ** 0.828
35–44 −0.595 0.086 *** 0.552
45–54 −0.780 0.095 *** 0.458
55–64 −0.872 0.110 *** 0.418
³65 −0.539 0.117 *** 0.583
Ethnicity (ref: native-born)
Non-western immigrant −0.286 0.073 *** 0.752
Western immigrant −0.082 0.075 0.922
Perceived health (ref: healthy)
Reasonably healthy −0.202 0.080 ** 0.817
Less healthy −0.186 0.087 ** 0.830
Single family home (ref: apartment) −0.209 0.053 *** 0.811
Crowding (ref: neutral)
Crowded −0.033 0.063 0.968
Spacious −0.212 0.060 *** 0.809
(continued)
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B S.E. Exp(B)
Satisfaction with home (ref: satisfied)
Neither satisfied nor dissatisfied 0.007 0.061 1.007
Dissatisfied 0.182 0.072 ** 1.200
Satisfaction with neighborhood (ref: satisfied)
Neither satisfied nor dissatisfied −0.097 0.062 0.907
Dissatisfied −0.040 0.058 0.961
Constant −0.174 0.134 0.840
Initial -2 log likelihood 14,641
Model -2 log likelihood 13,490
Improvement (Chi²) 1,151; df = 34; p = 0.000
Nagelkerke R² 0,131
N 11,730
Source: SSD Satellite Spatial and Social Mobility 1999–2005, including HDS 2002
Note: 95% confidence intervals can be calculated as: parameter (B) minus 1.96 * S.E. (lower 
boundary), and parameter plus 1.96 * S.E. (upper boundary)
* p<0.10; ** p<0.05; *** p<0.01
Table 10.2 (continued)
is a model in which at least one of the explanatory variables is significantly related 
to the dependent variable (Garson 2009, for more information, see also Yamaguchi 
1991). The likelihood ratio test can also be used to test the impact of interaction 
effects; in this case, the difference is tested between a full model and a model in 
which the interaction effect has been dropped.
The logistic regression model was estimated without using sampling weights, 
since these weights are roughly a function of independent variables included in the 
logistic regression model (and therefore the selective non-response is directly con-
trolled for). In such cases, unweighted regression estimates are preferred because 
they are unbiased, consistent, and have smaller standard errors than weighted 
regression estimates (Winship and Radbill 1994).
10.4  Stated Intentions to Move and Actual  
Moving Behavior: Results
10.4.1  Descriptive Results
10.4.1.1  Longitudinal Analysis
In 2002, 23% of all HDS respondents stated an intention to move within the next 
2 years. After 2 years, about one third (31%) had realized this intention to move. It 
is often assumed that especially intended starters (people who intend to move to 
their first independent dwelling) have a difficult position on the housing market (see 
for example Kruythoff 1994; REA 2006). Nevertheless, if stated intentions are 
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compared with actual moving behavior, it becomes clear that starters move more 
frequently than intended filterers (people who stated an intention to move from one 
independent housing situation to another). Of the starters in 2002, almost 44% real-
ized their intention to move within 2 years, compared with 31% of the filterers in 
2002. Apparently, there is a large gap between stated intentions to move and actual 
behavior; the majority of individuals are unable to realize their intention within 
2 years, or might postpone or give up their initial intention to move. This holds for 
starters as well as for filterers.
At the same time, a small proportion – about 6% – of those who did not intend 
to move in 2002 moved within 2 years. According to several researchers (see, for 
example, Rossi 1955; Kan 1999), unforeseen life events can trigger people to move, 
although they did not have any intention to change residence before the life event 
took place. These movers did not only develop an intention to move after the time 
of interview, but they also succeeded in realizing this intention in a relatively short 
period of time.
The longitudinal analysis shows a substantial gap between intentions and actual 
behavior; most people with an intention to move do not realize this intention 
within 2 years, and some people move even though they did not state an intention 
to do so at the time of the interview. The results are in line with other longitudinal 
studies, which generally show a relatively large discrepancy between stated 
positive attitudes towards moving (e.g. desires or intentions) to move and actual 
moving behavior. At the same time, the results show that intended movers relocate 
considerably more frequently than those with no intention to move. So, despite the 
large gap between stated intentions and actual behavior, intentions to move are 
important – although not perfect – predictors of actual moving behavior (compare 
Lu 1998; Parkes and Kearns 2003).
10.4.1.2  Longitudinal Versus Cross-sectional Approaches
Not only longitudinal studies, but also cross-sectional studies show a discrepancy 
between stated intentions to move and actual moving behavior (see Sect. 10.2.2). 
But a comparison between the two approaches shows that the cross-sectional 
approach results in a different picture than the longitudinal approach (see 
Fig. 10.1).
For the cross-sectional comparison it is calculated that about 1.1 million people 
changed residence in the year preceding the time of interview, while about one 
million people were searching for a new residence for at least the 6 months prior 
to the time of interview. Of the total of approximately 2.1 million people who were 
supposedly searching for a home in the year preceding the moment of interview 
(the people with an ‘inferred’ intention to move in Fig. 10.1), about 1.1 million 
found a new residence; this results in an estimated rate of success of 53%. 
However, the longitudinal analysis shows that of those who stated an intention to 
move within 1 year (third column in Fig. 10.1), only 32% moved within this 
period (note that the period differs from the period in the analysis presented in the 
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previous section in order to make a proper comparison between the cross-sectional 
and longitudinal method).
The cross-sectional analysis seems to result in a smaller discrepancy between 
stated intentions and actual behavior than the longitudinal analysis. This can be 
explained by the fact that the total number of actual moves in the year before the 
year of interview far exceeds the total number of moves made by people with a 
stated intention to move within 1 year. The longitudinal analysis makes clear that 
this is most likely related to the fact that a substantial part of the actual movers in 
a certain period had no stated intention to move at the start of the period. So, the 
discrepancy between stated intentions to move and actual moving behavior is much 
larger on the level of individuals than on the aggregate level.
The cross-sectional approach does not only result in a smaller discrepancy 
between stated intentions and actual behavior, but may also lead to other conclu-
sions. A cross-sectional analysis of VROM (2007b) shows that the rate of success 
is especially low among people aged below 25: the number of people intending to 
move exceeds by far the number of people who have recently moved (see also 
Sect. 10.2.2). In contrast, most longitudinal studies show that people in this age 
group realize their intention to move more often than those in older age groups (see 
for example Lu 1999). Furthermore, a cross-sectional analysis in which the number 
of people with an urgent intention to move is compared with the number of people 
who have recently moved suggests that most people will find a home within 1 year 
(VROM 2007c). In contrast, the longitudinal study of De Groot and colleagues 
(2008) shows that even people with an urgent intention to move often do not realize 
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Fig. 10.1 The discrepancy between intentions and moving behavior for a 1 year period: cross-
sectional versus longitudinal approach (×1,000), weighted data. Note: The category ‘other’ refers 
to the movers who expected an involuntary move (for example because of housing demolition or 
renovation), or who had not moved yet but had already found a new home at the moment of inter-
view (Source: SSD Satellite Spatial and Social Mobility 1999–2005, including HDS 2002)
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10.4.2  Multivariate Results of the Longitudinal Analysis
The logistic regression model shows the extent to which the relatively low real-
ization of intentions to move among filterers can be ascribed to the urgency of 
the intention to move, housing preferences, and resources and restrictions (see 
Table 10.2).
10.4.2.1  The Influence of Characteristics of the Intention to Move  
and Housing Preferences
One explanation as to why so many filterers do not realize their intention to move 
can be found in the urgency of the intention to move. First of all, most filterers 
(79%) have a less urgent intention to move. Those with an urgent intention to move 
are estimated to be 3.7 (e1.300 = 3.668) times more likely to move as those with a less 
urgent intention to move. This is in line with the general rule that the stronger the 
intention is to engage in behavior, the more likely it is that the intention is realized 
(Ajzen 1991). Secondly, most filterers intend to move for housing reasons (De 
Groot et al. 2008). As expected, those intending to move because of housing have 
a lower probability of realizing their intention than those who want to move because 
of demographic events.
Housing preferences have a significant effect on the moving behavior of filterers. 
The extent to which filterers realize their intention to move depends on tenure 
preferences, but only in combination with the current tenure. Although the 
Nagelkerke R2 hardly changes after including the interaction term, the likelihood 
ratio test showed that the interaction effect contributes significantly to the multi-
variate model (Chi2 = 10; df = 1; p = 0.001) and should therefore be retained. The 
main effect of having a preference for an owner-occupied home, as reported in 
Table 10.2, should be interpreted as the effect for current renters (since the inter-
action variable relates tenure preferences and current tenure, and ‘renter’ is the 
reference category in the current tenure variable). The main effect shows that 
current renters with a preference to move to an owner-occupied home are 1.2 
times (see Table 10.2; e0.176) more likely to move within 2 years than renters who 
intend to move within the rental sector (from rent to rent). The total effect of the 
main effects and interaction effect is illustrated in Fig. 10.2. Homeowners with a 
preference to move to a rental home are estimated to be 1.4 times more likely to 
move within 2 years than renters who prefer to move to another rental home.1 
Renters who want to move within the rental sector of the housing market have in 
fact the lowest probability of moving. This might be an indication of barriers in 
1 The total effect is the summation of the main effects and the interaction effect. For example, the 
total effect for homeowners (1) with a preference to move to a rental home (0): 0.357*(1) + 0.176*(0) 
– 0.365*(1*0) = 0.357; the corresponding predicted odds ratio is 1.429 (e0.357).
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the social rental sector. Figure 10.2 also shows that homeowners with a prefer-
ence for moving to a rental home are more likely to move within 2 years than 
homeowners who prefer to move to another owner-occupied home. This can be 
explained by the fact that homeowners usually do not move out of owner-occupied 
dwellings unless there is an urgent need to do so. Finally, among those preferring 
to move to an owner-occupied home, renters are as likely as homeowners to real-
ize their intention to move within 2 years. At first sight, this seems to contradict 
the general expectation that it is relatively difficult to move to an owner-occupied 
home for those who do not yet own a home (because of a lack of financial means 
or personal equity). However, one should bear in mind that the model offers only 
an explanation for the extent to which people realize their intention to move, and 
not for the extent to which people succeeded in moving to an owner-occupied 
home.
Filterers who prefer a single family home do not have a significantly lower prob-
ability of realizing their intention to move than those preferring an apartment. 
Although people who prefer a single family home might have fewer opportunities 
to realize their intention to move (because in the Netherlands such homes are rela-
tively more scarce on the housing market than apartments; see for example VROM 
2003, 2007a), this is not reflected in the probability of moving.
Furthermore, preferences concerning the search location play a significant role 
in the extent to which one acquires a new home within 2 years time. As expected, 
filterers who stated a preference for a home in the Randstad – an area where the 
housing market is under great pressure – are 0.8 times as likely to move as those 
who intend to search for a home in the national periphery, an area where the pres-
sure on the housing market is lower. Those who prefer to search for a home in the 




















Fig. 10.2 Relative risk of moving for those preferring a rental home or an owner-occupied home 
by current tenure (based on the total effect of the main effects and interaction effect of ‘tenure 
preferences’ and ‘current tenure’ in Table 10.2) (Source: SSD Satellite Spatial and Social Mobility 
1999–2005, including HDS 2002)
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10.4.2.2  The Influence of Resources and Restrictions
Somewhat surprisingly, financial resources – income, level of education and the 
employment situation – have hardly any effect on the moving behavior of filterers. 
Only filterers with higher vocational or university education are 1.1 times more likely 
to move than those with up to lower secondary education, but this effect is only 
marginally significant. The absence of a significant income effect may indicate that 
less wealthy people prefer to move to other (more affordable) types of homes than 
wealthy people. Moreover, the finding does not imply that financial resources are 
completely irrelevant in the mobility decision process. As De Groot and colleagues 
(2008) have shown, financial resources are taken into account when people state an 
intention to move to another dwelling. When people believe that they have little con-
trol over fulfilling this intention because of a lack of resources or opportunities, their 
intentions to carry out the behavior may be low (compare Madden et al. 1992).
The realization of intentions to move among filterers is restricted by the house-
hold situation. As expected, singles have a greater probability of realizing an inten-
tion to move than families. Conversely, their probability of moving is lower than 
that of couples. This cannot be attributed to the fact that singles often have lower 
incomes than couples, since income differences were controlled for. It is possible 
that singles tend to search in housing sectors in which the availability and afford-
ability of dwellings is problematic.
Furthermore, the current housing tenure situation plays a role (see also previous 
section). The main effect of current tenure in the model should be interpreted as the 
effect for those who prefer to move to a rental home (since the interaction variable 
relates current tenure with tenure preferences, and ‘preference to rent’ is the refer-
ence category in the tenure preference variable). The main effect shows that hom-
eowners who intend to move to a rental home are 1.4 times more likely to move 
within 2 years than renters who prefer to move within the rental sector. In the previ-
ous section it was calculated that among those who prefer to move to an owner-
occupied home, homeowners are about as likely as renters are to realize their 
intention to move within 2 years. Previous research has frequently shown that hom-
eowners state an intention to move less often (see for example Rossi 1955) and that 
homeowners move less often than renters (see for example Helderman et al. 2004). 
However, this study shows that homeowners do not have more difficulties to realize 
an intention to move than renters. A direct comparison between the stated inten-
tions and actual behavior for filterers shows that if homeowners have made the 
decision to move, they do not necessarily encounter more obstacles in realizing 
their intention to move than renters.
10.4.2.3  The Influence of Other Individual and Housing Characteristics
In line with other studies, older people and non-western immigrants have a smaller 
probability of realizing their intention to move than younger people and natives (for 
example, see Kan 1999). The probability of realizing an intention to move decreases 
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with increasing age, up to the age of 65. People who perceived their health to be 
good have a greater probability of realizing an intention to move than those who 
perceived their health to be bad or reasonably good.
The realization of stated intentions to move is also affected by housing charac-
teristics. Filterers living in either a spacious home or a single family home are 
estimated to be less likely to realize their intention to move within 2 years time than 
those living in either a neutral crowding situation, or an apartment. Satisfaction 
with the current home also matters for the realization of intentions to move. 
Dissatisfied filterers are 1.2 times more likely to move than filterers who are satis-
fied with their current home. Thus, being dissatisfied with the current home gives 
an extra stimulus to realizing an intention to move within a short period of time. In 
contrast, satisfaction with the neighborhood does not have a significant effect on the 
probability of moving.
10.5  Conclusion and Discussion
In this chapter I have addressed the discrepancy between stated intentions to move 
and actual moving behavior. Using a unique longitudinal data-set in which survey 
data from a large-scale survey for the Netherlands were enriched with register data, 
it was found that the relationship between intentions and behavior is far from 
straightforward. Only one third of those intending to move within the next 2 years 
realized this intention within this period. Over the same period of time, six percent 
of those without an intention to move did change residence.
Similar to the longitudinal approach, the cross-sectional approach also shows 
a discrepancy between stated intentions to move and actual moves. However, a 
comparison between the longitudinal and the cross-sectional approach makes 
clear that this discrepancy is much larger on the individual level than on the 
aggregate level. Cross-sectional analyses are unable to show the underlying varia-
tion in the extent to which people behave according to their earlier stated inten-
tions to move – most people do not realize their intention to move, while others 
move although they did not intend to do so – and this can produce incorrect 
results (compare Davies and Pickles 1985). When one wants to gain insight into 
the extent to which people behave according to their prior stated intentions to 
move, the longitudinal research method is therefore to be preferred over the 
cross-sectional research method.
In contrast with cross-sectional studies, longitudinal studies can also provide 
more insight into the extent to which various determinants influence the moving 
behavior of those with an intention to move. The longitudinal analysis presented in 
this chapter reveals that the probability of moving is particularly influenced by the 
urgency of the intention to move. In addition, housing preferences play a role; par-
ticularly those who want to move out of homeownership have a high probability of 
realizing their intention to move. Surprisingly, financial resources (related to income, 
education and employment situation) had hardly any effect on the probability of 
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moving among intended filterers. The divergence between intentions and behavior 
can partly be ascribed to restrictions at the micro level (housing and household situ-
ation) and a lack of housing opportunities. It has been shown that people whose 
search location is in the densely populated Randstad area are 0.8 times as likely to 
translate intentions into action as those who prefer a home in the national periphery. 
This finding corresponds with the fact that the shortage of housing is especially 
problematic in the Randstad and stresses the relevance of contextual factors for the 
extent to which intentions to move will be realized. With the unique, large-scale 
longitudinal data-set used in this research it is actually possible to unravel the role 
of specific local housing market circumstances in the step from mobility intentions 
to actual mobility behavior. For this purpose, future research should include 
detailed information in the analysis regarding the local housing market conditions 
in the area where people intend to search for a home (for example, about the price 
per square meter, or about the average waiting time needed for a social rental home) 
using a multilevel design.
The results presented in this chapter contribute to our understanding of why 
people do not behave according to their initial stated intentions to move and give 
insight into the circumstances that hamper or stimulate the realization of stated 
intentions to move. However, I was not able to show to what extent the discrepancy 
between stated intentions to move and actual moving behavior can be ascribed to 
the fact that intentions might arise or fade due to constraints and facilitators previ-
ously ignored by the individual (Lu 1998) or to the occurrence of unforeseen life 
events. Previous research has indicated that unforeseen life events might also trig-
ger moves among those who did not previously state an intention to change resi-
dence (for example see Kan 1999). Further research is needed to find out to what 
extent the occurrence of unforeseen life events after someone has reported whether 
he or she has an intention to move or not, may lead people to adjust their initial 
stated intention, resulting in a discrepancy between stated intentions and actual 
behavior.
Insight into the discrepancy between stated intentions to move and actual mov-
ing behavior can be very useful to policy makers since, in the Netherlands, inten-
tions to move are used in housing demand estimations (see for example Den Otter 
2007; VROM 2007d). It has been shown that the discrepancy between stated inten-
tions and actual behavior is much smaller on the aggregated level than on the indi-
vidual level; ‘unexpected’ stays are partly counterbalanced by ‘unexpected’ moves. 
This might be an indication that, on the aggregated level, intentions to move are an 
adequate indicator for predicting total moves (Van Hoorn 2009). However, stated 
intentions to move or to stay are certainly not perfect predictors of actual moving 
behavior. One might, therefore, argue that it is difficult to use the stated intentions 
of individuals for housing demand estimations; the more so since the characteristics 
of ‘unexpected’ movers do not always correspond with the characteristics of ‘unex-
pected’ stayers (Everaers and Lamain 1989).
Finally, it has been shown that a lack of housing opportunities and the fact that 
most filterers do not have an urgent need to move contributes to the discrepancy 
between stated intentions and actual behavior among filterers. If filterers cannot 
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find a new home that meets their housing preferences, they might be more likely 
to postpone or cancel their intention to move than to accept a home that does not 
meet their initial housing preferences. Further investigations of the circumstances 
that hamper or stimulate the realization of stated intentions to move can be used to 
improve the effectiveness of housing assistance programs targeting particular popu-
lation groups as well as to aid in the design of new programs (Lu 1999).
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 Appendix 1 Descriptive statistics of dependent and independent variables in the multivariate 
analysis for filterers (N = 11730)
Frequency (%) Of whom moved (%)
Moving behavior (dependent 
variable)
Did not move within 2 year period 8,019 (68.4)
Moved within 2 year period 3,711 (31.6)
Characteristics of intention to move 
and housing preferences
Urgency of intention to move
Less urgent intention 9,281 (79.1) 25.7
Urgent intention 2,449 (20.9) 54.3
Reason for moving
Demographic event 1,713 (14.6) 33.7
Housing 6,129 (52.3) 31.2
Work or education 859 (7.3) 33.1
Other reason 3,029 (25.8) 31.0
Preferred tenure
Wish to rent 5,165 (44.0) 30.3
Wish to own 6,565 (56.0) 32.7
Preferred type of housing
Wish for apartment 3,231 (27.5) 30.8
Wish for single family home 8,499 (72.5) 32.0
Preferred search location
Randstad 5,485 (46.8) 30.8
Intermediate zone 3,393 (28.9) 31.7
National periphery 2,852 (24.3) 33.1
Resources and restrictions
Income
Lowest quartile 2,646 (22.6) 30.0
Second quartile 3,272 (27.9) 29.8
Third quartile 2,914 (24.8) 32.7
Highest quartile 2,898 (24.7) 34.1
(continued)
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Frequency (%) Of whom moved (%)
Level of education
Up to lower secondary 4,414 (37.6) 28.2
Higher secondary or medium 
vocational
3,741 (31.9) 33.0
Higher vocational or university 3,575 (30.5) 34.5
Employment status
Employed 7,897 (67.3) 33.3
Not employed 3,833 (32.7) 28.3
Expected household composition
Single 2,975 (25.4) 29.2
Couple without children 4,207 (35.9) 35.7
Family with children 4,548 (38.8) 29.5
Current tenure
Renter 6,972 (59.4) 32.4
Owner 4,758 (40.6) 30.5
Other individual and housing 
characteristics
Age
<25 980 (8.4) 43.7
25–34 3,959 (33.8) 38.5
35–44 2,843 (24.2) 27.4
45–54 1,728 (14.7) 23.6
55–64 1,133 (9.7) 21.8
³65 1,087 (9.3) 30.0
Ethnicity
Native-born 9,210 (78.5) 32.2
Non-western immigrant 1,470 (12.5) 28.8
Western immigrant 1,050 (9.0) 30.2
Perceived health
Healthy 9,607 (81.9) 32.8
Reasonably healthy 1,135 (9.7) 25.2
Less healthy 988 (8.4) 27.3
Type of home
Apartment 5,341 (45.5) 35.6
Single family home 6,389 (54.5) 28.3
Crowding
Crowded 2,425 (20.7) 34.4
Not crowded 3,286 (28.0) 32.8
Spacious 6,019 (51.3) 29.9
Satisfaction with home
Satisfied 8,224 (70.1) 30.6
Not satisfied or dissatisfied 1,924 (16.4) 31.4
Dissatisfied 1,582 (13.5) 37.4
Satisfaction with neighborhood
Satisfied 7,706 (65.7) 31.9
Neither satisfied nor dissatisfied 1,715 (14.6) 29.6
Dissatisfied 2,309 (19.7) 32.4
Source: SSD Satellite Spatial and Social Mobility 1999–2005, including HDS 2002
Appendix 1 (continued)
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11.1  Introduction
This book contains a description of nine methods and analytical techniques that are 
currently applied in housing preference research. In order to help professionals to 
select the most appropriate method or to judge earlier studies on their merits, we 
introduced three dimensions that concerned: 1: the origin of the data (stated or 
revealed), 2: the freedom of attribute choice, and, 3: attribute-based versus alternative-
based approach. These dimensions were selected because they reflect broad diffe-
rences between the nine methods and techniques. The dimensions were described 
in the Introduction. In the current chapter, potential limitations related to these three 
dimensions are discussed. Note that the list of potential limitations is not necessar-
ily complete and exhaustive. Furthermore, limitations that apply to individual 
methods are not mentioned as they are discussed in their corresponding chapters. 
Also, potential benefits of the three dimensions are not discussed in detail; a limita-
tion of one aspect of the particular dimension (for example, methods with freedom 
of attribute choice may be costly to administer) can be the benefit of another 
method (for example, methods with no freedom of attribute choice may be inexpen-
sive to administer). Providing both limitations and benefits at the same time would 
therefore provide extensive overlapping. Finally, as we also mentioned in the 
Introduction chapter, what consumers want can be measured in many different 
ways. Which particular method has to be chosen can only be answered in the light 
of the purpose of the measurement (Hooimeijer 1994). Different methods lead to 
different outcomes. The choice for a specific method cannot therefore be based on 
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the methodological superiority of one method over another but should be directed 
by the type of information in which one is interested (Hooimeijer 1994). Our dis-
cussion of potential limitations is therefore only meant as an, albeit imperfect, 
guideline to help professionals to choose the appropriate method or technique for 
the specific situation or to decide upon the justification of conclusions of studies 
that have been performed in practice.
11.2  Comparison of Methods and Analytical Techniques  
with Regard to the Three Dimensions
Table 11.1 shows the description of the methods and techniques according to the 
three dimensions that were distinguished in the Introduction. In the following sec-
tion we will discuss the potential limitations of the three dimensions. We start with 
the dimension of stated or revealed preferences.
11.2.1  Dimension 1: Stated or Revealed Preferences
The first dimension that was introduced concerned the origin of the data, namely 
does it concern choices that have actually been made in the ‘real world’ (revealed 
preferences) or stated choices and preferences in response to survey questions 
(stated preferences)? A potential limitation of the first approach is that it assumes 
that revealed preferences reflect underlying preferences (Timmermans et al. 1994). 
Table 11.1 Overview of methods and analytical techniques with regard to the three dimensions








Traditional housing Demand  
research method
Stated No Compositional
Decision plan nets method Stated Yes Compositional
Meaning structure method Stated Yes Compositional
Multi-attribute utility method Stated Yes Compositional
Conjoint analysis method Stated No Decompositional
Residential images method Stated No Decompositional
Lifestyle method Stated No N.a.
Neo-classical economic analysis Both No N.a.
Longitudinal analysis Both No N.a.
N.a. not applicable
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However, outcomes in the housing system may frequently reflect the dominance of 
constraints, such as income and imperfect information, rather than preferences 
(Maclennan 1977). For example, consumers may choose to live in a multi-family 
dwelling because of budget or market constraints (availability) and not because 
they really want to. The actual housing situation is always an interaction of con-
straints and preferences, especially in the lower value ranges of the housing system, 
and it is very difficult to disentangle preferences from restraints.
Aside from this limitation, the revealed preference approach assumes that consum-
ers always make rational choices and seek optimum solutions (Maclennan 1977). 
Thus, it is assumed that a consumer makes an explicit and rational choice for a particu-
lar dwelling out of all the available options. But in reality the consumer may not be 
aware of all the available options or may choose a particular dwelling on less rational 
grounds, so this assumption may not hold in practice. Furthermore, some explanatory 
factors that are important but of which the researcher is unaware or may be unable to 
include might be omitted from the analyses on revealed preferences. The analyses may 
also not capture effectively the impact of uncommon attributes or unusual attribute 
levels (Earnhart 2002). Another limitation of the revealed preference approach con-
cerns the finding that the attributes of housing alternatives in real markets may show 
high correlations, for example, bigger houses are typically more expensive. And high 
correlations between predictors may lead to misleading estimates as a result of (near) 
multicollinearity (Molin et al. 1996). Finally, alternatives that do not currently exist in 
the real world or attribute levels that go beyond the range of current experience, cannot 
be analyzed using revealed preferences (Walker et al. 2002).
In contrast, it has been argued that the stated preference approach might not be 
valid because people can express temporary wants or ideals that cannot be realized 
in the actual housing market (Vriens 1997; Heijs et al. 2009). This criticism only 
makes sense, though, if one does not make a distinction between preferences and 
choices. If, on the other hand, one distinguishes preference, as the relative attrac-
tiveness of a feature, from choice, as actual behavior, then stated preferences may 
not have a strong relationship with actual housing market behavior. Furthermore, 
the stated preference approach assumes that respondents are able to articulate their 
preferences whereas they can be indifferent or their preferences may depend on 
particular conditions (Molin et al. 1996). Finally, the validity of the responses is a 
concern as stated preferences may be influenced by factors such as social desir-
ability, risky decision-making and cognitive dissonance reduction (Molin et al. 
1996; Walker et al. 2002).
A summary of the above mentioned potential limitations of both approaches is 
provided in Table 11.2.
11.2.2  Dimension 2: Freedom of Attribute Choice
The second dimension concerns freedom of attribute choice. A method that allows 
freedom of attribute choice can be applied (but need not necessarily so) in such a 
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way that respondents can choose their own salient attributes. The potential limitation 
of a method using freedom of attribute choice is that the data is usually collected 
using face-to-face interviews or telephone interviews, which are relatively time-
consuming and costly. Furthermore, the results obtained using such methods may 
become rather idiosyncratic, as every respondent can contribute his/her individual 
dwelling (environment) attributes to the decision-making process. This means that it 
can be difficult to report on general preferences. A potential limitation of methods 
that do not provide freedom of attribute choice is that they use pre-coded questions 
based on a limited number of selected attributes of the dwelling (environment). 
Important attributes that were not included in the research design may be lacking. 
The potential limitations mentioned are summarized in Table 11.3.
11.2.3  Dimension 3: Compositional Versus  
Decompositional Approach
The third dimension relates to whether the measurement method is attribute-based 
(compositional) or alternative-based (decompositional). With a decompositional 








range of current experience, cannot be analyzed.
Stated preference approach
•	 The	method	might	not	be	valid	because	people	can	express	temporary	wants	or	ideals	that	
cannot be realized in the actual housing market.
•	 The	method	assumes	that	respondents	are	able	to	articulate	their	preferences	whereas	they	
can be indifferent or their preferences may depend on particular conditions.
•	 The	method	may	be	influenced	by	factors	such	as	social	desirability,	risky	decision-making	
and cognitive dissonance reduction.
Table 11.3 Summary of potential limitations of methods that provide freedom of attribute choice 
and those that do not
Freedom of attribute choice
•	 The	data	is	usually	collected	with	face-to-face	interviews	or	telephone	interviews,	which	is	
relatively time-consuming and costly.
•	 Results	may	become	rather	idiosyncratic,	which	means	that	it	can	be	difficult	to	report	on	
general preferences.
No freedom of attribute choice
•	 Important	attributes	that	were	not	included	in	the	research	design	may	be	lacking.
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approach a dwelling profile is evaluated as a whole. Parameters are derived statistically 
from the decision-maker’s holistic evaluative responses to profile descriptions 
designed by the researcher. For the compositional method, housing preferences are 
explored by recording separately and explicitly how people evaluate housing attri-
butes. The importance of each attribute can be weighted and can be combined with 
the values, using an assumed algebraic rule, to arrive at an overall evaluation.
The strength of the compositional method is its simplicity: the measurement task 
is relatively easy and straightforward. A potential limitation of this method is that 
the researcher must specify a priori the mathematical function that will be used to 
combine the separate evaluations (Veldhuisen and Timmermans 1984). Usually, the 
simple additive combination rule is applied, which is explained in the chapter on 
the Multi-Attribute Utility method. It implies that a value for a separate attribute 
level, for example, a semi-detached dwelling, is multiplied with the importance of 
that particular attribute, for example dwelling type, and that these weighted attri-
bute values are summed over all attributes of the particular dwelling. Besides this 
particular combination rule, others are possible, such as the multiplicative and the 
multi-linear combination rule. A weakness of the compositional approach is that 
the appropriateness of the selected combination rule can only be tested if data for 
some external criterion is available. In contrast, with the decompositional approach 
the form of the combination rule can be explicitly tested by comparing the derived 
solution to the observed data (the overall preference for a particular dwelling pro-
file). The form of the model can be tested statistically because it has an associated 
error theory (the difference between the estimated and actually observed overall 
preference).
A second potential limitation of the compositional method is that a trade-off 
between attributes need not be involved. The approach implicitly assumes that 
respondents can express their evaluation of a distinct dwelling (environment) attri-
bute irrespective of the levels of other attributes (Timmermans et al. 1994; Molin 
et al. 1996). For example, it assumes that the attribute of price can be valued with-
out knowing the size of the dwelling. This assumption is questionable in the case 
of choice, but does not need to be a problem in the case of preference, since the 
preferred dwelling may consist of the collection of preferred attributes and their 
accompanying levels. However, some argue that it is in making trade-offs between 
more of one thing and less of another that one’s values are most often revealed to 
oneself and to outside observers (Payne et al. 1999). For example, a large living 
room is desirable, but is it still desirable if it comes with increased financial costs? 
In this sense, making trade-offs is a crucial aspect of high-quality, rational decision-
making (Payne et al. 1999).
However, in practice, decision makers may often avoid making explicit trade-
offs because this is cognitively and emotionally burdening (Payne et al. 1999). This 
is a potential limitation of the decompositional methods. People cannot simultane-
ously integrate a great deal of information. Respondents may adopt fairly simple 
procedures and rules (heuristic strategies), which reduce cognitive overload. For 
example, respondents may select the status quo option or only pay attention to the 
most important attributes while ignoring the rest (Lindberg et al. 1989; Gregory 
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et al. 1993; Chang and Liu 2008). Selecting the status quo option may, for example, 
be reflected in a choice not to move in the case of a hypothetical choice in a con-
joint measurement task between “Move to dwelling A”, “Move to dwelling B” and 
“Stay in the current dwelling”. Only paying attention to, for example, the price of 
a dwelling, when several other attribute levels are also presented, is an example of 
attending only to the most important attributes. The choice task is simplified by the 
respondent by ignoring the information provided in the other attribute levels.
Vriens (1997) sums up a number of additional potential limitations of the clas-
sical compositional approach (which resembles most the Multi-Attribute Utility 
method): (1) Research has shown that the importance of important attributes is 
underweighted by respondents whereas the importance of relatively unimportant 
attributes is overweighed; (2) The direct measurement of importance ratings might 
elicit socially desirable responses; (3) Interaction effects cannot be measured.
Vriens (1997) also mentions a number of potential limitations of the decompo-
sitional approach (specifically: conjoint measurement): (1) the measurement task 
cannot easily be done by telephone interview; (2) special procedures have to be 
performed when the number of attributes or attribute levels becomes too high; and 
(3) performing such a study is generally more costly both in terms of time and 
money than studies using a compositional approach. Walker et al. (2002) explain 
that errors might arise when an inefficient or inappropriate design is used with the 
decompositional method. If the variations in attribute levels offered are too small or 
too large or if unrealistic attribute levels or unrealistic combinations of attribute 
levels are presented, respondents may provide suboptimal responses.
Note that in the current overview the Multi-Attribute Utility method and the 
Decision Plan Net method are considered to be compositional methods, because the 
separate attributes are the starting point in the measurement procedure. However, in 
the Multi-Attribute Utility method, techniques that are based on trade-offs can be 
applied, such as swing weights. Here, the importance of an attribute is determined 
by comparing dwelling profiles that “swing” between the worst and the best level 
of a particular attribute. The extent to which the swings in each attribute contribute 
to overall value differences is examined (Payne et al. 1999). This way, trade-offs 
between attributes can be determined. Similarly, in the last step of the Decision 
Plan Nets method, the respondent is asked to rank appropriate alternatives accord-
ing to preference. Implicitly, a trade-off between attributes is made. So, the differ-
ence between methods that involve trade-offs and those that do not, is not as 
clear-cut as it might seem at first sight. See Table 11.4 for a summary.
11.2.4  Compensatory Versus Non-Compensatory Methods
As a fourth, but not distinguishing dimension, we mentioned in the Introduction 
chapter the difference between compensatory and non-compensatory methods. 
Compensatory decision-making implies that a low value on one attribute can be 
compensated by a high value on one or more other attributes. Thus, the specific 
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alternative may still obtain a high overall evaluation score despite a low value on 
one or more attributes. In contrast, a non-compensatory decision method implies 
that a highly valued attribute cannot make up for a weak valued one. The valuation 
of an attribute above or below a certain preferred threshold therefore must lead to 
the rejection of an alternative vacancy.
Our reason for not including this dimension in Table 11.3 in the Introduction is 
that we believe that almost all methods can be used in a compensatory or non-
compensatory way, depending on how the questions are framed or on how the 
analysis is performed. For example, in the Multi-Attribute Utility method a linear 
additive function can be used to describe compensatory decision strategies. This 
means that evaluations for separate attribute levels are simply added to obtain an 
overall utility for a particular dwelling. A low evaluation for a particular attribute 
level can be compensated by high evaluations for other attributes. However, a mul-
tiplicative function, which may approximate non-compensatory preference struc-
tures, can also be applied. This means that low evaluations can hardly be 
compensated for.
Furthermore, for the less statistically sophisticated methods, whether or not 
some method is compensatory might depend on whether the trade-off of prefer-
ences is questioned. If respondents are allowed to reject an alternative on the basis 
of its level of functioning on one or more attributes, the method is used in a non-
compensatory way. If they were not allowed to reject alternatives, the method is 
used in a compensatory way.
Lindberg et al. (1989) argue that compensatory methods are not tenable if 
respondents use simplifying heuristics to make decisions. One example of such a 
simplifying heuristic is the lexicographic decision rule. It implies that the 
decision-maker determines the most important attribute and then examines all the 
Table 11.4 Summary of potential limitations of compositional and decompositional methods
Compositional approach
•	 The	appropriateness	of	the	mathematical	function	that	is	used	to	combine	the	separate	









because the measurement task is cognitively and emotionally burdening.
•	 The	measurement	task	cannot	easily	be	done	by	telephone	interview;	performing	such	a	




unrealistic combinations of attribute levels may lead to suboptimal responses.
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alternatives for that attribute. The alternative with the best value on the most 
important attribute is chosen. For example, attention is given only to the attribute 
of price and all dwelling alternatives are selected on the basis of this attribute only. 
In a recent study Dieckmann et al. (2009) showed that whether a compensatory or 
non-compensatory (in this case: lexicographic rule) decision rule is used may be 
dependent upon the mode of measurement. The authors found that a lexicographic 
model was better in predicting ranking data whereas a basic weighted additive 
model was better with rating data. They attributed this result to the greater com-
plexity of the ranking task (comparing 18 alternatives simultaneously) than of the 
rating task (providing a rating for each alternative at the time). Furthermore, a 
weighted additive model performed better when only a small number of alternatives 
or attributes was involved. A more complex task may increase the need for simpli-
fying heuristics, such as the lexicographic method. The authors concluded that a 
relatively large number of alternatives or attributes may induce a shift from com-
pensatory to non-compensatory processing in order to reduce the number of rele-
vant alternatives as quickly as possible (Dieckmann et al. 2009). However, 
decision-makers may also use both decision strategies. They may begin by applying 
a non-compensatory decision rule to eliminate alternatives that do not meet the 
criteria for the most important attributes, such as price and location. Next, they may 
use a compensatory decision rule to evaluate the remaining alternatives across a 
wide range of less important criteria.
11.3  Directions for Future Research
Our overview of methods and analytical techniques currently used in housing pref-
erence research leads us to conclude that considerable advances have been made on 
the issues related to the methodology of measuring housing preference and choice. 
However, there is still much work that has to be done. A number of those topics are 
outlined below.
11.3.1  The Process of Problem-Solving
In the stated preference method it is assumed, albeit implicitly, that consumers have 
articulated values, goals and plans, which means that they know their preferences 
directly. As a consequence the different approaches are mainly concerned with the 
best method of eliciting these preferences. Because of the assumption of articulated 
preferences the focus in all current approaches to housing choice and housing pref-
erence is almost entirely on the act of decision making (what is chosen or what is 
preferred), while hardly any attention is given to the process of problem solving 
(how decisions are reached). This remains an important topic for future research. 
More information on the construction of preferences can, for example, be found in 
Lichtenstein and Slovic (2006).
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11.3.2  The Measurement Instrument
The measurement instrument has undergone some changes over time. Whereas in 
the past written questionnaires, telephone interviews and face-to-face interviews 
were frequently employed, there is now a fast-growing trend towards using web-
based questionnaires. The latter instrument has the benefits of yielding appropriate 
data, decreases the cognitive burden for the respondent, enables images to be 
included and, possibly most important of all, it is relatively cheap.
By yielding appropriate data we mean that requirements can be set in order to 
obtain correct answers. For example, when exactly two options out of a number of 
options have to be chosen, this requirement can be imposed upon the response. Of 
course, such requirements can also be enforced using telephone or face-to-face inter-
viewing, but it is more difficult in the case of a written questionnaire. The cognitive 
burden of filling out a questionnaire can be decreased by the option to build in rout-
ing questions in a web-based questionnaire. This way it can be ensured that respon-
dents only answer questions that apply to them. Besides, the fact that a web-based 
questionnaire can be filled out at any desired point in time diminishes the cognitive 
burden. Respondents are not dependent upon planned interviews at prearranged 
points in time. The benefits with regard to cost are obtained from the fact that there 
are no interviewers needed to obtain the data. Furthermore, it does not require the 
data to be entered into a dataset as is the case with written questionnaires.
Besides the afore mentioned advantages, a web-based instrument is appropriate 
for administering relatively difficult questions, because of the technical possibilities 
(as, for example, including routing and images). An example is the study by 
Boumeester et al. (2008) in which relatively difficulty measurement methods, such 
as the Decision Plan Nets method and the Meaning Structure method, were admin-
istered using a web-based questionnaire. In this study also a special web-based 
instrument was developed to administer questions based on the Conjoint Analysis 
method, with the option of including images for each attribute (Picture Enabled 
Preference Survey Instrument (PEPSI): Boumeester et al. 2008).
Of course, there are also limitations to the use of web-based instruments. The 
most important of all is the selectivity of the respondent group. It is well-known 
that older people as well as non-western immigrants fill out web-based question-
naires less frequently than younger and native respondents. It is important that more 
research is carried out into solutions to increase the representativeness of the 
responses obtained with the use of web-based questionnaires.
11.3.3  Measuring Individual Preferences Versus  
Group Preferences
Housing preferences are usually elicited from individuals. These individuals, 
however, are frequently only part of a household. It is therefore questionable 
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whether the preferences of individual respondents represent the opinions of the 
entire household that they are part of. Even if respondents are asked to consider 
the preferences of all the persons in the household in their response, it seems 
unlikely that they are aware of those preferences. And, if they are aware, if they 
are able and willing to provide weighted responses (Musterd 1989). The common 
practice to select one family member as a representative in housing surveys to 
provide responses that are supposed to reflect family judgment is unlikely to 
result in valid and reliable measurements of residential preferences (Molin et al. 
1999). Despite profound work into measuring group-based preferences by, for 
example, Molin et al. (1997, 1999, 2002), we believe that this topic has still had 
too little attention paid to. We therefore encourage researchers to take account of 
the fact that preferences of different household members may differ from house-
hold preferences.
11.3.4  The Trend Towards Locally-Oriented Housing  
Preference Research
An important goal in housing management and policy is to improve the correspon-
dence between housing demand and supply. The housing market in some regions 
has become more relaxed in the last decades. Some regions in the Netherlands even 
have to cope with a decreasing number of inhabitants, a higher level of residential 
turnover and increasing vacancies. Therefore, suppliers in these regions have to 
attune more to the needs and desires of (potential) residents in order to rent or sell 
their dwellings. This has led to a shift in direction from a supplier-market to a mar-
ket that is more focused on demand. However, other regions are still experiencing 
house price growth and excess demand. This growth especially takes place in large 
cities and their surrounding villages. New building locations are scarce in urban 
areas and many dwellings will have to fit into the existing built environment. This 
asks for a building strategy that is aimed at building in higher densities, transform-
ing residential environments and reuse of existing buildings and sites (Vromraad 
2009). The simultaneous occurrence of both developments results in increasing 
regional differences in the housing market. This trend can also be seen in other 
countries, for example, in northern England (Nevin et al. 2001).
Besides, demographic, socio-economic and socio-cultural shifts have taken 
place in western economies in recent decades: households have become smaller and 
the variation in household types has increased. Other changes concern a greater 
variety of specific lifestyle-based subcultures and the expansion of the proportion 
of affluent households. These shifts have generated a broader variety in housing 
behavior (Kersloot and Kauko 2004).
As a consequence, study results can be generalized less easily and more research 
into housing preference and choice in specific locations is necessary. It implies that 
the way in which housing research is performed has to change from a focus on 
market constraints and population preferences to a focus on market possibilities and 
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micro-level preferences. Thus, more attention is needed for locally-oriented housing 
preference research.
There are a number of ways to perform more locally-oriented research: (1) using 
a more qualitative (less-structured) approach, (2) including more geographical 
variation into the quantitative approach, and (3) using a lifestyle approach.
Kersloot and Kauko (2004) expect that there will be a rising demand for disag-
gregated and qualitative research tools because these tools are able to cope with a 
growing diversity of housing preferences. With qualitative tools they refer to meth-
ods to obtain less-structured data, such as casual observing, in-depth interviews and 
focus group discussions, and laddering (see chapter 4 in this volume).
Including more geographical variation into the quantitative approach can be 
performed in two ways. The first approach is to use large datasets, such as on 
house-prices and transactions (moves), and to include additional geographical 
details with a GIS approach, or otherwise. Applying multilevel models to such 
enriched datasets could deepen our insight into contextual effects. The second 
approach is to perform a meta-analysis on a number of smaller sets of stated prefer-
ences across localities with the purpose of revealing both more general trends and 
those that turn out to be more local.
As a third possibility to obtain locally oriented housing preferences, lifestyle 
research is put forward. For more information on lifestyle research, see Chap. 8.
11.4  Concluding Remarks
The method is a key factor in research. It is the link between the theory, goal and 
problem definition of research on the one hand and the results on the other hand. 
A mutual understanding of the basics of various methods and techniques is there-
fore a necessary condition to support research. The aim of this book is to provide 
the ins and outs of nine methods and analytical techniques commonly used in hous-
ing preference research. We introduced three important dimensions with which the 
various methods and analytical techniques can be compared. Together with the 
description of the goal and the type of outcome of each particular method, this 
information may be helpful in selecting the correct method to answer a particular 
research question or to decide upon the justification of the results of previously 
published studies into housing preferences. We hope that this book will be useful 
in fulfilling this purpose.
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