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Abstract
We introduce a generalization of Lie algebras within the theory
of nonhomogeneous quadratic algebras and point out its relevance in
the theory of quantum groups. In particular the relation between the
differential calculus on quantum groups and the Koszul duality due to
Positselski is made apparent.
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1 Introduction
Our aim here is to describe a generalization of Lie algebras based on the the-
ory of nonhomogeneous quadratic algebras [15], [14], [4], [8]. Beside the usual
Koszul duality of quadratic algebra [12], [13], [14], a very powerful extension
of it has been developed by L. Positselski [15] to a duality between nonhomo-
geneous quadratic algebras satisfying an extension of the Poincare´-Birkhoff-
Witt (PBW) property and curved graded differential algebras. Restricted to
the quadratic-linear algebras this duality leads to graded differential algebras
and this is a natural frame to understand the differential calculi on quantum
2
groups such as the ones introduced by S.L. Woronowicz [20], [21]. In this
paper we recall this theory of nonhomogeneous quadratic algebras and we
specify a subclass closer to the universal enveloping algebras of Lie algebras.
This subclass of quadratic-linear algebras is characterized by a variant of the
Poincare´ duality property for the homogeneous part refered to as the Goren-
stein property [1] and by the Koszul property.
In order to render the paper intelligible for readers not acquainted with the
theory of nonhomogeneous quadratic algebras and to make it self-contained,
an important part of this article consists of a summary of the appropriate
piece of the theory of nonhomogeneous quadratic algebras. In Section 2,
we recall some basic facts on Lie algebras, associated complexes and the
PBW property. Section 3 provides a similar discussion for associative alge-
bras instead of Lie algebras. Quadratic algebras, Koszul complexes, etc. are
reviewed in Section 4. Section 5 introduces some representative examples
of quadratic algebras which will be used later as the homogeneous part of
examples of nonhomogeneous quadratic algebras. In Section 6 the nonhomo-
geneous quadratic algebras are introduced and the PBW-property is defined
for these algebras. Section 7 is devoted to the Koszul duality of Positsel-
ski. In Section 8 nonhomogeneous versions of the examples of Section 5 are
discussed. Lie prealgebras are defined in Section 9 and are shown to be in
duality with the differential quadratic Koszul Frobenius algebras. In Section
10 the corresponding generalization of Chevalley-Eilenberg complexes is in-
vestigated.
Throughout the paper, K is a (commutative) field and all vector spaces and
algebras are over K. By an algebra without other mention, we always mean
an associative algebra and by a graded algebra we mean a N-graded algebra.
2 Lie algebras, PBW property, etc.
Let E be a finite-dimensional vector space equipped with an antisymmetric
bilinear product
(x, y) 7→ [x, y] (2.1)
that is one has a linear mapping
ψ : ∧2E → E
and the product is given by
[x, y] + ψ(x ∧ y) = 0
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for any x, y ∈ E.
Let the tensor algebra T (E) over E be equipped with the filtration
F n(T (E)) = ⊗m≤nE
⊗m
associated to its graduation and let A be the algebra defined by
A = T (E)/({x⊗ y − y ⊗ x− [x, y]|x, y ∈ E})
where (P ) denotes for any P ⊂ T (E) the two-sided ideal of T (E) generated
by P . Notice that one has
({x⊗ y − y ⊗ x− [x, y]|x, y ∈ E}) = ({r + ψ(r)|r ∈ ∧2E})
where in the right-hand side of this equality ∧2E is considered as a subset of
E ⊗ E.
The filtration of the tensor algebra induces a filtration F n(A) of A and
one defines the associated graded algebra
gr(A) = ⊕nF
n(A)/F n−1(A)
(with the convention F n(A) = 0 whenever n < 0). One has a canonical
surjective homomorphism
can : S(E)→ gr(A) (2.2)
of graded algebras of the symmetric algebra S(E) onto gr(A).
Consider the transpose ψt of ψ, that is the linear mapping
ψt : E∗ → ∧2E∗
where E∗ denotes the dual vector space of E. This transpose ψt has a unique
extention as an antiderivation
d : ∧E∗ → ∧E∗ (2.3)
of the exterior algebra ∧E∗ over E∗. One has the following theorem
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Theorem 1. The following conditions (a), (b) and (c) are equivalent :
(a) the bracket (2.1) satisfies the Jacobi identity, i.e. one has
[[x, y], z] + [[y, z], x] + [[z, x], y] = 0
for any x, y, z ∈ E,
(b) the antiderivation (2.3) is a differential of ∧E∗ i.e. d2 = 0,
(c) the canonical homomorphism (2.2) is an isomorphism of S(E) onto gr(A).
This theorem is more or less classical and easy to prove (see for instance
[7]).
Condition (a) means that (E, [•, •]) is a Lie algebra, Condition (b) means
that (∧E∗, d) is a graded differential algebra while Condition (c) means that
one has the Poincare´-Birkhoff-Witt (PBW) property.
In fact A is then the universal enveloping algebra U(E) of the Lie algebra
E while the graded differential algebra ∧E∗ is the basic complex to construct
the Chevalley-Eilenberg complexes (d is the Koszul differential).
3 Associative algebras
Assume now that the finite-dimensional vector space E is equipped with an
arbitrary bilinear product
(x, y) 7→ xy (3.1)
so one has a linear mapping
ψ : E ⊗ E → E (3.2)
and the product is given by
xy + ψ(x⊗ y) = 0
for any x, y ∈ E. Thus E is an algebra which may be nonassociative.
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Let then A be the (associative) algebra
A = T (E)/({x⊗ y − xy|x, y ∈ E})
with the same conventions as before. One has
({x⊗ y − xy|x, y ∈ E}) = ({r + ψ(r)|r ∈ E ⊗E})
for the defining ideal of T (E).
The algebra A is filtered by the filtration induced from the one of the
tensor algebra T (E) and one has the associated graded algebra.
gr(A) = ⊗nF
n(A)/F n−1(A)
as in last section. Let us investigate the structures of A and gr(A). The
projection of T (E) onto the degree 0 induces homomorphisms
ε : T (E)→ K
and
ε : A→ K
of unital (associative) algebras. The kernels T+(E) and A+ of these homo-
morphisms are two-sided ideals and one has the decompositions
T (E) = T+(E)⊕K1l
and
A = A+ ⊕K1l
of these algebras. By construction and by the very universal property of
T+(E), one has a surjective homomorphism of algebra
α : E → A+
which is such that any algebra-homomorphism of E into an associative al-
gebra A factorizes through a unique homomorphism of A+ into A and α. It
follows that A+ is the quotient of E by the two-sided ideal I generated by
the associators
[x, y, z] = (xy)z − x(yz)
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for x, y, z ∈ E. One has
F n(A) = A for n ≥ 1 and F 0(A) = K1l
so the graded algebra gr(A) is given by
gr(A) = gr1(A)⊕K1l
where gr1(A) = A+ = E/I as vector space but where the product of 2
elements of gr1(A) vanishes. Let A be the graded algebra
A = T (E)/(E ⊗ E) = E ⊕K1l
with obvious notations. It is clear that one has a canonical surjective homo-
morphism
can : A → gr(A) (3.3)
of graded algebra which is an isomorphism if and only if E is an associative
algebra.
Consider the transpose linear mapping
ψt : E∗ → E∗ ⊗E∗
of ψ. This transpose ψt has a unique extension as an antiderivation
d : T (E∗)→ T (E∗) (3.4)
of the tensor algebra over E∗. One has the following analog of Theorem 1.
Theorem 2. The following conditions (a), (b) and (c) are equivalent:
(a) the product (3.1) is associative,
(b) the antiderivation (3.4) is a differential i.e. d2 = 0,
(c) the canonical homomorphism (3.3) is an isomorphism.
We have explained above the equivalence (a)⇔ (c). For the equivalence
(a)⇔ (b) as in Theorem 1 see for instance in [7].
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In fact A is then the algebra
A = E ⊕K1l = E˜
that is the algebra obtained by adjoining a unit element to E; the algebra
E itself identifies with the two-sided ideal A+ of A, i.e. one has E = A+.
Notice that then the graded differential algebra (T (E∗), d), or more precisely
(T+(E
∗), d), is the basic complex to construct the Hochschild complexes.
We shall see that the algebras A of Section 2 satisfying the conditions
of Theorem 1 and of this section satisfying the conditions of Theorem 2 are
both examples of Koszul quadratic-linear algebras but that the latter one
does not fall into the class of Lie prealgebras.
4 Quadratic algebras
A (homogeneous) quadratic algebra [12], [13], [14] is an associative algebra
A of the form
A = A(E,R) = T (E)/(R)
where E is a finite-dimensional vector space, R is a subspace of E ⊗ E and
where (R) denotes the two-sided ideal of the tensor algebra T (E) over E
generated by R(⊂ E⊗E). Space E is the space of generators of A and sub-
space R of E⊗E is the space of relations of A. The algebra A = A(E,R) is
naturally a graded algebra A = ⊕n∈NAn which is connected, i.e. such that
A0 = K1l and generated in degree 1, A1 = E.
To a quadratic algebraA = A(E,R) as above one associates another quadratic
algebra, its Koszul dual A!, defined by
A! = A(E∗, R⊥)
where E∗ denotes the dual vector space of E and R⊥ ⊂ E∗ ⊗ E∗ is the
orthogonal of R ⊂ E ⊗E defined by
R⊥ = {ω ∈ E∗ ⊗ E∗|〈ω, r〉 = 0, ∀r ∈ R}
where, by using the finite-dimensionality of E, we have identified E∗ ⊗ E∗
with the dual vector space (E ⊗ E)∗ of E ⊗ E. One has of course
(A!)! = A
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and the dual vector spaces A!∗n of the homogeneous components A
!
n of A
! are
given by
A!∗1 = E
and
A!∗n = ∩r+s+2=nE
⊗r ⊗ R⊗E⊗
s
(4.1)
for n ≥ 2 as easily verified. In particular one has A!∗2 = R and A
!∗
n ⊂ E
⊗n
for any n ∈ N.
Consider the sequence of free left A-modules
b
→ A⊗A!∗n+1
b
→ A⊗A!∗n → · · · → A⊗A
!∗
2
b
→ A⊗E
b
→ A → 0 (4.2)
where b : A⊗A!∗n+1 → A⊗A
!∗
n is induced by the leftA-module-homomorphism
of A⊗E⊗
n+1
into A⊗E⊗
n
defined by
b(a⊗ (x0 ⊗ x1 ⊗ · · · ⊗ xn)) = ax0 ⊗ (x1 ⊗ · · · ⊗ xn)
for a ∈ A, xi ∈ E. It follows from (4.1) that A
!∗
n ⊂ R ⊗ E
⊗n−2 for n ≥ 2
which implies that b2 = 0. As a consequence the sequence (4.2) is a chain
complex of free left A-modules called the Koszul complex of the quadratic
algebra A and denoted by K(A). The quadratic algebra A is said to be a
Koszul algebra whenever its Koszul complex is acyclic in positive degrees,
i.e. whenever Hn(K(A)) = 0 for n ≥ 1. One shows easily that A is a Koszul
algebra if and only if its Koszul dual A! is a Koszul algebra.
It is important to realize that the presentation of A by generators and rela-
tions is equivalent to the exactness of the sequence
A⊗R
b
→ A⊗ E
b
→ A
ε
→ K→ 0 (4.3)
so one always has
H1(K(A)) = 0 and H0(K(A)) = K
and
K(A)
ε
→ K→ 0 (4.4)
is a free resolution of the trivial module K whenever A is Koszul.This resolu-
tion is then a minimal projective resolution of K in the graded category (i.e.
the category of graded modules) [5]. In the above sequences, ε is induced by
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the projection onto degree 0.
Let A = A(E,R) be a quadratic Koszul algebra such that one hasA!D 6= 0
and A!n = 0 for n > D. It follows that the trivial (left) module K has
projective dimension D which implies that A has global dimension D (see
[5]). It is worth noticing that this also implies that the Hochschild dimension
of A is D (see [3]). By applying the functor HomA(•,A) to the Koszul chain
complex K(A) of left A-modules one obtains the cochain complex L(A) of
right A-modules
0→ A
b′
→ · · ·
b′
→ A!n ⊗A
b′
→ A!n+1 ⊗A
b′
→ (4.5)
b′ being the left multiplication by
∑
k θ
k ⊗ ek in A
!⊗A where (ek) is a basis
of E with dual basis (θk). The algebra A is said to be Koszul-Gorenstein if
it is Koszul of finite global dimension D as above and if Hn(L(A)) = KδnD.
Notice that this implies that A!n ≃ A
!∗
D−n as vector spaces (a version of the
Poincare´ duality).
5 Examples I
In this section we analyse some examples of quadratic algebras A = A(E,R)
which will appear as the “homogeneous parts” of representative examples of
the concepts described in the sequel.
1. Case R = ∧2E ⊂ E ⊗ E
In the case where R = ∧2E considered as a subspace of E⊗E, the quadratic
algebra A = A(E,R) is the symmetric algebra S(E) over E
A = A(E,∧2E) = S(E)
and one has
A! = ∧E∗
for its Koszul dual.
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In this case the Koszul complex is (S(E)⊗ ∧•E, b) and the exterior dif-
ferential d is such that
db+ bd = degree (in S• and ∧•)
so d gives an homotopy for b in positive degrees. Therefore A = S(E) is
Koszul and, since ∧DE 6= 0 and ∧nE = 0 for n > D = dim(E), A = S(E)
has global dimension D = dim(E). It is not hard to show that A = S(E) is
in fact Koszul-Gorenstein.
The Koszul dual A! = ∧E∗ is therefore also Koszul but is not of finite
global dimension since its Koszul complex (∧E∗⊗S•(E), b) has components
of degree n
∧E∗ ⊗ Sn(E) 6= 0
for any n ∈ N.
2. Case R = E ⊗ E
In the case where R = E ⊗ E, A = A(E,R) is the trivial quadratic algebra
A = A(E,E ⊗E) = E ⊕K1l
with A1 = E and An = 0 for n ≥ 2, and one has
A! = A(E∗, {0}) = T (E∗)
for its Koszul dual, i.e. it is the tensor algebra over E∗.
The Koszul complex for A! = T (E∗) reduces then to
0→ T (E∗)⊗E∗
b
→ T (E∗)→ 0
where b is the “product” so A! = T (E∗) is Koszul of global dimension 1 but
is obviously not Koszul-Gorenstein whenever dim(E) ≥ 2.
The quadratic algebra A = E ⊕ K1l is thus also Koszul but, since its
Koszul complex ((E ⊕K1l)⊗ T •(E), b) has components of degree n
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(E ⊕K1l)⊗E⊗
n
6= 0
for any n ∈ N, it is not of finite global dimension.
3. Example connected with the calculus [20] on the
twisted SU(2) group
Let A be the quadratic algebra generated by 3 elements ∇0,∇1,∇2 of degree
1 with relations


ν∇2∇0 −
1
ν
∇0∇2 = 0
ν2∇1∇0 −
1
ν2
∇0∇1 = 0
ν2∇2∇1 −
1
ν2
∇1∇2 = 0
(5.1)
where ν ∈ K\{0}. By setting
E = K∇0 ⊕K∇1 ⊕K∇2 (5.2)
and
R = K(ν∇2 ⊗∇0 −
1
ν
∇0 ⊗∇2)⊕K(ν
2∇1 ⊗∇0 −
1
ν2
∇0 ⊗∇1)
⊕ K(ν2∇2 ⊗∇1 −
1
ν2
∇1 ⊗∇2) (5.3)
one has A = A(E,R).
The Koszul dual of A is the algebra A! generated by 3 elements ω0, ω1, ω2
of degree 1 with relations


(ωα)
2 = 0, ∀α ∈ {0, 1, 2}
ω2ω0 + ν
2ω0ω2 = 0
ω1ω0 + ν
4ω0ω1 = 0
ω2ω1 + ν
4ω1ω2 = 0
(5.4)
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The algebra A is a deformation of S(E) with dim(E) = 3, it is Koszul [9]
of global dimension 3 and is Koszul-Gorenstein (see however Remark c) be-
low). The argument for the Koszul property is similar to the one used in the
example 1 above (see also [18]).
The Koszul algebra A! has infinite global dimension.
4. Generalization : q-deformed polynomial algebras
Let A be the algebra generated by D elements Xλ (λ ∈ {1, . . . , D}) with
relations
XµXν − qµνXνXµ = 0 (5.5)
for µ, ν ∈ {1, . . . , D} where the qµν ∈ K are such that
qµνqνµ = 1, qλλ = 1 (5.6)
for λ, µ, ν ∈ {1, . . . , D}. Again this quadratic algebra is Koszul [9] of global
dimensionD and is in fact Koszul-Gorenstein. Its Koszul dualA! is generated
by the D elements ωα (α ∈ {1, . . . , D}) with relations
ωµων + q
νµωνωµ = 0 (5.7)
for µ, ν ∈ {1, . . . , D}. It is again a Koszul algebra of infinite global dimension.
Remarks
a) Let A be a quadratic Koszul algebra with Koszul dual A!. Then their
Poincare´ series satisfy
PA(t)PA!(−t) = 1
where the Poincare´ series PA(t) is defined by
PA(t) =
∑
n
dim(An)t
n
for any graded algebra A = ⊕nAn.
It follows that if A has a finite global dimension D ≥ 1 then A! is of infinite
global dimension.
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b) Recall that a graded algebra A = ⊕nAn is said to have polynomial growth
whenever there are positive K and N ∈ N such that
dim(An) ≤ Kn
N−1
for any n ∈ N. The algebras A of Examples 1, 2, 3 and 4 above have polyno-
mial growth but the tensor algebra T (E) has exponential growth whenever
dim(E) ≥ 2.
c) To complete the proof of the Koszul and the Koszul-Gorenstein properties
for the algebras of Examples 3 and 4 above, one must use in addition to
the results of [9] the fact that the Koszul and the Gorenstein properties are
stable by the twists [2]. This was proved in [16] in the more general context
of homogeneous algebras.
6 Nonhomogeneous quadratic algebras
In this subsection we let E be as before a finite-dimensional vector space and
we endow the tensor algebra T (E) with its natural filtration F n(T (E)) =
⊕m≤nE
⊗m, (n ∈ N).
A nonhomogeneous quadratic algebra [15], [4], [8] is an algebra A of the form
A = A(E, P ) = T (E)/(P )
where P is a subspace of F 2(T (E)) and where (P ) denotes as above the
two-sided ideal of T (E) generated by P . The filtration of the tensor algebra
T (E) induces a filtration F n(A) of A and one associates as before to A the
graded algebra
gr(A) = ⊕nF
n(A)/F n−1(A)
which is refered to as the associated graded algebra to the filtered algebra
A. Let R be the image of P under the canonical projection of F 2(T (E))
onto E ⊗ E and let A = A(E,R) be the homogeneous quadratic algebra
T (E)/(R); A will be refered to as the quadratic part of A. There is again
the canonical surjective homomorphism
can : A → gr(A)
of graded algebras and A is said to have the Poincare´-Birkhoff-Witt (PBW)
property whenever this homomorphism is an isomorphism. This terminology
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comes from the example where A is the universal enveloping algebra U(g) of
a Lie algebra g (see in Section 2).
One has the following theorem [4].
Theorem 3. Let A and A be as above. If A has the PBW property then the
following conditions (i) and (ii) are satisfied :
(i) P ∩ F 1(T (E)) = 0,
(ii) (P.E + E.P ) ∩ F 2(T (E)) ⊂ P .
Assume that A is a Koszul algebra, then conversely if conditions (i) and (ii)
are satisfied A has the PBW property.
Condition (i) means that P is obtained from R by adding to each non
zero element of R terms of degrees 1 and 0. In other words, Condition (i)
means that there are linear mappings ψ1 : R→ E and ψ0 : R→ K such that
one has
P = {x+ ψ1(x) + ψ0(x)1l|x ∈ R} (6.1)
which gives P in terms of R. Condition (ii) which is a generalization of the
Jacobi identity is then given more explicitely by the following proposition
(see e.g. in [14]).
Remark. In the second part of Theorem 3 one can replace the condition of
Koszulity of A by a weaker condition, namely the condition of acyclicity in
degree 3 and 2 of the Koszul complex of A to conclude that A has the PBW
property whenever conditions (i) and (ii) are satisfied.
In spite of the above remark, it turns out that the Koszul property for
A is a very natural and helpful property. A nonhomogeneous quadratic
algebra A is said to be Koszul whenever it has the PBW property and its
(homogeneous) quadratic part A is Koszul.
Proposition 4. Assume that Condition (i) of Theorem 3 is satisfied, let ψ1
and ψ0 be as above and set W3 = (R⊗E)∩ (E⊗R). Then Condition (ii) of
Theorem 3 is equivalent to the following conditions (a), (b) and (c)
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(a) (ψ1 ⊗ I − I ⊗ ψ1)(W3) ⊂ R
(b)
(
ψ1 ◦ (ψ1 ⊗ I − I ⊗ ψ1)− (ψ0 ⊗ I − I ⊗ ψ0)
)
(W3) = 0
(c) ψ0 ◦ (ψ1 ⊗ I − I ⊗ ψ1)(W3) = 0
where I is the identity mapping of E onto itself.
7 Duality
In this section we recall the Koszul duality of [15] for the nonhomogeneous
quadratic Koszul algebras.
Let A = T (E)/(P ) be a nonhomogeneous quadratic algebra and let its
quadratic part be A = T (E)/(R). We assume that the condition (i) of
Theorem 3 is satisfied and we let ψ1 : R → E and ψ0 : R → K be the
corresponding linear mappings as in (6.1).
Let ψt1 : E
∗ → R∗ and ψt0 : K
∗ → R∗ be the transpose linear mappings of
ψ1 and ψ2. The Koszul dual A
! = ⊕nA
!
n of A is such that
A!n = ∩r+s+2=n(E
⊗r ⊗ R⊗ E⊗
s
)∗
for n ≥ 2 and A!1 = E
∗ so in particular we can write
ψt1 : A
!
1 → A
!
2 (7.1)
and
ψt0(1) = F (7.2)
is an element of A!2. One has A
!
3 = W
∗
3 and Condition (a) of Proposition 4
means that ψt1 extends as an antiderivation
d : A! → A! (7.3)
of degree 1 of A!, Condition (b) reads then
d2α = [F, α] (7.4)
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for any α ∈ A! while Condition (c) reads
dF = 0 (7.5)
for the element F = ψt0(1) of A
!
2.
A graded algebra equipped with an antiderivation d of degree 1 and an
element F of degree 2 satisfying the conditions (7.4) and (7.5) above is called
a curved graded differential algebra [15]. The above correspondence between
nonhomogeneous quadratic algebras satisfying conditions (i) and (ii) of The-
orem 3 and curved graded differential algebras is an anti-equivalence of cate-
gories between the category of nonhomogeneous quadratic algebras satisfying
conditions (i) and (ii) and a full subcategory of the category of curved graded
differential algebras [14].
Let us introduce a more specific setting.
A (curved) graded differential algebra which is as graded algebra a quadratic
algebra endowed with its natural graduation will be refered to as a (curved)
differential quadratic algebra. If furthermore the underlying quadratic al-
gebra is Koszul then it will be refered to as a curved differential quadratic
Koszul algebra.
Given two curved differential quadratic algebras, A = (A(E,R), d, F ) and
A′ = (A(E ′, R′), d′, F ′) a morphism of A to A′ is a linear mapping
α : E → E ′
such that
(α⊗ α)(R) ⊂ R′
and such that the corresponding unital algebra homomorphism α˜ : A → A′
satisfies
α˜(F ) = F ′
and
α˜(dx) = d′α˜(x)
for any x ∈ A. One has then the corresponding category of curved differential
quadratic algebras and the full subcategory of curved differential quadratic
Koszul algebras.
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Given two nonhomogeneous quadratic algebras A = A(E, P ) = T (E)/(P )
and A′ = A(E ′, P ′) = T (E ′)/(P ′) a morphism from A to A′
α : A→ A′
is a linear mapping
α : E → E ′
such that
T (α)(P ) ⊂ P ′
where T (α) : T (E) → T (E ′) is the corresponding unital algebra homomor-
phism. One has the corresponding category of nonhomogeneous quadratic
algebras and the full subcategory of nonhomogeneous quadratic Koszul alge-
bras.
It is clear that the correspondence A 7→ (A!, d, F ) defines a contravariant
functor from the category of nonhomogeneous quadratic algebras satisfying
the condition (i) and (ii) of Theorem 3 to the category of curved differential
quadratic algebras which is “one to one”. This duality is summarized by the
following theorem.
Theorem 5. The above correspondence defines an anti-isomorphism between
the category of nonhomogeneous quadratic algebras satisfying Conditions (i)
and (ii) of Theorem 3 and the category of curved differential quadratic al-
gebras which induces an anti-isomorphism between the category of nonho-
mogeneous quadratic Koszul algebras and the category of curved differential
quadratic Koszul algebras.
Remark. It is important to realize that an object A of the category of nonho-
mogeneous quadratic algebras as defined above is not only the filtered algebra
A but it is A = A(E, P ) defined as a quotient of a tensor algebra T (E) as
explained before. In particular the vector space E is explicitely involved
although its canonical image in the filtered algebra is a quotient which is
generically not isomorphic to E; see for instance in Section 3 the case where
ψ : E⊗E → E is a nonassociative product. The morphisms of this category
have been defined accordingly. Of course if A has the PBW property E is
mapped isomorphically onto the corresponding subspace of the algebra A.
More generally it is worth noticing here that if the conditions (i) and (ii)
of Theorem 3 are satisfied, then the canonical projection p : T (E) → A is
injective on E, i.e. it induces an isomorphism E ≃ p(E), [4] (see §3.2 in [4]).
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8 Examples II
In this section we analyze some examples of nonhomogeneous quadratic
Koszul algebras having examples of Section 5 as homogeneous parts and
we describe their dual (curved) differential quadratic algebras.
1. Universal enveloping algebra U(g)
Let g be a Lie algebra and let U(g) be its universal enveloping algebra. It is
clear that A = U(g) is a nonhomogeneous quadratic algebra with quadratic
part A which coincides with the symmetric algebra S(g), A = S(g). It fol-
lows that for the Koszul dual one has A! = ∧g∗. We know (see in Section
5, Example 1) that S(g) is Koszul of global dimension D = dim(g) and is in
fact Koszul-Gorenstein with polynomial growth. Furthermore it is a classical
result that U(g) has the PBW property (see also in Section 2). Thus U(g) is
a Koszul nonhomogeneous quadratic algebra. In this case ψ0 = 0, i.e. there
are only linear nonquadratic terms, so ∧g∗ is a differential quadratic Koszul
algebra (curvature zero).
2. The case where E is an associative algebra A
Let A be an associative algebra with product (x, y) 7→ xy and let A be the
nonhomogeneous quadratic algebra defined by
A = T (A)/({x⊗ y − xy|x, y ∈ A})
as in Section 3. Then the quadratic part is given by
A = T (A)/(A⊗ A) = A⊕K1l
i.e. A1 = A as vector space and An = 0 for n ≥ 2. The quadratic algebra
A is Koszul but is of infinite global dimension (see in Section 5, Example 2).
In view of Theorem 2, A has the PBW-property and therefore A is a Koszul
nonhomogeneous quadratic algebra.
Since ψ0 = 0, the Koszul dual A
! of A which is the tensor algebra over the
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dual vector space A∗ of A, i.e. A! = T (A∗), is a differential quadratic Koszul
algebra, (see also Theorem 2 b)).
3. Calculus on the twisted SU(2) group [20]
Let A be the nonhomogeneous quadratic algebra generated by 3 elements
∇0,∇1,∇2 with relations


ν∇2∇0 −
1
ν
∇0∇2 = ∇1
ν2∇1∇0 −
1
ν2
∇0∇1 = (1 + ν
2)∇0
ν2∇2∇1 −
1
ν2
∇1∇2 = (1 + ν
2)∇2
(8.1)
with ν ∈ K\{0}. The quadratic part of A is the quadratic algebra A of
Example 3 in Section 5 with relations given by (5.1), (i.e. the above relations
where the non quadratic terms of the right-hand sides have been set equal
to 0). This quadratic algebra is Koszul of global dimension 3 and is Koszul-
Gorenstein with polynomial growth. It is not hard to verify that A has the
PBW property by using Theorem 3 and Proposition 4 with ψ0 = 0 (since
the nonquadratic terms are linear). It follows that the Koszul dual A! of
A, which is as explained in Section 5 the quadratic algebra generated by
ω0, ω1, ω2 in degree 1 with relations (5.4), is a differential quadratic Koszul
algebra; its differential is the antiderivation d given by


dω0 = ν
2(1 + ν2)ω0ω1
dω1 = νω0ω2
dω2 = ν
2(1 + ν2)ω1ω2
(8.2)
on the generators which implies d2 = 0 on A!. This is the left covariant
differential calculus on the twisted SU(2) group of [20]. More precisely it
is a calculus on the twisted SL(2) group and it becomes a calculus for the
twisted SU(2) group if one equips it with the involution
∇1 7→ ∇
∗
1 = ∇1, ∇0 7→ ∇
∗
0 = −ν
−1∇2, ∇2 7→ ∇
∗
2 = −ν∇0
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and the corresponding one on the dual basis of the ω’s.
4. Clifford algebra and generalization
Given a symmetric bilinear form g on E, the Clifford algebra of g
A = T (E)/({x⊗ y + y ⊗ x− 2g(x, y)1l|x, y ∈ E})
gives another example of nonhomogeneous quadratic Koszul algebra. In this
case the quadratic part A of A is the exterior algebra
A = ∧E
with Koszul dual A! = S(E∗) so it is of infinite global dimension. The al-
gebra A! is a curved differential quadratic Koszul algebra with curvature
F = −2g ∈ S2(E∗) but with trivial differential d = 0.
More generally it is worth noticing that an antiderivation d of S(E∗)
vanishes in degrees different from 1 since
d(αβ) = d(α)β − αd(β) = −(d(β)α− βd(α)) = −d(βα) = −d(αβ) = 0
for any α, β ∈ E∗. Furthermore
d(α)β = d(β)α
for any α, β ∈ E∗ implies that there is a θ ∈ E∗ such that one has
d(α) + θα = 0
for any α ∈ E∗ whenever d is of degree 1. Using Theorem 5 it follows that
the algebras of the form
A = T (E)/({x⊗ y + y ⊗ x− θ(x)y − θ(y)x− 2g(x, y)1l})
with θ ∈ E∗ and g ∈ S2(E∗) are all the nonhomogeneous quadratic Koszul
algebras having quadratic part A = ∧E.
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9 Lie prealgebras
Throughout the following, A = T (E)/(P ) is a nonhomogeneous quadratic
algebra with homogeneous part A = T (E)/(R) and we assume that the
conditions (i) and (ii) of Theorem 3 are satisfied with ψ1 : R → E and
ψ0 : R → K as before but now we take ψ0 = 0. This latter assumption is
equivalent to say that A is an augmented algebra, its augmentation ε : A→ K
being induced by the projection of T (E) onto the degree zero component
(≃ K). In this case F = 0 so A! is a graded differential algebra in view of
(7.4) with differential d induced by the transpose of ψ1. An algebra A as
above is referred to as a quadratic-linear algebra, [14]. Notice that then A
is an augmented filtered algebra and that the subspace of F 1(A) which is in
the kernel of the augmentation, i.e. p(E) = F 1(A) ∩ Ker(ε) is the image of
E under the canonical projection p : T (E) → A. In the case where A has
the PBW property, E can be identified with its image p(E) and this is in
fact already true here since we have assumed that the conditions (i) and (ii)
of Theorem 3 are satisfied [4] (see in the remark at the end of Section 7).
Theorem 5 has the following counterpart.
Theorem 6. The anti-isomorphism of Theorem 5 induces an anti-isomor-
phism between the category of quadratic-linear algebras and the category of
differential quadratic algebras which restricts as an anti-isomorphism between
the category of quadratic-linear Koszul algebras and the category of differen-
tial quadratic Koszul algebras.
Example. Let g be a Lie algebra then A = U(g) is of the above type with
A = S(g) so A! = ∧g∗. As explained in Section 2 this gives an example of
the above general situation. Furthermore the correspondence g 7→ ∧g∗ is an
anti-isomorphism of categories between the category of Lie algebras and the
category of free graded-commutative differential algebras generated in degree
1 (i.e. of the exterior algebras equipped with differentials).
This example shows that the class of augmented nonhomogeneous quadra-
tic algebras A considered here generalizes the class of the universal envelop-
ing algebras of Lie algebra. Notice that this class contains also the algebra
A = T (A)/({x ⊗ y − xy|x, y ∈ A}) associated to an associative algebra A
as explained in Section 3. This latter kind of quadratic-linear algebra is in-
teresting but is clearly not a good analogue of universal enveloping algebras
of Lie algebras. This is why we shall restrict attention to a smaller class of
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algebras where we impose the Poincare´ duality corresponding to the Goren-
stein property and the assumption of Koszulity which is natural and always
satisfied by the examples we have in mind.
Let A be a Koszul nonhomogeneous quadratic algebra which is quadratic-
linear and such that its quadratic part A is Koszul-Gorenstein (see in Section
4) and let E be the vector space of elements of degree 1 of A identified with
the corresponding generating subspace of A, that is
E = F 1(A) ∩Ker(ε)
where ε : A→ K is the augmentation of A. Under these assumptions, E will
be refered to as a Lie prealgebra and A will be refered to as the enveloping
algebra of E . If, furthermore the quadratic part A has polynomial growth
(see remark b) in Section 5) we shall speak of a regular Lie prealgebra. Ex-
amples 1 and 3 of last section give examples of regular Lie prealgebras while
Example 2 which is quadratic-linear and Koszul does not correspond to a Lie
prealgebra.
We formalize the notion of a Lie prealgebra with the following definition.
Definition 1. A Lie prealgebra is a triple (E,RE , ψE) where E is a finite-
dimensional vector space, RE is a vector subspace of E ⊗E and where
ψE : RE → E
is a linear mapping such that the quadratic algebra
AE = T (E)/(RE)
is Koszul-Gorenstein and such that the quadratic-linear algebra
AE = T (E)/({r + ψE(r)|r ∈ RE})
has the PBW property (so is Koszul). When no confusion arises concerning
RE and ψE the Lie prealgebra will be simply denoted by E; the quadratic-
linear algebra AE is its enveloping algebra. A morphism α from (E,RE , ψE)
to another Lie prealgebra (E ′, RE′, ψE′) is a linear mapping α : E → E
′ such
that (α⊗ α)(RE) ⊂ RE′ and α ◦ ψE = ψ
′
E ◦ (α⊗ α).
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This defines the category of Lie prealgebras and E 7→ AE is a covariant
functor from the category of Lie prealgebras to the category of quadratic-
linear Koszul algebras.
We now wish to describe completely the duality of Theorem 6 restricted
to Lie prealgebras.
Let us remind that a Frobenius algebra is a finite-dimensional algebra A
such that one has the left A-module isomorphism A ≃ A∗ between A and
its dual vector space A∗ where the left A-module structure of A∗ is induced
by the right A-module structure of A. This is equivalent to the existence of
a nondegenerate bilinear form (x, y) 7→ B(x, y) on A such that
B(xy, z) = B(x, yz)
for x, y, z ∈ A. Then the linear mapping
x 7→ B(•, x)
realizes the left A-module isomorphism A ≃ A∗. Concerning the graded
connected case, one has the following result [17].
Proposition 7. Let A be a finite-dimensional graded connected algebra such
that AD 6= 0 and An = 0 for n > D. The following conditions (i) and (ii)
are equivalent :
(i) A is a Frobenius algebra,
(ii) dim(AD) = 1 and (x, y) 7→ (xy)D is nondegenerate,
where (xy)D is the component of xy in AD.
If A is a graded connected Frobenius algebra, then there is an automorphism
σ ∈ Aut(A) of graded algebra (i.e. of degree 0) such that
xy = σ(y)x
for any x ∈ An and y ∈ AD−n with D as above and 0 ≤ n ≤ D.
Examples. The prototype of a graded Frobenius algebra as above is the exte-
rior algebra ∧E over a finite-dimensional vector space E with D = dim(E).
More generally, the Koszul dual A! of the quadratic algebra A of Example
4 in Section 5, that is the quadratic algebra generated by D elements ωα
(α ∈ {1, . . . , D}) with relations given by (5.7) with the q’s satisfying (5.6) is
a graded Frobenius algebra as above. Indeed a basis of this algebra is given
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by the ωi1 . . . ωik with i1 < i2 < · · · < ik and one verifies that Condition
(ii) of Proposition 7 is satisfied. In this case, the automorphism σ of that
proposition is given by
σ(ωα) = (−1)
D−1
∏
β 6=α
qαβωα (9.1)
for α ∈ {1, . . . , D}.
A particular case of the above algebra is the exterior algebra over a D-
dimensional vector space E which corresponds to qαβ = 1 for all α, β ∈
{1, . . . , D}. Formula (9.1) gives then
σ(x) = (−1)(D−1)nx
for x ∈ ∧nE, 0 ≤ n ≤ D.
Another particular case of the above algebra with D = 3 is the quadratic
algebra A! with relations (5.4) in (Example 3) Section 5. Formula (9.1) reads
σ(ω0) = ν
6ω0, σ(ω1) = ω1, σ(ω2) = ν
−6ω2
for the automorphism σ.
In the following we shall consider differential quadratic (Koszul) algebras
which are Frobenius and we shall call such an algebra a differential quadratic
(Koszul) Frobenius algebra. One has the corresponding category. It turns out
that the duality of Theorem 6 restricts as a duality between Lie prealgebras
and differential quadratic Koszul Frobenius algebras.
Theorem 8. Let E be a Lie prealgebra then A!E is a differential quadratic
Koszul Frobenius algebra and this defines an anti-isomorphism between the
category of Lie prealgebras and the category of differential quadratic Koszul
Frobenius algebras.
This follows from the fact proved in [17] that a quadratic Koszul algebra
A of finite global dimension is Koszul-Gorenstein if and only if its Koszul
dual A! is Frobenius.
10 Complexes and homologies
In this section we define the generalization of the Chevalley-Eilenberg com-
plexes for a Lie prealgebra and relate their (co)homologies to the correspond-
ing Hochschild (co)homologies of its enveloping algebra generalizing thereby
25
the relation between the Chevalley-Eilenberg (co)homologies of a Lie algebra
g and the corresponding Hochschild (co)homologies of its universal envelop-
ing algebra U(g). It turns out that several results of these developments
are valid in the more general context of quadratic-linear algebras. Let us
complete accordingly the definitions of last section.
Definition 2. A prealgebra is a triple (E,RE , ψE) where E is a finite dimen-
sional vector space, RE is a vector subspace of E⊗E and where ψE : RE → E
is a linear mapping such that
AE = T (E)/({r + ψE(r)|r ∈ RE})
is a quadratic-linear algebra, that is such that ψ1 = ψE and ψ0 = 0 satisfy the
conditions of Proposition 4. When no confusion arises concerning RE and
ψE the prealgebra will be simply denoted by E; the quadratic linear algebra
AE is its enveloping algebra. The morphisms of prealgebras are defined as in
the case of Definition 1 for Lie prealgebras.
One has therefore a category of prealgebras and the full subcategory of Lie
prealgebras. Notice that the functor E 7→ AE is such that one has E ⊂ AE
canonically and that one can recover the prealgebra (E,RE, ψE) from the
(augmented filtered) quadratic-linear algebra AE .
Given a prealgebra (E,RE, ψE) we let AE = A(E,RE) be the quadratic
part of its enveloping algebra AE . One can reformulate Theorem 6 in the
following manner similar to Theorem 8.
Theorem 9. Let E be a prealgebra then A!E is a differential quadratic algebra
and this defines an anti-isomorphism between the category of prealgebras and
the category of differential quadratic algebras.
A representation of the prealgebra E = (E,RE , ψE) also called a left
E-module is a vector space V equipped with a linear mapping pi of E into
End(V ) such that
m(pi ⊗ pi(r)) + pi(ψE(r)) = 0 (10.1)
for any r ∈ RE where m : End(V ) ⊗ End(V ) → End(V ) denotes the prod-
uct of endomorphisms. This is the same thing as a left AE-module since it
extends as a representation of T (E) which vanishes on {r + ψE(r)|r ∈ RE}
in view of (10.1).
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One defines similarily a right representation of E or a right E-module as
corresponding to a right AE-module; for instance if V is a left E-module, the
dual vector space V ∗ is canonically a right E-module.
Let (pi, V ) be a representation of E as above and let
δ(0)pi : V → V ⊗ E
∗
be the linear mapping defined by
δ(0)pi (v)(e) = pi(e)v
for e ∈ E and v ∈ V . The linear mapping δ
(0)
pi extends canonically as a right
A!E-module endomorphism
δpi : V ⊗A
!
E → V ⊗A
!
E
which is in fact an endomorphism of degree 1 of the free graded right A!E-
module V ⊗A!E.
Let d be the differential ofA!E and let us denote again by d the linear mapping
of degree 1 of V ⊗A!E into itself defined by
d(v ⊗ w) = v ⊗ dω
for v ∈ V and ω ∈ A!E. One has the following result.
Lemma 10. The linear mapping of degree 1
δpi + d : V ⊗A
!
E → V ⊗A
!
E
satisfies
(δpi + d)
2 = 0
i.e. the graded vector space V ⊗ A!E endowed with dpi = δpi + d is a cochain
complex of vector spaces.
Proof. One has
(δpi + d)v ⊗ ω = δpi(v)ω + v ⊗ dω
for v ∈ V and ω ∈ A!E. This implies
(δpi + d)
2v ⊗ ω = δ2pi(v)ω + δpi(v)dω + d(δpi(v))ω − δpi(v)dω + v ⊗ d
2ω
= (δ2pi(v) + d(δpi(v)))ω.
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On the other hand equation (10.1) is equivalent to
δ2pi(v) + dδpi(v) = 0 (10.2)
for any v ∈ V . 
The cochain complexes (V ⊗ A!E , dpi) generalize the Chevalley-Eilenberg
cochain complexes. Indeed if E is a Lie algebra g then A!E = ∧g
∗ and if
(pi, V ) is a representation of g then (V ⊗ ∧g∗, dpi) is a Chevalley-Eilenberg
cochain complex and all these cochain complexes are of this form.
By duality one obtains a chain complex (V ∗ ⊗A!∗E, d
∗
pi) from the complex
(V ⊗ A!E, dpi), in particular one has the chain complex (A
!∗
E, d
∗) which is a
differential coalgebra. More generally, given a right representation (W,pi)
one has the chain complex (W ⊗A!∗E, d
∗
pi). These chain complexes generalize
the Chevalley-Eilenberg chain complexes.
We now assume in the sequel of this section that E = (E,RE, ψE) is a
Lie prealgebra, i.e. that the enveloping algebra AE is Koszul and that its
quadratic part AE is Koszul-Gorenstein. This is equivalent to say that A
!
E
is a differential quadratic Koszul Frobenius algebra in view of Theorem 8. In
this case, one has
H•(V ⊗A!E) = Ext
•
AE
(K, V ) (10.3)
for a representation V of E and
H•(W ⊗A
!∗
E) = Tor
AE
• (W,K) (10.4)
for a right representation of E [14], where H•(V ⊗A!E) is the cohomology of
(V ⊗ A!E, dpi) and H•(W ⊗ A
!∗
E, d
∗
pi) is the homology of (W ⊗ A
!∗
E, d
∗
pi). This
generalizes what happens in the case where E is a Lie-algebra g, [6], [11], [19].
Recalling that for an algebra A and a (A,A)-bimodule M, that is a Ae-
module M (with Ae = A⊗ Aopp), one has
H•(A,M) = Ext•Ae(A,M)
for the Hochschild cohomology H•(A,M) of A and
H•(A,M) = Tor
Ae
• (M,A)
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for the Hochschild homology H•(A,M) of A with value in M, and remem-
bering that K can be considered as a left or as a right AE-module by using
the augmentation ε : AE → K, one deduces from (10.3) and (10.4) relations
between the above (co)homologies (of E) and the Hochschild (co)homologies
of the enveloping algebra AE of E which generalizes the relations between
the Chevalley-Eilenberg (co)homologies of a Lie algebra g and the Hochschild
(co)homologies of its universal enveloping algebra U(g).
11 Further prospect (tentative conclusion)
It is natural to expect that the differential calculi on quantum groups fall
in the framework described above namely the Koszul duality of Positselski
starting from Lie prealgebras.
In fact, it is usually not difficult to show that the quantum tangent space E
(see e.g. in [10], Chapter 14 for the definition) is a prealgebra in the sense
of Definition 2 and that the corresponding differential quadratic algebra A!E
is a Frobenius algebra. Indeed in most cases A!E is explicitely given as a
differential quadratic algebra which is by inspection a Frobenius algebra.
However it is generally more involved to prove the Koszulity of the enveloping
algebra AE that is here the Koszulity of its quadratic part AE .
In other words, it is generally easy to show that the quantum tangent spaces
are weak Lie prealgebras in the sense of the following definition.
Definition 3. A weak Lie prealgebra is a prealgebra E such that the differ-
ential quadratic algebra A!E is a Frobenius algebra.
Given such a weak Lie prealgebra E, it is a Lie prealgebra if and only if
AE is Koszul, or equivalently if and only if A
!
E is Koszul.
For instance we have shown that relations (8.1) define a Lie prealgebra;
it turns out that this is the quantum tangent space corresponding to the left
covariant differential calculus on the twisted SL(2) group of [20]. On the
other hand one shows easily that the quantum tangent spaces corresponding
to the 4D± bicovariant differential calculi on the same twisted (quantum)
SL(2) group are weak Lie prealgebras. We conjecture that they are in fact
Lie prealgebras but to show this one has to prove the Koszulity of the corre-
sponding algebras.
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It is worth noticing that the Koszul property is a very nice and desirable
property which here is furthermore natural in view of the duality described
in Theorem 8 as well as in view of the (co)homological results described in
last section. In contrast, Definition 3 is somehow artificial and corresponds
to intermediate properties. Thus an important task remains to show that
the usual quantum tangent spaces corresponding to the differential calculi
on quantum groups are Lie prealgebras.
Finally we mention that we are aware that there are many very interesting
related papers on the so-called quantum Lie algebras. However, to the best
of our knowledge the description given in the present paper of the basic
structures which are relevant is new.
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