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Abstract
It is well known that the problem of deciding whether a given digraph has a k-cycle factor for some
constant k (i.e. a collection of k disjoint cycles that cover all vertices of the digraph) isNP-complete
as this is a generalization of the Hamilton cycle problem. In this paper, we show that for the class of
locally semicomplete digraphs the existence of a 2-cycle factor can be decided, and a 2-cycle factor
found if it exists, in time O(n3), where n is the order of the digraph.
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1. Introduction
A digraph is semicomplete if it has no pair of non-adjacent vertices and it is locally
semicomplete if the set of out-neighbors of x and the set of in-neighbors of x both in-
duce semicomplete digraphs, for every vertex x of D. Locally semicomplete digraphs
were introduced in [1] and by now a lot is known about the structure of these digraphs,
see e.g. [2].
Two cycles in a digraphD are complementary if they are disjoint and cover all vertices of
D. The existence of complementary cycles has been studied for various classes of digraphs in
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the literature. In [8] it was shown that, with a single exception, every 2-strong tournament on
n6 vertices contains complementary cycles of length 3 and n− 3 and this was extended
to k and n − k, for all k ∈ {3, . . . , n − 3}, in [9]. In [5] it was shown that a 2-strong
locally semicomplete digraph of order n8 contains a pair of complementary cycles unless
it is the second power of an odd cycle in which case no such cycles exist. In [6] the
authors characterized those strong but not 2-strong tournaments which do not have a pair of
complementary cycles. See [2, Section 6.10] for further results on complementary cycles
in digraphs.
In this paper, we describe an O(n3) algorithm for deciding whether a locally semicom-
plete digraph D of order n has a pair of complementary cycles. We divide the solution of
the problem into two parts. First, we give a relatively simple algorithm for the casewhere the
input digraph is semicomplete and then, using this result, we solve the problem for
the full class of locally semicomplete digraphs. The results of the present paper are used
in [4], where we solve the same problem for the class of quasi-transitive digraphs, another
generalization of semicomplete digraphs.
2. Terminology and preliminaries
The terminology will follow [2] and we shall only mention notation that we think should
be repeated here.
A digraph is connected if the underlying graph is connected.
We denote the arc set of a digraph D by A(D) and the vertex set by V (D). If a digraph
D = (V (D),A(D)) has an arc from x to y, we will denote it by xy or x → y and say
that x dominates y. If X and Y are disjoint vertex sets then X → Y means that every
x ∈ X dominates every y ∈ Y . If X → Y and there is no arc from Y to X then we use the
notation X → Y . For each x ∈ V (D), N+(x) (N−(x)) denotes the set of those vertices
y ∈ V (D) − x such that x → y (y → x). This notation generalizes to sets of vertices in
the obvious way.
If X is a subset of V (D) or a subdigraph of D thenD〈X〉 is the subdigraph of D induced
by (the vertices of) X.
For a digraph R with vertex set V (R)= {u1, u2, . . . , ur}, and digraphs H1, H2, . . . , Hr ,
let D =R[H1, H2, . . . , Hr ] be the digraph with vertex set V (D)= V (H1) ∪ · · · ∪ V (Hr),
in which xy ∈ A(D) if and only if there exists either an i ∈ {1, 2, . . . , r}, such that
xy ∈ A(Hi), or a pair i = j , such that x ∈ V (Hi), y ∈ V (Hj ), and uiuj ∈ A(R). In other
words, D is obtained from R by substituting Hi for the vertex ui , i = 1, 2, . . . , r .
If D is not strongly connected then, by an acyclic ordering of the strong components of
D, we mean an ordering D1,D2, . . . , Dk , k2, such that there is no arc from Dj to Di
if j > i. It is well known that such an ordering can be obtained in time O(n2) (see e.g. [2,
Chapter 4]).
Lemma 1 (Bang-Jensen [1]). LetDbe a non-strong locally semicomplete digraphwhich is
connected.Then the strong components ofDhaveauniqueacyclic orderingD1,D2, . . . , Dk ,
k2 and furthermore we have
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(1) Di → Di+1, for i = 1, 2, . . . , k − 1.
(2) If there is an arc from Di to Dj , j i + 1 then Di′ → Dj ′ , for all i i′<j ′j .
(3) Each Di is a semicomplete digraph, i = 1, 2, . . . , k.
The second power of the directed cycle on n vertices is the 2-regular (locally semicom-
plete) digraphD=(V ,A), whereV={v0, v1, . . . , vn−1} andA={vi → vi+1 | i=0, . . . , n−
1} ∪ {vi → vi+2 | i = 0, . . . , n− 1}, with indices modulo n.
Further structural results on locally semicomplete digraphs can be found in [2, Chapter
4].
We say that x is a separating vertex of the strong digraph D if D − x is not strongly
connected. If D is strong and has no separating vertex, then D is 2-strong.
A k-path-q-cycle subdigraph of a digraph D is a collection of k paths and q cycles, all
disjoint.A 0-path-q-cycle subdigraph is a q-cycle subdigraph.A k-cycle factor is a spanning
k-cycle subdigraph (i.e., it covers all vertices of D). In particular, a pair of complementary
cycles constitutes a 2-cycle factor.
The converse conv(D) of a digraphD is the digraphwe obtain by reversing the orientation
of all arcs of D. Clearly, D is a locally semicomplete digraph if and only if its converse is a
locally semicomplete digraph.
Lemma 2 (Bang-Jensen and Gutin [2, Theorem 5.5.2]). In time O(n2) one can ﬁnd the
strong components of a given locally semicomplete digraph on n vertices and a hamiltonian
cycle in each strong component of order at least two.
3. Finding complementary cycles in semicomplete digraphs
Lemma 3. Let S be a strong semicomplete digraph of order n and u be a separating vertex
of S. In time O(n2) we can either ﬁnd a 2-cycle factor in S, verify that no such cycles exist,
or reduce the problem to a smaller problem or two smaller problems of total order at most
n+ 1.
Proof. Let T1, . . . , Tk be the strong components of S − u, ordered such that Ti → Tj , for
all 1 i < jk. Since Ti → Ti+2, for all i = 1, . . . , k − 2, S − Tj is strong, for every
j = 2, . . . , k − 1. Thus if Tj has more than one vertex, for a j ∈ {2, . . . , k − 1}, we can
ﬁnd the desired cycles by ﬁnding a hamiltonian cycle in each of S − Tj and Tj and the
claim follows from Lemma 2. Thus, we may assume that Ti = {ti}, for i = 2, . . . , k − 1. If
|V (T1)| = |V (Tk)| = 1 then S has no 2-cycle factor, since every cycle in S must contain u.
By considering conv(S) if necessary, we may assume that |V (Tk)|> 1. Consider ﬁrst the
case that V (T1) = {t1} and |V (Tk)|> 1. If tk−1 → u then we obtain the desired cycles by
taking the cycle u → t1 → · · · → tk−1 → u and a hamiltonian cycle in Tk . So assume that
u → tk−1. Now the only possible structure of a 2-cycle factor is u → t1 → · · · → tk−1 →
v1 → · · · → vh → u and a hamiltonian cycle C in Tk−{v1, . . . , vh}, where (v1 . . . vh)∪C
is a 1-path-1-cycle factor of Tk . A 2-cycle factor of this type exists if and only if Tk contains
a 1-path-1-cycle factor (v1 . . . vh)∪C with vh ∈ N−S (u). This condition can be checked as
follows: Let S′ be obtained from S by deleting all the vertices t1, t2, . . . , tk−1 and adding all
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arcs from u to V (Tk) which are not in S. There is an obvious 1–1 correspondence between
1-path-1-cycle factors (v1 . . . vh) ∪ C of Tk , with vh ∈ N−S (u), and 2-cycle factors of S′.
Thus, by recursively deciding whether S′ has a 2-cycle factor, we decide whether S has one.
In the remaining case, |V (T1)|> 1 and |V (Tk)|> 1, we can again use the approach above.
If k > 2 and either tk−1 → u or u → t2 then we can easily ﬁnd the desired cycles, so
assume that either k = 2 or we have t2 → u → tk−1 and k4. If k = 2 and either T1 ∪ {u}
or T2 ∪ {u} is strong then it is easy to ﬁnd complementary cycles. Otherwise, any 2-cycle
factor of S must consist of a non-hamiltonian cycle C in Tt for a t ∈ {1, k} and a Hamilton
cycle in S〈V (S) − V (C)〉 which contains a subpath (v1 . . . vh), such that (v1 . . . vh) ∪ C
is a 1-path-1-cycle factor of Tt and vh ∈ N−(u) (if t = k) or v1 ∈ N+(u) (if t = 1).
Thus, using the same reduction method as above twice (to u and Tk , respectively, u and
T1), we can reduce the problem to two smaller problems of the same type and total order
|T1| + |Tk| + 2n+ 1. 
The following is a key lemma in the proof of both the semicomplete case and the locally
semicomplete case.
Lemma 4. Let D be a strong locally semicomplete digraph and X a strong subdigraph of D
such thatD−X is connected but not strongly connected. Let T1, T2, . . . , Tk be the acyclic
ordering of the strong components of D −X. At least one of the following holds:
(1) X contains a separating vertex of D.
(2) D −X contains a separating vertex of D.
(3) D has a pair of complementary cycles.
(4) |Tk|3.
Furthermore, in time O(n2|X|) we can either verify that (4) holds, ﬁnd a separating
vertex of D, or ﬁnd a pair of complementary cycles of D.
Proof. We can check in timeO(n2|X|) whether (1) holds and whether |Tk|3, so we may
assume below that X contains no separating vertex of D and that |Tk|> 3. If we ﬁnd a
vertex z ∈ V (Tk), such that Tk − z is strong and z dominates a vertex of X, then, from the
observation that D − (Tk − z) is strong and Lemma 2, we can construct complementary
cycles in time O(n2) and (3) holds. Thus, we may assume that, whenever we consider a
vertex z ∈ N−(X) ∩ V (Tk) below, Tk − z is non-strong. Now let w ∈ N−(X) ∩ V (Tk)
be a in-neighbor of X in Tk and letQ1(w),Q2(w), . . . ,Qkw(w), kw2, denote the unique
ordering of the strong components of Tk−w.As Tk−1 → Tk , it is easy to see thatD−Q1(w)
is strong. Thus, by Lemma 2, we can obtain a pair of complementary cycles in timeO(n2),
unless |Q1(w)|=1. Note that in the latter case the unique vertex ofQ1(w) has in-degree one
inTk . This and the fact thatTk is a strong semicomplete digraphwithmore than three vertices
implies that X has at most two in-neighbors in Tk . Consider again the strong components
Q1(w),Q2(w), . . . ,Qkw(w),kw2. Eitherw is a separating vertex of D, and (2) holds, or
there is an in-neighborw′ of X inQkw(w). If |Qkw(w)|> 1 andQkw(w)−w′ is strong then
we easily obtain complementary cycles in the desired time, asD−(Qkw(w)−w′) is strong.
Since Tk − w′ is not strong, there is no arc from the terminal component of Qkw(w)− w′
to w. Thus either w′ is a separating vertex of D (as w and w′ are the only in-neighbors of X
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in Tk), implying that (2) holds, orQkw(w)= {w′}. In the latter case it follows from the fact
that Tk − w′ is not strong that Qkw−1(w) has no arc to w and therefore w′ is a separating
vertex of D and we are done. 
Nowwe are ready to describe the algorithm for ﬁnding a 2-cycle factor in a semicomplete
digraph S or determining that none exists. We can assume below that S is strong, since
otherwise we can decide the existence of a 2-cycle factor by ﬁnding the strong components
of S; a 2-cycle factor exists in a non-strong semicomplete digraph if and only if it has exactly
two strong components, each of order at least two. Then we can apply Lemma 2.
Theorem 5. Let S be a semicomplete digraph of order n. In timeO(n3)we can ﬁnd a 2-cycle
factor in S or verify that none exists.
Proof. As explained above, it sufﬁces to consider the case when S is strong. We will prove
below that in time O(n2) we can either ﬁnd a 2-cycle factor or a separating vertex of S. By
Lemma 3, this will imply the correctness of the algorithm. Furthermore, the time complexity
T (n) of the algorithm on a semicomplete digraph of order n satisﬁes
T (n)= O(n2)+ T (n1)+ T (n2),
where n1 + n2n+ 1 and 3nin− 2 (i = 1, 2), implying that T (n)= O(n3).
If n< 10 we check for the existence of a 2-cycle factor in constant time, so assume from
now on that n10.
As S is strong, a 3-cycle can be found in time O(n2) by choosing an arbitrary vertex x
and ﬁnding an arc from N+(x) to N−(x) (in a strong semicomplete digraph of order n3
every vertex is contained in a 3-cycle). Let C be such a 3-cycle and ﬁnd in time O(n2) the
unique acyclic ordering of the strong components, T1, . . . , Tk , of S − C.
If k = 1 then C and a hamiltonian cycle in S − C form the desired cycles, so we may
assume that k2. As S − V (Ti) is strong, for every i = 2, . . . , k − 1, we can also ﬁnd the
desired cycles if |V (Ti)|> 1, for some i ∈ {2, . . . , k − 1}. So assume for the rest of the
proof that Ti = {ti}, for i = 2, . . . , k − 1.
Ifmax{|V (T1)|, |V (Tk)|}> 3 then, by takingX=C and applying the algorithmof Lemma
4 to S or the converse of S, in time O(n2) we either ﬁnd a 2-cycle factor of S and stop, or
we ﬁnd a separating vertex of S and can ﬁnish by invoking Lemma 3. So assume below that
|V (T1)|3 and |V (Tk)|3.
Since n10, the following three cases cover all possibilities.
Case 1: V (T1)= {t1} and V (Tk)= {tk}. Let a, b, c, d be four vertices such that {a, b} =
{t1, t2} and {c, d} = {tk−1, tk} and note that, by our assumption on the order of S, {a, b} ∩
{c, d} = ∅. Construct a new digraph, S˜, by adding to S the two vertices s and t along
with the arcs s → {c, d} and {a, b} → t . Now, in S˜, ﬁnd two internally vertex disjoint
(s, t)-paths or verify that such paths do not exist. This is doable in time O(n2), using a
ﬂow algorithm on an appropriately constructed network with unit vertex capacities (see [2,
Section 7.4]). If these two paths do not exist then, using a cut of capacity one in the ﬂow
network, we can identify a separating vertex of S and reduce the problem via Lemma 3.
Hence, we may assume that there exist vertex disjoint paths P1 and P2 from {c, d} to {a, b}
in S. By renaming the vertices inside {a, b}, {c, d}, and V (C) = {x, y, z} appropriately,
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the paths must have one of the following two structures: P1 = c → x → a and either
P2 = d → y → b or P2 contains the two arcs d → y and z → b. Consider the former
case and note that, since k > 4, there are (at least) two different 2-cycle factors of S − z:
x → a → c → x and y → b → T3 → · · · → Tk−2 → d → y or y → b → d → y
and x → a → T3 → · · · → Tk−2 → c → x. One of these two factors has the property
that the cycle C˜, which contains T3, has either w → z → T3 or T3 → z → w, where
{w} = V (C) ∩ V (C˜). Therefore, C˜ contains an arc i → j with i → z → j , so z can be
inserted somewhere in C˜ in time O(n). This yields a 2-cycle factor of S.
In the latter case above, if y → z we have the 2-cycle factor d → y → z → b → T3 →
· · · → Tk−2 → d and c → x → a → c. Otherwise, there exist 2< ij < k − 1 such that
P2 contains the arcs y → Ti and Tj → z, and we have the factor d → y → Ti → Ti+1 →
· · · → Tj → z → b → d and c → x → a → T3 → · · · → Ti−1 → Tj+1 → · · · →
Tk−2 → c.
Case 2: |V (T1)|, |V (Tk)|> 1. Since n10 and |V (T1)|, |V (Tk)| ∈ {2, 3}, we must have
k3. Using a ﬂow network similar to the one above (add two new vertices s, t and arcs
such that s → V (Tk) and V (T1) → t), in time O(n2) we either ﬁnd a separating vertex
of S, and reduce the problem via Lemma 3, or we ﬁnd two vertex disjoint paths P1, P2
starting in V (Tk) and ending in V (T1), such that these paths have only their initial vertex in
V (Tk) and only their terminal vertex in V (T1). Let P1 be a (c, a)-path and P2 a (d, b)-path.
Using the same arguments as above we can now ﬁnd two disjoint cycles C1, C2 covering
V (C) ∪ V (T2) ∪ · · · ∪ V (Tk−1) ∪ {a, b, c, d} with the property that {a, c} ⊂ V (C1) and
{b, d} ⊂ V (C2). Thus if |V (T1)| = |V (Tk)| = 2 we are done. So assume that at least one
of |V (T1)|, |V (Tk)| is three. If V (T1) = {a, b, r} then we can insert r into one of the two
cycles C1 and C2 in time O(n), using the fact that r → {c, d} and r is dominated by either
a or b. Similarly one can insert a possible third vertex of Tk into one of the resulting cycles.
Case 3: k > 2 and |V (Tk+1−i )| = 1, |V (Ti)|> 1 for i = 1 or i = k. By considering the
converse of S if necessary, we may assume that |V (Tk)|> 1. The idea used here is the same
as in the two cases above. Find two disjoint paths from V (Tk) to V (T1) ∪ V (T2)= {a, b}.
Use these to construct two disjoint cycles covering all vertices of S except the possible third
vertex of V (Tk) and then insert that vertex (if it exists) as we did above. 
4. Finding complementary cycles in locally semicomplete digraphs
A local tournament is a locally semicomplete digraph without cycles of length two. A
digraphD is round if we can label its vertices v0, v1, . . . , vn−1 in such away that for each i=
0, 1, . . . , n−1we haveN+(vi)={vi+1, . . . , vi+d+(vi )} andN−(vi)={vi−d−(vi ), . . . , vi−1},
where indices are modulo n. We call such a labelling a round enumeration of D.
Lemma 6 (Bang-Jensen [1]). A connected local tournament is round if and only if no ver-
tex has a cycle among its out-neighbors or its in-neighbors. That is, each ofN+(x),N−(x)
induces a transitive tournament, for every vertex x.
Observe that every induced subdigraph H of a round digraph is again round with the
same enumeration restricted to V (H). Also, an induced cycle can always be found in time
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O(n2) and it has a unique round enumeration (modulo rotations). Now, let D be a strong
round local tournament and C be an induced cycle in D. If C is not a Hamilton cycle then,
by Lemma 6 and strong connectivity of D, some vertex x ∈ V (D) − V (C) dominates a
vertex of V (C) and is dominated by a vertex of V (C); thus there is an arc v → v+ inCwith
v → x → v+. In fact, by strong connectivity and the deﬁnition of a local tournament, this
property holds for every x ∈ V (D)− V (C). Using that any round enumeration of D must
specialize to the given enumeration of C, it is not hard to see that, in any round enumeration
of D, x, v, and v+ must be enumerated in the relative order v, x, v+. Hence, by inserting x
between v and v+ in C, we obtain the unique round enumeration of V (C)∪ {x}. Therefore,
starting from the unique round enumeration of C and adding the remaining vertices one by
one, we obtain the round enumeration of D. Now we have the following lemma, by noting
that, in the case where D is non-strong, the statement follows from Lemma 1, as each Di
must be a singleton.
Lemma 7. Every connected round local tournament has a unique round enumerationwhich
can be constructed in time O(n2).
The following lemma is a direct consequence of the deﬁnition of a round enumeration.
Note that the length of a shortest cycle in the second power of a cycle on 2k + 1 vertices is
k + 1. Hence such a digraph cannot have a 2-cycle factor.
Lemma 8. Let D be a 2-strong round local tournament with round enumeration
v1, v2, . . . , vn. If n= 2k is even then C1= v1v3v5 . . . v2k−1v1 and C2= v2v4v6 . . . vnv2 are
complementary cycles of D. If n= 2k + 1 is odd and D is not the second power of an odd
cycle, then w.l.o.g. v2k+1 → v3 and C1 = v1v2v4v6 . . . v2kv1 and C2 = v3v5v7 . . . v2k+1v3
are complementary cycles of D. If D is the second power of an odd cycle, then D does not
have a 2-cycle factor.
A locally semicomplete digraph D is round decomposable if there exists a round local
tournament R on r2 vertices and strong semicomplete digraphs S1, S2, . . . , Sr such that
D = R[S1, S2, . . . , Sr ] (see [2, Section 4.11]).
It follows from Lemma 1 that every connected, but not strongly connected, locally semi-
complete digraph is round decomposable and the local tournament R above and its unique
round enumeration is obtained from the acyclic ordering of the strong components of D by
contracting each of these into a single vertex.
Lemma 9. Let D be a round decomposable locally semicomplete digraph with round de-
compositionD=R[S1, S2, . . . , Sr ]. Then D contains complementary cycles, unless one of
the following holds:
(1) D is not strong and either r3 or one of S1, S2 is just a vertex.
(2) D = R and R is the second power of an odd cycle.
(3) No D〈Sj 〉 has a non-hamiltonian cycle and, for at least one separating vertex ri of R,
the corresponding Si has |Si | = 1.
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Proof. Suppose that none of (1)–(3) holds. If D is not strong or D = R then it is easy to
ﬁnd complementary cycles, using Lemma 8. So we may assume thatD is strong and at least
one Si has more than one vertex. Since (3) does not hold, either some D〈Sj 〉 contains a
non-hamiltonian cycle C, or every separating vertex ri of R has |V (Si)|> 1. In the former
case, since D〈Sj − C〉 contains a Hamilton path, D has complementary cycles consisting
of C and a Hamilton cycle ofD−C. Now suppose the latter case holds. Note that Rmay be
considered to be an induced subdigraph of D and let X be the following subset of V (D): X
contains all vertices ofR and for each i such that |V (Si)|> 1,X contains onemore vertex r ′i of
V (Si) besides ri . Since all vertices in V (Si) have the same adjacencies to V (D)−V (Si)we
may assume that r ′i is chosen such that ri → r ′i whenever |V (Si)|> 1. Note that taking the
vertices in the order r1, r ′1, r2, r ′2, . . . , r|R|, r ′|R|, r1, r ′1, where r ′j is suppressed if |V (Sj )|=1,
we obtain a cycle of length |X|. Now, from the assumption that the last part of (3) does not
hold, it follows that the locally semicomplete digraph H induced by X contains a spanning
round local tournament, which is obtained from the second power of an |X|-cycle by adding
at least one more arc. Hence, by Lemma 8, H has a pair of complementary cycles C,C′.
Now, replacing the vertex r ′i by a hamiltonian path in Si − ri , for each i with |V (Si)|> 1,
we obtain the desired cycles in D. 
This immediately implies the next result.
Corollary 10. A 2-strong round decomposable locally semicomplete digraph D has a 2-
cycle factor unless it is the second power of an odd cycle and one can ﬁnd a pair of
complementary cycles in time O(n2) given the round decomposition of D.
The following lemma is an easy consequence of the deﬁnition of a locally semicomplete
digraph.
Lemma 11. Let D be a strong locally semicomplete digraph and C a 2-cycle or a 3-cycle
of D. Either one of the vertices of C is a separating vertex of D or D − C is connected.
Lemma 12. Let D be a strong locally semicomplete digraph and C a cycle such thatD−C
is connected, but not strongly connected, and let T1, . . . , Tk be the unique acyclic ordering
of the strong components of D − C. If |V (Ti)|> 3 for some i = 2, . . . , k − 1 then D has a
pair of complementary cycles and we can ﬁnd such cycles in time O(n2).
Proof. By Lemma 1(3), Ti is a strong semicomplete digraph and, since |V (Ti)|> 3, Ti has
a non-hamiltonian cycle C′ (see e.g. [2, Theorem 1.5.1]). Since Ti −C′ is semicomplete, it
has a hamiltonian path and, by Lemma 1(1), Ti → Ti+1, for i = 1, . . . , k − 1. Finally, the
fact that D is strong implies that there is an arc from V (Tk) to V (C) and an arc from V (C)
to V (T1). Now we see that D − C′ is strong and the claim follows from Lemma 2. 
Lemma 13. Let D be a 2-strong locally semicomplete digraph on n13 vertices. Suppose
C is a 3-cycle or a 2-cycle such that D − C is connected and has strong components
T1, T2, . . . , Tk , where k3 and Tj → Tj+1, for j =1, 2, . . . , k−1. If there exists an i with
1 ik − 2, such that there is no arc from Ti to Ti+2, then we can ﬁnd a 2-cycle factor of
D in time O(n2).
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Proof. Consider ﬁrst the case when |Ti+1|> 1. If D − Ti+1 is strong then ﬁnd a hamil-
tonian cycle here and in Ti+1 and ﬁnish. So assume this is not the case. Now, applying
Lemma 12, we see that we can assume that |V (Ti+1)| ∈ {2, 3}. Note that if there is an arc
from V (T2) ∪ · · · ∪ V (Ti) to V (C), or an arc from V (C) to V (Ti+2) ∪ · · · ∪ V (Tk−1),
then some strong component of D − Ti+1 contains more than three vertices and hence
we can ﬁnish by applying Lemma 12 or Lemma 4 (possibly applied to conv(D)). Hence
we may assume that there is no arc from V (T2) ∪ · · · ∪ V (Ti) to V (C) and no arc from
V (C) to V (Ti+2) ∪ · · · ∪ V (Tk−1). This implies that if there is an arc from V (C) to
V (Tj ), 1<j i, then V (C) → V (T2) ∪ · · · ∪ V (Tj ). Similarly, the existence of an arc
from V (Tp) to V (C) with i + 2p<k implies that V (Tp) ∪ · · · ∪ V (Tk−1) → V (C).
Using this and the fact that D is 2-strong, we see that we may assume there is an arc
from V (C) to V (T2) ∪ · · · ∪ V (Ti) precisely when |T1| = 1 and that there is an arc from
V (Ti+2) ∪ · · · ∪ V (Tk−1) to V (C) precisely when |Tk| = 1. Note also that if C is a 3-
cycle and there is an arc from V (T1) to V (C) or from V (C) to V (Tk) then we can ﬁnish
by applying either Lemma 4 or Lemma 12 (since V (T1) ∪ V (C) or V (C) ∪ V (Tk) is a
strong component of order at least four in D − Ti+1). So assume that V (Tk) → V (C) →
V (T1); if C is a 2-cycle this follows from the fact that D is 2-strong and that there is
no arc from T1 to Tk . Then, either max{|V (T1)|, |V (Tk)|}3 or we may remove a non-
hamiltonian cycle from T1 or Tk and obtain a strong digraph and, hence, a 2-cycle factor
of D.
By the fact that n13, we see that if max{|V (T1)|, |V (Tk)|}> 1, thenD is round decom-
posable, because if |V (T1)|> 1 (resp. |V (Tk)|> 1) then, by our assumption above, there is
no arc from V (C) to V (T2) (resp. V (Tk−1) to V (C)), hence no arc from V (C) to V (Ti+1)
(resp. V (Ti+1) to V (C)). Therefore there can only be arcs in one direction between V (Ti+1)
and V (C). We obtain the corresponding round local tournament R by contracting C to a
vertex tk+1 and each component Ts to a vertex ts . The round enumeration is the ordering
t1, t2, . . . , tk, tk+1 and now we can apply Corollary 10. It remains to consider the case when
|T1| = |Tk| = 1. If there is no arc from Ti+1 to V (C) or no arc from V (C) to Ti+1 then it is
easy to see (as above) thatD is round decomposable. So wemay assume that such arcs exist.
Then V (T1)∪· · ·∪V (Ti+1) and V (Ti+1)∪· · ·∪V (Tk) both induce semicomplete digraphs,
as V (Ti+2)∪ · · · ∪V (Tk) → V (C) → V (T1)∪ · · · ∪V (Ti). If i2 then take verticesw ∈
V (T2), a ∈ V (Ti+1), c ∈ V (C) such that a → c. Then w → a → c → w is a 3-cycle
andD−{a, c,w} is strong. If i=1 then use that k5 and take verticesw′ ∈ V (Tk−1), a′ ∈
V (Ti+1), c′ ∈ V (C) such that c′ → a′. Then a′ → w′ → c′ → a′ and D − {a′, c′, w′} is
strong.
Finally, consider the case when V (Ti+1) = {u}, for some vertex u. Since u is not sepa-
rating, there is an arc p → x from V (Ti) to V (C). This and the facts that D is 2-strong
and has no arc from V (Ti) to V (Tk) imply that C is a 3-cycle on vertices x, y, z and there
are arcs from V (Tk) to both y and z. Furthermore, V (Tk) has no arc to x as that would
imply an arc from V (Ti) to V (Tk). So we must have x → V (Tk). W.l.o.g. C has the ori-
entation x → z → y → x. Using that there is no arc from V (Ti) to V (Ti+2) and that
x must be dominated by a vertex in V (T1) (since y → V (T1) and y → x) we see that
V (T1) ∪ · · · ∪ V (Ti) → x → V (Ti+2) ∪ · · · ∪ V (Tk) and that both y and z dominate all
vertices of V (T1). Furthermore, since V (Tk) → y and y is adjacent to p (p and y both
dominate x), we must have y → p and now we see that y → V (T1) ∪ · · · ∪ V (Ti).
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Let a ∈ V (T1) be arbitrary. Then C′ = a → x → z → a is a 3-cycle and D − C′ is
strong. 
The next lemma shows that in some cases we can reduce the problem to a similar one for
semicomplete digraphs, a problem which we already know how to solve.
Lemma 14. Let D be a locally semicomplete digraph which is strong but not 2-strong and
let u be a separating vertex of D. In time O(n2) we can either ﬁnd a pair of complementary
cycles of D, verify that no such cycles exist or reduce to either the same problem on a
semicomplete digraph of order at most n − 1 or two instances of the problem on two
semicomplete digraphs of total order at most n+ 1.
Proof. Let T1, T2, . . . , Tk be the unique acyclic ordering of the strong components of
D − u. Suppose ﬁrst that some Ti , 1< i <k, has more than one vertex. If D − V (Ti)
is strong then we are done, since we can ﬁnd hamilton cycles in Ti and D − V (Ti) in
total time O(n2). Hence we may assume that there is no arc from Ti−1 to Ti+1 and it is
easy to see that we may also assume that Ti has no non-hamiltonian cycle. Now D has
complementary cycles if and only if the locally semicomplete digraph we obtain by con-
tracting V (Ti) into one vertex has such cycles. It follows that we can assume |Tj | = 1 for
j = 2, . . . , k − 1 and from now on the argument is identical to the proof of Lemma 3.
The last part of the claim in the lemma follows from the fact that each Ti is a semicom-
plete digraph. Hence when we reduce the problem, we do so to the class of semicomplete
digraphs. 
Theorem 15. Let D be a locally semicomplete digraph of order n. In time O(n3) we can
ﬁnd a 2-cycle factor in D or verify that none exists.
Proof. We may assume that n13, as small cases can be resolved in constant time. We
will show that in time O(n3) we can either solve the problem or reduce to the case of
semicomplete digraphs. This will imply the claim, by Theorem 5.
IfD is not strong then it has complementary cycles if and only if it has exactly two strong
components, each of size at least two, so we may assume D is strong. In time O(n3) we can
either ﬁnd a separating vertex, or decide thatD is 2-strong. In the ﬁrst case, applying Lemma
14, we can either solve the problem in time O(n2) or reduce the problem to semicomplete
digraphs, in which case the problem can be solved in O(n3) as in Section 3. So assume
below that D is 2-strong.
In time O(n3) we can ﬁnd a 3-cycle C if one exists. If D has no such cycle we check in
time O(n2) whether D contains a 2-cycle and if so we let C be such a cycle. If no cycle C
has been determined yet then it follows from Lemma 6 and the fact that N−(h) and N+(h)
induce semicomplete digraphs, for each vertex h of D, that D is a round local tournament.
Hence we can ﬁnish in time O(n2) by applying Lemmas 7 and 8. So we shall assume we
have found the cycle C and note that C is a 3-cycle unless D contains no such cycle. We
may also note at this point that if C is found then D cannot be the second power of an odd
cycle so, by the result of [5] mentioned in the introduction, D must have complementary
cycles. We now proceed to ﬁnd such cycles.
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IfD−C is strong then we are done, by Lemma 2. So assume this is not the case and note
that, since D is 2-strong, Lemma 11 implies that D − C is connected. Let T1, T2, . . . , Tk ,
k2 be the unique acyclic ordering of the strong components ofD−C. Applying Lemma
13, we either solve the problem in time O(n2) or verify that |Tj | = 1, for 1<j <k, and
Ti → Ti+2, for every i = 1, 2, . . . , k − 2.
The rest of the proof follows the same line as that of Theorem 5 andwe shall only describe
how to handle the extra cases which occur when D is not semicomplete. Notice that below
we may still use the fact that D is 2-strong.
If max{|T1|, |Tk|}> 3 then, applying Lemma 4, we ﬁnd the desired cycles in time O(n2).
So assume below that max{|T1|, |Tk|}3.
Case 1: |V (T1)| = |V (Tk)| = 1. Let V (T1) = {a}, V (T2) = {b}, V (Tk−1) = {c} and
V (Tk)= {d}.
IfD−C is semicomplete then we can argue exactly as we did in the proof for semicom-
plete digraphs. Hence we may assume that there is no arc from T1 to Tk .
Suppose ﬁrst that C is the 2-cycle x → y → x. Then the fact that D has no separating
vertex and no 3-cycle implies that {c, d} → V (C) → {a, b}. Recall that we also have
Ti → Ti+2. Hence D contains a spanning 2-strong round local tournament H in which
every vertex has out- and in-degree at least two and at least two vertices have out-degree
more than two. Namely enumerate the vertices in the order T1, T2, . . . , Tk, x, y. Now it
follows from Lemma 8 that we can ﬁnd the desired cycles in time O(n).
Suppose now that C is a 3-cycle x → y → z → x.
The three cases below cover all non-equivalent cases (via reversing all arcs).
Subcase 1.1: a dominates a vertex of C. W.l.o.g. a → x. Since D is 2-strong and D − C
is not semicomplete we also have the arcs x → d and d → {y, z} → a. Considering
the 3-cycle C′ = a → x → y → a instead of C we see that either D − C′ is strong
or we can reduce to Case 3 below or conclude that z must be the unique vertex of the
terminal component and b the unique vertex of the initial component ofD−C′. IfD−C′
is semicomplete we can argue as we did in the proof for semicomplete digraphs. Hence
we may assume that this is not the case and thus x → b and b → y must hold. If z → c
then we are in Case 3 below, so assume that this is not the case. If c does not dominate
z then, by applying Lemma 13 to D − C′, we ﬁnd the desired cycles in time O(n2) (the
vertex c will form the third from last strong component inD−C′). So assume that c → z.
Now y is adjacent to c. If c → y, then D − C′′ is strong where C′′ = z → x → d → z
so we can assume that y → c. If y has an in-neighbor w ∈ V (T3) ∪ · · · ∪ V (Tk−2) then
y → a → w → y is a 3-cycle andD−{a, y,w} is strong. So we may assume that y has no
such neighbor and now it follows from the fact that y → c that y → V (T3)∪· · ·∪V (Tk−2).
This implies that the terminal component ofD−{c, z, a} has at least eight vertices (n13)
and we can ﬁnish by applying Lemma 4.
Subcase 1.2: d → V (C) → a and b dominates a vertex of C. W.l.o.g. b → x. Suppose
z → b. If c dominates one of x or y then, removing the 3-cycle b → d → z → b, we either
obtain a strong locally semicomplete digraph or we can apply Lemma 4 and ﬁnd the desired
cycles. Otherwise, c → z, as D − d is strong. Now we see that D − {b, c, z} is strong and
we are done. Suppose instead b → z. Let C∗ = a → b → x → a. If D − C∗ is strong we
are done. Otherwise we may either reduce to Case 2 or 3 below, by considering C∗ instead
of C, or reduce to Subcase 1.1, by considering the converses of C∗ and D.
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Subcase 1.3: {c, d} → V (C) → {a, b}. In this caseD contains a spanning 2-strong round
decomposable locally semicomplete digraph H, namely H = R[T1, T2, . . . , Tk, C] where
R is the second power of the cycle t1t2 . . . tktk+1t1 minus the arc tk → t1. Since |V (C)|> 1,
it follows that H is not the second power of an odd cycle, hence can ﬁnd the desired cycles
by applying Corollary 10.
Case 2: |V (T1)|, |V (Tk)|> 1. If one of T1 or Tk induces a strong digraph together with
V (C) then we can apply Lemma 4 (with X = T1 or X = Tk) and ﬁnd the desired cycles in
time O(n2), so we may assume that V (Tk) → V (C) → V (T1). Now it follows from the
fact that Ti → Ti+2, for i = 1, 2, . . . , k − 2, that D contains the spanning 2-strong round
decomposable locally semicomplete digraph H, where H = R[T1, T2, . . . , Tk, C] and R is
the round local tournament with vertices t1, t2, . . . , tk, tk+1, where tk → tk+1 → t1 and R
also contains the arcs ti → {ti+1, ti+2}, i = 1, 2, . . . , k − 2, and tk−1 → tk . Using this and
Corollary 10 we can ﬁnd a 2-cycle factor of D in time O(n2).
Case 3: k > 2 and |V (Tk+1−i )| = 1, |V (Ti)|> 1, for i = 1 or i = k. W.l.o.g. |T1| = 1. We
may assume thatD−C is not semicomplete, since otherwise we apply Case 3 of the proof
of Theorem 5.
IfV (C)∪V (T1) induces a strong digraph thenC is a 3-cycle (otherwise,C is a 2-cycle and
D〈V (C)∪V (T1)〉 contains a 3-cycle, contradicting the choice ofC) and, in caseD−V (Tk) is
non-strong, we can reduce via Lemma 4. Hence we may assume that V (C) → V (T1). This
and the fact that D is strong and D − C is not semicomplete implies that V (Tk) → V (C).
If V (T2) has an arc to V (C) then we may apply Lemma 4 with Tk as X. Hence we may
assume that V (C) → V (T2). As in Case 2 we can now identify a spanning 2-strong round
decomposable locally semicomplete subdigraph of D and ﬁnish via Corollary 10. 
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