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Abstract. Databases are updated continuously with increments and re-running 
the frequent itemset mining algorithms with every update is inefficient. Studies 
addressing incremental update problem generally propose incremental itemset 
mining methods based on Apriori and FP-Growth algorithms. Besides inherit-
ing the disadvantages of base algorithms, incremental itemset mining has chal-
lenges such as handling i) increments without re-running the algorithm, ii)  
support changes, iii) new items and iv) addition/deletions in increments. In this 
paper, we focus on the solution of incremental update problem by proposing the 
Incremental Matrix Apriori Algorithm. It scans only new transactions, allows 
the change of minimum support and handles new items in the increments. The 
base algorithm Matrix Apriori works without candidate generation, scans data-
base only twice and brings additional advantages. Performance studies show 
that Incremental Matrix Apriori provides speed-up between 41% and 92% 
while increment size is varied between 5% and 100%. 
Keywords: Itemset Mining, Matrix Apriori, Incremental Itemset Mining. 
1 Introduction 
Association rule mining, which was introduced by [1], has become a popular research 
area due to its applicability in various fields such as market analysis, forecasting and 
fraud detection. Given a market basket dataset, association rule mining discovers all 
association rules such as “A customer who buys item X, also buys item Y at the same 
time”. These rules are displayed in the form of X → Y where X and Y are sets of items 
that belong to a transactional database. Support of association rule X → Y is the per-
centage of transactions in the database that contain ? ? ?. Association rule mining 
aims to discover interesting relationships and patterns among items in a database. It 
has two steps; finding all frequent itemsets and generating association rules from the 
itemsets discovered. Itemset denotes a set of items and frequent itemset refers to an 
itemset whose support value is more than the threshold described as the minimum 
support.  
Since the second step of the association rule mining is straightforward, the general 
performance of an algorithm for mining association rules is determined by the first 
step [2]. Therefore, association rule mining algorithms commonly concentrate on 
finding frequent itemsets. Apriori and FP-Growth are known to be the two important 
 Incremental Itemset Mining Based on Matrix Apriori Algorithm 193 
 
algorithms each having different approaches in finding frequent itemsets [3-4].  The 
Apriori Algorithm uses Apriori Property in order to improve the efficiency of the 
level-wise generation of frequent itemsets. On the other hand, candidate generation 
and multiple database scans are the drawbacks of the algorithm. FP-Growth comes 
with an approach that creates signatures of transactions on a tree structure to eliminate 
the need of database scans and outperforms compared to Apriori. A recent algorithm 
called Matrix Apriori which combines the advantages of Apriori and FP-Growth was 
proposed [5]. The algorithm eliminates the need of multiple database scans by  
creating signatures of itemsets in the form of a matrix. It provides a better overall 
performance than FP-Growth [6]. Although all these algorithms handle the problem 
of association rule mining, they ignore the dynamicity of the databases. When new 
transactions arrive, the entire process needs to be done from the beginning. The solu-
tion to this problem is incremental itemset mining, in which the idea is to keep fre-
quent itemsets up-to-date with the arrival of increments to the database.  
First group of incremental itemset mining algorithms are Apriori based [7-9]. The 
Fast UPdate Algorithm provides a solution to incremental association rule mining 
problem [7]. The frequencies of itemsets are determined by comparing itemsets in the 
original database and new transactions. The main goal of the algorithm is to reduce 
number of the candidate sets. In [8], a new incremental association rule mining algo-
rithm was proposed. It uses a trie-like tree structure that stores the frequent 1-itemsets 
and 2-itemsets with their supports in the database. When new transactions arrive, 
frequent 1-itemsets and 2-itemsets are found and the trie is updated accordingly. 
Another algorithm in this group also avoids scanning the entire database when new 
transactions arrive, however, it does not handle minimum support change [9].  
Second group of incremental itemset mining algorithms are FP-Growth based; they 
construct FP-tree incrementally. One of them was introduced by [10], which con-
structs a fast updated FP-tree (FUFP-tree) structure. It is similar to FP-tree, while the 
links between the nodes are bi-directional and it handles insertion and deletion of 
items. A new method, which constructs the FP-tree by assuming the minimum sup-
port as 1, was proposed by [11]. Therefore, when new transactions are added to the 
database, the tree is updated with scanning the increments twice.  
Adaptation of the first and the second group of incremental itemset mining algo-
rithms on stream data is also an intensive research area [12-13]. Analysis of the chal-
lenges brought by stream data and proposing a model for incremental itemset mining 
over stream data are beyond the scope of this paper.  
Generally speaking, incremental frequent itemset mining has four challenges: i) 
adapting a base frequent itemset finding algorithm as to handle increments, ii) allow-
ing new item appearances in increments, iii) being flexible to support changes during 
entire process and iv) handling deletions as well as additions in increments.  
In this study, an incremental itemset mining algorithm, which is called Incremental 
Matrix Apriori, is proposed to provide solutions to these challenges. Since the base 
algorithm Matrix Apriori works without candidate generation and avoids multiple 
database scans, the proposed incremental algorithm inherits performance advantages. 
Performance evaluations show that the Incremental Matrix Apriori Algorithm is  
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significantly faster than re-running the Matrix Apriori Algorithm when new incre-
ments arrive. 
This paper is organized as follows; Section 2 reviews incremental itemset mining 
algorithms. Section 3 presents the proposed algorithm for incremental itemset mining. 
In Section 4, test results and performance evaluations are discussed. Finally, this pa-
per is concluded in Section 5 by raising several issues for future work. 
2 Related Work 
Association rule mining aims to discover frequent itemsets in a dataset. The Apriori 
Algorithm, which was proposed by [3], is one of the best-known association rule min-
ing algorithms [14]. It uses prior knowledge of frequent itemset properties and runs an 
iterative approach called level-wise search. That is, k-itemsets are used to explore 
(k+1)-itemsets (they are called candidate itemsets before testing them against the da-
tabase) by eliminating the candidates that do not satisfy the minimum support. The 
FP-Growth Algorithm handles the weaknesses of Apriori which are multiple scans of 
the database and candidate generation. It finds frequent itemsets without candidate 
generation by using a tree structure, called FP-tree, where each node stores an item 
with its number of occurrence in the database and a link to the next node [15].  
The Matrix Apriori Algorithm offers a simple and efficient solution to the associa-
tion rule mining. Database scan step is similar to FP-Growth whereas generating  
association rules is similar to Apriori. As a result, Matrix Apriori combines the two 
algorithms by using their positive properties [5]. FP-Growth and Matrix Apriori algo-
rithms are compared with using different characteristics of data in [6].  
All of the algorithms above ignore the dynamicity of the databases. However, 
transactional databases are dynamic in general. When new transactions arrive, these 
algorithms should be re-run in order to find up-to-date frequent itemsets. The solution 
to this problem is incremental frequent itemset mining. The Fast UPdate (FUP) Algo-
rithm [7] is the first algorithm proposed for incremental mining of frequent itemsets. 
It handles the databases with transaction insertion only, relies on Apriori and uses the 
pruning techniques used in the Direct Hashing and Pruning Algorithm [16]. The main 
working principle of this algorithm can be summarized in two steps; scanning only 
new transactions to generate 1-itemsets, then comparing these itemsets with the pre-
vious ones and finally discovering all frequent itemsets of the same size iteratively. 
FUP2, an extended version of FUP, copes with both insertion and deletion of transac-
tions, was proposed by [17].  
A new algorithm, FOLDARM, which is suitable for incremental association rule 
mining, was presented by [8]. FOLDARM constructs a new data structure called Sup-
port-Ordered Trie Itemset, SOTrieIT (a trie-like tree structure). This structure only 
stores the frequent 1-itemsets and 2-itemsets with their supports in a descending order 
of support counts (the most frequent itemsets are found on the leftmost branches of 
the SOTrieIT) and is used to discover frequent 1-itemsets and 2-itemsets without 
scanning the database. When new transactions arrive, all frequent 1-itemsets and 2-
itemsets are extracted from each transaction. The extracted information is used to 
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update the SOTrieIT without considering the support threshold. In order to mine fre-
quent itemsets depth-first search is used starting from the leftmost first-level node. 
Unless a node that does not satisfy the support threshold, the traversal continues. Sub-
sequently, the Apriori Algorithm is used to obtain other frequent itemsets.  
The study by [9], proposed an incremental itemset mining algorithm based on 
Apriori which finds frequent itemsets and infrequent itemsets that are likely to be 
frequent after the arrival of new transactions. This algorithm uses the maximum sup-
port count of 1-itemsets in the database before the arrival of increments for finding 
potential frequent itemsets, called promising itemsets. In other words, in order to find 
a threshold value for finding promising itemsets, the maximum support count of 1-
itemsets is used. It scans only new transactions, however it assumes that minimum 
support value does not change. 
It is clear that when new transactions are added to the database, some frequent items 
may become frequent or infrequent. In the FP-Growth Algorithm, creating the FP-tree 
from the beginning according to the changes is time consuming. A fast upda7ted FP-tree 
(FUFP-tree) structure and an incremental FUPF-tree maintenance algorithm was pro-
posed by [10]. However, when a sufficiently large number of transactions are inserted to 
the database, the whole FUFP-tree should be re-constructed [18].  
Another method for constructing FP-tree incrementally was presented by [11]. The 
minimum support threshold is accepted as 1 and FP-tree is updated by scanning the 
new transactions twice. Five synthetic and one real datasets are used in the experi-
ments with different number of items and transactions. In both cases, this approach 
performs better compared to building the tree from the beginning. 
The comparison of incremental itemset mining algorithms is displayed in Table 1. 
All these algorithms can handle the maintenance problem in case of insertion and new 
items can be presented in the increments. FOLDARM, Incremental FP-tree and In-
cremental Matrix Apriori can handle minimum support change while FUP, FUP2, 
FUFP-tree and Promising Frequent Itemset cannot. Also FUP, FUP2 and Promising 
Frequent Itemset need candidate generation. There is a point that should be taken into 
consideration when comparing these algorithms; FOLDARM only addresses finding 
1-frequent itemsets and 2-frequent itemsets. 
Table 1. Comparison of Incremental Itemset Mining Algorithms 
 
Deletion Support Change 
New Item 
Occurrence  
No Candidate 
Generation 
FUP [7]   +  
FUP2 [17] +  +  
FOLDARM [8] + + + + 
Promising Frequent Itemset [9]   +  
FUFP-tree [10] +  + + 
Incremental FP-tree [11] + + + + 
Incremental Matrix Apriori  + + + 
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3 Incremental Itemset Mining Algorithm 
The Incremental Matrix Apriori Algorithm is proposed to overcome the problem of 
mining frequent itemsets in dynamically updated databases. As seen in Table 1, be-
sides finding frequent itemsets by scanning only new transactions, this algorithm 
handles new items in the updates and allows support threshold changes. This chapter 
is divided into two subsections. The first one explains the base algorithm Matrix 
Apriori and the second one presents the Incremental Matrix Apriori Algorithm. 
3.1 Matrix Apriori Algorithm 
In Matrix Apriori, the frequent items are stored in a matrix called MFI (Matrix of 
Frequent Items) and the supports of the itemsets are stored in a vector called STE. 
Initially the database is scanned in order to determine the frequent items and the fre-
quent items list. Subsequently, in the second scan, MFI and STE are built as follows. 
Beginning from the second row of the matrix, the matrix is stored according to the 
transactions. If the transaction contains the item, the value “1”, if not, the value “0” is 
stored in the MFI and the STE value is set to “1”. If the transaction is already in-
cluded in the MFI, then it is not stored in a new row, but its STE is incremented by 1.  
After the construction of the matrix, it is modified in order to speed up the frequent 
itemset search. For each column, beginning from the first line, each cell value is set to 
the number of the line where the cell value is equal to “1” in the unmodified matrix. If 
there are not any values of “1” in the remaining lines of the unmodified matrix, the 
cell value is set to “1”. After the matrix construction, frequent itemsets are found as 
follows. Beginning from the item that has the least support value; the item is com-
pared with the items found on its left in order to find frequent itemsets. Following 
that, their support values are counted. The support value of an itemset is found by 
sequentially adding the related rows of STE from top to bottom. 
3.2 Incremental Matrix Apriori Algorithm 
In order to provide incremental mining of frequent itemsets, the matrix is constructed 
by the minimum support value of 1. That means all items are kept in the MFI without 
considering their frequencies. Doing so, flexibility for support change is enabled as 
well. Due to the structure of the matrix, items are kept in a descending support order 
in the MFI. So finding frequent itemsets with any support threshold is easy. Since all 
items are kept in the MFI, frequent itemsets can be calculated from the item that satis-
fies the minimum support.  
The process before the arrival of increments can be seen in Figure 1. The database 
is scanned and the support counts of items are calculated. The list of items in the spe-
cified order is named as 1-itemset ordered lists of items. All items in the transactions 
are included to the 1-itemset ordered list of items without considering if the item’s 
support count is more than the minimum support or not. This process is shown in 
Figure 1.a. Afterwards, the MFI is constructed and then modified as in Figure 
1.b. The way of construction of the MFI is the same as Matrix Apriori. 
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Fig. 1. Incremental Matrix Apriori – Before Increments 
When new transactions arrive, they are scanned and 1-itemset ordered list of items 
are updated as in Figure 2.a and as indicated in lines 1-2 of pseudo code in Figure 3. 
The new items in increments are included to the MFI by adding new columns as in 
lines 3-5 in Figure 3. The MFI is updated as follows. First, the new transaction is 
checked whether it exists in the MFI or does not. If it exists, its STE is incremented 
by 1; if it does not exist, it is added to the MFI. Adding to the MFI is done by setting 
the cell value to the line number of transaction where value “1” is stored in the MFI. 
When the item does not exist in the remaining transactions of the incremental data-
base, the cell value is set to “1”. This entire process is shown in Figure 2.b and in 
lines 6-12 in Figure 3. Finally, according to the change of the 1-itemset ordered list of 
items, the order of items in the MFI is changed as in Figure 2.c and in line of 13 in 
Figure 3. 
Since Matrix Aprori does not have an update feature, it runs from the beginning on 
the updated database whereas Incremental Apriori only runs on the updates when new 
transactions arrive. Needless to say, Incremental Matrix Apriori finds exactly the 
same frequent itemsets as the Matrix Apriori does. Besides avoiding database scan 
and avoiding the construction of different matrices for mining frequent items with 
different support thresholds, management of matrix is easy.  Moreover, the base al-
gorithm scans database only twice and does not generate candidate sets. 
 
TID Items
001
002
003
004
A C D
B C E
B C E
A B E
1-Itemsets Support Count
{B}
{C}
{E}
{A}
{D}
3
3
3
2
1
MFI
B C E A D
0 1 0 1 1
1 1 1 0 0
1 0 1 1 0
MFI
B C E A D
3 2 3 2 2
0 3 0 4 1
4 1 4 0 0
1 0 1 1 0
STE
1
2
1
After the modification of MFI
a.
b.
STE
1
2
1
Minimum support = 50%
1- itemset ordered list of items (IS) = { B, C, E, A, D }
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Fig. 2. Incremental Matrix Apriori – After Increments 
INPUT: MFI, STE, Additions A, 1-itemset ordered list IS  
OUTPUT: MFI, STE, 1-itemset ordered list IS
new
 
BEGIN 
1  Scan A 
2  Create IS
new
 from IS using A 
3  FOR each new item in IS
new
  
4   Add a column to MFI 
5  END 
6  FOR each transaction in A 
7   IF the transaction exists in MFI 
8     Update the STE by incrementing by 1 
9    ELSE IF the transaction does not exist in MFI 
10    Add a new line to MFI 
11    Set the STE of the new line to 1 
12 END 
13 Update and reorder MFI using IS
new
 
14 Return IS
new
, MFI, STE 
END 
Fig. 3. Update Process in Incremental Matrix Apriori Algorithm 
TID Items
005
006
C D
C F
1-Itemsets Support Count
{C}
{B}
{E}
{A}
{D}
{F}
5
3
3
2
2
1
Minimum support = 50%
1- itemset ordered list of items (ISnew) = { C, B, E, A, D, F }
MFI
C B E A D F
2 3 3 2 2 6
3 0 0 4 5 0
5 4 4 0 0 0
0 1 1 1 0 0
6 0 0 0 1 0
1 0 0 0 0 1
a.
b.
MFI
B C E A D F
3 2 3 2 2 6
0 3 0 4 5 0
4 5 4 0 0 0
1 0 1 1 0 0
0 6 0 0 1 0
0 1 0 0 0 1
STE
1
1
2
1
1
STE
1
1
2
1
1
c.
 Incremental Itemset Mining Based on Matrix Apriori Algorithm 199 
 
4 Performance Evaluation 
In this section, the Incremental Matrix Apriori Algorithm is compared with the Matrix 
Apriori Algorithm when new transactions are added to the database. Both algorithms 
are implemented in Java and test runs are performed on a computer with 2.93 GHz 
dual core processor and 2 GB memory. Two synthetic datasets with different charac-
teristics are used; they are generated by utilizing ARTool (1.1.2) dataset generator [6]. 
Difficulties in finding real datasets compelled the tests to be done with synthetic data-
sets. 
In the following subsections, performance analysis of the algorithms for two case 
studies while varying the size of incremental dataset is given. The purpose is to  
observe how the percentage of the increment sizes affects the performance of the 
algorithms for the generated datasets. The algorithms are compared for 20 increasing 
addition sizes in the range of 5% and 100%. In these tests, the minimum support is 
10% and the initial database has 15000 transactions for both case studies. During 
performance evaluations, it is ensured that the system state is similar in all test runs 
and they give close results when repeated.  
4.1 Case1: Database of Long Patterns with Low Diversity of Items 
The first dataset has the following characteristics i) long patterns with low diversity of 
items, ii) number of items is 10000, iii) average size of transactions is 20 and iv) av-
erage size of patterns is 10.  The performances of Matrix Apriori and Incremental 
Matrix Apriori with different increment sizes are demonstrated in Figure 4. In every 
increment size, Incremental Matrix Apriori performs better than re-running Matrix 
Apriori.  
 
  
Fig. 4. Run-time with Different Increment Sizes for Case 1 
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In Figure 5, the speed-up with different increment sizes is shown. The speed-up in-
creases from 45% to 92% as the increment size decreases. Although the speed-up 
decreases as the increment size increases, Incremental Matrix Apriori is 45% faster 
than re-running Matrix Apriori. 
 
 
Fig. 5. Speed-up with Different Increment Sizes for Case 1 
4.2 Case2: Database of Short Patterns with High Diversity of Items 
The second dataset is composed of the following characteristics i) short patterns and 
high diversity of items, ii) number of items is 30000, iii) average size of transactions is 
20 and v) average size of patterns is 5. The performances of Matrix Apriori and Incre-
mental Matrix Apriori with different increment sizes are demonstrated in Figure 6.  
 
 
Fig. 6. Run-time with Different Increment Sizes for Case 2 
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As expected, in every increment size, Incremental Matrix Apriori outperforms the 
Matrix Apriori Algorithm as in Case 1. 
The speed-up in different increment sizes is illustrated in Figure 7.  The decrease 
in increment size increases the speed-up percentage from 41 to 81. Although there is a 
decrease in speed-up when the increment size becomes larger, Incremental Matrix 
Apriori is almost 41% faster than re-running Matrix Apriori. 
 
 
Fig. 7. Speed-up with Different Increment Sizes for Case 2 
Both the test results in Case 1 and Case 2 reveal that Incremental Matrix Apriori per-
forms better than running Matrix Apriori with each update in the range of 5% and 100%. 
4.3 Discussion on Results 
The test results demonstrate that, when the new transactions are added to database, 
Incremental Matrix Apriori finds frequent itemsets more efficiently than re-running 
Matrix Apriori. Two databases with different characteristics are used and the mini-
mum support is given as 10% in both cases. 
Performances of Incremental Matrix Apriori by using the first dataset and second 
dataset are shown in Figure 8. Finding frequent itemsets for Case 2 takes longer than 
Case 1. There are 10000 items in Case 1 while there are 30000 items in Case 2. This 
result has been expected because Incremental Matrix Apriori keeps all items in the 
MFI. The run-time increases as does the number of items. Moreover, the relationship 
between increment size and time are linear both two cases. 
Figure 9 shows the speed-up comparison of Incremental Matrix Apriori for Case 1 
and Case 2. Although the behavior in two cases is similar, the speed-up for Case 1 is 
higher than that of Case 2. This may be due to the number of items. Since Incremental 
Matrix Apriori keeps all the items in the matrix even it exists in only in one transac-
tion, when the number of items increases, the total time increases as well. On the 
other hand, Matrix Apriori keeps the items that satisfy the minimum support. So the 
speed-up is lower in Case 2. 
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Fig. 8. Run-time for Case 1 and Case 2 
 
Fig. 9. Speed-up for Case 1 and Case 2 
5 Conclusion and Future Work 
In this paper, we propose a new algorithm for the problem of incremental itemset 
mining which is based on the Matrix Apriori Algorithm. A matrix structure is used in 
order to handle new transactions. Accepting the minimum support as 1, all items are 
kept in the matrix in a descending order of support counts. Therefore, without scan-
ning the entire database, the new transactions and new items can be added to the ma-
trix easily. Moreover, this approach allows the user to change minimum support. 
Since all frequent and infrequent items exist in the matrix, the calculation of frequent 
itemsets can start from the updated minimum support count. 
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Experimental results show that Incremental Matrix Apriori performs better than re-
running Matrix Apriori for handling new transactions. The algorithms are compared 
for 20 increment sizes in the range of 5% and 100% by using two datasets with differ-
ent characteristics. When the number of items or the increment size decreases, the 
speed-up by Incremental Matrix Apriori increases. However, both tests show that 
Incremental Matrix Apriori provides speed-up between 41% and 92% while incre-
ment size is varied between 5% and 100%. 
Our work is ongoing and we aim to extend our algorithm to handle the deletion of 
transactions as well. After this step, our plan is to compare our incremental approach 
with other incremental itemset mining approaches in order to understand its strengths 
and weaknesses. In addition, we are planning to test our algorithm on real datasets. 
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