Abstract: Cloud computing in data mining presents promising solution for businesses willing to analyse their data with lower costs or those companies which want to utilise their "big data". In this survey, reasons for using cloud computing solutions in data mining are studied and respective tools corresponding to these reasons are evaluated. The emphasis is laid to functionality of the tools and the integration with other applications. In total, 13 solutions were evaluated.
Introduction
Nowadays, cloud computing receives a great attention. Some authors [e.g. Ambulkar, Borkar, 2012] even speak about cloud computing as a must and claim that "If you are not in the cloud you are not going to be in business!" Data analysis and data mining are also very popular concepts that should help businesses to increase their productivity in today's stiff competition.
These concepts are brought together to cut costs on data analysis using cloud paradigm and to use data mining to find hidden patterns in the data which will help the business to find competitive advantage. There are lot of solutions using cloud and data mining offered on the market.
For selecting the optimal DM tool, there are some methodologies [ e.g. Carey, Marjaniemi, 1999 , Giraud-Carrier, Povel, 2003 , Wahbeh et al., 2010 . However, none of them is specialized on the cloud computing paradigm. Moreover, these methodologies are too detailed to be applied on all solutions available on the market. This paper addresses this issue and offers the first level overview over the market. The overview focuses above all on the reasons for using cloud computing and the functional aspects of the DM tools which the author thinks is the first thing being considered when selecting a DM tool.
Considering the motivation stated above, the aims of this paper are to:
1. State the arguments that drives people and organizations to use cloud computing solutions in data mining 2. For each driver found in aim 1, list the solutions/vendors that are available at present and give main features
Evaluate the selected tools/vendors
The rest of the paper proceeds as follows:
In chapters 1.1 and 1.2, the cloud computing and data mining concepts are described. Chapter 2 states the reasons for using cloud computing in data mining. In chapter 3, at first the methodology for evaluation of the tools is presented followed by the categorised summary of evaluated solutions. Chapter 4 includes conclusions and future work.
Cloud computing
The broadly accepted definition of the US National Institute of Standards and Technology [NIST, 2011] speaks about cloud computing as "a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction". Furthermore, NIST states 5 essential characteristics of cloud:
 On-demand self-service -computer resources are available to the costumers automatically without humans interaction  Broad network access -capabilities are available over the network through standard mechanisms  Resource pooling -the providers resources are pooled to more customers depending on their needs  Rapid elasticity -high scalability from customers perspective  Measured service -resource usage is controlled and monitored to provide transparency to both provider and consumer A more concrete definition of cloud computing of [Armbrust et al., 2009] states that "cloud computing refers to both the applications delivered as services over the Internet and the hardware and systems software in the data centers that provide those services". Both definitions stress the remote access of the service through network to the IT resources. This implies that cloud computing is one of the forms of outsourcing of IT resources. According to [Voříšek et al., 2008] , outsourcing is a good option when:
 the component being outsourced is not unique,  there are more providers to choose from,  the expenditures on operational costs are higher in-house than when outsourced,  the frequency of use is low,  there is high seasonality in use of the component and so on.
When related to data mining, most of the stated indicators are of high relevance. Most of the algorithms are well known and standardised, there are many providers of DM solutions, the operational costs might be higher in-house because the licenses of on-premise solutions are usually very high providing the fact that the DM solutions are often used irregularly (based on authors experience). This implies that the cloud computing in data mining might play a significant role in business informatics.
Depending on what is outsourced, three main service models of cloud computing can be differentiated [NIST, 2011] :
 Software-as-a-service (SaaS) -The capability provided to the consumer is to use the provider's applications running on a cloud infrastructure.  Platform-as-a-service (PaaS) -The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages, libraries, services, and tools supported by the provider.  Infrastructure-as-a-service (IaaS) -The capability provided to the consumer is to provision processing, storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary software, which can include operating systems and applications.
Because we are only interested in the data mining solutions running in the cloud environment, the IaaS service models are not represented in this paper. Of course, you can do your data mining solution in cloud from scratch only using the IaaS. However, we are only interested in solutions which already have some sort of support for data mining, thus limiting us to the Paas or SaaS service models. For the purpose of this study, the PaaS service model stands for the libraries (e.g. R library optimised for parallel processing), data mining algorithms and other services that can be used to build upon custom data mining applications.
There are also 4 deployment models [NIST, 2011] :
 Private cloud -the cloud infrastructure is provisioned for exclusive use by a single organisation  Community cloud -the cloud infrastructure is provisioned for exclusive use by a specific community of consumers from organizations that have shared concerns  Public cloud -the cloud infrastructure is provisioned for open use by the general public. It exists on the premises of the cloud provider  Hybrid cloud -the cloud infrastructure is a composition of two or more distinct cloud infrastructures (private, community, or public) that remain unique entities, but are bound together by standardized or proprietary technology that enables data and application portability
The deployment model might play a significant role in the decision-making process, especially when the intended aim is to cut costs through the use of cloud computing; here the public or community cloud seems to be a good option.
Data mining
Data mining (DM) is the analytical stage of knowledge discovery in databases (KDD). KDD is defined by [Fayadd et al., 1996] as "the nontrivial extraction of implicit, previously unknown, and potentially useful information from data". According to Fayadd, KDD is an overall process consisting of data selection, pre-processing and transformation, data mining, and the interpretation and evaluation of mined patterns, which then lead to knowledge. [Anand et al., 1996] enhances this rather technological view of other steps. He refers to KDD (as defined by Fayyad) as "data mining" because, as he claims, it reflects the industrial use of this term for the overall process. For the purpose of this paper, I will use the term "data mining" in the Anand's view, because I agree on the fact that the industry call their solutions "data mining tools", although they cover more tasks (pre-processing, transformation, evaluation of mined patterns) than just the creation of DM models (same opinion share e.g. [Carey, Marjaniemi, 1999] ). Data mining aims at utilizing the vast amount of data that is being stored in contemporary data stores.
There are many approaches to characterize and evaluate DM tools. [Carey, Marjaniemi, 1999] use framework that divide criteria into four perspectives: performance, functionality, usability, support of ancillary activities. Some compare the tool's performance on different data sets [e.g. Wahbeh et al., 2010] . [Giraud-Carrier, Povel, 2003 ] speak about business-driven tools comparison and selection. They target on decision makers, which decide about the acquisition of DM tools and try to add a "reality-action scenario" to each characteristics.
[ Bhargava et al., 2013] claims that there is a little work carried out in decision-making framework regarding DM tools. He continues that the increasing number of DM tools leads to harder decisionmaking for firms and organisations willing to choose the right DM tool. This fact is strengthened in cloud environment because the solutions are easier to develop and bring to the market [RedSeed, 2014] .
All the approaches have a common feature -there are very detailed. The application of these methodologies on real decision-making process must thus be very demanding provided that all the available solutions are to be evaluated. The authors assume that the very first step of their methodologies must be some kind of selecting the tools to be evaluated. [Carey, Marjaniemi, 1999] speaks about "tool prescreening" -this means "reducing the set of tools being considered to a manageable number". No author speaks about how to conduct this "prescreening". As already mentioned above, this paper tries to address this issue and offers the first level overview over the market. The overview focuses above all on the reasons for using cloud computing and the functional aspects of the DM tools which the author thinks is the first thing being considered when selecting a DM tool.
Reasons for using cloud computing solutions in DM
The reasons for moving into cloud (from the client's perspective) are mostly to be found in popular articles [e.g. WindowsServer2012, 2014 Cloud Industry Forum, 2014; SIIA, 2014] but also books and research articles [Weinman, 2012; Nanath, Pillai, 2013] . The most cited reasons can be summarised as follows:
 cost savings -lower operational costs. Large cloud providers are able to benefit from economies from scale and thus are able to offer more computing power at a lower cost, pay for what's being used and not be compelled to pay for unused services,  investment -lower primary investments,  scalability -easier to handle peaks  anywhere access and single environment to manage user accounts and credentials across a multitude of devices,  easier maintenance -most upgrades and patches are done by the cloud provider,  faster deployment -the time taken to commission, implement and configure services is generally measured in weeks, while a company could use its cloud provider to get services up and running within a matter of hours  flexibility -ability to add new businesses, spin up new services and respond to customer needs All the reasons are more or less concerned with money. The matter is at which point it is economical to use cloud computing solutions. This question is deeply studied in [Nanath, Pillai, 2013] , where the total cost of ownership concept is used and thus the comparison with cloud solutions can be made. Nevertheless, all these reasons are valid for the traditional data processing techniques.
Recently, concept of "big data" is very popular, where huge amounts of data are processed and "innovative forms of information processing are demanded" [Gartner, 2014] . The data are big "when the volume, velocity, variability and variety of data exceed an organization's storage or compute capacity for accurate and timely decision making" [SAS, 2014] . This means that the company can suffer from limited compute capacity and/or limited storage. The limited compute capacity can be solved using algorithms optimised for big data processing (fast parallel computations, processing of big data in "chunks" -moving data into memory as needed, enabling the algorithm to operate on data that exceeds available memory etc.). This subtype of solutions is often called "algorithms as a service".
To summarise, the reasons for using cloud computing in DM can be divided into two groups depending on which data are to be processed:  Processing big data: Lack of performance, Lack of storage  Processing traditional data: cut operational costs, cut primary investments, easier maintenance, anywhere access, flexibility, faster deployment For these two groups, suitable DM solutions will be evaluated in this paper.
Categorisation and evaluation of cloud computing solutions in DM
In this section, at first the methodology is described, then the evaluation and categorisation of solutions for the traditional data processing is presented, followed by the solutions for processing of big data.
Methodology
The solutions will be categorised according to the reasons for using cloud computing in DM into two groups based on the findings stated in chapter 2:
 Processing big data: Lack of performance, Lack of storage  Processing traditional data: cut operational costs, cut primary investments, easier maintenance, anywhere access, flexibility, faster deployment
There are many cloud-based data mining solutions which only offers one specific technique or method [BigML, 2014 , EasyMiner, 2014 . However, these solutions are not subject of this paper. The aim is to study complex data mining tools. For the purpose of this paper, I will use modified definition of advanced analytic tool from Gartner [Herschl et al., 2014] . They claim that the tool must: 
… (other conditions)
I will only use the first two conditions and modify the second condition to meet the definition of data mining. Data mining is merely about extraction of information from data, no optimisation or simulation is required. Thus, the modified second condition is:
Offer at least three different approaches to predictive analytics, and one approach from advanced descriptive analytics.
Criteria defined in this way may exclude some academic projects, which functionality is not clear or not yet mature to meet the criteria. I will include the solutions which I think are promising and are likely to reach mature level and may meet the criteria in the future.
This paper addresses the issue of high number of available DM solutions and the related problem of choosing the optimal solutions for DM (as stated by [Bhargava et al., 2013] ). It offers the first level overview over the market. The aim is to scan the market and list the possibilities. In case the solution(s) presented seem convenient to user needs, then more detailed evaluation of selected tools is recommended (using e.g. methodology of [Carey, Marjaniemi, 1999] and also a special methodology for evaluating cloud services [e.g. Reixa et al., 2012] .
The evaluated criteria will be as follows: Each feature will be given an evaluation 1 -5 (1 -excellent, 5 -very bad). For feature functionality, following approach will be used: each problem type will be evaluated as 1 = the tool has technique to solve the problem type or 5 = the tool does not have technique to solve the problem type.
In point two -pricing model, the best model means the solution is open source (evaluation 1), followed by solutions where price per some unit is charged (node per hour, per user, per algorithm usage etc.), followed by fixed payments. If the pricing model was not found (vendor does not quote the price), the evaluation 5 is assigned (it is not clear, so the "worst case" scenario is applied). The overall evaluation of the solution will be the average of all evaluations.
All the information are based on the information publicly provided by the vendors. In the functionality feature, if it is not stated whether the solution is able to solve the problem type, the "no" option is assigned by default.
Solutions for processing traditional data
In this section, the solutions which belong to the first group of drivers for using cloud computing in DM are listed (cut operational costs, lower primary investments, easier maintenance, anywhere access, flexibility, faster deployment, etc., see chapter 2 for details).
As you can see in Figure 1 , only three solutions were found which comply with the methodology used. Their service model is SaaS (Data Applied offers both SaaS and PaaS) which is tightly connected with the reasons for using this solution. SaaS solutions are expected to have low primary investments, easier maintenance, faster deployment etc. 
Figure 1: Solutions for processing traditional data
The solutions which were considered but excluded after deep investigation are stated below. Mostly, the solutions are specialized to one or two algorithms or offer only solutions for specific domain.
Excluded:
 BigML 2 -not 3 approaches to predictive analytics (offers clustering, decision trees)  EasyMiner 3 -only association rules mining  Wise.io 4 -only decision forests  LytixIQ 5 -specialized in marketing domain
Considering the evaluation of the three solutions, the main distinction is in the feature pricing modelwhile Cloudflows is an open source, the two remaining solutions are commercial, but their pricing model is not apparent from the web pages of the vendors, thus, in compliance with the methodology, the worst possible evaluation is assigned leading the Cloudflows being the best solution in this category.
Solutions for processing big data (storage and performance)
Unlike the processing of traditional data, where there are many on premise vendors (SAS, SPSS, RapidMiner, KNIME, etc.), which are sufficient for most users considering the price/performance ratio, the big data concept is much younger and has the roots in the cloud computing. Therefore, more solutions were found in the category "big data processing".
Prevailing service model is PaaS. It is probably because of the fact that when somebody is conducting a big data analysis it is often a very much customised process (taking especially volume and variety of the data into account). Therefore, it is appropriate that the vendors offer "only" platform and the developers made their customised solution.
In Figures 2, 3 , 4 and 5, the solutions for big data processing are stated together with the evaluation of each feature and solution.
Most of the solutions offer integration with Hadoop 6 , the de-facto standard in big data processing. The R language 7 is also among the frequently supported languages. They often offer special environment that enables to run R scripts and distributes the computations on all available resources (nodes, cores, processors). As of the export possibilities, the PMML 8 language is vastly supported. As you can see in Figure 7 , the best solution found according to the methodology is the Apache Mahout. It is possibly because of its close integration with the big data platform Hadoop and the fact that it is an open source solution. Second place goes to Revolution Analytics which is open source in its basic version. In the premium version, it offers complex integration options including industrystandard DM solutions SAS and SPSS. Algorithms.io ranks third. It offers also plug-ins for Facebook and Twitter and can be classified as "algorithms as a service" solution. Figure 7: Overall ranking of big data solutions Again, some of the solutions were excluded from the evaluation process because they turned not to comply with the methodology.
Excluded solutions:
 MOA 10 -specialized in data stream mining,  Vowpal Wabbit 11 -only one algorithm available  Semantria 12 -specialized in text mining
Conclusions and future work
Cloud computing in DM presents a promising solution for businesses. There were two groups of reasons for using cloud computing in data mining found in this study. The first group of reasons to use cloud computing solutions in DM are concerned primarily in the cost reduction and are related to the traditional data processing. The reasons are for example lower operational costs and primary investments, faster deployment, easier maintenance and so on. There were three solutions found which comply to this reasons, the best one being the open source software CloudFlows.
The second group of reasons to use cloud computing in DM are concerned with the analysis of big data, where lack of computational performance and storage capacity were identified as the main obstacles. In this group, nine solutions were found, whereas the Apache Mahout was evaluated as the best one.
Limitations of this paper include lack of information from vendors on publicly available sources. Furthermore, the "cloud aspects" of the solutions were not taken into account in this study. Thus, this paper can be further elaborated by creating a methodology for selection and evaluation of tools especially devoted to data mining in cloud; that means bringing more aspects of functionality into the methodologies especially devoted to cloud computing [e.g. Reixa et al., 2012] .
