In this paper, we consider both a variant of Tseng's modified forward-backward splitting method and an extension of Korpelevich's method for solving generalized variational inequalities with Lipschitz continuous operators. By showing that these methods are special cases of the hybrid proximal extragradient (HPE) method introduced by Solodov and Svaiter, we derive iteration-complexity bounds for them to obtain different types of approximate solutions. In the context of saddle-point problems, we also derive complexity bounds for these methods to obtain another type of an approximate solution, namely that of an approximate saddle point. Finally, we illustrate the usefulness of the above results by applying them to a large class of linearly constrained convex programming problems, including for example cone programming and problems whose objective functions converge to infinity as the boundary of its domain is approached.
Introduction
A broad class of optimization, saddle point, equilibrium and variational inequality (VI) problems can be posed as the monotone inclusion problem, namely: finding x such that 0 ∈ T (x), where T is a maximal monotone point-to-set operator. The proximal point method, proposed by Rockafellar [17] , is a classical iterative scheme for solving the monotone inclusion problem which generates a sequence {x k } according to
It has been used as a generic framework for the design and analysis of several implementable algorithms. The classical inexact version of the proximal point method allows for the presence of a sequence of summable errors in the above iteration, i.e.:
Convergence results under the above error condition have been established in [17] and have been used in the convergence analysis of other methods that can be recast in the above framework. New inexact versions of the proximal point method with relative error tolerance were proposed by Solodov and Svaiter [18, 19, 21, 20] . Iteration complexity results for one of these inexact versions of the proximal point method introduced in [18] , namely the hybrid proximal extragradient (HPE) method, were established in [9] . As a consequence, iteration complexity results for Korpelevich's extragradient method for variational inequalities with Lipschitz continuous monotone operators, and a variant of Tseng's modified forward-backward splitting (MF-BS) method (see [23] ) for finding a zero of the sum of a monotone Lipschitz continuous map with an arbitrary maximal monotone operator whose resolvent is assumed to be easily computable, were also derived by showing that both methods are special cases of the HPE method. A nice feature of the analysis in [9] is that, by working with some suitable termination criteria, it is shown that its complexity results, as opposed to the ones in [10] , also apply to variational inequality and/or monotone inclusion problems with unbounded feasible sets.
In this paper we continue along the same line of investigation as in our previous paper [9] , which is to use the HPE method as a general framework to derive iteration complexity results for specific algorithms for solving various types of structured monotone inclusion problems. More specifically, we will derive iteration complexity results for an extension of Korpelevich's extragradient method for generalized variational inequality (GVI) problems and a variant of Tseng's MF-FB method for the problem of finding a zero of the sum of a maximal monotone operator and a monotone Lipschitz continuous map whose domain is not necessarily the whole space R n , thereby relaxing the conditions assumed in our first paper [9] . We also study the iteration complexity of these two methods for solving saddle point problems using an error measure specific to the context of these problems. In addition, we discuss applications, as well as the complexity, of these two methods to the problem of minimizing the sum of a convex function with Lipschitz continuous gradient and a closed convex (not necessarily differentiable) function in an affine manifold. Finally, we point out how these methods can be used to solve the particular instances of the above problem, including specific ones whose objective function converges to infinity as the boundary of its domain is approached.
Previous papers dealing with iteration-complexity analysis of methods for VIs are as follows. Nemirovski [10] studies the complexity of Korpelevich's extragradient method under the assumption that the feasible set is bounded and an upper bound of its diameter is known. Nesterov [13] proposes a new dual extrapolation algorithm for solving VI problems whose termination depends on the guess of a ball centered at the initial iterate. Asymptotic rate of convergence results for extra-gradient type methods are thoroughly discussed in [6, 7, 22] . The generalized Korpelevich's method discussed in this paper is due to Noor [14] , where global convergence (but no complexity) of the method is studied. This paper is organized as follows. Section 2 contains two subsections. Subsection 2.1 reviews some basic definitions and facts on convex functions and the definition and some basic properties of the ε-enlargement of a point-to-set operator. Subsection 2.2 reviews the HPE method and its complexity results. Section 3 presents the variant of Tseng's MF-BS method in Subsection 3.1 and the extension of Korpelevich's algorithm in Subsection 3.2. It also shows that these two methods are special cases of the HPE method and, as a consequence, derives preliminary iteration complexity results on specific (called pointwise) sequences generated by them. In order to study the iteration complexity of ergodic sequences generated by the above two methods, we introduce in Section 4 some different notions of error measures in the context of GVI problems and state a few results showing how these measures relate to one another. Section 5 gives some complexity results for the ergodic sequence generated by either Tseng's or Korpelevich's methods mentioned above to satisfy a few error criteria introduced in Section 4. In Section 6, we discuss the application and iteration complexity of Tseng's or Korpelevich's methods mentioned above for solving saddle point problems using an error criterion specific to this context. In Section 7, we discuss the application and corresponding iteration complexities of Tseng's MF-BS method for solving convex optimization problems with the aforementioned structure. The first two subsections describe two ways of applying the variant of Tseng's MF-BS method depending on the dualization scheme used for reformulating the optimization problem as a GVI.
Notation: Throughout this paper, we let R n denote an n-dimensional space with inner product and induced norm denoted by ·, · and · , respectively. The domain of a function F is denoted by Dom F . The effective domain of a function f : R n → [−∞, ∞] is defined as dom f := {x ∈ R n : f (x) < ∞}.
Technical background
This section contains two subsections. In the first one, we review some basic definitions and facts about convex functions and ε-enlargement of monotone multi-valued maps. This subsection also reviews the weak transportation formula for the ε-subdifferentials of closed convex functions and the ε-enlargements of maximal monotone operators, and establishes a weak transportation formula for convex-concave saddle functions. The second subsection reviews the HPE method and the basic complexity results obtained for it in [9] .
The ε-subdifferential and ε-enlargement of monotone operators
A point-to-set operator T : R n ⇒ R n is a relation T ⊂ R n × R n and
Alternatively, one can consider T as a multi-valued function of R n into the family ℘(R n ) = 2 (R n ) of subsets of R n . Regardless of the approach, it is usual to identify T with its graph defined as
The domain of T , denoted by Dom T , is defined as
and T is maximal monotone if it is monotone and maximal in the family of monotone operators with respect to the partial order of inclusion, i.e., S : R n ⇒ R n monotone and Gr(S) ⊃ Gr(T ) implies that S = T . For a scalar ε ≥ 0, the ε-subdifferential of a function f : R n →R is the operator ∂ ε f : R n ⇒ R n defined as
When ε = 0, the operator ∂ ε f is simply denoted by ∂f and is referred to as the subdifferential of f . The operator ∂f is trivially monotone if f is proper. If f is a proper lower semi-continuous convex function, then ∂f is maximal monotone [15] . The conjugate f * of f is the function f * :
The following result lists some useful properties about the ε-subdifferential of a proper convex function.
The indicator function of a set X ⊂ R n is the function δ X : R n →R defined as
and the the normal cone operator of X is the point-to-set map N X : R n ⇒ R n given by
Clearly, the normal cone operator N X of X can be expressed in terms of δ X as N X = ∂δ X . In [3] , Burachik, Iusem and Svaiter introduced the ε-enlargement of maximal monotone operators. In [9] this concept was extended to a generic point-to-set operator in R n as follows. Given T : R n ⇒ R n and a scalar ε,
We now state a few useful properties of the operator T ε that will be needed in our presentation.
for every x ∈ R n and ε, ε ∈ R; c) T is monotone if, and only if, T ⊂ T 0 ; d) T is maximal monotone if, and only if, T = T 0 ;
Note that, due to the definition of T ε , the verification of the inclusion v ∈ T ε (x) requires checking an infinite number of inequalities. This verification is feasible only for specially-structured instances of operators T . However, it is possible to compute points in the graph of T ε using the following weak transportation formula [4] .
and define
Then, the following statements hold:
b) if, in addition, T = ∂f for some proper lower semi-continuous convex function f and
There is a version of the above result specifically tailored to a convex-concave function which we now describe.
Proposition 2.4. Let X ⊂ R n and Y ⊂ R m be given convex sets and let Φ : X × Y → R be a function such that, for each pair
Let α 1 , . . . , α k ≥ 0 be such that
Then, ε a ≥ 0 and
Proof. By (4), we have
Using the assumption that Φ(x, ·) is concave and Φ(·, y) is convex for every (x, y) ∈ X × Y , the assumption that k i=1 α i = 1 and α i ≥ 0 for i = 1, . . . , k, and relations (5) and (6), we conclude that
for every (x, y) ∈ X × Y . We have thus shown that (8) holds. The nonnegativity of ε a follows from the above relation with (x, y) = (x a , y a ).
The hybrid proximal extragradient method
This subsection reviews the HPE method and the basic complexity results obtained for it in [9] . Let T : R n ⇒ R n be maximal monotone operator. The monotone inclusion problem for T consists of finding x ∈ R n such that 0 ∈ T (x) .
We also assume throughout this section that this problem has a solution, that is, T −1 (0) = ∅. We next review the hybrid proximal extragradient method introduced in [18] for solving the above problem and state the iteration-complexity results obtained for it in [9] .
Hybrid Proximal Extragradient (HPE) Method: 0) Let x 0 ∈ R n and 0 ≤ σ < 1 be given and set k = 1.
2) Define x k = x k−1 − λ kṽk , set k ← k + 1 and go to step 1.
end
We now make several remarks about the HPE method. First, the HPE method does not specify how to choose λ k and how to findx k ,ṽ k and ε k as in (10) . The particular choice of λ k and the algorithm used to computẽ x k ,ṽ k and ε k will depend on the particular implementation of the method and the properties of the operator T . Second, ifx := (λ k T + I) −1 x k−1 is the exact proximal point iterate, or equivalentlỹ
for someṽ ∈ R n , then (x k ,ṽ k ) = (x,ṽ) and ε k = 0 satisfies (10) . Therefore, the error criterion (10) relaxes the inclusion (11) toṽ ∈ T ε (x) and relaxes equation (12) by allowing a small error relative to x k − x k−1 . We now state a few results about the convergence behavior of the HPE method. The proof of the following result can be found in Lemma 4.2 of [9] . Proposition 2.5. For any x * ∈ T −1 (0), the sequence { x * − x k } is non-increasing and
The proof of the following result which establishes the convergence rate of the residual (ṽ k , ε k ) of x k can be found in Theorem 4.4 of [9] . Theorem 2.6. Let d 0 be the distance of x 0 to T −1 (0). Then, for every k ∈ N,ṽ k ∈ T ε k (x k ) and there exists an index i ≤ k such that
Theorem 2.6 estimate the quality of the best among the iteratesx 1 , . . . ,x k . We will refer to these estimates as the pointwise complexity bounds for the HPE algorithm.
We will now describe alternative estimates for the HPE method which we refer to as the ergodic complexity bounds. The idea of considering averages of the iterates in the analysis of gradient-type and/or proximal-point based methods for convex minimization and monotone VIs goes back to at least the middle seventies (see [2, 8, 12, 11] ) and perhaps even earlier.
The sequence of ergodic means {x a k } associated with {x k }, is
Define alsoṽ
The following result describes the convergence properties of the ergodic sequence {x a }.
where d 0 is the distance of x 0 to T −1 (0), and
Proof. This result follows immediately from Proposition 4.6 and the proof of Theorem 4.7 of [9] .
Variants of Korpelevich and Tseng's MFB Splitting methods
In this section, we present two algorithms for solving special types of monotone inclusion problems. The first one, discussed in Subsection 3.1, is a variant of Tseng's MF-BS method for solving the inclusion problem (9) where T is the sum of a Lipschitz continuous map and a maximal monotone operator. The second one, discussed in Subsection 3.2, is an extension of Korpelevich's method for solving the inclusion problem (9), where T is the sum of a Lipschitz continuous map and the subdifferential of a closed convex function. We show that both methods are special cases of the HPE method, and as a consequence, state preliminary pointwise iteration-complexity results for them that follow naturally from the general convergence theory outlined in the previous section for the HPE method.
We first give two preliminary definitions.
When Ω = Dom F in the latter definition, we will simply say that F is L-Lipschitz continuous.
When Ω = Dom F in the latter definition, we will simply say that F is monotone.
A variant of Tseng's MF-BS method
In this section, we analyze a variant of Tseng's MF-BS method [23] for solving the inclusion problem
where the following assumptions hold:
T.4) the solution set of (19) is nonempty.
We observe that Tseng's original assumptions (see [23] ) are slightly more general than the above assumptions in that the set Ω does not have to include Dom B but only a solution of (19) . We note also that, under the above assumptions, T = F + B is a maximal monotone operator such that Dom T = Dom B ⊂ Ω (see Proposition A.1 in Appendix).
We now state the variant of Tseng's method studied in this paper.
A variant of Tseng's MF-BS method: 0) Let x 0 ∈ R n and σ ∈ (0, 1) be given, and set λ = σ/L and k = 1.
1) Compute
2) Set k ← k + 1 and go to step 1.
Note that, if Ω = R n , then x k−1 = x k−1 , and hence the above algorithm reduces to a special case of Tseng's MF-BS method, whose iteration-complexity was studied in [9] . We also note that, when Ω = R n , the above algorithm is different than Tseng's MF-BS method.
The next result establishes that the above algorithm is a special case of the HPE method in which ε k = 0 for all k ∈ N. Proposition 3.3. Let {x k }, {x k } and {x k } be the sequences generated by the generalized Korpelevich's extragradient algorithm and, for each k, define
Then, for every k ∈ N:
As a consequence of a)-c), it follows that the new variant of Tseng's MF-BS method is a special case of the HPE method in which ε k = 0 for all k ∈ N.
Proof. The first inclusion in a) follows from (21) and (23), while the second inclusion follows from the first one and (24). Statement b) follows from (22) , (23) and (24). For c), note that relations (20) , (23) and (24), the definition of λ, Assumption T.3 and the fact thatx k ∈ Dom B ⊂ Ω and P Ω is a non-expansive operator imply
We will now state a result that follows as an immediate consequence of the previous proposition and Theorem 2.6. Theorem 3.4. Let {x k } and {x k } be the sequences generated by the variant of Tseng's algorithm and let {b k } be the sequence defined in (23) . Then, for every k ∈ N,
, and there exists i ≤ k such that
where d 0 is the distance of x 0 to the solution set of (19).
It is also possible to state a result about the convergence of the sequence of ergodic means associated with {x k } which follows an a immediate consequence of Theorem 2.7. However, we skip this step since we will later return to this same issue in the context of the generalized variational inequality problem, where more specific error measures will be employed.
Generalized Korpelevich's method for solving generalized VIPs
In this subsection, we are concerned with the following special case of the inclusion problem (19) where B is the subdifferential of a closed convex function. More specifically, we consider the following inclusion problem
where the following conditions are assumed to hold:
K.4) the solution set of (25) is nonempty.
We now make a few observations about (25). First, the above assumptions together with Proposition A.1 imply that T : R n ⇒ R n is a maximal monotone operator. Second, x ∈ R n is solution of (25) if, and only if,
Due to the above interpretation, the inclusion problem (25) is also known as the generalized variational inequality problem associated with the pair (F, g). In the following, we will denote it by GV IP (F, g). Third, under condition K.2 and the condition that F is continuous on its domain, (26) is known to be equivalent to
Fourth, when g = δ X for some nonempty closed convex set X ⊂ R n , the above problem reduces to the monotone variational inequality problem V IP (F ; X), i.e., the problem of finding x ∈ X such that
In this subsection, we are interested in the following generalization of Korpelevich's method for solving the inclusion problem (25).
Generalized Korpelevich's extragradient algorithm:
0) Let x 0 ∈ Dom(∂g) and σ ∈ (0, 1) be given, and set λ = σ/L and k = 1.
1) Computex
Note that if x k−1 is in Dom(∂g), then, in view of Assumptions K.1 and K.2 and the fact that Dom(∂g) ⊂ dom g, the quantities F (x k−1 ) andx k are well-defined,x k ∈ Dom(∂g) and the same holds for x k . Hence, the algorithm is well-defined and both sequences {x k } and {x k } are in Dom(∂g). Moreover, when g = δ X for some nonempty closed convex set X ⊂ R n , the above algorithm reduces to Korpelevich's method for solving the monotone variational inequality problem V IP (F ; X). We also observe that the iteratesx k and x k in (28) are also characterized as
The next result establishes that the generalized Korpelevich's extragradient algorithm is a special case of the HPE method. Proposition 3.5. Let {x k } be the sequence generated by the generalized Korpelevich's extragradient algorithm and, for each k, define
As a consequence of a)-c), it follows that the generalized Korpelevich's extragradient algorithm is a special case of the HPE method.
Proof. First observe that, in view of the definition of x k and q k in (28) and (29), respectively, we have q k ∈ ∂g(x k ). Hence, it follows from Proposition 2.1(c) and the definition of ε k in (30) that the first inclusion in a) holds. This inclusion and the definition ofṽ k in (30) then imply that
where the two last inclusions follow from (b) and (c) of Proposition 2.2 and Proposition 2.1(a). We have thus shown that a) holds. Statement b) follows immediately from the definition of q k andṽ k in (29) and (30), respectively. We now show c) and d). First note that the definition ofx k and p k in (28) and (29), respectively, imply that p k ∈ ∂g(x k ). This fact, together with the definition of ε k in (29), yield the estimate
which, together with statement b), then imply that
where the last equality follows from the definition of p k and q k in (29), respectively, and the last two inequalities are due to Assumption K.3 and the assumption that λ ≤ σ/L. It remains to show that (31) holds. Indeed, the definition of p k in (29), the triangle inequality for norms, Assumption K.3 and the identity λ = σ/L imply that
Note that in view of Proposition 3.5(a), we haveṽ k ∈ F (x k ) + ∂ ε k g(x k ) and, due to the fact that the generalized Korpelevich's algorithm is a special case of the HPE method together with Theorem 2.6, we also have
The following theorem provides a variant of this result where a vector close toṽ k satisfies the above conclusions with ε i = 0. Theorem 3.6. Let {x k } and {x k } be the sequences generated by the generalized Korpelevich's extragradient algorithm and let {p k } be the sequence defined in (29). Then, for every k ∈ N, F (x k ) + p k ∈ [F + ∂g](x k ), and there exists i ≤ k such that
where d 0 is the distance of x 0 to the solution set of GV IP (F, g).
follows immediately from the first part of Proposition 3.5(d). Also, by Proposition 3.5, we know that the generalized Korpelevich's extragradient method is a special case of the HPE framework and that, for every k ∈ N, (31) holds. Hence, by Proposition 2.5, (13) holds and, as a consequence,
The result now follows from the above inequality and (31).
Error measures for the generalized VIP
In the next section, we will study the convergence properties of the ergodic sequence associated with the sequence {x k } generated by the algorithms stated in Section 3. Although we can at this stage obtain complexity estimates for the ergodic sequence by means of Theorem 2.7 in terms of the T ε enlargement, it is possible to obtain more specific complexity results for this sequence in the context of the GVIP. With this goal in mind, we will introduce in this section different notions of error measures for an approximate solution of GV IP (F, g) that we will need for stating the above results.
First, we introduce two notions of approximate solutions for problem (25) which are essentially relaxations of the characterizations (26) and (27) of a solution of (25).
and is an ε-weak solution of (25) if
Define also θ s (x; F, g) and θ w (x; F, g) as the smallest ε satisfying (32) and (33), respectively, namely:
Observe that, if g = δ X , then the above functions reduce to the gap function and the absolute value of the dual gap function mentioned in [5] . Clearly, θ s (x; F, g) and θ w (x; F, g) are nonnegative for every x ∈ dom(g). Note also that, under Assumption K.2, we have 0 ≤ θ w (x; F, g) ≤ θ s (x; F, g) for every x ∈ dom g, and hence every ε-strong solution is also an ε-weak solution.
For variational inequalities V IP (F, X), i.e., problem (25) with g = δ X , with unbounded feasible sets X, the above notions of approximate solutions are too strong. For example, if X = R n , the set of ε-strong solutions agree with the solution set. The following definition relaxes the above notions.
Definition 4.2.
A point x ∈ dom g is an (ρ, ε)-strong solution (resp., (ρ, ε)-weak solution) of (25) if there exists r ∈ R n such that r ≤ ρ and x is an ε-strong (resp., ε-weak ) solution of GV IP (F − r; g), that is
Moreover, any such pair (r, ε) will be called a strong residual (resp., weak) residual of x for GV IP (F, g).
Given x ∈ dom g and c > 0, define
It is well-known that x ∈ R n is a solution of (25) if, and only if, θ c (x; F, g) = 0, both of which are also equivalent to r c (x; F, g) = 0. Hence, θ c (x; F, g), or the size of r c (x; F, g), can be used as an error measure for x. Clearly, since g(y) = ∞ for all y / ∈ dom g, the above supremum can be equivalently taken with respect to y ∈ dom g.
The following result describes some important relationships between the different error measures introduced in this section, as well as the ε-subdifferential of g and/or the ε-enlargement of F + ∂g.
moreover, for any fixed c > 0, there exists a unique strong residual (r, ε) of x for GV IP (F, g) for which equality holds in (39), namely (r, ε) = (r c (x; F, g), ε c (x; F, g)), where
Proof. See Propositions B.1 and B.2, and Theorem B.3 in Appendix B for a proof of this result.
The following result shows that if one is given the information that x is a (ρ/ √ 2, ε/2)-strong solution of GV IP (F, g) without an explicit certificate (r, ε) to back up the claim, then it is possible to explicitly construct such a certificate for a slightly larger tolerance, i.e. (ρ, ε).
, then the pair (rc(x; F, g), εc(x; F, g)) is a strong residual of x for GV IP (F, g) satisfying the estimates
Proof. See Proposition B.4 in Appendix B for a proof of this result.
It follows from the observation in the paragraph following (35) that, under Assumption K.2, every strong residual (r, ε) of x for GV IP (F, g) is also a weak residual of x for GV IP (F, g). We will now establish a sort of a converse of this claim whose proof is given in Proposition B.5 in Appendix B. satisfies r c ≤ √ 2cε, and the pair (r + r c , ε) is a strong residual of x for GV IP (F, g).
We will now present a result which will be useful to obtain sharper iteration-complexity bounds for the sequence of ergodic means generated by the algorithms discussed in Section 3.
First, we introduce the following constant associated with a Lipschitz continuous map.
Definition 4.6. For a map F : Dom F ⊂ R n → R n which is monotone on X ⊂ Dom F , let N(F ; X) be the infimum of all L ≥ 0 such that there exist an L-Lipschitz monotone map G : X → R n and a monotone affine map A : R n → R n such that
We now make a few observations about the above definition. Clearly, if F is a monotone affine map, then N(F ; X) = 0 for any X ⊂ R n . Note also that if F is monotone and L-Lipschitz,on X, then N(F ; X) ≤ L. We note however that N(F ;
We are now ready to state the aforementioned result.
Theorem 4.7. Assume that conditions K.1-K.3 listed in Subsection 3.2 hold. Let x i , v i ∈ R n and ε i , α i ∈ R + , for i = 1, . . . , k, be such that
Then, the following statements hold: a) ε a ≥ 0 and (v a , ε a ) is a weak residual of x a for GV IP (F, g); b) for every c ≥ 2N(F ; dom g), the vector r c := r c (x a ; F −v a , g) satisfies r c ≤ √ 2ε a c and the pair (v a +r c , ε a ) is a strong residual of x a for GV IP (F, g); c) if Ω is a closed convex set such that dom g ⊂ Ω ⊂ Dom F then, for every c ≥ 2N(F ; Ω), the vector
satisfies r c ≤ √ 2ε a c and the pair (v a +r c , ε a ) is a strong residual of x a for GV IP (F, g).
In particular, there exists r ∈ R n such that v a + r ∈ (F + ∂ ε a g)(x a ) and r ≤ 2 ε a N(F ; dom g).
Ergodic iteration-complexity results for GVIP
In this section, we state iteration-complexity results for the ergodic sequence corresponding to the sequence {x k } generated by either the generalization of Korpelevich's method or the variant of Tseng's MF-BS method for solving problem GV IP (F, g). We start by stating the following result.
Theorem 5.1. Let {x k } and {x k } be the sequences generated either by the variant of Tseng's MF-BS method or by the generalized Korpelevich's extragradient algorithm, and for every k ∈ N, definẽ
Let d 0 be the distance of x 0 to the solution set of GV IP (F, g). Then, for every k ∈ N, the following statements hold:
b) if a positive scalar c ≥ 2 N(F ; dom g) is known and we definê
c) alternatively, if a closed convex set Ω ⊂ R n such that dom g ⊂ Ω ⊂ Dom F and a positive constant c ≥ 2 N(F ; Ω) are known and we definev 
Proof. By Proposition 3.3 (resp., Proposition 3.5), the variant of Tseng's MF-BS method (resp., the generalized Korpelevich's method) is a special case of the HPE method with T = F + ∂g and, for every k ∈ N,ṽ k ∈ [F + ∂ ε k g](x k ), where ε k = 0 (resp., ε k is given by (30)). Hence, statements a), b) and c) follow immediately from Theorem 2.7 with λ k = σ/L for every k and Theorem 4.7 with x i =x i , v i =ṽ i and α i = 1/k for i = 1, . . . , k. The last part of the theorem follows from statement b) and some straightforward arguments.
We now make a few observations regarding the last result. First, note that the complexity bound in Theorem 5.1(b) can be significantly better than that obtained in Theorem 3.6, namely when the constant c << L. Second, in the case where Ω = R n , the vectorv a k reduces tǒ
which does not depend on c. Hence, in this case, knowledge of a constant c ≥ N(F ; dom g) is not required. Moreover, when F is affine and we choose Ω = R n , (49) holds for any c > 0 = N(F ; dom g), from which we conclude that v a k ≤ 2Ld 0 kσ , and hence that (51) also holds also when N(F ; dom g) = 0. Third, Theorem 5.1(b) with Ω = R n and g being an indicator function reduces to Theorem 5.5 of [9] . Fourth, the main drawback about the last conclusion of Theorem 5.1 is the fact that a constant c ≥ N(F ; dom g) such that c = O(N(F ; dom g)) must be known. The natural question then arises as to whether it is possible to compute a certificate thatx a k is a (ρ, ε)-strong solution of V IP (F, X) within a number of iterations bounded by (51), without any knowledge of a constant c as above.
The answer to the latter question relies on Proposition 4.4 and is described in the following result.
Theorem 5.2. Let (ρ, ε) ∈ R ++ × R ++ and definec := ρ 2 /(2ε). Consider the sequence of ergodic iterates {x a k } generated either by the variant of Tseng's MF-BS method or by the generalized Korpelevich's extragradient algorithm. Then, there exists an index
As a consequence, any such ergodic iteratex 
Application I: Saddle point problems
In this subsection, we describe the generalized SP problem and its reformulation as a problem as in (25). Hence, the generalized Korpelevich's extragradient method or Tseng's MF-BS algorithm can be used to approximately solve this problem and iteration-complexity results similar to those derived at the beginning of this section apply. In this subsection, we also describe a different notion of an approximate solution for the generalized SP problem, i.e. that of an approximate saddle-point, and establish an iteration-complexity result to obtain such solution.
We first introduce a few definitions. Let Ψ : dom Ψ ⊂ R n × R m → R and two proper closed convex functions
and the function Ψ :
The generalized saddle point problem determined by the triple (Ψ; g x , g y ), denoted by GSP (Ψ; g x , g y ), consists of finding a pair (x, y) ∈ X × Y such that
For a fixed map Ψ, each pair (g x , g y ) determines a different saddle point problem. The case where g x = δ X and g y = δ Y yield the standard saddle point problem with respect to Ψ on X × Y , which we denote simply by SP (Ψ; X × Y ).
The function θ sp (·; Ψ, g x , g y ) is also known as the gap function associated with SP (Ψ; g x , g y ) in that it can be viewed as the difference between a primal function p(·) = p(·; Ψ, g x , g y ) : X → R and a dual function
Clearly, (x, y) is an ε-saddle-point of GSP (Ψ; g x , g y ) if, and only if, (x, y) ∈ X × Y and (0, 0) ∈ ∂ ε [ Ψ(·, y) − Ψ(x, ·)](x, y). Moreover, θ sp ((x, y); Ψ, g x , g y ) is the smallest ε ≥ 0 satisfying one of these two equivalent conditions. More generally, we can introduce the following more general definition of an approximate saddle-point for GSP (Ψ; g x , g y ).
Definition 6.2. A point (x, y) ∈ X × Y is called an (ρ, ε)-saddle-point of GSP (Ψ; g x , g y ) if there exist a pair r = (r x , r y ) ∈ R n × R m such that r ≤ ρ and (x, y) is an ε-saddle-point of GSP (Ψ r ; g x , g y ), where
Moreover, any such pair (r, ε) will be called a residual of (x, y) for GSP (Ψ r ; g x , g y ).
For the sake of future reference, we state the following simple result without proof.
Proposition 6.3. For a point (x, y) ∈ X×Y , the pair (r, ε) = ((r x , r y ), ε) is a residual of (x, y) for GSP (Ψ r ; g x , g y ) if, and only if, (r x , r y ) ∈ ∂ ε [ Ψ(·, y) − Ψ(x, ·)](x, y).
In the following, we will discuss the close connection between GSP (Ψ; g x , g y ) and a related generalized VIP and, as a by-product, the specializations of the algorithms discussed in Section 3 to GSP (Ψ; g x , g y ). We first need to make some assumptions on Ψ:
Define the functions F : dom Ψ → R and g :
Proposition 6.4. Assume that Ψ satisfies conditions S.1 and S.2 and consider the functions F and g defined according to (56). Then,
Equivalently, every ε-strong solution (x, y) ∈ X × Y of GV IP (F ; g) is an ε-saddle point of GSP (Ψ; g x , g y ), and the latter is always an ε-weak solution of GV IP (F ; g).
Proof. To prove the first inequality in (57) assume that (x, y) is ε-saddle point of GSP (Ψ; g x , g y ). Then, using relations (54) and (56) and the assumptions S.1 and S.2, we conclude that for every (x , y ) ∈ X × Y , we have
which clearly implies that (x, y) is an ε-weak solution of GV IP (F ; g) in view of Definition 4.1.
To show the second inequality in (57), set ε = θ s ((x, y); F, g) and observe that (0, 0) ∈ F (x, y) + ∂ ε g(x, y).
and hence that θ sp ((x, y); Ψ, g x , g y ) ≤ ε = θ s ((x, y); F, g).
We now state specializations of the generalized Korpelevich's method and the variant of Tseng's method for solving GSP (Ψ; g x , g y ). They are essentially the generalized Korpelevich's method and the variant of Tseng's method described in Subsection 3.2 applied to GV IP (F ; g) with F and g given by (56).
Generalized Korpelevich's extragradient algorithm for GSP (Ψ; g x , g y ):
0) Let (x 0 , y 0 ) ∈ Dom(∂g x ) × Dom(∂g y ) and σ ∈ (0, 1) be given, and set λ = σ/L and k = 1.
To state the specialization of the variant of Tseng's MF-BS method to GSP (Ψ; g x , g y ), we first introduce one more assumption.
S.4) there exist closed convex sets Ω x and Ω
Variant of Tseng's MF-BS method for GSP (Ψ; g x , g y ):
0) Let (x 0 , y 0 ) ∈ R n × R m and σ ∈ (0, 1) be given, and set λ = σ/L and k = 1.
1) Compute
Clearly, all the results derived in Section 5 apply to the above two algorithms. For the sake of shortness, we will not translate their statements to the context of GSP (Ψ; g x , g y ). However, we will show that the statement of Theorem 5.1(a) can be strengthened by replacing the error measure θ w with θ sp (see inequality (57)).
Theorem 6.5. Consider the sequences {(x k , y k )} and {(x k ,ỹ k )} generated by either the the variant of Tseng's MF-BS method or the generalized Korpelevich's method for GSP (Ψ; g x , g y ), and define
whereη k are defined in (47), and d 0 is the distance of (x 0 , y 0 ) to the set of saddle-points of GSP (Ψ; g x , g y ).
As a consequence, for every pair of positive scalars (ρ, ε), there exists an index
Proof. Clearly, the above two methods are the generalized Korpelevich's method and the variant of Tseng's MF-BS method applied to GV IP (F ; g), respectively, with F and g are given by (56). Hence, all the results derived earlier for these two methods applied here. In particular, by Proposition 3.3 and Proposition 3.5, we conclude that there exists ε k ≥ 0 such that
Hence, using also definition (56), we conclude that
where the latter identity follows from the definition of Ψ in (54). Hence, it follows from (17), (58), (61) and Proposition 2.4 thatṽ An important observation about Theorem 6.5 is that Tseng's MF-BS method or the generalized Korpelevich's algorithm for GSP (Ψ; g x , g y ) can be used to solve problems for which the gap function θ sp (·; Ψ v , g x , g y ) can not be easily evaluated for any perturbed function Ψ v , since it suffices to terminate the method depending on whether the computable quantitiesṽ a k and ε a k defined in (58) and (59) are sufficiently small. Moreover, this termination criteria does not depend on the knowledge of d 0 . The latter is only used to provide a theoretical complexity bound for the algorithm.
The last result of this section considers the special case where X and Y are both bounded sets and an explicit bound on the diameter of X × Y is given. Proposition 6.6. Assume that X, Y are bounded sets and let D XY denote the diameter of X × Y . Then, for every k ∈ N, the point (x a k ,ỹ a k ) defined in (58) is anε k -saddle point of GSP (Ψ, g x , g y ), wherê (58) and (59), respectively, and d 0 is the distance of (x 0 , y 0 ) to the set of saddle-points of GSP (Ψ; g x , g y ). As a consequence, for every ε > 0, there exists an index
Proof. Use Theorem 6.5, Definitions 6.1 and 6.2, and the Cauchy-Schwarz inequality.
Application II: Convex optimization problems
In this section, we consider applications of the theory developed in the previous section to the problem
where the following assumptions are made:
O.4) the solution set of (62) is non-empty.
We now make some observations. First, under the above assumptions, x * is an optimal solution if, and only if, it satisfies the condition 0
where M := {x ∈ R n : Ax = b}. Second, the above assumptions also guarantee that ∂f + ∂g + N M is maximal monotone.
Clearly, when f has Lipschitz continuous gradient and the resolvent of the sum of ∂(h + δ M ) is easy to compute, we could apply the methods of Section 3 directly to (63) with F = ∇f and g = h + δ M . However, for most practical problems, the resolvent of ∂(h + δ M ) is hard to compute but the the resolvent of ∂h can be easily computed. In this section, we will consider specific reformulations of (62) which can be solved by the algorithms of Section 3 using only the resolvent of ∂h.
The following result motivates the aforementioned reformulations of (62).
Proposition 7.1. For a point x * ∈ R n , the following conditions are all equivalent:
a) x * is a solution of (63);
b) there exist y * ∈ R m and s * ∈ ∂h(x * ) such that 0 ∈ ∂f (x * ) + A * y * + s * and Ax * = b; c) Ax * = b and there exists w * ∈ R(A * ) and s * ∈ R n such that x * ∈ ∂h * (s * ) and 0 ∈ ∂f (x * ) + w * + s * .
Dualization approaches with respect to the affine constraint
In this subsection we make the following additional assumption:
Using the characterization of N M (x) given by
we obtain the following primal-dual reformulation of (63):
Given a pair of positive scalars (ρ, ε), we will examine in this subsection the complexity of finding a pair (x, y)
or equivalently, a triple (x, y, s)
Alternatively, we are also interested in the complexity of finding a pair (x, y) ∈ dom h × R m satisfying
Observe that, if (x, y) satisfies (65), then it also satisfies (67).
In this subsection, we view (64) as being equivalent to the GVI problem
where
In order to apply the variant of Tseng's MF-BS (and/or Korpelevich's extragradient) method to the above GVI problem, we need an upper bound on the Lipschitz constant of F . The tighter this bound, the larger will be the stepsize λ and hence, the smaller the complexity bound. In the following result, we derive such upper bound.
Therefore,
To end the proof, note thatL is the spectral radius of the 2 × 2 matrix on the right hand side of the above inequality.
Variant of Tseng's MF-BS method for (68)-(69):
0) Let (x 0 , y 0 ) ∈ n × R m and 0 < σ < 1 be given and set λ = σ/L and k = 1, whereL is given by (70).
and
end
Due to the definition of the function F in (69), relations (71) and (72) are equivalent to
where Ω := Ω x × R m . Hence, the above algorithm is Tseng's MF-BS method applied to GV IP (F, g) with F and g given by (69). Note that the sequence {x k } remains in dom h, while the sequence {x k } does not have to be in dom h. Theorem 7.3. Let {(x k , y k )} and {(x k ,ỹ k )} be the sequences generated by Tseng's MF-BS method for solving (68)-(69) and define for every k ∈ N:
Then, for every k ∈ N, p x k ∈ ∂h(x k ) and there exists i ≤ k such that
where d 0 is the distance of (x 0 , y 0 ) to the solution set of (64). As a consequence, for any ρ > 0, there exists an index
such that the triple (x, y, s) = (x k ,ỹ k , p 
kσ , whereη k is given by (47) and d 0 is the distance of (x 0 , y 0 ) to the solution set of (64). As a consequence, for any pair of positive scalars (ρ, ε), there exists an index
Clearly, the above algorithm corresponds to the variant of Tseng's MF-BS method for GSP (Ψ; g x , g y ) with Ω x as in Assumption O.5 and Ω y = R m . The result now follows from Theorem 6.5 and elementary rules of subdifferential calculus.
Proposition 7.5. Let (ρ, ε) ∈ R ++ × R ++ and setc := ρ 2 /(2ε). Consider the sequence {(x a k ,ỹ a k )} of ergodic iterates defined in (58), where {(x k ,ỹ k )} is the sequence generated by Tseng's MF-BS method for solving (68)-(69). Moreover, for every k ∈ N, define
Then, there exists an index
, where d 0 is the distance of (x 0 , y 0 ) to the solution set of (64).
Proof. This result follows immediately from (37), Definition 4.2 and Theorem 5.2 applied to GV IP (F, g) with F and g given by (69).
Dualization approach with respect to h
In this subsection, in addition to assumptions O.1-O.4, we further assume that O.5') f is differentiable on M and ∇f is L-Lipschitz continuous on M.
Using the fact that s ∈ ∂h(x) if, and only if, x ∈ ∂h * (s), it follows that (63) is equivalent to
Given a pair of positive scalars (ρ, ε), we will examine in this subsection the complexity of finding a pair (x, s) ∈ M × R n such that
or equivalently, a quadruple (x, x , w, s)
Alternatively, we are also interested in the complexity of finding a pair (x, s) ∈ M × n satisfying
Observe that, if (x, s) satisfies (75), then it also satisfies (77). Observe also that for any pair (x, s) satisfying the above conditions, we must have s ∈ dom h * . In this subsection, we view (74) as being equivalent to the GVI problem 0 ∈ F (x, s) + ∂g(x, y),
The following result follows as an immediate consequence of Lemma 7.2.
Proposition 7.6. The map F defined as above is (L + 1)-Lipschitz continuous.
Variant of Tseng's MF-BS method for (78)-(79):
0) Let (x 0 , s 0 ) ∈ n × n and 0 < σ < 1 be given and set λ = σ/(L + 1) and k = 1.
end
We now make a few observations regarding the above algorithm. First, we note that the sequence {(x k ,s k )} is in M × dom h * . Second, due to the definition of the function F and g in (79), relations (80) and (81) are equivalent to
where Ω := M × n . Hence, the above algorithm is Tseng's MF-BS method applied to the inclusion problem (78)-(79). Third, observe that the above method requires two projections onto M and exactly one evaluation of the resolvent of h * per iteration. Fourth, we also observe that the resolvent of h * can also be computed using the resolvent of h according to
The following result follows as an immediate consequence of Theorem 3.6.
Theorem 7.7. Let {(x k , s k )}, {(x k ,s k )} and {x k } be the sequences generated by Tseng's MF-BS method for solving (78)-(79) and define for every k ∈ N:
Then, for every k ∈ N,x k ∈ M and (p
where d 0 is the distance of (x 0 , s 0 ) to the solution set of (74). As a consequence, for any ρ > 0, there exists an index
such that the quadruple (x, x , w, s) = (x k , p 
kσ , whereη k is given by (47) and d 0 is the distance of (x 0 , s 0 ) to the solution set of (74). As a consequence, for any pair of positive scalars (ρ, ε), there exists an index
Proof. Define g x := δ M , g s := h * and Ψ : dom f × R n → R as Ψ(x, s) = f (x) + x, s . Clearly, the above algorithm corresponds to the variant of Tseng's MF-BS method for GSP (Ψ; g x , g y ). The result now follows from Theorem 6.5 and elementary rules of subdifferential calculus. Let d 0 be the distance of (x 0 , s 0 ) to the solution set of (74). Then, there exists an index
Examples
In this subsection, we give two specific instances of optimization problems which can be solved by the methods discussed in the previous two subsections. Consider first the case where h = δ X for some closed convex set in R n . In this case, (62) becomes
Note that in this case the resolvent (I +λ∂h) −1 , which needs to be evaluated at each step of the methods described in Subsections 7.1 and 7.2, reduces to the projection map with respect to X for any λ > 0. Moreover, when X is a cone, the termination criteria (66) reduces to
where X * := {s ∈ R n : x, s ≥ 0, ∀x ∈ X} is the dual cone of X. We now consider the second case where h is given by
otherwise.
In this case, it is easy to see that evaluation of the resolvent of ∂h amounts to solving n single variable quadratic equations. Moreover, it is easy to verify that the termination criteria (66) reduces to
It should be noted that the latter condition is approximately enforcing the condition −x i s i = 1 for every i = 1, . . . , n and that it is a well-known interiority condition in the theory of interior-point methods.
We also note that we can apply the latter idea to the case when R n is the set of p × p symmetric matrices (and hence n = p(+1)/2), h(X) = − log det X when X is positive definite, and +∞, otherwise. In this case, evaluation of the resolvent of h amounts to computing a symmetric eigenvalue decomposition and the solution of p single variable quadratic equations.
A Appendix: Maximal Monotonicity on the generalized VIP Proposition A.1. If B : R n ⇒ R n is maximal monotone and F : Dom(F ) → R n is a map such that Dom F ⊃ Dom B and F restricted to Dom B is monotone and uniformly continuous, then F + B is maximal monotone.
Proof. Let C = Dom B. Since F | C is uniformly continuous, this map has a unique continuous extension to the closure C of C, which we denote by F . Since F | C is monotone, F is also monotone. As B is maximal monotone, C is convex (see Proposition 6.4.1 of [1] ). Therefore, F + N C is maximal monotone (see for example Proposition 12.3.6 of [5] ). Using the fact that the sum of two maximal monotone operators is also maximal monotone as long as the relative interior of their domains intersect (see Theorem 2 of [16] ) and the relative interior of the domains of B and F + N C are identical, then it follows that F + N C + B is maximal monotone. Moreover, we clearly have that B ⊂ N C + B. Since B is maximal monotone, we actually have that B = N C + B, and hence
We have thus shown that F + B is maximal monotone.
B Proofs of Section 4
In this section we assume that assumptions K.1, K.2 and K.3 of Section 3.2 hold. The proof of Proposition 4.3 will be divided in three parts.
Proposition B.1. Let x ∈ dom g. Then: a) (r, ε) is a strong residual of x for GV IP (F, g) if and only if r ∈ F (x) + ∂ ε g(x); b) if (r, ε) is a weak residual of x for GV IP (F, g), then r ∈ (F + ∂g) ε (x); c) if r ∈ (F ε + ∂g ε )(x) and ε + ε ≤ ε, then (r, ε) is a weak residual of x for GV IP (F, g).
Proof. a) Using the definition (1) of ε-subdifferential and relations (34) and (36), we conclude that (r, ε) is a strong residual of x for GV IP (F, g) if, and only if, r − F (x) ∈ ∂ ε g(x). b) Suppose that (r, ε) is a weak residual of x for GV IP (F, g). Then, using (36), (35) and the fact that the domain of ∂g is contained in dom g we conclude that, for every y ∈ Dom ∂g and u ∈ ∂g(y),
Hence, it follows from definition (3) that r ∈ (F + ∂g) ε (x). c) Suppose now that r ∈ (F ε + ∂g ε )(x) and ε + ε ≤ ε. Hence, there exist r ∈ F ε (x) and r ∈ ∂ ε g(x) such that r + r = r. Hence, for any y ∈ dom(g) ⊂ Dom F , we have
Adding these two inequalities and using the fact that r = r + r and ε + ε ≤ ε, we then conclude that g(y) ≥ g(x) + y − x, r − F (x) − ε, ∀y ∈ dom g, and hence that (r, ε) is a weak residual of x for GV IP (F, g), due to (35) and (36). Proposition B.2. If x ∈ dom g and c ≥ 2L, then θ c (x; F, g) ≤ θ w (x; F, g).
Proof. Let x ∈ dom g and c ≥ 2L be given. Then, in view of (35), (38), the assumption that c ≥ 2L and Assumption K.3, we have The following result establishes a relationship between θ c and strong residuals. which proves the first claim of the theorem. We now prove the second claim. Using (84) and (37) we conclude that y c = I + 1 c ∂g
Therefore, from the optimality conditions for the maximization problem (38), we conclude that its maximizer is y c and θ c (x; F, g) = g(x) − g(y c ) + x − y c , F (x) − c 2 y c − x 2 , r c − F (x) = c(x − y c ) − F (x) ∈ ∂g(y c ).
Moreover, the above inclusion and Proposition 2.1(c) imply that ε c ≥ 0 and r c − F (x) ∈ ∂ εc g(x). Hence, in view of Proposition B.1(a), (r c , ε c ) is a strong residual of x for GV IP (F, g). To end the proof, use the first equality in the above equation and (84) to conclude that (83) holds as an equality for (r c , ε c ).
The following result follows as consequence of Theorem B.3.
Proposition B.4. If x ∈ dom g is a (ρ/ √ 2, ε/2)-strong solution of GV IP (F, g) andc := ρ 2 /(2ε), then the pair (rc(x; F, g), εc(x; F, g)) is a strong residual of x for GV IP (F, g) satisfying the estimates rc(x; F, g) ≤ ρ, εc(x; F, g) ≤ ε;
C Proof of Theorem 4.7
In this appendix, we provide the proof of Theorem 4.7.
Proof. a) Note that, by (41), we have v i − F (x i ) ∈ ∂ εi g(x i ) for every i = 1, . . . , k. Defining
it then follows from the definition of v a and F a in (42) b) The function F can be decomposed as F = G + A, where G is an N(F ; dom g)-Lipschitz monotone map and A is an affine monotone map. Define
and note that ε a =ε which is due to definition (37) and the identity F (x a ) = G(x a ) + A(x a ) = G(x a ) + A a , the fact that G is N(F ; dom g)-Lipschitz continuous, and Proposition 4.5 imply that, for any c ≥ 2N(F ; dom g), r c ≤ √ 2cε a and the pair (v a − A a + r c , ε a ) is a strong residual of x a for GV IP (G, g). Since by definition this means that
or equivalently, v a + r c ∈ F (x a ) + ∂ ε a (x a ), we conclude that (v a + r, ε a ) is a strong residual of x a for GV IP (F, g). c) Since 0 ∈ N Ω (x i ), and hence F (x i ) ∈ F (x i ) + N Ω (x i ), for every i = 1, . . . , k, it follows from statement b) with g = δ Ω , v i = F (x i ) and ε i = 0 that, for every c ≥ N(F ; Ω), the vectorr c defined in (43) satisfieŝ
where F a is defined in (42) and
On the other hand, we know from the proof of statement a) that v a − F a ∈ ∂ ε a 0 g(x a ), where ε a 0 ≥ 0 is defined in (89). Combining this last observation with (92), we then conclude that
where the last identity follows from the definition of ε a , ε a 0 and ε a 1 in (42), (89) and (93), respectively, and the fact that dom g ⊂ Ω by assumption. Statement c) now immediately follows from the latter conclusion, Proposition 4.3(a), the inequality in (92) and the fact that ε a 1 ≤ ε a . Finally, the last claim of the theorem follows from statement b) with c = 2N(F ; dom g).
