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Given a drawing of straight lines on the plane, we wish to decide whether it is the projec- 
tion of the visible part of a set of opaque polyhedra. This is the fundamental algorithmic 
problem that underlies much of the research in computer vision. Although there are extensive 
literature and reports on empirically successful algorithms for this problem and its many 
extensions, there has been no definite result concerning its complexity. In this paper we show 
that, rather surprisingly, this problem is NP-complete, and therefore there is probably no 
polynomial-time algorithm for solving it. This is true even in the relatively simple case of 
trihedral scenes (no four planes share a point) without shadows and cracks. Despite this 
negative result, we present positive results for the important special case of orthohedral scenes 
(ah planes are normal to one of the three axes). 6 1988 Academic Press, Inc. 
1. INTRODUCTION 
It is clear that the objects shown in Fig. la and b “exist,” whereas those in 
Figs. lc and d do not. What does this mean, exactly? We are assuming that the 
“scene” represented consists of opaque solid polyhedra, and that the representation 
is a projection of the polyhedra on a plane, where only the visible parts (i.e., those 
points that have no part of the scene between them and the plane of the projection) 
are shown. In fact, as is quite usually done in the literature on this problem, in 
much of this paper we shall assume that the scene is trihedral and non-degenerate. A 
scene is trihedral if no four or more planes pass through the same point. By “non- 
degenerate” we mean several things. First, there are no zero-width solids in the 
scene (and therefore the “origami” lower part of Fig. lc is impossible). Also, there 
are no cracks (see Fig. lc). Finally, we insist that the straight lines of the scene will 
* The research of the tirst author was conducted while he was visiting the University of California at 
Santa Barbara; the research of the second author was supported by the National Science Foundation 
and the Hughes Artificial Intelligence Center. 
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FIGURE 1 
remain straight even if we “perturb” a little bit the projection plane. For example, 
the point a in Fig. 2 shows an edge hidden by a plane, and not a trihedral angle, 
one of whose planes happens to be normal to the projection plane. 
How can we tell whether such an image comes indeed from the projection of a 
non-degenerate, trihedral, polyhedral scene (or scene, for short), like the images in 
Figs. la, b, and is not an impossible picture like those shown in Figs. lc and d? This 
has been a very central problem in computer vision for the past fifteen years (see 
[2] for an extensive survey of past research). 
The basic approach, originally proposed by Clowes [ 1 ] and Huffman [4], but 
extended in several different ways by subsequent research, is to observe that edges 
on the scene can be subdivided into three basic categories, depending on the slope 
of their two defining planes, as they are “seen” from the projection plane: Convex 
edges, denoted “ + ” (see edge ab in Fig. 2); concave edges, denoted “ - ” (edge cd 
in Fig. 2); and contour edges, denoted “ + ” (see edge be in Fig. 2). It can be shown 
FIGURE 2 
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that the projections of these edges in the image can meet in vertices only of a few 
possible kinds, all shown in Fig. 3. A good part of the effort involved in recognizing 
legal scenes is finding legal labellings of the edges of the images, so that all vertices 
of the image end up in one of the kinds shown in Fig. 3. This is called the 
“labelling” part of the task of recognizing legal images. Success here is necessary but 
not sufficient for the image to be legal; for example, the image of Fig. 4 has a legal 
labelling but is not realizable, since the two planes of the figure appear to have a 
broken line in common. The labelling stage is followed by a more quantitative part, 
FIGURE 4 
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in which the actual coordinates of the points. and slopes of the planes, are deter- 
mined. This,is called the “realization” of the image. 
There are two important computational problems suggested by this approach to 
computer vision. The most important and general problem is the following: Given 
an image, is it the projection of some trihedral scene? There is a more “com- 
binatorial” problem, associated with the labelling stage, namely: Given an image, 
does it have a legal labelling? There is an extensive literature on these two problems 
(although they have never before been defined explicitly as above), but, sur- 
prisingly, there is no definite result concerning their complexity. The labelability 
problem has been attacked by a clever backtracking scheme [13] with very 
encouraging computational results on small examples, although with an exponen- 
tial worst-case performance (again, this has not been spelled out explicitly, but it is 
rather immediate). Also, it was shown in [ 111 that labelling is the most essential 
step, in the sense that, with a correct labelling given, it can be determined in 
polynomial time whether the image can be realized, since the problem is then a 
special case of linear programming. (Notice that this does not imply that if we 
could tell whether an image is labellable in polynomial time, then we would also be 
able to tell whether it is realizable in polynomial time, because an image could have 
an exponential number of legal labellings.) Research in computer vision has advan- 
ced towards more complex worlds, with non-trihedral objects, possibly degenerate, 
sometimes including cracks and shadows [S, 6, 133. Another common line of 
research has been to disambiguate images with more than one labelling or 
realization by exploiting natural symmetries and constraints [7]. This research has 
also given rise to more basic problems of line detection, for example, see [ 123. Still, 
the basic computational problems defined above underlie much of this research, 
and determining their complexity seems an important task. 
In this paper we show that determining whether a line drawing can be realized as 
the image of a trihedral scene, or even labelled, are both NP-complete problems. 
This is a rather unexpected and counterintuitive result, since this problem (in fact, 
the harder case with cracks and shadows) was attacked by Waltz’s filtering 
algorithm [ 131, reportedly with impressive results. In fact, this has been heralded 
as one case in which artificial intelligence research has led to a very fast algorithm. 
Of course, it is easy to see that the worst-case performance of Waltz’s algorithm is 
exponential, and so our result is not formally in contradiction with the findings of 
that paper. However, it is very rare for an NP-complete problem to have such an 
empirically successful algorithm. Besides, this is perhaps among the computational 
problems most familiar to man, solved with impressive ease, instance after instance, 
somewhere between our retina and brain. In view of our negative complexity result, 
we must accept at least one of the following hypotheses: either the real problem of 
vision is much easier, due to “hints” we receive from aspects, such as texture and 
shadows, not captured in our formulation; or the probabilistic distribution of the 
scenes encountered in the natural and artificial world is biased in favor of kinds 
that yield to ingenious fast heuristics. 
In the last part of this paper we present some good news: We develop a fast 
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algorithm for an important special case of the problem, namely the case of 
orthohedral scenes. We call a scene orthohedral if each plane in the scene is normal 
to one of the three axes. For example, the scene which is the most natural inter- 
pretation of Fig. lb is orthohedral. Our algorithm takes advantage of the 
orthohedral constraint to further reline the table of legal vertices of Fig. 3, and thus 
solve the labelling problem using 2-satisliability. The running time of our algorithm 
is linear in the number of elements (vertices, edges, faces) of the image. To our 
knowledge, this important special case had not been studied before. Filling in the 
“quantitative” part, that is, providing coordinates for all points and planes etc., can 
also be done in polynomial time, once a labelling is given. In fact, this can be 
accomplished without resorting to linear programming as in [ 1 l] (our algorithm 
shows that the problem is in fact in NC). A bit surprisingly, it is open whether the 
combined problem of telling whether an image can be labelled and the labelling 
realized can be done in polynomial time. 
2. NONSENSE SENTENCES AS IMPOSSIBLE OBJECTS 
The classical work on computer vision was an effort to demonstrate that the 
problem of interpreting images can be reduced to a fragment of propositional 
calculus, although it was never made clear how complete this fragment was. In 
order to establish the NP-completeness of these problems, we shall now do exactly 
the opposite. We shall show that for any sentence of the propositional calculus we 
can construct an image such that the image is realizable as the projection of a scene 
(resp. labelable according to the rules in Fig. 3) if and only if the sentence is not 
self-contradictory. 
Definitions 
Let us first formally define the problem. We are given an image Z, that is, a planar 
graph with degrees of the nodes either two or three, embedded on the plane so that 
all edges are straight lines (see Figs. 1 and 2, for example). The nodes of I are 
subdivided into four categories: L-nodes (nodes of degree 2, e.g., node b in Fig. 2), 
Y-nodes (nodes of degree 3 such that all angles formed are less than 180”, such as 
node f in Fig. 2), T-nodes (one angle is 180”, such as nodes a and c), and E-nodes 
(there is an angle larger than 180”, see nodes e and d). 
A scene is a set of disjoint polyhedra in the three-dimensional space, with no four 
faces meeting at the same point (this also implies that there are no “touching” 
polyhedra, or cracks). The projection of a point (x, y, z) of the scene is the point 
(x, y) (that is, we are assuming that the projection plane corresponds to the xy 
plane). A point (x, y, z) of the scene is termed visible if there is no other point 
(x, y, z’) belonging to any polyhedron of the scene, with z’ < z. The projection of the 
scene is the image formed by the projections of the visible points of the edges of the 
scene (see Fig. 1 a, b). We also require that no plane or line defined by vertices or 
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edges of the scene is perpendicular to the xy plane. This ensures that, as Winston 
nicely puts it, “the choice of the viewpoint is such that no junctions change charac- 
ter with a small movement of the eye.” For example, this condition is enough to 
guarantee that all degree-three nodes of the projection are indeed the projections of 
trihedral angles of the scene and not coincidences of three skewed lines, and that all 
T-nodes of the projection of the scene are projections of occlusions and not 
degenerate projections of solid angles. It should be clear that this projection must 
be an image, as defined above. 
Each edge of a scene is defined by two planes, each of which is the boundary of a 
polyhedron. The angle of this edge is the dihedral angle with the edge as apex which 
is occupied by the polyhedron. Therefore, each edge of the projection falls in three 
categories: (1) Concave edges, corresponding to visible edges of the scene whose 
angle is bigger than 180”. For example, in the natural interpretation of Fig. 2, edge 
cd is a concave edge. Concave edges are denoted “ - .” (2) Convex edges, 
corresponding to edges of the scene with angle less than 180”, such that both planes 
forming the edge are visible. See edge ab in Fig. 2. Convex edges are denoted “ + .” 
(3) Contour edges, edges with angles smaller than 180” such that only one of the 
two planes is visible (and thus the edge is part of the contour of its polyhedron). 
See edge eb in Fig. 2. Contour edges are denoted “ + ,” with the solid on the right 
side of the arrow. 
The computational problem that we are addressing in this paper is the following: 
Given an image, is there a scene of which the image is the projection? Such images 
are called realizable. One classical approach to the realizability problem is through 
a combinatorial necessary condition, which we state next. A labelling of an image is 
an assignment to each edge of the image of one of the symbols “ + ,” “ - ,” and 
“ --+ ” (in one direction or the other). A labelling is legal if at each node of the image 
we have one of the patterns shown in Fig. 3 (see [ 141 for a derivation of each of 
these patterns, as well as for an informal argument for the following result). Images 
that have a legal labelling are called labellable. A legal labelling is consistent with a 
realization of the image, if the way the edges are seen from the projection plane is 
the way indicated by the labelling. 
PROPOSITION 1. (D. A. Huffman [4]). If an image is realizable then it is 
labellable (consistently with the realization). 
Telling whether an image is labellable is another well-looked at computational 
problem, a first step towards realizing the image. The “filtering” algorithm of Waltz 
is one of the previous attempts to solve it; Waltz’s algorithm, like all algorithms 
known for this problem, has time requirements which can at worst be exponential 
in the complexity of the image (say, the number of lines of the image). We shall 
prove that determining whether an image is labellable is NP-complete. We show the 
NP-completeness of labelability first because this proof is easier, and also because 
the proof of the harder result for realizability depends heavily on this one. 
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The Complexity qf’ Lahelahilit~~ 
THEOREM 1. It is NP-complete, given an image, to tell whether it has a legal 
luhelling. 
Proof The problem is clearly in NP, because a legal labelling, if it exists, can be 
guessed, exhibited and checked against the table of Fig. 3 in polynomial time. To 
show completeness, we shall reduce to this problem the satisfiability problem of 
propositional calculus. In this problem we are given several clauses, each of which 
consists of Boolean variables x, y, or their negations X, j, . . . . We are asked 
whether there is a truth assignment, that is, an assignment to each variable of one 
of the values true and false, such that the formula is satisfied; that is, all clauses 
contain at least one literal which is true (a literal is either a variable or a negation 
of one). This is the satisliability problem; it is known to be NP-complete. 
Given such a formula F, with n variables x,, . . . . X, and m clauses, we shall 
construct an image I such that I is labelable if and only if F is satisfiable. Going 
from the purely propositional structure of a formula to the geometric of an image 
seems an awesome task. Fortunately, we can rely on a very helpful result, due to 
Lichtenstein [9]. He proved that the satisliability problem remains NP-complete 
even in the special case in which the formula has a very special structure, namely: 
(i) Each clause C, has at most three literals. 
(ii) Each variable appears (negated or not) in at most live clauses. 
(iii) More importantly, if the variables and clauses of F are thought of as the 
nodes of a graph G(F), with an edge connecting a variable and a clause whenever 
this variable (or its negation) appears in this clause, then G(F) is a planar graph. 
We shall use a planar embedding of G(F), with all edges straight lines, as our 
“plan” for the construction of the image I. In our construction, we shall employ a 
number of special-purpose local configurations, or “gadgets.” For example, suppose 
that I contains the part shown in Fig. 5a. Then a little thought and experimentation 
with Fig. 3 will show that this part behaves as a line, with the constraint that, in 
any legal labelling, the line cannot be labelled “ + ” (or “ c “); however, the parts 
of the line can either all be labelled “ + ,” or all “ - .” We are going to use this 
W 
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FIGURE 6 
gadget in situations in which we would like to forbid the label “ + .” We shall 
denote this gadget as in Fig. 5b. 
For another example of a gadget, consider Fig. 6. The five “free” edges marked 
“x” (i.e., the edges to be connected with other parts of the graph) must have the 
same label in any legal labelling, and the label cannot be an “ + .” This gadget will 
be used for simulating a variable x. It will help propagate the value of the variable 
(true if “ + ,” false if “ - “) to all (five or fewer) occurrences of the variable. If a 
variable has four or fewer occurrences, then we are left with one or more “hanging” 
edges, of which we have no use. We shall soon see how to take care of such edges. 
Some of the occurrences of a variable may be negated, and we only know how to 
propagate the value of the variable, not its negative. We use for this the gadget of 
Fig. 7a, in which the label of the “free” edge X is the opposite from that of “free” 
edge x (“ - ” if “ + ,” “ + ” if “ - “). Ignore again for the time being the “hanging” 
edge h of Fig. 7a. 
We need now a gadget to implement a clause of F. In other words, we need a 
part of an image which can be labelled if at least one of three “free” edges a, b, and 
c is labelled “ + “-this corresponds to at least one of the literals in the clause being 
true-and cannot be legally labelled if all three of them are labelled “-“-this 
corresponds to all of the literals being false. This is accomplished by the con- 
figuration in Fig. 8 (again, ignore the “hanging” edges marked h). To see that we 
cannot label all three edges a, 6, and c with a “- ,” all we have to do is give to 
these edges a “ - ” label and propagate them downwards in a parallel fashion 
following the constraints of Fig. 3. This is easy to do, since all three “ - ” labels 
FIGURE 7 
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propagate in a unique way (the use of the gadget of Fig. 5b is essential to guarantee 
this uniqueness and also excludes an arrow label from the edges a, 6, and c). At the 
bottom of the configuration, we hit a contradiction. 
In a similar way, we can see that there is a legal labelling if at least one of the 
edges a, b, and c gets a “ + .” We start again with the desired labelling (which 
should include at least one “ + “) and propagate it downwards in parallel, aiming at 
a consistent overall labelling. This label propagation is continued as long as we do 
not encounter nodes with more than one choices of further propagation. If we ever 
hit such an ambiguous node, we wait for the labels from the other two edges to 
advance. If now the ambiguity is not resolved by the combined presence of the 
labels coming from the three edges a, b, and C, only then we try the different 
possibilities to continue the label propagation. Fortunately, that only happens close 
to the bottom of the configuration where it is obvious what the good choice is. 
Also, it only happens when we have more than one “ + .” This completes the 
analysis of the clause gadget, apart from the fact that we have to take care of 
clauses with fewer than three literals. But in this case, we can join together two or 
more of the free edges via one or two Y-nodes. 
We now have all the ingredients required for the construction. Starting with the 
graph G(F), we replace each variable-node with the gadget of Fig. 6, each clause- 
node of G(F) with the gadget of Fig. 8. For each edge corresponding to a positive 
occurrence of a variable in a clause, the two corresponding “free” edges of the two 
gadgest coincide in a single line. Finally, for each edge corresponding to a negative 
occurrence, the two free edges are joined by the gadget of Fig. 7a. Although we omit 
the tedious details of exactly how to achieve this layout, it should be clear that, by 
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changing the precise angles of the three gadgets, we can create an image I as 
described above. If more flexibility is needed, we can use pairs of the negating 
gadget of Fig. 7a to turn a line by any desired angle. 
What remains to be settled is the matter of the “hanging” edges. This can be dealt 
with very simply as follows: So far, we have created a planar graph with certain 
edges “hanging” in the faces. Now add to each face a closed polygon occluding the 
“hanging” lines (see Figs. 9ai b); each of these polygons can certainly be labelled by 
“ + 7” and can in fact be realized as the only visible face of a polyhedral object that 
“hides” the details of the face. We shall draw these polygons in heavy lines, as in 
Fig. 9b. 
This concludes the construction of I. It follows immediately from the construc- 
tion and the discussion above that this image is labellable if and only if the original 
formula was satisfiable. 1 
The Complexity of Realizability 
We now come to the main result of this Section. 
THEOREM 2. It is NP-complete, given an image, to decide whether it is realizable 
as the projection of a scene. 
Proof: It is not immediate that the problem is in NP. However, it follows from 
the results in Sugihara [ 111 that given a labelling of an image Z, the question of 
whether Z can be realized consistently with the given labelling reduces to the 
solvability of a system of linear equations and inequalities. Once we have guessed 
an appropriate labelling of the edges of the scene, the solution of this system can, in 
turn, be guessed, exhibited, and checked in polynomial time (let alone computed in 
polynomial time by the ellipsoid algorithm [8, lo]. 
(a) (b) 
FIGURE 9 
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The proof of completeness will be based on the proof of Theorem 1. If we were 
able to demonstrate that whenever the image Z constructed in the proof of 
Theorem 1 is labellable, then it is also realizable, we would be done. Unfortunately, 
this does not seem to be the case, unless we suitably modify I. 
As we have seen, along the non-hanging edges of I there are heavy lines forming 
T-nodes with the hanging edges. Those heavy lines form a strip within which the 
gadgets of I lie. For the realizability question, we do not have to worry about what 
is happening outside this strip. There lie objects that simply hide from our view 
what is behind them. We only have to consistently assign planes to the faces inside 
the strip. Also, all gadgets to be added to I in the sequel will be situated within this 
strip. It can be easily seen that all gadgets of Z, except the clause gadget of Fig. 8, 
are individually realizable consistently with any of their labellings which is part of 
some global labelling of I. The same is true for the clause gadget of Fig. 8, modulo 
some modifications, which we will describe at the end of this section. So, given a 
labelling of Z, we consider the induced labellings on each gadget and then we con- 
sider individual realizations for each one of them. But it is not true that these local 
realizations can be joined to form a global one. Indeed, consider two adjacent 
gadgets of Z. In order to consider them individually, their common connecting edge 
must be separated into two edges a and b (Fig. SC). But then, in order to join two 
individual realizations of these gadgets, we have to incorporate into a single edge 
the realizations of the edges a and h, and moreover incorporate into single planes 
the pairs of planes (A, C) and (B, D), respectively. However, this joining operation 
may run into one of the following problems: (1) The realizations of the edges a and 
b may not even intersect (let alone be collinear), although their projections are 
collinear. (2) Even if the realizations of a and b are collinear, it may be the case that 
the planes A and C (or B and D) do not have the same slope. 
To avoid the problems above, we shall construct a network of gadgets which will 
be interjected between the edges a and b, thus providing a joint between them. Each 
of the constituent gadgets of the joint will be joined with the next through a com- 
mon connecting edge. Also, one of the two free edges of the joint will be incor- 
porated into a single edge with a, and the other with b. The joint will be positioned 
within the strip of heavy lines (that will take care of its hanging edges). As we will 
prove, we will have enough freedom in choosing realizations of the joints, so that 
all possible individual realizations of a pair of adjacent gadgets of Z will be com- 
patible with some realization of their joint. We assume of course that each pair of 
individual realizations considered is consistent with some global labelling of I. As a 
consequence of this assumption, the edges a and b that are connected through the 
joint have the same label. This label is not an arrow, since in Z, all edges connecting 
gadgets can only be labelled with either a “ +” or a “ - .” Also, the labelling 
properties of the gadgets of the joint will guarantee that in the final modified image, 
the edges a and 6, although distinct, as far as their label is concerned, behave like 
the corresponding single connecting edge in the original image I. 
Nevertheless, the now distinct edges a and b still have collinear projections but 
their realizations may not be collinear. This violates the requirement that small per- 
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turbations of the scene should not change the (projective) geometry of the image 
(“general position” requirement). To avert this problem, we assume that a joint is 
interjected only between pairs of edges a and b with non-collinear (but intersecting, 
if extended) projections. To attain a situation where all pairs of edges a and b to be 
connected through a joint do not have collinear projections, we slightly shift each of 
the individual gadgets of I. This obviously creates no problems, as long as the 
realizability and labellability properties of the joint guarantee that the individual 
realizations of the gadgets of I can be joined together and that the edges a and b (as 
far as their label is concerned), behave like the corresponding single edge in I. 
Nevertheless, for notational convenience, we depict edges connected through a joint 
as if they were collinear. Actually, such edges are depicted as in Fig. 1Od. The jagged 
line there is only an indication that a joint is used to connect the parts lying on its 
two opposite sides. Now, connecting by a joint all pairs of adjacent gadgets of Z, we 
get an image, which viewed from a high level (i.e., ignoring the joints) is identical 
with Z, but is also realizable consistently with any legal labelling of I. That shows 
the NP-completeness of the realizability. We now have to formalize the properties 
and the construction of the joint. 
The main gadget in the joint will be a slope-decoupling (or simply, decoupling) 
gadget. Intuitively, the slope-decoupling gadget is used to join together the 
63 
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realizations of pairs of faces (A, C) and (B, D), respectively (Fig. SC), under the 
assumption that the edges a and b have collinear realizations. Below, we formally 
describe the properties of the decoupling gadget (its construction is given later). 
Properties of the Decoupling Gadget. The decoupling gadget will have two 
collinear free edges. It will also have only two legal labellings, one of which assigns 
a “ +” to both free edges and the other a “ - .” In agreement with the general 
position requirement, for any realization of the decoupling gadget, the (induced) 
realizations of its free edges will be collinear. But the important characteristic of the 
decoupling gadget is that it is realizable consistently with any given legal labelling 
of it and, moreover, consistently with any given (individual) realizations of the four 
faces that define its free edges (assuming that the given realizations of the four faces 
induce collinear realizations on the free edges and form dihedral angles consistent 
with the label of the free edges). Now, in the following paragraph, we describe 
another (fairly simple) gadget used in the joint. 
Observe that the gadget in Figure 7b is realizable consistently with any of its two 
legal labellings that do not have arrows and, moreover, consistently with any given 
(individual) realizations of the free edges x and y. This is so, because we can 
suitably realize the hanging edge h to attain the desired labelling. We now come to 
the construction of the joint. 
The Joint. The joint that connects two edges a and b with non-collinear (but 
intersecting) projections consists of three copies of the slope-decoupling gadget 
joined through two copies of the gadget of Fig. 7b. The first copy of the gadget in 
7b is interjected between the first and second copy of the decoupling gadget. The 
second copy of the gadget in 7b is interjected between the second and third copy of 
the decoupling gadget. Thus, the joint has two free edges, one from the first copy of 
the decoupling gadget and a second from the third copy. The other free edges of the 
constituent gadgets are used for the interconnections between them. The copies of 
the gadgets in 7b are suitably selected so that the (projections of) the two free edges 
of the joint are collinear with the (projections of) (I and b, respectively. It is now 
easy to see that the properties of the constituent gadgets of the joint guarantee that 
it can be realized compatibly with any individual realizations of the two gadgets of 
I that are connected through it. We assume of course that each such pair of 
individual realizations considered is consistent with some global labelling of Z. 
Notice that the realizations of the free edges of the gadget in 7b necessarily inter- 
sect, while this is not true for the realizations of the free edges of the joint. This is 
essentially due to the fact that two copies of the gadget in 7b were used in the joint. 
Intuitively, these two copies collinearize the relations of the edges a and b, which 
need not even intersect (although their projections do). Now, in order to conclude 
the construction of the joint, we only have to show how the decoupling gadget is 
constructed. 
Construction of the Decoupling Gadget. The decoupling gadget is itself a 
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network of simpler gadgets. Before describing its structure, we analyze the proper- 
ties of its constituent gadgets. 
Consider the conligurations shown in Fig. 10a or b. Ignore for the moment the 
broken lines in these configurations. They are not part of the image. Also, the heavy 
lines at the top and the bottom are just part of the strip surrounding the image. 
These also can be ignored. For notational convenience, by the letters a, b, c, . . . we 
denote the edges of the configuration (or their corresponding realizations), by 
P, Q, R, .” we denote nodes (or their corresponding realizations as vertices in the 
3D scene), and finally by A, B, C, . . . we denote the faces of the corresponding scene. 
It can be easily checked, by following the label propagation across the 
configuration, that the edges a and b always take the same label (“ +” or “ - ,” 
of course). The corresponding unique labellings are given in Figs. 10a and b, 
respectively. We claim that these configurations can be realized both in the “ + ” 
and the “ -” case. 
We first show some facts related to the realization of arbitrary configurations. 
Clearly, the two lines of an L-node of the image divide the projection plane into 
four regions. Given a labelled L-node, its labelling determines the region within 
which the projection of the “hidden” edge of the L-node lies. Moreover, this edge 
can be anywhere in this region. Formally, that means that if we arbitrarily choose a 
position for the projection of the hidden edge within the region dictated by the 
labelling, then the configuration consisting of the node and its three edges (the third 
is the hidden one) is realizable consistently with the given labelling. Moreover, 
given the position of the projection of the hidden edge, an arbitrary realization of 
two of the faces of the configuration that define a visible edge (subject to the sole 
constraint that their dihedral angle is consistent with the labelling) uniquely deter- 
mines a realization of the third face. This last observation is true for the other types 
of nodes as well (other than T-nodes). Only that for them, the projections of all 
three edges are a priori given. Consider now a network of labelled nodes (other 
than T-nodes), each connected with the next one through a common edge, and with 
no cycles formed. A sufficient criterion for the realizability of such a network is 
obtained as follows: First arbitrarily position the projections of the hidden edges of 
the L-nodes inside the regions dictated by the respective labellings. Then arbitrarily 
pick a realization of the two faces that define a free edge of the network (subject to 
the constraint on their dihedral angle imposed by the labelling) and then proceed 
along the network uniquely determining the realization of every other face 
according to the previous observation. If by this procedure no two different planes 
are assigned to the same visible face, then the network is realizable. 
The above methodology can be easily applied to prove the realizability of the 
configuration of Fig. 10a (the “ + ” case). The dotted lines indicate a positioning of 
the projections of the hidden edges that is consistent with the labelling. 
Let’s prove now the realizability of the configuration of Fig. lob (the “ -” case). 
In Fig. lob the broken lines do not represent hidden edges. Their meaning will be 
explained in the sequel. Unfortunately, in this case, the procedure followed in the 
“ +” case does not work. Indeed, suppose we follow that procedure starting by 
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arbitrarily realizing A and B. Then when, for examle, we get to the edge SX, we 
assign a second plane to B, which need not be equal to the first. Observe that in the 
“ + ” case, this problem did not arise, because plane B contains all edges a, PQ, QR, 
RS, and SX, and so when we get to SX we assign a plane to E and not to B. 
So, in the “ - ” case we proceed differently. We first arbitrarily realize the faces A 
and B, subject only to the constraint that their dihedral angle is concave. We then 
go to edge SX and arbitrarily define the slope of its second face, namely E (its first 
is B), subject to the constraint that B and E form a concave dihedral angle. The 
realizations of the edges a, PQ, c, QR, d, RS, and SX are now uniquely determined. 
Unfortunately though, it is not necessarily true that the realizations of the edges c, 
QR, and d are coplanar. So, face D is not necessarily realizable. To avoid this dif- 
ficulty we do the following: when we choose a slope for E, we take care that the 
realization of edge RS is parallel to the realization of edge PQ (as their projections 
are in the image). Now, since edges with parallel realizations, and equal (in length) 
projections, have also equal realizations, we deduce that PQRS is a parallelogram 
(in the 3D scene). Let now the broken lines stemming from P, Q, R, and S, respec- 
tively, denote the extensions of the corresponding edges. The realizations of the 
broken edge e and edge PS lie in the same plane, namely B, and have parallel pro- 
jections. Therefore, they are parallel. Therefore, the realizations of the edges e and 
QR are also parallel. But that implies that the realizations of the edges c, QR, and d 
are coplanar, which proves the realizability of the left half of Fig. lob. To continue 
the realization of lob, we arbitrarily realize F so that it forms a concave dihedral 
angle with B. Then we realize C in such a way so that the realizations of edges VW 
and TU are parallel. Then we show that G is realizable by the same “parallelogram” 
argument. That completes the proof of the realizability of the configuration in lob. 
Notice that if the projections of the edges a and SX were collinear, then planes A 
and E would coincide and so the realization of Fig. lob would trivialize. To avoid 
this, and still make edges a and h collinear, we introduced the right half of Fig. lob. 
We have actually shown that both configurations of Fig. 1Oa or lob are realizable 
consistently with any given (individual) realizations of the “incoming” faces A and 
B, as long as these realizations form the correct dihedral angle. Moreover, the 
labelled configuration of Fig. 10a (but not that of lob) can be realized consistently 
with any individual realizations of the faces A and B which form a convex dihedral 
angle and also consistently with any given realization of the face C that forms a 
convex angle with B. This is due to the fact that the hidden edge stemming from W 
can be arbitrarily realized, as long as its projection lies within the angle where is 
depicted to lie (i.e., the angle formed by the extension of b and the other visible 
edge of W). 
So, in the “ +” case, we have realizability not only for arbitrary given slopes of 
the “incoming” faces A and B, but also one of the “outcoming” faces can have 
arbitrary slope. But this is not enough to have a fully decoupling gadget. To achieve 
complete independence among the slopes of the incoming and outcoming faces, we 
have to form a network of three copies of this configuration (Fig. 10~). In this case, 
for arbitrary realizations of the planes A, B, C, and D, if the pairs (A, B) and (C, D) 
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form dihedral angles that have collinear edges and are consistent with the labelling, 
we can find a plane E to make the whole configuration realizable. But still, this is 
true only for the “ +” case. 
The decoupling gadget is now constructed as follows: We take three copies of the 
configuration of Fig. 1Oc and join them to form a network by interjecting between 
them two copies of a sign inverting gadget. We use a suitable sign inverter so that 
its two free edges have only collinear realizations. Such an inverter can easily be 
constructed by, e.g., attaching two suitably situated E-nodes (with their middle 
edges hanging) to the two free edges of the inverter of Fig. 7a. The first copy of this 
composite sign inverter is interjected between the first and second copy of the con- 
figuration in lOc, while the second copy of it is interjected between the second and 
third copy of the configuration in 10~. The fact that the network obtained in this 
way has the properties of the slope-decoupling gadget follows from the following 
facts: ( 1) The configuration in lOc, in the “ - ” case, is realizable for arbitrary given 
slopes of the incoming faces. The outcoming faces do not have arbitrary slopes. (2) 
The same configuration, in the “ + ” case, is realizable for arbitrary given slopes of 
both the incoming and the outcoming faces. (3) Since two copies of a sign inverting 
gadget are interjected between the three copies of the configuration in lOc, we have 
that at least one of the latter will have the labelling of the “ + ” case. (4) The free 
edges of all constituent gadgets of the decoupling network have necessarily collinear 
realizations. That concludes the construction of the decoupling gadget. 
The only thing left to be shown is how to make the clause gadget of Fig. 8 
realizable. To accomplish this, we simply insert two joints in Fig. 8, as shown in 
Fig. 11. It is now routine to see, using the same argument as in the realization proof 
FIGURE 11 
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of Fig. lOa, that this modified clause gadget is realizable. Intuitively, the reason for 
this is that the insertion of the joints breaks the interior cycle of the clause gadget. 
This completes the proof of the theorem. 1 
3. A FAST ALGORITHM FOR ORTHOHEDRAL SCENES 
One positive consequence of negative complexity results such as those in 
Theorems 1 and 2 above is that the research effort is usually redirected towards 
more realistic algorithmic goals, such as isolating and solving interesting special 
cases of the NP-complete problem. In this section we do exactly this: We show that 
in the important special case of orthohedral scenes both the labellability and the 
realizability problem, NP-complete in general, can be dealt with algorithmically in 
a very satisfactory manner. 
Orthohedral Scenes 
Call a scene orthohedraf if it has the following property: All planes in it are nor- 
mal to one of the axes, and, therefore, each edge is parallel to one of the axes. For 
example, (the most natural interpretation of) Fig. lb is an orthohedral scene. For 
simplicity of notation, we shall make a (completely inconsequential) departure from 
our assumptions: The projection plane is no longer the xy plane, but another, not 
parallel to any axis. It is not a loss of generality, in fact, to assume that the projec- 
tion plane is one that has equal angles with all three axes, say the plane 
x + y + z = 1. As a result, all edges of the image have one of the three directions 
shown in Fig. 12, forming angles of 120” or 60” among them, and the lengths of the 
edges of the image are their lengths in the scene, multiplied by a constant (namely, 
&i%. 
Let us now show how to determine whether a given image has a legal labelling, 
using the information that it is the projection of an orthohedral scene (if it is the 
projection of a scene at all). We first examine how Proposition 1, and the list of 
legal nodes of Fig. 3, are affected by the orthohedral constraint. There are still three 
kinds of nodes of degree three (the T, Y, and E-nodes), now with. fixed angles 
between the three edges. The L-nodes, however, are now subdivided into two kinds: 
Those with 60” angle (called acute nodes) and those with 120” angle (called obtuse 
A 120 120 x j 
FIGURE 12 
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nodes). What makes the orthohedral case really easy, however, is that each node can 
be labelled essentially in a unique way. 
PROPOSITION 2. If an image is the projection of an orthohedral scene, then all of 
its nodes are of the kinds shown in Fig. 13 (or their rotations by 120” and 240”). 
Sketch. The basic observation is that, in an orthohedral scene, there are three 
kinds of visible planes: Planes normal to the x axis (in its positive or negative 
sense), to the y, and to the z axis, respectively. The projections of x planes in the 
image must be delimited by edges in the direction of y and z, and similarly for the 
other types of planes. Lines in the direction of X, for example, represent edges of the 
scene which are the intersection of a y and a z plane (if the edge is a contour edge, 
one of these planes is hidden, and in fact in the negative direction, denoted - y or 
-z). If the edge is convex, then both planes are visible, and arranged as shown in 
Fig. 14a; if concave, in Fig. 14b. Finally, the two contour cases are very much 
related to the concave case, only one of the planes becomes hidden and negated 
(Figs. 14c and d). The corresponding cases for y and z lines are simply rotations of 
120” and 240” counterclockwise, with cyclic permutation of the dimensions 
(x + y + z -+ x) once or twice, respectively. 
Once these basic facts are understood, it is quite easy to rule out all labellings 
other than those shown in Fig. 13. For example, in the first case of the E-node, the 
x edge cannot be labelled “ + ,” because then the plane above it would have to be a 
z plane, impossible because it has a z edge as a boundary. For the six L-nodes, we 
use the same argument involving the invisible planes. 1 
“r’;.I,_A 
Y-nodes 
FIGURE 13 
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FIGURE 14 
An Algorithm for Labellability 
Notice that, by Fig. 13, labellings are unique in most cases. For example, if a 
Y-node has the z edge directed downwards away from the node, it must be a 
convex vertex. If in an E-node the middle edge (suppose it is a y edge) is directed 
towards negative y’s (that is, upwards and to the left), then the node is of the third 
kind of E-nodes shown in Fig. 13, and must be labelled “ + ” in its side edges and 
“ - ” in its middle one. Also, acute nodes are unambiguously labelled. If any of 
these unambiguous labels contradict each other, then we immediately conclude that 
the image is not labellable as an orthohedral scene. There is, however, some 
ambiguity remaining. 
The first, and simplest, kind of ambiguity, involves isolated edges (such as the 
vertical edge hidden by the top of the brick in Fig. lb). Obviously, such edges can 
be labelled arbitrarily. A more serious ambiguity involves certain edges, about 
which we cannot decide between “ - ” and “ -+ .” As we shall see, this ambiguity is 
in some sense inherent to the problem. To intuitively understand the underlying 
reason, consider the two obtuse nodes and the E-node in the base of the “brick” 
(the smaller object) pictured in Fig. lb and Fig. 16. The three latter interpretations 
of the first row of Fig. 13, and the first two of the fourth row, apply here. However, 
there is no way of deciding from the image whether the brick is resting upon 
the horizontal plane with its base (this would be “ + - - c” labelling), or “is 
hanging in the air” (the “t e c e ” possibility). It is in this sense that the 
ambiguity of Fig. 16 is inherent. 
The following nodes present ambiguities: First, in the obtuse nodes with the 
angle facing down (the three last cases in the first row in Fig. 13), called downwards 
obtuse nodes. Both edges are ambiguous in that each can be labelled either - or 
-+ , but at least one of the edges involved must be labelled + . Nevertheless, the 
direction of the arrows is fixed. Second, we have the inverted Y-nodes (the last two 
Y-nodes in Fig. 13), in which either zero or two edges are labelled -+, and if two 
are so labelled then they form a path turning to the left. Notice that because of the 
symmetry of a Y-node, in this case each edge of the node can get any of the three 
labels “ - ,” “ -+ ,” and “ + .” Third, we have the first two kinds of E-nodes in 
Fig. 13, called upwards E-nodes, in which either none or both of the outer edges are 
labelled -+ , in a fixed direction. Finally, in the T-nodes the occluded edge can be 
labelled in any one of the four possible ways. 
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FIGURE 15 
How can we resolve the - versus + ambiguities? In what follows we shall show 
that the problem of determining whether a labelling is possible can be expressed as 
an instance of 2-sati@zbility (that is, the satisfiability problem of Boolean formulae 
in conjunctive normal form with at most two literals per clause). We consider all 
edges whose label is ambiguously defined at both ends by Fig. 13; these are called 
the ambiguous edges. There are several kinds of ambiguous edges: 
First, we have edges which are ambiguous in a “three-way” manner, that is, they 
can be legally labelled - , +, and t , as far either of their nodes is concerned. The 
three-way ambiguous edges can be of two kinds: First, edges with both endpoints 
T-nodes; such edges are the “isolated edges” discussed above, and can be labelled 
arbitrarily with no further consequences to overall labellability. Second, we notice 
that it is not possible to have an edge with both endpoints inverted Y-nodes. 
Finally, we have edges with one T-node and one inverted Y-node endpoint, such as 
the leftmost edge a in Fig. 15. Edges of this type do not propagate the label of any 
of the other two edges of the Y-node any further, since their second end-point is a 
T-node. For the same reason, they do not transmit back onto the Y-node infor- 
mation about labels of other nodes. Therefore, they can be safely ignored in the 
label propagation process. Notice thought that this is a real three-way ambiguity, 
as the little cube in Fig. 15 could lean on the floor, the wall on the left, or both, 
depending on whether the leftmost edge is labelled + , +- , or -. 
Consequently, we only have to satisfy the constraints of Fig. 13 for the two-way 
ambiguous edges, in which the ambiguity is between - and +, and not between 
the three possibilities - , c , and -+ . Suppose that to the ith two-way ambiguous 
edge we assign a Boolean variable xi meaning “the ith edge is labelled --f .” We can 
now write clauses with at most two literals each stating that the constraints of 
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Fig. 13 are satisfied. The only constraints that Fig. I3 imposes on these variables are 
the following. First, we have a clause of the form X, = X, if the ith and ,jth edges are 
the outer edges of an E-node, or two consecutive edges of an inverted Y-node in 
which the possible arrow directions form a path turning to the left. Also, we have 
constraints (x, v xi) if the ith andjth edges meet at an L-node, and (Xi v X,) if they 
are edges of an inverted Y-node, in which the possible arrow directions are either 
both towards the node, or both away from it, or they form a “right turn.” Finally, 
we have the clause (2;) if we have an edge of an inverted Y-node with an arrow 
pointing towards the node, but the edge on its left does not have the possibility of 
an outwards arrow (so, the “left turn” cannot be completed). If all these constraints 
can be satisfied, then the two-way ambiguous edges can all be labelled according to 
the satisfying truth assignment. This labelling can be extended to the three-way 
ambiguous edges, so that the overall labelling satisfies the constraints of Fig. 13. 
Hence we have 
THEOREM 3. We can determine whether an image can be labelled according to 
Fig. 13 in linear time. 
All possible legal labellings of the image as the projection of an orthohedral scene 
are obtained as the possible satisfying truth assignments of this formula. It is 
interesting to note that we can generate all satisfying truth assignments of a formula 
with two literals per clause in time proportional to the number of satisfying 
assignments and the length of the formula. 
An Algorithm for Realizability 
What is more, given a fabelled image, we can determine in polynomial time 
whether it has an orthohedral model. Once a labelling has been determined, each 
face (in the graph-theoretic sense) in the image is a face (in the polyhedron) of 
known orientation, that is, perpendicular to one of the x, y, or z axis, according to 
Fig. 14. If a contradiction arises, that is, a face is given two conflicting orientations, 
then the image cannot be realized as an orthohedral scene. The only other possible 
case, an area with all adjacent edge labelled + , is identified as background (this is 
the surrounding area and the small triangle in Fig. 16). 
Our next observation is that a scene can be subdivided into a number of com- 
ponents, each of which can be interpreted as a different polyhedron. This subdvision 
is done as follows: We say that an element of the image (L, Y, or E-node, edge, or 
face) is equivalent to another if one belongs to the other or is adjacent to it, with the 
exception that a + edge is equivalent to only the face to its right, and similarly for 
nodes that are endpoints of + edges. Notice that we exclude T-nodes, as they 
represent illusionary touching of potentially distinct polyhedra. The equivalence 
classes of this relation are the components; we shall examine each of these 
separately. Figure 16 contains four such components (despite the fact that, 
intuitively, it may only represent two objects, or even a single rigid object). 
The last part is a “quantitative” step, which identifies impossible images such as 
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FIGURE 16 
the variant of Fig. lb shown in Fig. 17 (the impossible part in this example is that 
the “brick” is now too high to tit under the “cantilever”). It was known that this 
can be done for general scenes by using linear programming [ 111, but our 
algorithm is much simpler and faster. The algorithm proceeds as follows: We first 
fix an origin (rather, its projection on the image, see Fig. 17). Then for each com- 
ponent P we pick a node up. Once the projection of the origin is fixed, we only need 
to specify one coordinate of the node, say xP, and the other two can be easily 
calculated as linear functions of xP. This coordinate is now enough to completely 
determine the position of vertex up, and consequently of component P, in the scene. 
Once xP is fixed, we can calculate the coordinates of any visible point of P as linear 
functions of xP. To do this, we traverse a path which consists of edges of P starting 
from the original node of P and leading to the point under consideration; if this 
point is not a node of P, we may have to traverse part of a face of P along a line 
FIGURE 17 
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parallel to one of the two axes parallel to that plane. For each edge thus traversed, 
we increase (or decrease) the corresponding coordinate by the length of this edge 
(divided by @, ‘f I we want absolute coordinates). 
Having done this, we can express the last kind of constraints that we must make 
sure our image satisfies; these constraints state that occluding objects are closer to 
the projection plane than occluded ones. For each node v of each edge labelled 
“ -+ ” we write an inequality, stating that the x coordinate of the point on the 
occluding object which is projected to v is no smaller than the x coordinate of the 
point in the occluded object which also is projected to v. We then check the 
resulting system of inequalities of the form xP , < xp + c for consistency. This can be 
done in cubic time as follows: We create a directed graph with the objects as nodes, 
and with an arc with weight c from P to Q if xP 6 x, + c is a constraint. It is not 
hard to see that the system of inequalities is consistent if and only if the resulting 
directed graph has only positive cycles. In fact, if the graph has no nonpositive 
cycles, we can assign values to the xP’s so that all inequalities are satisfied. 
THEOREM 4. Giuen a labelled image with n lines and m components, it can be 
decided in time O(n + m’) whether there is an orthohedral scene whose projection is 
the given labelled image. 
Proof: It is clear that the conditions checked by the algorithm outlined above 
are all necessary. To show sufficiency, we shall outline a method for constructing a 
scene whose projection is the given image, given that the image has passed the tests. 
The coordinates of all visible points of all objects can be obtained from the xP’s. 
From the test of the algorithm we can obtain a set of legal values for the xP’s, and 
thus the precise coordinate of all visible points of all objects. We can therefore con- 
struct a portion of an orthohedral object corresponding to the visible part of each 
component, and we know that occlusions- the only kind of interface between com- 
ponents-will work correctly. The only remaining problem is to complete these 
“objects of cardboard” by supplying an invisible part that makes them into solid 
orthohedral polyhedra. The key observation here is that this is always possible, 
since any completion whatsoever (even by curved surfaces) can be approximated by 
an orthohedral one, so that the visible part will not be affected. 1 
The time performance implied by this result is very favorable. For ordinary 
scenes, where the number of components is insignificant in comparison with the 
complexity of the scene, the algorithm should behave as a linear one. Also, notice 
that no big constants are hidden in these asymptotic calculations. 
Naturally, we are interested in the combined problem, that of determining 
whether an image is realizable by an orthohedral scene. This is not immediately 
solved by combining the two algorithms in tandem, because there may be too many 
labellings (outcomes of the first algorithm) to consider by the second. It is an open 
problem whether the combined problem can be solved in polynomial time. 
Finally, it is of interest to determine whether we can perform the task of recogniz- 
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ing scenes in a massively parallel fashion. ’ The criteria here are more stringent 
than in sequential computation. It has been recently proposed that problem be 
considered satisfactorily solved by a parallel algorithm if the algorithm uses a 
polynomial number of processors, for a length of time which is polynomial in the 
logarithm of the size of the instance. The class of problems thus solvable is called 
NC. It turns out that the above algorithm establishes that realizing orthohedral 
scenes is such a problem. 
COROLLARY. With n3 processors we can tell whether an orthohedral image is 
labelable, or whether a labelled image with n nodes and edges is the projection of an 
orthohedral scene, in time O(log’ n). 
Sketch. It is not hard to observe that the tasks in all steps of our algorithms 
(finding connected components, solving 2-satisfiability, finding negative cycles in 
weighted directed graphs) are all simple variants of the task of finding the transitive 
closure of a graph, which can be carried out by a matrix multiplication technique in 
the time and processor bounds in the statement of the corollary. 
Of course, this corollary describes only one point in the time-processors trade-off 
for this problem, namely the one which is most stringent in time. It is, however, an 
indication that the problem of reconstructing orthohedral images is among those 
that are amenable to parallel execution, in the sense that, even with far fewer than 
n3 processors, considerable speedcups can be achieved. 
4. EXTENSIONS 
There are several possible extensions of this problem. For example, it is not hard 
to see that our algorithms for orthohedral scenes can handle the case in which the 
image also contains cracks [ 131, with the same time performance. A much harder 
extension is the one involving shadows (even in the presence of information concer- 
ning the illumination of the various regions [13].) The challenge here is not to 
correctly tell the edges from the shadow boundaries (the labelability part is still a 
relatively easy one), but to tell whether the various objects can be translated in such 
a way that they form the required shadows. In fact, the pattern of shadows can be 
so complex (something like the patterns we form for play with our fingers) that we 
can show that it is NP-complete to tell if the (orthohedral) objects shown 
can realize it by shifting appropriately (i.e., by acquiring appropriate x,‘s). The 
reduction is a simple one from exact cover [3]. 
The task of realizing a general, non-orthohedral scene, given its labelled image is 
a very interesting one. As Sugihara [ 111 has shown, it can be solved by employing 
linear programming. We conjecture that this problem needs the full power of linear 
’ The motivation is not only the projected availability of multiprocessors, but also the hypothesis that 
parallel processing is involved in the processing of images by humans. 
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programming thus being complete for P, and unlikely to be as highly parallelizable 
as the task of labelling or realizing orthohedral scenes. For another interesting 
variant, if the inoisible lines of the objects are also given (as dotted lines or not) 
then the whole problem might become easier. Also, it would be interesting to deter- 
mine how more complex the same problems become when we have degeneracies 
and coincidences of projections. We have already pointed out that the combined 
labelability-realizability problem for orthohedral scenes is open. Finally, notice that 
our Theorems 1 and 2 leave open the complexity of the labelability and realizability 
problems when we allow non-trihedral edges (in this case, our gadgets do not 
necessarily function as prescribed). We conjecture that these problems, too, are 
NP-complete. 
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