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ABSTRACT
This paper investigates computer simulations of deterministic and exponential models of
a production line with full-batch processing and a finite buffer in order to validate the
theoretical models already developed, and to gain more insight to the production line
behavior through the simulations. The steady-state overall production rate is the
performance measure that is used to compare systems. The effects of buffer size, repair
rate, and machine size on the production rate; the conditions of ergodicity; and the
differences between the deterministic model and the exponential model are discussed.
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1.0 Introduction
Overall production yield is one of the most important factors that concern any
manufacturing facility. These facilities, such as the Ford powertrain plant or the Johnson
& Johnson pharmaceutical plant, all rely on machines to produce parts. The machines
that operate on a particular part, however, may be very different from each another, and
sometimes break down and require maintenance. Even in light of these variables, it is still
important, and possible, to predict as well as maximize production yield. Much research
has already been conducted in this field, and this paper is an extension of one such
research; the computer simulation will help solidify the some of the analytical results on
the performance measures of the machines and production lines.
2.0 Theory
In this section, the basic model, premises, and assumptions of the production line and of
each of the machines is discussed, along with the phenomenon of blocking, starvation,
and deadlock. A summary of the assumptions will then be presented. Finally, the
performance measure of the system will be defined.
2.1 System Description
A model of a production line consisting of two unreliable full batch machines and a finite
buffer is shown in Figure 1. Batch machines process parts simultaneously, much like
baking a batch of cookies in the oven. The size of Machine i is denoted by Ci, i.e. the only
number of parts that Machine i can process at a time when it is operational (full batch
processing). The behavior of Machine i is characterized by service rate of batches, #ii,
failure rate, pi, and repair rate, ri. The mean time to service the batches can thus be
defined as l/ui, and similarly the mean time to fail (MTTF) and mean time to repair
(MTTR) can be defined as 1/pi, and l/ri, respectively.
p,: The failure rate of Machine i
r : The repair rate of Machine i
u,: The service rate of Machine i
C,: The size of Machine i
Inexhaustible - Machine I Buffer Machine 2 Unlimited
supply of parts storage area
The size of Buffer size = N The size of
Machine I = C, Machine 2 = C 2
Figure 1: A model of a production line with two unreliable full batch machines and a finite
buffer.
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Two cases will be investigated in this paper: deterministic and exponential. In the former
case, the service time, time to fail, and time to repair are the same values for all time. In
the latter case, service time, failure time, and repair time are exponentially distributed
random variables with parameters ui, pi, and ri.
2.2 Control Policies, Blocking, Starvation, and Deadlock
2.2.1 Control Policies
Control policies govern the behavior of each of the machines, and consequently the
overall production line. First, for the overall production line, it is assumed that there is an
inexhaustible supply of parts available upstream of Machine 1, and an unlimited storage
area is available downstream of Machine 2 (see Figure 1). Machine i is able to process a
batch of Ci parts if it is operational and if that number of parts or spaces is available. But
what happens when there are fewer than Ci parts or spaces available? The following full-
batch control policies for each machine will be applied:
Machine 1
* If Machine 1 is available and there are at least C1 spaces available in the buffer,
then Machine 1 processes a batch of C1 parts simultaneously.
* If Machine 1 is available but there are fewer than C, spaces available in the buffer,
then it does not process a batch of C, parts and becomes idle. It remains idle until
there are at least C, spaces available in the buffer.
Machine 2
* If Machine 2 is available and there are at least C2 parts in the buffer, then it
processes a batch of C2 parts.
* If Machine 2 is available but there are fewer than C2 parts in the buffer, then it
does not process a batch of C2 parts and becomes idle. It remains idle until there
are at least C2 parts available in the buffer.
2.2.2 Blocking and Starvation
In this subsection, we will define the terms "blocking" and "starvation" for full-batch
processing. The term "blocking" in normally defined as a buffer downstream of a
machine is full, and the term "starvation" is normally used to describe a buffer upstream
of a machine that is full. However these definitions are no longer valid for full-batch
machines because they can be blocked when the buffer downstream is not completely full,
or starved when the buffer upstream is not completely empty. Thus the definitions of
blocking and starvation in full-batch processing must be revised to the following:
Machine i is "blocked" if the number of spaces available in the buffer downstream is less
than Ci, or alternatively, Machine i is "blocked" if the number of parts available in the
buffer downstream is greater than N-Ci, where N is the size of the buffer. And Machine i
is "starved" if the number of parts available upstream is less than Ci.
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2.2.3 Deadlock
Deadlock is the phenomenon in which blocking and starvation occur simultaneously in a
production line. This causes the line to be permanently idle. Referring to Figure 1,
deadlock occurs only when Machine 1 is blocked and Machine 2 is starved. Let the
number of parts available in the buffer be denoted as n, then Machine 1 is blocked when
n > N-C1, and Machine 2 is starved when n < C2. Thus deadlock is achieved when
N-C1 < n < C2, or more generally, N < C1+C2. However, since we do not want the system
to achieve deadlock, it is necessary that N > C,+C2.
2.3 Assumptions
The list of assumptions for the system is summarized as follows [1, 4]:
1. Material flows from outside the system to Machine 1, then to the buffer, and then
to Machine 2, and finally out of the system.
2. An inexhaustible supply of parts is available upstream of Machine 1 in the
production line, and an unlimited storage area is available downstream of
Machine 2.
3. The behaviors of Machines 1 and 2 are governed by the full-batch control policies
presented in Section 2.2.1. The definitions of blocking and starvation, and
deadlock are provided in Section 2.2.2 and Section 2.2.3, respectively.
4. Machine 1 is never starved and Machine 2 is never blocked.
5. When Machine i is operational, it can process exactly Ci parts, where Ci is the size
of Machine i, which can take any integer value greater than 0. C] does not
necessarily have to equal C2.
6. The size of the buffer between Machines 1 and 2 is given by an integer N. At any
point in time, the number of parts, n, in the buffer is given by 0 < n < N.
7. Let ai denote the state of Machine i. When ai = 1, then Machine i is operational
(or "up"), and when ai = 0, then Machine i is under repair (or "down").
8. Parts are neither created nor destroyed at any stage of production. When a
machine breaks down, the parts it was operating on are temporarily returned to the
upstream buffer. Processing of those parts resume when the machine becomes
available again.
9. Machine i can fail only while processing a batch.
10. In the deterministic case, service, failure, and repair times for each machine are
fixed. In the exponential case, on the other hand, they are exponentially
distributed random variables with parameters /ui, pi, and ri.
2.4 Performance Measures
There are numerous ways to measure the performance of a system, for example, daily
yield, production rate, efficiency, in-process inventory, and so on. This paper will
primarily use steady-state production rate - parts produced per time unit - as a metric for
the production line performance.
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The steady-state production rate of a system with an infinite size buffer' can be
generalized via the following simple examples. Suppose there are two machines both of
size C, failure rates ofp, and repair rates of r, but with service rates of p, and U2, where
flI < 2. The efficiency of each machine is given by
ei ri (Eqn 1)
ri + Pi
which is the probability that a machine is in operation. Since rl=r2=r and pJ=p2=p, the
efficiency of the machines are the same. The production rate of each machine is then
defined as
Pi = piCiei, (Eqn 2)
where Pi is the isolated production rate of Machine i. Since Machine 1 is slower than
Machine 2 (J < 2 in this case), Machine 1 becomes the rate-limiting, or "bottleneck,"
machine, so the overall production rate of the system becomes limited by the production
rate of Machine 1. The steady-state production rate of the system is thus defined as
P = min(, lClel, 2 C2e2 ), (Eqn 3)
where P without any subscripts denotes the overall production rate. When buffer size is
infinitely large, this relationship still holds when all the parameters (Ci, ui, ri, and pi) are
varied. The steady-state production rate of the system from the computer simulation will
later be compared with the value from this theoretical model.
2.5 Ergodicity and Buffer Levels
Given that the overall production rate is used to measure system performance, sometimes
this rate depends on the system's initial conditions. One such initial condition analyzed in
this paper is the initial buffer level. It is assumed that when a production line begins
running, the buffer is usually empty to start with. However this assumption does not
always have to hold; a production line could start processing parts even when there are
still some parts in the buffer. This leads to the definition of ergodicity and the ergodicity
conditions.
When a system is ergodic, its overall production rate is independent of the initial buffer
state. This happens if and only if C, and C2 are relatively prime. By this, we mean that
their greatest common divisor is 1. (For example, C1 = 13 and C2 =22 would be considered
ergodic, but C1=15 and C2=20 would not.) And when the system is not ergodic, C1 and
C2 are not relatively prime, then the production rate is a function of the initial buffer level.
The in-process inventory, or the buffer levels when the machines are in production, also
depends on the initial buffer level. For an ergodic system, buffer levels range in all values
from 1 to the buffer size. However, for a non-ergodic system, buffer levels can only take
on values that are multiples of the greatest common factor of the machine sizes, plus the
The infinite size buffer case is considered in order to eliminate effects of blockage and starvation when
determining the theoretical, steady-state production rate.
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initial buffer level. For example, in the case where C1=15 and C2=20, the greatest
common factor is 5, so for an initial buffer level of 0, the in-process inventory can take
on values of 0, 5, 10, etc. But when the initial buffer level is 1, then the in-process
inventory should take on the values 1, 6, 11, etc.
3.0 Theoretical Results
To get an intuitive sense of the behavior of the production line based on the above
equations and discussions, several theoretical results are provided. Both the exponential
and ergodicity results were obtained from the paper by Chang and Gershwin.
3.1 Exponential Case
Systems in real life behave quite randomly (e.g. the time that a machine fails, how long it
takes to get repaired, etc), so the exponential model is a more useful tool in studying the
real behavior of a manufacturing system. It is possible to glean a basic understanding of
the production line behavior using a few simple test values. In the graph below, the
effects of buffer size and machine size on production rate is studied again, this time with
parameters #j=1.1, u2=l.O, p=0.01,p 2=0.009, r=0.09, r2=0.08, and C1=2. The
efficiency of the first machine is thus 0.9, while the second is 0.899. The theoretical
results were calculated based on the conservation of flow, flow rate-idle times, and
probabilities of machine state and buffer level, failure and repair frequencies, and
blockage and starvation for transient states of an ergodic system [1].
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Figure 2: Effect of buffer size on production rate for an exponential model with parameters
C 1=2, uI= 1.1, /2=1.0, Pi =0 0 1, p2=0.0 09, rl=0.09, and r2=0.08.
From Figure 2 above, it can be seen that for large buffer sizes, the production rate of the
system is determined by the bottleneck machine. When C2= 1, it is the bottleneck
machine, but when C2 =3 and 5, Machine 1 is the bottleneck. Focusing on C2=1, for large
N, the expected production rate is 0.899 parts/min. For the other sizes of Machine 2, the
expected production rate for large N asymptotically approaches 1.98 parts/min. Also, for
small buffer sizes, the production rate is much smaller than the asymptotic value, again
pointing to the higher likelihood of the machines being starved or blocked. So even
though some of the basic assumptions in the exponential model are different from the
deterministic model, both models indicate similar effects of buffer size on production rate.
The results also show that, as buffer size tends to infinity, production rate approaches that
of the rate-limiting machine. For small buffer sizes, there is a higher likelihood of
blockage or starvation of the machines, so production rates are lower than expected (for
an infinite buffer). Finally, as the size of the rate-limiting machine is improved to that of
the other machine, the production rate also improves. All of the above results will be used
as models for the computer simulation to compare against.
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3.2 Ergodicity
As mentioned before, a system is ergodic if its production rate is independent of the
initial buffer level, and such a case occurs when the great common factor between C, and
C2 is 1 (relatively prime). This concept is illustrated in the following figure, where C1=13,
C,=22, ,1 = 1.1, 2=1.0, = , =0.01, p2=0.00 9, rl=0.09, r2=0.08, and N=100.
N=100, Machine sizes C1=13 and C2=22
12
C..
11 6
, 11.84
o 
-1 0 1 2 3 4 5 6
Initial Buffer Level
Figure 3: Effects of initial buffer level on production rate for a theoretical exponential model
of an ergodic system. C1=13, C,=22, ,=l.l, /P2=l.O,pJ=0.l,p2=O0.0 0 9, rl=0.09, r2=0.08,
and N=100.
Since the greatest common factor between 13 and 22 is 1, the system is ergodic, so the
production for all initial buffer levels is the same. In the figure above, the numerical
results of which are obtained from the equivalence property [1], when the initial buffer
levels are varied from 0 to 5, the production rate stays constant at 11.67 parts/min.
When a system is not ergodic, however, two different production rates can be achieved
depending on the initial buffer level. This is shown by the following figure, where C,=15,
Cl=20, #Il=l.1, u2=I.O,pi=O.Ol,p2=O. 0 0 9, rl=0.09, r2=0.08, and N=100. According to
the figure, the production rate for initial buffer sizes of 0 and 5 are both equal to 12.77
parts/min. However, when the initial buffer level changes to 1, 2, 3, or 4, the production
rate becomes 12.66 parts/min. These values were calculated based on the equivalence
property for a transformed system [1].
N=100 Machine sizes C1=16 and C2=20
00
ry
c-
_ 12 
_0
10
-1 0 1 2 3 4 5 6
Initial Buffer Level
Figure 4: Effects of initial buffer level on production rate for a theoretical exponential model
of a non-ergodic system. C1=13, C1=22, /l= 1.1, P2=l.O, p=00Ol,P2= 0 .0 0 9 , r,=0.09, r2=0.08,
and N=100.
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In a non-ergodic system, the in-process inventory can only take on values that are
multiples of the greatest common factor between C, and C2, adjusted by the initial buffer
level. In the current example, when the initial buffer level is 0 or 5 or 10 ... 100, the set
of all possible buffer levels during processing is {0, 5, 10 ... 100}. But when the initial
buffer level is 1 or 6 or 11 ... 96, the set of all possible buffer levels during processing
becomes { 1, 6, 11 ... 96}. Similar reasoning can be applied to determine the set of buffer
levels for all other initial buffer levels.
4.0 Computer Simulation Background
Several algorithms were developed using MATLAB to visualize the transient behavior of
the production line as well as confirm the theoretical results of the steady-state
performance of the production line with varying parameters. The computer simulation
approaches for both deterministic and exponential cases are presented here.
4.1 Deterministic Case
The system is completely defined in the deterministic case. The user inputs Ci, ui, pi, and
ri for each machine and the inverses of ui, pi, and ri are then computed. These values are
then implemented in the program as fixed times between when parts are serviced, when a
machine fails, and how long it takes the machine to be repaired.
4.2 Exponential Case
The exponential case is little trickier to model compared to the deterministic one. Just as
in the deterministic case, the user also inputs Ci, ui, pi, and ri. However, instead of setting
the service, failure, and repair times to be exactly the inverses of these last three input
variables, service, failure, and repair times are treated as exponentially distributed
random variables with parameters ui, pi, and ri. However since MATLAB does not
automatically generate exponentially distributed random variables, transformations must
be applied to the rand() function in order to obtain such variables. Thus applying the
transformation, the service, failure, and repair times can be expressed as follows:
service time for Machine i I= - ln(x), (Eqn 4)
pHi
time to fail for Machine i = -- ln(x), (Eqn 5)
Pi
and time to repair for Machine i - ln(x), (Eqn 6)
ri
where x/ui, x/pi, and x/ri have been replaced with x since they are all uniformly distributed
random variables on [0,1].
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4.3 Discrete Time-Stepping
Time-stepping is a very important part of this type of computer simulation when one
needs to observe a system going from an initial state to an intermediate state, and finally
to steady-state. The size of a time step must be chosen such that it is able to capture the
transient behavior of the system with adequate resolution. And the number of time steps
must be large enough to depict the steady-state behavior of a system. The following is a
discussion of the discrete time-stepping method used for the simulation.
A reasonable choice for the time step size depends on the order of magnitude of machine
service times, failure times, and repair times (which are all expressed in minutes). Since
service times are on the order of ones, failure times on the order of thousands, and repair
times on the order of hundreds, it would be wise to choose a time step size smaller than 1
in order to capture the dynamics from the service times. However it is not be wise to
choose a very small step size either (e.g. 0.001 minutes), since the simulation might
capture a lot of noise, making it difficult to discern the actual behavior of the system, and
the simulation might become very computationally expensive. Thus a reasonable time
step size used in this simulation is 0.1 minutes, which both captures the system dynamics
and is computationally feasible.
The choice for the maximum number of time steps, or the time to reach steady-state,
depends on the dynamics of the system. For the project at hand, steady-state is achieved
when the system performance converges to one value after being in operation for a long
time and for numerous trials, even though the system is still fluctuating randomly due to
service, failures, and repairs. Since systems reach steady-state at different times, it is
necessary to make the number of time steps as large as possible. For visualizing transient
behavior of the system, this value is 20,000 steps. However for greater accuracy in
visualizing the overall behavior for various buffer sizes, the maximum number of time
steps is 100,000.
5.0 Computer Simulation Results
In this section, various system parameters are investigated and the simulation results for
both the deterministic and exponential cases are presented. These results are then
compared with the theoretical results from Section 3 and Equation 3.
5.1 Deterministic Case
In the deterministic case, service times, failure times, and repair times are fixed. Four
different sets of parameter values are investigated, and some of the behaviors are
compared to the theoretical results obtained in Section 3.1.
The first set of deterministic simulations serves to visualize the transient behavior of the
production line by plotting the overall production rate over time. The parameters used for
12
this simulation are Cl=2, C2=3, Pu=l.1, P2=l.0, pl=0.01, p2=0.0 0 9, rl=0.09, r2=0.08, and
N=100.
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Figure 5: Transient behavior of deterministic system with parameters C,=2, C2=3, u,= 1.1,
/2= .0, p=:0.I, p2=0.00 9, r=O.09, r2=0.08, and N=100.
In the first 100 minutes, the production rate increases from 0 to about 2.2 parts/min. At
the 10 0th minute, Machine 1 fails. Machine 2 is still available, and keeps processing until
it exhausts the buffer, at which point it becomes idle. Looking at the first sharp decline in
production rate, it can be concluded that Machine 2 became idle soon after Machine 1
failed, indicating that there were only a few parts in the buffer when Machine 1 failed.
At about the 1 1 th minute, Machine 1 is repaired and becomes operational. As it produces
parts and fills the buffer, Machine 2 is no longer starved, so the production rate increases
again. However, approximately 50 minutes later, Machine 2 fails, but is quickly repaired
(in 12.5 minutes). Production rate increases again until the next machine failure.
When this simulation is run for a very long time, the production rate will eventually
converge to a single value. In the following example, the simulation is performed out to
2000 minutes, and it can be seen that the system is approaching steady-state. The
production rate at the 2 0 0 0 th minute is 2.00 parts/min, which is very close to the expected
production rate of 1.98 parts/min.
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Figure 6: Convergence of production rate over time for a buffer size of 100. Other system
parameters are C,=2, C2=3, u=l.l, P2=1.0, pl=0.01, p2=0 .00 9, r/=0.09, and r2=0.08.
The transient behavior of the production line when the buffer size is equal to 10 is still
quite similar (in terms of spikes and dips) to the behavior observed when the buffer size
is 100. However, the overall production rate saturates at 1.94, as shown in Figure 7 below.
This value is lower than the steady-state production rate of a system with an infinite-size
buffer because the smaller buffer size increases the probability of blockage and starvation
of the machines, however the production rate is not significantly lower.
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Figure 7: Changes in production rate over time for a buffer size of 10. All other parameters
are the same as those in the previous figure. Production rate saturates at about 1.94 parts/min.
Instead of visualizing the production rate for a select few buffer sizes, it is more useful to
investigate the effects of buffer size on production rate. Thus a plot is made for various
buffer sizes while using the same system parameters as before. It becomes evident in the
following graph that the production rate saturates at about 2.00 parts/min for large buffer
sizes. This is consistent with the value obtained from Equation 3. (Here, a buffer size of
100 is "large enough" to be able to be considered "infinite.") The graph also shows when
the system is deadlocked (production rate is equal to zero).
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Figure 8: Plot of production rate for various buffer sizes for a deterministic system with
parameters C/=2, C2=3, p,=1.1, ,u2=1.O, p=O.Ol, p2=0.00 9, rl=0.0 9, r2=0.08. Production rate
saturates at 2.00 parts/min as buffer size increases.
The second deterministic simulation serves to verify the deterministic theoretical results
presented in Section 3.1, where the effects of buffer size and repair rate on the production
rate are investigated. The parameters used are the same as those in that section (C/=C2 =1,
I=/12=1, P=p2=O. 1, and r2=O.1).
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Figure 9: Effects of buffer size and repair rate on production rate. Parameters used are
C,=C2 =1, U=2=1, PI=p2=O. 1, and r2 =O. 1.
It is interesting to note that the steady-state production rates for large buffer sizes
approach the same values in both the theoretical case and in the computer simulation.
Also in both cases, the production rates are the same for the smallest buffer size.
However, in the computer simulation, the production rate saturates much earlier than
what is predicted in the theory, and the transition from one production rate to another as
buffer size increases is not as smooth as what is predicted in the theory.
The third set of deterministic simulations is performed to study the effects of machine
size on production rate. A reasonable prediction is that as machine size increases,
production rate also increases until the other machine becomes the rate-limiting machine.
According to the following figure, this hypothesis is certainly true, but another very
interesting thing happens when machine size increases.
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Figure 10: Plot of production rate for various buffer sizes for a deterministic system with
parameters C1=2, ,u=l.1, u2=l.0, p=0.01l, p2=0.0 0 9, rl=0.09, r2=0.08.
In Figure 10 above, the effects of buffer size and machine size on production rate are
studied for the parameters C1=2, ul=l.1, 2=1.0, pl=O.O1, p 2=0.009, rl=0.09, r2=0.08. As
the size of Machine 2 increases from 1 to 3 or 5, the production rate also increases.
However, when Machine 2 is of size 3 and 5, Machine 1 becomes the rate-limiting
machine in this manufacturing system, so the production rate does not go above
2 parts/min. Additionally, as machine size increases, the maximum buffer size that still
causes deadlock also increases. This agrees with the deadlock buffer size predictions.
The interesting thing illustrated in the above plot is that as machine size increases, a
larger buffer size is needed to achieve the asymptotic value of the overall production rate.
That means for smaller machine sizes, the buffer size required to achieve the expected
production rate (predicted in Equation 3) can be much smaller that needed for large
machine sizes. The following graph shows an even bigger contrast.
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When a simulation is run for machine sizes of 13 and 22 (all other parameters same as
before), the production rate becomes saturated when the buffer size is about 210. Looking
at Figure 10 for machine sizes of 2 and 5, the production rate becomes saturated when the
buffer size is only 35. Intuitively, this larger buffer size requirement for larger machine
sizes makes sense because larger machines have a higher probability of being starved or
blocked when buffer sizes are not adequately large. So to ensure continuous processing of
parts (i.e. almost zero probability of blockage or starvation), a very large buffer size is
needed for large machine sizes.
Finally, the last set of parameter is used to investigate ergodicity in the deterministic case.
The parameters used are C/=13 and C2=22 or C/=15 and C2=20, p#=l., #2=l.O, PI=0.01,
P2=0.0 0 9, r=0.09, and r2=0.08 with initial buffer levels of 0, , and 2. The results of the
production rate and ending buffer level are shown side by side in the graphs below.
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Comparing the previous two graphs, one can see a very slight difference in the
production rates between the ergodic and non-ergodic systems for various initial buffer
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levels. When the system is ergodic (Figure 12), the production rates for various buffer
sizes are exactly the same, regardless of the initial buffer level; the production rate is
13.00 parts/min for all three initial levels. However, for the non-ergodic case (Figure 13),
there is a very slight difference among the three lines for smaller buffer sizes. But in the
long run, for very large buffer sizes, the production rate reaches 15.00 parts/min
regardless of initial buffer level.
The difference between ergodic and non-ergodic systems is more apparent when studying
the in-process inventory. The two sets of figures below take a snapshot of the final buffer
level for 100 trial runs, when N is varied from 0 to 100.
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Figure 14: Effects of initial buffer level on overall buffer levels during production. System
parameters are C= 13, C2=22, ,ul=1.1, P2=l .0, p,=0.0, p2=0. 0 0 9 , rl=0.09, and r2=0.08.
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Note from the above histograms that when the system is ergodic, every single buffer level
can be achieved (some with more frequency than others) regardless of the initial buffer
level. This is definitely not the case for non-ergodic systems, as shown in the figure
below.
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Figure 15: Effects of initial buffer level on overall buffer levels during production for a non-
ergodic system. The system parameters are C,=15, C2=20, ,ul=1.1, 2=0l.O,p=-O.Ol,p2=0.009,
rl=0.09, and r2=0.08.
The histograms in Figure 15 indicate the frequency with which a particular buffer level is
achieved during production. Looking at the top graph, when the initial buffer level is 0,
the in-process inventory can only take on values of 0, 5, 10, etc.; multiples of the greatest
common factor of 15 and 20. The middle plot shows that the buffer levels are shifted by 1
from the previous, i.e. when the initial buffer level is 1, the in-process inventory can only
take on values of 1, 6, 11, etc. A similar effect is illustrated in the bottom graph as well.
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The buffer levels will keep on shifting until the buffer level becomes 5, after which the
in-process imnventory can take on values of 0, 5, 10, etc. again.
5.2 Exponential Case
The exponential case is more interesting because real-life systems do not have fixed
service times, failure times, and repair times, as the deterministic case has assumed.
Rather, in the exponential case, these parameters are all exponentially distributed random
variables. Three different sets of investigations are conducted and the results are
compared to those obtained in Sections 3 and 4.
The first exponential case study, similar to the first deterministic study, is to visualize the
transient behavior of the production line. The parameters used for this simulation are
C/=2, C2=3, #I=l.1, U=l., pl=0.01, p2=0.00 9, rl=0.09, r2=0.08, and N=100.
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Figure 16: Transient behavior of exponential system with parameters C,=2, C2=3, U=l. 1.1,
/t2=1.0, p1=0.01, p2=0.0 0 9, r=0.09, r2=0.08, and N=100.
At first glance, the transient behavior of the production line is certainly more random
than in the deterministic case; the peaks and dips (corresponding to the times when a
machine fails and becomes repaired) are not predetermined, and thus not predictable.
Because the system is so random, it takes a much longer time for the production rate to
reach steady-state. In Figure 16, even though the simulation is run for double the amount
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of time that the deterministic simulations were run, the production rate of the system just
barely seems to reach steady-state at 4000 minutes (or equivalently, 40,000 time steps).
It is important to note that even though the system takes a longer time to reach steady-
state, the steady-state production rate from this example is similar to the production rate
found in the deterministic case with the same system parameters, and with the result
obtained from Equation 3. From Equation 3, the steady-state production rate of such a
system (as N - oo) should be 1.98 parts/min. The deterministic case predicts 2.00
parts/min and the exponential case predicts 1.91 parts/min at t=4000 min.
To study the effects of buffer size on production rate, the same parameters are used
except N varies from 1 to 100. This analysis is used to validate one of the studies done by
Chang and Gershwin (Error! Reference source not found.).
Overal podution re with vaiyg buer size
I I i I I I
I , I ,
. , 1 . * 4
* , * , X i
o ~-r 4 4 4 I , I 4
...., . . . . . ..... * ....i i i it , ._.-------,
r a d e I :,
, .T 8 I ,f
, 1
/l I ,
r~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
f i k . .
i ,i ·
I i I
I I I
. - . … .. - -
r I4I I I 4,
1 . , 1 
I , . , r
I I
1 1 1 ( a
I , , , r
I I I )I I I ,
I 1 ,
, , I )ii, 
I I , 
, I .I~~~~~~~~fi ,
... ,i .... ... ~ . .....
.~ ~ ~ ~ . ...
. . , . . . . .. ... .... . . . i
* , I 
I L 1 1
0 10 20 30 40 50
Buffer size
60 70 80 90 100
Figure 17: Effect of buffer size on production rate for an exponential system. Parameters
used are C1=2, C2=3, ,1=1.1, U2=1 .O, p=O.Ol,p2=O. 0 0 9 , rl=0.09, and r,=0.08.
It can be seen that the production rate saturates much slower than what is achieved in the
deterministic simulation. There is a smoother transition from one production rate to
another as buffer size increases, which is similar to that shown in Figure 2. For small
buffers, the production rates approximated by the exponential model in the computer
simulation are almost identical to the theoretical values for the exponential case.
However for larger buffer sizes, the values obtained from the computer simulation do not
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match the theoretical values as well, although this difference is slightly less than 10%
(0.2 parts/min).
The next set of simulations deals with studying the differences between the deterministic
case and the exponential case in terms of effects of repair rates and machine sizes on
production rates. The first plot below looks at production rate as a function of repair rates,
and uses the parameters C =C2 = 1, =f2= 1, pI =p2=O.1, and r2=0. 1, while varying rl
from 0.06 to 0.14 in increments of 0.02.
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Figure 18: Effects of repair rate on production rate for an exponential model with parameters
C/=C 2=1, / =#2= , P=P2=0. 1, and r2=O. 1.
From the above figure, it is apparent that for r; < 0.10, Machine 1 becomes the bottleneck
and thus the overall production rate is limited by the parameters (in this case efficiency)
of that machine. So in the case when rl = 0.06, the production rate is about 0.36 parts/min,
and when r = 0.08, the production rate becomes 0.42 parts/min. But for r/ > 0.10,
Machine 1 no longer becomes rate-limiting, but rather the production rate saturates to that
of Machine 2 (approximately 0.48 parts/min). At r = 0.10, both machines have the same
system parameters, so neither machine is the bottleneck for the other, and the production
rate tends to about 0.48 parts/min as well.
It is interesting to note that the exponential model achieves a steady-state production rate
lower than what is predicted from Equation 3. For example, given the system parameters
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of Machines 2, its isolated production rate for large buffer sizes is 0.5 parts/min.
However in the cases when Machine 2 is the bottleneck and when Machine 1 and
Machine 2 are the same, the production rate tends to only 0.48 parts/min for large N. This
constitutes a 4% error. A similar underestimation is true for small buffer sizes.
Finally, this plot indicates a gradual transition from one production rate to another as
buffer size increases. This is quite different from the results of the deterministic
simulation, where the production rate increased almost linearly until it becomes saturated
at a critical buffer size (hence the sharp curves). The shape of the curves in this
exponential model thus correlates more closely with the theoretical curves (for both
deterministic and exponential cases).
In the next example, a comparison between the production rate for machine sizes of 2 and
3, and 13 and 22 is made. This is helpful in studying the differences in production rates
for various buffer sizes between the deterministic case and the exponential case. Recall
that, for the deterministic case when the machine sizes were 13 and 22, the system was
deadlocked for N < 36, and reached saturation production rate when the buffer size was
approximately 210. The transition from one production rate to another as buffer size
increased was also very sharp. The same properties are investigated in the exponential
model, as shown below, and the implications regarding production rate, deadlock, and
buffer size are discussed.
Production Rate with Varying Buffers for Small and Large Machine Sizes
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Figure 19: Effects of machine size on production rate for an exponential model. The
parameters used in the left plot are C1=2, C2=3, ,=1.1, ,2=1.0, p=0.01, p2=0.009, rl=0.09
and r2=0.08. The parameters used in the right plot are C,=13, C2=22, ,u,=l.1, P2=1.0, p=0.01,
P2=0.0 09, r=0.09, and r2=0.08.
It is apparent from the graphs that as the machine sizes increase from 2 and 3 (left graph)
to 13 and 22, the production rate increases from approximately 1.8 parts/min to about 12
parts/min. (All other system parameters are kept constant.) This increase in production
rate is consistent with theory. However the actual production rates are slightly lower than
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expected, even for very large buffer sizes. Also, after the machines have come out of
deadlock, the production rates tended to increase very gradually, nothing resembling the
sharp transitions in the deterministic case.
It can also be determined from the graphs that, for machine sizes of 2 and 3, the system
was in deadlock when the buffer size was smaller than 5, and for machine sizes of 13 and
22, the production line was deadlocked for buffer sizes smaller than 35. This observation
is consistent with the theory that a system will be in deadlock if the buffer size is smaller
than the sum of the sizes of the machines in the production line.
Finally, according to the graph on the left, the production rate reaches a plateau at a
buffer size of approximately 90. However, when the machine sizes are increased to 13
and 22, even at a buffer size of 400, the production rate has not fully reached a constant
value. Thus in order to apply Equation 3 to find the steady-state infinite-buffer production
rate, a very large buffer size must be used for large machine sizes.
In the last investigation, the effects on production rate and buffer levels of non-ergodic
systems are studied. The same system parameters used in deterministic case are used here:
C1=13 and C2=22 or C,=15 and C2=20, #i=1.1, f2=l.0, p=0.01,p2=0. 00 9, rl=0.09,
r2=0.08 and N=1000 with initial buffer levels of 0, 1, and 2, and 5. The production rate
and final buffer levels for each of the different system parameter and initial buffer levels
are presented in the following figures. A discussion of production rate, production rate
confidence intervals, and buffer levels will follow.
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Figure 20: Effects of initial buffer level on production rate for ergodic and non-ergodic
systems. Buffer sizes are 100.
It is clear from the above figures that the production rate stayed constant for the ergodic
system (the graph on the left), while two different values were achieved for the non-
ergodic system (graph on the right). (The dotted red lines are the 95% confidence
intervals.) For C1=13, and C2=22, the production rate stayed at 11.38 parts/min for all 6
initial buffer levels. However, for C,=15, and C2=20, the production rate is 12.46
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parts/min for buffer levels of 0 and 5, while the production rate drops to 12.40 parts/min
for the other four buffer levels. Also note that the production rates for initial buffer levels
of 1, 2, 3, and 4 fall outside the production rate confidence interval for initial buffer
levels of 0 and 5, and vice versa. Therefore it can be stated that these production rates are
distinct.
Will there still be such a marked difference in production rate for different initial buffer
levels if buffer size increases? Consider again Ci=15, C2=20, puI=l.1, ,u2=l.O,pl=0.01,
P2=0.00 9 , rl=0.09, and r2=0.08, this time varying buffer size. One can gain insight into
this question by analyzing the following plots.
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Figure 21: Effects of buffer size on production rate on a non-ergodic system.
It appears that as buffer size approaches infinity, the production rate of such a non-
ergodic system tends to one value, regardless of the initial buffer level. Recall that in
Figure 20, there were two distinct values of the production rate, both residing outside the
confidence interval for the other. From the plot on the left in Figure 21, where the buffer
size is 500, it can be seen that the production rate still depends on the initial buffer level.
However those values (13.76, 13.74, 13.75, 13.74, 13.75, 13.76 for initial buffer levels of
0 through 5, respectively) more or less lie within one another's confidence intervals. But
as the buffer size is increased to 1000, there is no difference in production rate; for all
buffer levels the production rate is 13.98 parts/min. Thus it is interesting to note that as
buffer size increases, the production rate in a non-ergodic system tend to the same value,
independent of initial buffer level.
Finally, the effects of initial buffer level in-process inventory during production are
evaluated. The first analysis will be for an ergodic system with parameters C= 13, C2 =22,
1l=l.1, ,u2 =1.0, p=0.01,p 2=0.009, rl=0.09, r2=0.08 and N=100. The second analysis will
be for a non-ergodic system with the same parameters except C,=15 and C2=20.
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Figure 22: Effects of initial buffer level on final in-process inventory for an ergodic system
with parameters C=13, C2=22, ==l.1, 2= 1.0, pl=.O 1, p2=0.009, rl=0.09, r2=0.08 and
N=100.
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It can be seen from a snapshot of the ergodic case (Figure 22) that no matter what the
initial buffer size is, the in-process inventory manages to take on all values (0, 1, 2, etc).
However, for the non-ergodic case (Figure 23), the buffer levels can only reach multiples
of 5, adjusted by the initial buffer level. Looking at the first histogram in Figure 23,
where the initial buffer level is zero, respectively, the in-process inventory takes on
values of 0, 5, 10, etc. For an initial buffer size of 1, the in-process inventory is shifted
by 1, so the values it can take on are 1, 6, 11, etc. A similar shift occurs for initial buffer
sizes of 2, 3, and 4. At 5, the in-process inventory levels become the same as that for an
initial buffer size of 0. Thus the in-process inventory levels are cyclical.
6.0 Discussion
In this section, the simulation results will be compared with the theoretical results to
assess the "goodness" or validity of the simulation models. An error analysis will follow
the findings, and several suggestions will be made to further improve the model.
As noted in Section 3 and Section 5, for both the deterministic and exponential cases, the
production rate increases as efficiency, service rate, and machine size increase. However,
it is interesting that the steady-state production rate for large buffer sizes found from the
deterministic simulations correlate better with the theoretical values than do the
exponential simulations. In Section 5.1, when the system parameters were C1=2, C2=3,
IlI=l.1, /2=l.0, p=0.01, p2=0.009, rl=0.09 and r2=0.08, the overall production rate for
large buffer sizes was found to be 2.00 parts/min, slightly higher than the expected rate of
1.98 parts/min. When the machine sizes were changed to 13 and 22, the result from the
deterministic simulation was 12.9 parts/min which perfectly matches the theoretical result
of 12.9 parts/min. A similar good match is found when the repair rates were varied.
Therefore, for very large buffer sizes, the production rate predicted by the deterministic
model is very similar to that determined from the mathematical (theoretical) model.
There appears to be a reasonable discrepancy between the experimental model and theory
for the steady-state production rate at large buffer sizes. According to results in Section
5.2, when the system parameters were C1=2, C2=3, /i=1.1, 4 2=1.0, pJ=0.01, p2=0.009,
rl=0.09 and r2=0.08, the overall production rate for large buffer sizes was found to be
1.87 parts/min. When the machine sizes were increased to 13 and 22, the production rate
for large buffer sizes increased to 12.1 parts/min, but shy of the theoretical value of 12.9
parts/min. Finally, when the repair rates were varied, the exponential model exhibited a
similar slight under-prediction of the steady-state production rates. Thus for large buffer
sizes, the exponential model only provides a good ball-park estimate of the production
rate.
The exponential model, on the other hand, provides a very good match with theory in
terms of a smooth production rate transition as buffer size increases. Comparing the
figure in Section 3 to those in Section 5.2, even though the exponential model
underestimates the steady-state production rate, the dynamics of the production rate
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transition (as buffer size increases) looks very similar to those calculated in the
theoretical model. Therefore, the exponential model is very good for visualizing the
dynamics of a real-life (random) production line.
For small buffer sizes, the results from the deterministic model are quite different from
the exponential model (both theoretical and computer simulated). From the figures in
Section 5.1, it can be seen that, for a critical buffer size, there is an abrupt transition from
one production rate to another. In Figure 8, that buffer size is approximately 30. For
buffer sizes smaller than 30, the production rate steadily increases. However the
production rate reaches a plateau for buffer sizes greater than 30. This sharp transition is
also apparent in Figures 9, 10, and 11, which is quite different from the exponential
models.
The discrepancy between theoretical predictions and computer simulation results could
be due to several factors, two of which are discussed here. In both the deterministic and
exponential cases, the difference between theory and simulation is partly due to the
resolution of the time step. Currently, a time step of 0.1 minute is used, but with an even
smaller time step, higher resolution (and thus higher accuracy) can be achieved. Also, the
simulation time, or the maximum number of time steps taken before ending the
simulation, can also be increased to achieve higher accuracy. This is particularly critical
for the exponential model since, as discussed in Section 5, the system takes longer to
reach steady-state. However, as these suggestions are employed to increase accuracy,
they also increase cost because the calculations will be even more computationally
intensive.
Finally, according to both computer simulation models, there is a marked difference in
production rates and in-process inventory between ergodic and non-ergodic systems,
which are both consistent with the theoretical predictions. In an ergodic system, the
production rate is independent of the initial buffer level. Additionally, the in-process
inventory can take on all values between zero and the buffer size, inclusive.
For a non-ergodic system, on the other hand, the production rate can take on two values,
depending on the initial buffer level. In the examples presented in Section 5, where
Cl=15 and C2=20, when the initial buffer level is a multiple of 5 (i.e. greatest common
factor between 15 and 20), the production rate reaches one value. But when the initial
buffer levels are not multiples of 5, then the production rate reaches another value.
However, as buffer size tends to infinity, the production rate of the non-ergodic system
converges to a single value.
The in-process inventory for a non-ergodic system also depends on the initial buffer level.
In the example considered in Section 5, for an initial buffer level of 0, 5, etc. the in-
process inventory can take on the values of 0, 5, 10, etc. But for a buffer level of 1, the
possible values of the in-process inventory are shifted by 1; they now take on the values
of 1, 6, 11, etc. Similar shifts are observed for initial buffer levels of 2, 3, and 4. Thus the
possible values of in-process inventory are repeated by multiples of the greatest common
factor between C, and C2, yet they are different for different initial buffer sizes.
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7.0 Conclusion
There are potentially an infinite number of ways to develop a computer simulation to
model the production line with full-batch processing, and the model presented here is just
one such method. Even though the computer simulations developed here are not perfect,
it can still be concluded that there is a good correlation between the computer simulation
and theoretical results. The deterministic model accurately predicted the production rate
for large buffer sizes. The exponential model closely predicted the dynamics of the
changes in the production rate as buffer size varied. Both simulations indicate that
production rate is governed by the performance of the bottleneck machine as well as the
buffer size, since machines have a higher likelihood of being blocked or starved when
there is a small buffer. Both models also predict the ergodicity conditions.
Since the exponential model resembles a production line in real life, it is important to
improve the model for future research on production line behavior. Instead of using the
production rate as the performance measure, other factors, such as in-process inventory,
efficiency, etc. can be evaluated as well to determine optimal operating system
parameters. Therefore, there are numerous other ways to evaluate the performance of a
system other than studying the production rate.
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Appendix - Sample MATLAB code
A. Deterministic case, transient output
function DetTransient()
~-.%';;-t%-.i-, :%%t.~.~%%%.%%.%%,.:'%%*......... ;. ' o ' --- - . ' ... ... -? 9
-, SimuLtiocl, of p-rcduction line wiih two unreliabile batch rrmachines
-: I a J . .. i ! tbuf er. F:l bt r c-t h rocess ing. 
- -.-aed b Yirg (Tean) Zheng- spring 2006
Perfo- r-'mance mneass-e: ove rail pred-ucion rate
'Ca .. l parts produced/tctai time)
. ;% 9;;a%. 9ii,? .- ,-; ; ; i%; '%%  %?..;9%~  5%%%%%   ,%% , ;%; i 9% - ;,?;j 9; :
% Get u-er inputs for machine size, speed, failure rate, -epair rate
Cl=input('Size of Machine 1: ');
ul=input('Speed of Machine 1: ');
pl=input(' FailuLre re of Machine 1: ');
rl=input('Repair rate of Machine 1: ');
C2=input( 'Sie of Machine 2: ');
u2=input('Spe ed of Machine 2: ');
p2=input('Faiu- rate of Mchine 2: ');
r2=input('Reair ra?.e of Machine 2: ');
N=input('Sizi cf bilffer: ');
'-,'o.~~ ~ '% a . d ,,r()i. .
:~or~~t~an- p,..._nrs conver,:ed ,o :nsta s ;. d u-,- ised ta.roughot:.
-, n Yj rl . Co er
dt=O.1;
Ul=round(l/
U2=round(l/
Pl=round(l/
P2=round(l/
:Rlround(l/
R2=round(l/
(ul*dt) ) ;
(u2*dt) );
(pl*dt));
(p2*dt)  ;
(rl*dt) );
(r2*dt));
t ss=2000;
t=[O:dt:-t_ss];
n=O;
parts(l)=0;
prodrateN(1) =0;
CurrentTime=O;
alphal=l;
alpha2=1;
templ=l;
temp2=1;
a.11 numb er s t.e I..0: int eg ers, e. g-. .I  'I -7->1 :.
-. t De 1o finish rocessi ng .at..
- imne r.o fai.
... 3 ,,. ! y- ·S 1 i~-i"
.umcc:i: ff r . -e r
% Machine .is operati.ria.IL
% temporary v .riables
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Rltemp=l;
R2temp=l;
kl=l;
k2=1;
'7 Y~~~~~~~~~~ ;;;.:; -: S o. 6... . . . ...: .. , .3, 2 %5.. i s i
%?;
while CurrentTime <= round(t ss/dt)
counter=CurrentTime+l;
".. "i.-'- ±'", 2 ff '.riacir.e 1 iil- . a ., la - .e
if kl < P1
alphal=l;
elseif kl >= P1
alphal=O; : machine is unavai].ane
end
I, determine if machine 2 will be available
if k2 < P2
alpha2=l;
elseif k2 >= P2
alpha2=0; ma- hin-s 'n ........ 
end
if alphal==l -m;ake su-re machi:Ln- i.s aaai..-La:.ie
if n<=N-Cl make-.e sure ilu.f:e-' is no'C1 L;.!
.. templ < U1 mak:e sl:Lre iL. can prCcess a.rts
templ=templ+l; t ak e . L,, rt-. arh ioid .r. 
kl=kl+l;
elseif templ == U1
n=n+C1; "- bateh i'ra. red to.. f:
templ=l; % , temp -im.a ei:i. i.!_ ze
kl=kl+l;
end
elseif n > N-C1 I :ufer :is l
.f (templ-=l) && (templ<Ul)
templ=templ+l; % con-.-' r ess; : ': .:ch
kl=kl+l;
e .1i.
C P. I Ca "I. i , ., ..
c ri d
end
else. f alphal==0 .' .- -
if Rltemp<Rl
Rltemp=Rltemp+l;
else ' .R, em -=F 1.
Rl temp=l;
kl=l; %'' ma -chin.e a Ls been Lena ..' -i,
state= ralh ai. n al.pha2
end
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end
' ,M c hi.'ne 2
if alpha2==l - make sure machine is available
if temp2==l % make sure it can process parts
if n>=C2 % make sure buffer is rot emty
; nmachine 2 takes in C2 pars, from ":u fL'-
n=n-C2;
temp2=temp2+1;
k2=k2+1;
if (counter-l)==O
parts (counter)=O;
prodrateN(counter)=0;
else
parts(counter)=parts(counter-l);
prodrateN(counter)=(parts(counter)/t(counter));
end
elseif n<C2
% buffer emnpty, on'l- takeL- in p-arts
% machine idle, won't fail dor't increm ent: 2)
if (counter-l)==O
parts (counter)=O;
prodrateN(counter)=0;
else
parts(counter)=parts(counter-l);
prodrateN(counter)=(parts(counter)/t(counter));
end
,end
elseif (temp2<U2) && (temp2-=l)
temp2=temp2+1;
k2=k2+1;
parts (counter)=parts(counter-l);
prodrateN(counter)=(parts(counter)/t(counter));
e:lse:if temp2==U2
b atch finished processing
-temp2=1; feml time reinitia..iZ.ez
k2=k2+1;
parts(counter)=parts(counter-l)+C2;
prodrateN (counter)= (parts (counter) /t (counter));
end
elseif alpha2==0 ; macie- i.s ,,- aii l .. l
if R2temp<R2
R2temp=R2temp+1;
else : F.2tem=-=.2
R2temp=l;
k2=1; i. i :..:. 
st.e-a.pha. nO alpha2J
end
parts(counter)=parts(counter-l);
prodrateN(counter)=(parts(counter)/t(counter));
end
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CurrentTime=CurrentTime+ 1;
end
plot(t, prodrateN)
title(['Producticn Rate of Two Machines witl BEuffer ize ',int2str(N)])
xlabel('time (min)')
ylabel('production rate (parts/rin)')
grid o.;
B. Exponential Case, Steady-State Output
function ExpSteadyState()
" ' 
5 6
Si mu.at:ion of production line with two unreli able batch machines
%an d a finite b uffer. Expocnent-.ial full batch r, cessincrg.
-. a--d 'oy -in (..ean) Zher-, srrig 2006
e -ft- fr -a ce me- as re: ov; -rall production rate
...i ;- O 'i.. prtnod.''-Ct' t' l.-.ie)
', ,", t :-
c-,- ,!, Li. . t . .i',uls fcr: m'aci -n- si z r sed, fai lur e r a i, e o' r rt ,;ate
Cl=input ('Size f irac hi.re : ');
ul=input('Sptee . cf Min l : ');
pl.=input (' Fai. ..'re rate o: Machire 1: ');
rl=input('Rep.ir rate of Machrine : ');
C2=input('S J:e of r ie : );
u2=input('.Sj,,e-ci cf 'ichine : ' );
p2=input(' a'£i ,  ur . rat.e of ar.i. n 2: ');
nurn trials=1000;
, ,- , ; ,, . .:, .. . :, : ' '' ' ;:.
, .'::
fo N= 1 ,.:20. 
fcr i=l:num trials
dt=0.1;
Ul=ceil (-log(rand())/(ul *dt)); 'r e .i'.i s o C' 'S .. -.
U2=ceil(-log(rand()) / (u2*dt));
Pl=ceil (-log(rand ( ) )/(pl*dt)); ti:e o":a. al.
P2=ceil (-log(rand()) / (p2*dt));
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Rl=ceil(-log(rand()) / (rl*dt));
R2=ceil(-log(rand()) / (r2*dt));
% time to repair
while P2==1
P2=ceil (-log(rand()) / (p2*dt));
% Es-. re n i i.tial errors
end
t ss=10000;
n=O;
parts=O;
prodrateN=O;
CurrentTime=O;
alphal=l;
alpha2=1;
templ=l;
temp2=l;
Rltemp=l;
R2temp=l;
kl=l;
k2=1;
- n-umber o f t par i n Ibuffer
I Machline is ,.Cperat:i cal.
' temporary variable
while CurrentTime <= round(t_ss/dt)
co',Jnter=Currentirime+l;
'-. ee.ermine if mahian e I will be veibl.
if kl < P1
alphal=l;
elseif kl >= P1
alphal=O; i' :a.re i.s 2n!.&Taiable
end
: .iete:r, ri e :If mac:li(-o 2_.lL be a'ri:, .Le
if k2 < P2
alpha2=1;
elseif k2 >= P2
alpha2=0; ': r. rch'i ,, bcaco.s -. r'avai lablie
o' riot
': Marb i.
if alphal==l - ak e -in av
if n<=N-C1 m ........... b
if templ < U1 ;-::: i. -':  
templ=templ+l;
kl=kl+l;
elseif templ == U1
n=n+C1;:; ::cr:.:
templ=l;
kl=kl+l;
Ul=ceil (-log (rand ()) / (ul*dt));
end
a iliable
F: 0·t- -,. a1. r .
rl ' i, fl s $,7·~: pJ;! 17 .-:;
e. t' -:tc but i ffer
i. :i.. .a..". ',ed
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elseif n > N-C1 % buffer is full.
if (templ-=l) && (templ<U1)
templ=templ+l; % continue processing current
1bach
kl=kl+l;
% else
% hold part in machine or don't take in ni.ew
p-rts
. rmachine cannot :fail, so :. i.s n. .: inc:re:enrled
end.
end
elseif alphal==O rc.-:c:e is, unaaia!e
if Rltemp<Rl
Rltemp=Rltemp+l;
else Rlemp=-R1
Rltemp=l;
kl=l; i machine has been renaired
Pl=ceil (-log(rand()) / (pl*dt));
Rl=ceil (-log(rand())/(rl*dt));
while alpha2==0 && Pl==l
Pl=ceil(-log(rand()) / (pl*dt));
end
end
end
if alpha2==l make sure maca:in.e is ...:L.Liie
if (temp2==l) && (U2-=1) lak sure car P:ocess pati ts
if n>=C2 :ake s,: I,, fr i n emp y
'5 maci' e ,akres ats bui ffer
n=n-C2;
temp2=temp2+1;
k2=k2+1;
% rise % n<C2
t l-utfe r empty, don't -ake it' parts
% machine idle, won't fail (dor',. i. r m.. t k2';
end
elseif (temp2==l) && (U2==l)
if n>=C2 -: make sure oufrer i.s :not:. ec- !t v
n=n-C2;
k=k2+1;
parts=parts+C2;
U2=ceil(-log(rand() ) / (u2*dt));
'-'. urrer e.mc[e-uy, do '.'a:. ce- it, part'":s
mac ne idte, won fail
end
elseif (temp2<U2) && (temp2-=l)
temp2=temp2+1;
k2=k2+1;
elseif temp2==U2
t b-tc)h finished rocessincg
temp2=l; ' Leme time i.: zed
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k2=k2+1;
U2=ceil(-log(rand() ) / (u2*dt));
parts=parts+C2;
end
elseif alpha2==0 , machir.e is tunvai-sb.e
if R2temp<R2
R2temp=R2temp+1;
else FR2 temp-R2
R2temp=l;
k2=1; % machine has beenr reiaired.
P2=ceil (-log (rand()) / (p2*dt));
R2=ceil(-log(rand()) / (r2*dt));
while alpha2==l && P2==l
P2=ceil (-log(rand()) / (p2*dt));
end
end
end
CurrentTime=CurrentTime+l;
end
prodrate(i)=parts/tss;
inprocess (i)=n;
end
overallprodrate(N)=mean(prodrate);
end
plot(l:N, overallprodrate')
title ('ver-all production rare with varying bi ffeer izes')
xlabel ('BEf.fer size')
ylabel ('LPr-odctiot r rate pa rts/rir )
grid c;,
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