Abstract-We address the problem of estimating a random vector X from two sets of measurements Y and Z, such that the estimator is linear in Y . We show that the partially linear minimum mean squared error (PLMMSE) estimator does not require knowing the joint distribution of X and Y in full, but rather only its second-order moments. This renders it of potential interest in various applications. We further show that the PLMMSE method is minimax-optimal among all estimators that solely depend on the second-order statistics of X and Y . Finally, we demonstrate our approach in the context of recovering a vector, which is sparse in a unitary dictionary, from two sets of noisy measurements. We show that in this setting PLMMSE estimation has a clear computational advantage, while its performance is comparable to state-of-the-art algorithms.
I. INTRODUCTION
Bayesian estimation is concerned with the prediction of a random quantity X based on a set of observations Y , which are statistically related to X. It is well known that the estimator minimizing the mean squared error (MSE) is given by the conditional expectation X = E [X|Y ] . There are various scenarios, however, in which the minimal MSE (MMSE) estimator cannot be used. This can either be due to implementation constraints, because of the fact that no closed form expression for E[X|Y ] exists, or due to lack of complete knowledge of the joint distribution of X and Y . In these cases, one often resorts to linear estimation. The appeal of the linear MMSE (LMMSE) estimator comes from the fact that it possesses an easily implementable closed form expression, which merely requires knowledge of the joint first-and second-order moments of X and Y .
For example, the amount of computation required for calculating the MMSE estimate of a jump-Markov Gaussian random process from its noisy version grows exponentially in time [1] . By contrast, the LMMSE estimator in this setting possesses a simple recursive implementation, similar to the Kalman filter [2] . A similar problem arises in the area of sparse representations, in which the use of sparsity-inducing Gaussian mixture priors and of Laplacian priors is very common. The complexity of calculating the MMSE estimator under the former prior is exponential in the vector's dimension, calling for approximate solutions [3] . The MMSE estimator under the latter prior does not possess a closed form expression [4] , which has motivated the use of alternative estimation strategies such as the maximum a-posteriori (MAP) method.
In practical situations, the reasons for not using the MMSE estimator may only apply to a subset of the measurements. In these cases, it may be desirable to construct an estimator that is linear in part of the measurements and nonlinear in the rest. For example, in multi-view regression problems, the goal is to construct an estimator of X based on two sets of features Y and Z [5] . In these applications, one may be given a large training set of examples {xi, zi} drawn independently from the joint distribution FXZ(x, z) of X and Z and only a small number of examples {xi, yi} drawn from FXY (x, y). Thus, FXZ(x, z) can be approximated from the first training set with great accuracy, for example using nonparametric techniques. However, due to its small cardinality, the second set can only be used to estimate the cross-covariance matrix ΓXY of X and Y , but not the entire distribution FXY (x, y). This implies that the MMSE estimator E[X|Y, Z] cannot be computed and we must settle for estimators that do not require knowing FXY Z . As we will see, one such approach is minimization of the MSE over the class of estimators that are linear in Y .
Partially linear estimation was studied in the statistical literature in the context of regression [6] . In this line of research, it is assumed that the conditional expectation g(y, z) = E[X|Y = y, Z = z] is linear in y. The goal, then, is to approximate g(x, y) from a set of examples {xi, yi, zi} drawn independently from the joint distribution of X, Y and Z. In this correspondence, our goal is to derive the partially linear MMSE (PLMMSE) estimator. Namely, we do not make any assumptions on the structure of the MMSE estimate E[X|Y, Z], but rather look for the estimator that minimizes the MSE among all functions g(x, y) that are linear in y.
The correspondence is organized as follows. In Section II we present the PLMMSE estimator and discuss some of its properties. In Section III, we show that the PLMMSE method is optimal among all estimators that solely rely on the second-order statistics of X and Y . Finally, we conclude in Section IV with a numerical simulation demonstrating the usefulness of our approach in the context of recovering a sparse signal from noisy measurements.
II. PARTIALLY LINEAR ESTIMATION
We denote random variables (RVs) by capital letters. The pseudoinverse of a matrix A is denoted by A † . The mean E[X] of an RV X is denoted µX and the auto-covariance matrix
T ] of two RVs X and Y . The joint cumulative distribution function of X and Y is written FXY (x, y) = P(X ≤ x, Y ≤ y), where the inequalities are element-wise. By definition, the marginal distribution of X is FX (x) = FXY (x, ∞). In our setting, X is the quantity to be estimated and Y and Z are two sets of measurements thereof. The RVs X, Y and Z take values in R M , R N and R Q , respectively. The MSE of an estimatorX of X is defined as E[ X −X 2 ]. We begin by considering the most general form of a partially linear estimator of X based on Y and Z, which is given bŷ
Here A(z) is a matrix-valued function and b(z) is a vector-valued function, so that the realization z of Z is used to choose one of a family of linear estimators of x based on y. 
where
T |Z] is the auto-covariance of Y given Z.
Proof: See Appendix A. Note that (2) is indeed of the form of (1) with
As can be seen, although the MMSE solution among the class of estimators (1) has a simple form, it requires knowing the conditional covariance Γ XY |Z , which limits its applicability. In particular, this solution cannot be applied in cases where we merely know the unconditional covariance ΓXY , such as in the multi-view regression scenario described in Section I.
To relax this restriction, we next consider separable partially linear estimation. Namely, we seek to minimize the MSE among all functions of the formX
where A is a deterministic matrix and b(z) is a vector-valued function.
Theorem 2 Consider estimators of X having the form (3), for some matrix
A ∈ R M ×N and (Borel measurable) function b : R Q → R M .
Then the estimator minimizing the MSE within this class is given bŷ
Proof: See Appendix B. Note again that (4) is of the form of (3) with
The major advantage of this solution with respect to the non-separable estimator (1), is that the only required knowledge regarding the statistical relation between X and Y is of second-order type. Specifically, as we show in Appendix C, (4) can be equivalently written aŝ
. Therefore, all we need to know in order to be able to compute the separable PLMMSE estimator (4) is the covariance matrix ΓXY , the conditional expectation E[X|Z] and the marginal joint cumulative distribution function FY Z of Y and Z. This is illustrated in Fig. 1 . In fact, as we show in Section III, in addition to being optimal among all partially linear methods, the PLMMSE solution (4) is also optimal in a minimax sense among all estimation strategies that rely solely on the quantities appearing in Fig. 1 .
The intuition behind (4) is similar to that arising in dynamic estimation schemes, such as the Kalman filter. Specifically, we begin by constructing the estimate E[X|Z] of X based on the measurements Z, which minimizes the MSE among all functions of Z. Next, we would like to account for Y . However, since Z has already been accounted for, we first need to subtract from Y all variations caused by Z. This is done by constructing the RV W of (5), which can be thought of as the innovation associated with the measurements Y with respect to the initial estimate E[X|Z]. Finally, since we want an estimate that is partially linear in Y , we update our initial estimate with the LMMSE estimate of X based on W .
The statistical knowledge required for computing the PLMMSE estimator (4).
Before proving the minimax-optimality of the PLMMSE estimator, it is insightful to examine several special cases, as we do next. a) Independent Measurements: Consider first the case in which Y and Z are statistically independent. In this setting, W = Y − µY and therefore the PLMMSE estimator (4) becomeŝ b) Z is Independent of X and Y : Suppose next that both X and Y are statistically independent of Z. Thus, in addition to the fact that W = Y − µY , we also have E[X|Z] = µX . Consequently, the PLMMSE solution (4) reduces to the LMMSE estimate of X given
c) Y is Uncorrelated with X and Independent of Z: Consider the situation in which X and Z are statistically independent and X and Y are uncorrelated. Then W = Y − µY , and also ΓXW = ΓXY = 0 so that (4) becomes the MMSE estimate of X from Z:
In situations where X and Z are statistically independent, one may be tempted to conclude that the PLMMSE estimator should not be a function of Z. However, this is not necessarily the case. Specifically, although the second term in (4) becomes the constant E[X|Z] = µX in this setting, it is easily verified that ΓXW = ΓXY , so that the first term in (4) does not vanish unless X is uncorrelated with Y . As a consequence, the PLMMSE estimator can be written aŝ
in which the last term is a function of Z. This should come as no surprise, though, because if, for instance, Y = X + Z, then the optimal estimate isX = Y − Z, even if X and Z are independent. This solution is clearly a function of Z. e) X is Uncorrelated with Y : A similar phenomenon occurs when X and Y are uncorrelated. Indeed in this case, ΓXW = −ΓX ZŶZ , so that the first term in (4) does not vanish unlessXZ is uncorrelated withŶZ. Consequently, the estimator (4) can be expressed aŝ
in which the first term is clearly a linear function of Y . f) Additive Noise: Perhaps the most widely studied measurement model corresponds to linear distortion and additive noise. Specifically, suppose that
where H ∈ R N×M and G ∈ R Q×M are given matrices and U and V are zero-mean RVs such that X, U and V are mutually independent. As we show in Section IV, there are situations in which the distribution of X is such that the complexity of computing the MMSE estimator E[X|Y, Z] is huge, whereas the complexity of computing E[X|Z] is modest. In these cases one may prefer to resort to PLMMSE estimation. This method does not correspond to a convex combination of the LMMSE estimate of X from Y and the MMSE estimate of X from Z, as might be suspected. Indeed, substituting Y = HX + U , we have that ΓXY = ΓXX H T and
Consequently, the PLMMSE estimator (6) becomeŝ
where I is the identity matrix and A is given by
We see that, as opposed to a convex combination ofXZ andX L Y , the PLMMSE method reduces to a combination ofXZ and Y . Furthermore, the weights of this combination are matrices rather than scalars.
III. PARTIAL KNOWLEDGE OF STATISTICAL RELATIONS
As discussed in Section II, one of the appealing properties of the PLMMSE solution is that it does not require knowing the entire joint distribution of X and Y , but rather only its second-order moments. However, the fact that the PLMMSE estimator is merely determined by E[X|Z], Cov(X, Y ) and FY Z (y, z), does not yet imply that it is optimal among all methods that rely solely on these quantities. The question of optimality of an estimator with respect to partial knowledge regarding the joint distribution of the signal and measurements was recently addressed in [7] . One of the notions of optimality considered there, which we adopt here as well, follows from a worst-case perspective. Specifically, for any estimatorX = g(Y, Z), there may be distributions FXY Z (x, y, z) consistent with our knowledge such that the MSE is high and there may be distributions leading to low MSE. We consider an estimator as optimal if its worst-case MSE over the set of all feasible distributions is minimal. For example, it was shown in [7] that the LMMSE estimatorX L Y attains the minimal possible worst-case MSE over the set of distributions FXY (x, y) with given first-and second-order moments.
In the next theorem we show that the PLMMSE method is optimal in the sense that its worst-case MSE over the set of all distributions FXY Z (x, y, z) complying with the knowledge appearing in Fig. 1 is minimal.
Theorem 3 Let
A be the set of probability distributions of (X, Y, Z) satisfying
where ΓXX and ΓXY are given matrices, g(z) is a given function and FY Z (y, z) is a given cumulative distribution function. Then, among all estimators of X based on Y and Z, the PLMMSE method (4) has the minimal worst-case MSE
over the set A.
Proof: See Appendix D.
IV. APPLICATION TO SPARSE APPROXIMATIONS
We now demonstrate the usefulness of the PLMMSE estimator in the context of sparse approximations. Specifically, consider the situation in which X is known to be sparsely representable in a unitary dictionary Ψ ∈ R M ×M in the sense that
for some RV A that is sparse with high probability. More concretely, we assume, as in [3] , that the elements of A are given by
where the RVs {Si} and {Bi} are statistically independent and distributed as P(Si = 1) = 1 − P(Si = 0) = pi and Bi ∼ N (0, σ
). Assume the signal X is observed through two linear systems, as in (12), where H is an arbitrary matrix, G = αI for some constant α = 0, and U and V are Gaussian RVs with ΓUU = ΓV V = σ 2 I. This setting can be cast in the standard sparse approximation form as
It is well known that the expression for the MMSE estimate E[X|Y, Z] in this case generally comprises 2 M summands, which correspond to the different possibilities of sparsity patterns in A [3] . This renders the computation of the MMSE estimate prohibitively expensive even for modest values of M and consequently various approaches have been devised to approximate this solution by a small number of terms (see e.g., [3] and references therein). For example, the fast Bayesian matching pursuit (FBMP) algorithm developed in [3] employs a search in the tree representing all sparsity patterns in order to choose the terms participating in the approximation.
There are some special cases, however, in which the MMSE estimate possesses a simple structure, which can be implemented efficiently. As we show next, one such case is when both the channel's response and the dictionary over which X is sparse correspond to orthogonal matrices. Since in our setting Ψ is unitary and G = αI, we can efficiently compute the MMSE estimate E[X|Z] of X from Z. This implies that, instead of resorting to schemes for approximating E[X|Y, Z], we can employ the PLMMSE estimator of X based on Y and Z, which possesses a closed form expression (see (13)) in this situation. This technique is particularly effective when the SNR of the observation Y is much worse than that of Z, since the MMSE estimate E[X|Y, Z] in this case is close to being partially linear in Y . Such a setting is demonstrated in Section IV-C.
A. MMSE Estimation of a Sparse Signal in a Unitary Dictionary
In our setting
with A of (18). Since Ψ is unitary, it is invertible, and thus the RṼ
carries the same information on X as Z does, so that
Now, for every i = 1, . . . , M , we have thatZi = αAi +Ṽi, wherẽ V = Ψ T V is distributed N (0, σ 2 I). Therefore, the set {Zj } j =i is statistically independent of the pair (Ai,Zi) and consequently
If Si = 0 then also Ai = 0, so that the first term in this expression vanishes. Under the event Si = 1, the RVs Ai andZi are jointly normally distributed with mean zero, implying that
Finally, using Bayes rule, the term P(Si = 1|Zi) reduces to
where N (γ; µ, σ 2 ) denotes the Gaussian density function with mean µ and variance σ 2 , evaluated at γ. Substituting (25) and (24) into (23) leads to the following observation.
Theorem 4
The MMSE estimate of X of (17) given Z of (20) is
B. PLMMSE Estimation of a Sparse Signal From Two Observations
Equipped with a closed form expression for E[X|Z], we can now obtain an expression for the PLMMSE estimator (13). Specifically, we have that
where ΓAA is a diagonal matrix with (ΓAA)i,i = piσ
. Similarly,
where Cov(f (Z)) is a diagonal matrix whose (i, i) element is βi = Cov(f (Zi)). This is due to the fact that the elements ofZ are statistically independent and the fact that the functionf (·) operates element-wise on its argument. Therefore, the PLMMSE estimator is given in our setting by equation (13) with E[X|Z] of (26) and with the matrix
We note that if pi = p and σ
for every i, then also βi = β for every i. In this case,
and ΓX
so that A is simplified to
Observe that there is generally no closed form expression for the scalars βi = Cov(f (Zi)), rendering it necessary to compute them numerically. Figure 2 compares the MSE attained byXPLMMSE to that attained byXZ ,X L Y and the approximation to E[X|Y, Z] produced by the FBMP method. In this experiment Ψ ∈ R 64×64 was taken to be a Hadamard matrix with normalized columns. The matrix H corresponded to (circular) convolution with the sequence h[n] = exp{−|n|/12.8}. To comply with the assumption made in [3] that the columns of the measurement matrix are normalized, we normalized the columns of H to be of norm 0.99 and set the scalar α to be 0.01. Figure 2 depicts the MSE of all estimators as a function of the input SNR, which we define as 10 log 10 (pσ 2 B /σ 2 ). As can be seen, the MSE of the PLMMSE method is significantly lower then that ofXZ andX L Y and is very close to that attained by the FBMP method. At low SNR levels and low sparsity levels (high p) the performance of the PLMMSE method is even slightly better than the FBMP approach. Considering the fact that the PLMMSE method is also much faster than the FBMP method in our setting, it seems that there is a clear advantage to using it in scenarios of similar nature.
C. Numerical Study
A word of caution is in place, though. In situations in which the SNR of the measurement Y is roughly the same as that of Z (or better), the FBMP method is advantageous in terms of performance. Therefore in this regime, decision on the use of the PLMMSE method boils down a performance-complexity tradeoff.
V. CONCLUSIONS
In this paper we derived the PLMMSE estimator, which is the method whose MSE is minimal among all functions that are linear in Y . We showed that the PLMMSE solution depends only on the joint second-order statistics of X and Y , which renders it applicable in a wide variety of situations. Furthermore, we showed that this estimator attains the lowest worst-case MSE over the set of distributions whose joint second-order moments of X and Y are fixed. Finally, we demonstrated our approach in the context of recovering a sparse vector from noisy measurements. In this application, the PLMMSE solution achieves an MSE very close to that attained by iterative approximation strategies, such as the FBMP method of [3] , and is cheaper computationally.
APPENDIX A PROOF OF THEOREM 1
Using the smoothing property, the MSE of any estimator of the form (1) is given by
Thus, for every specific value z that Z can take, the optimal choice of A(z) and b(z) is that minimizing the inner expectation. The solution to this minimization problem corresponds to the LMMSE estimate of X based on Y , under the the joint distribution of (X, Y ) given Z, concluding the proof.
APPENDIX B PROOF OF THEOREM 2
We start by noting that the set B of RVs constituting candidate estimates is a closed linear subspace within the space of finite-secondorder-moment RVs taking values in R M . Therefore, the MMSE estimateX within this subspace, which is the projection of the RV X onto B, is the unique 1 RV whose estimation errorX − X is orthogonal to every RV of the form AY + b(Z). To demonstrate that X of (4) indeed satisfies this property, note that the inner product betweenX − X and AY + b(Z) is given by
Substituting (4), the expectation within the second term becomes 
Being a function of Z, the RV E[Y |Z] is uncorrelated with W and X − E[X|Z] so that this expression can be reduced to
where we used the facts that Lemma 2] , and that W is uncorrelated with E[X|Z] (due to the same argument as above). This completes the proof. 1 In an almost-sure sense.
APPENDIX C DERIVATION OF EQUATION (6)
By definition,
where the fourth equality is a result of the smoothing property and the last equality follows from the facts that
In a similar manner, it is easy to show that
Using (40) and the fact that W is uncorrelated with E[Y |Z] − µY , we obtain
Substituting (39) and (41) into (4) leads to (6) .
APPENDIX D PROOF OF THEOREM 3
Let ε(FXY Z ,X) = EF XY Z [ X − X 2 ] denote the MSE incurred by an estimatorX of X based on Y and Z, when the joint distribution of X, Y and Z is FXY Z (x, y, z). It is easily verified that
for all FXY Z ∈ A. Therefore, in particular, (42) is also the worstcase MSE ofXPLMMSE over A. We next make use of the following lemma. 
where the first line follows from the fact that F * XY Z ∈ A, the third line is a result of the fact that the MMSE and PLMMSE estimators coincide under F * XY Z , and the last line is due to the fact that ε(FXY Z ,XPLMMSE) is constant as a function of FXY Z over A. We have thus established that the worst-case MSE of any estimator over A is greater or equal to the worst-case MSE of the PLMMSE solution over A, proving thatXPLMMSE is minimax optimal.
APPENDIX E PROOF OF LEMMA 1
We prove the statement by construction. Let Y and Z be two RVs distributed according to FY Z and denote h(Z) = E[Y |Z] and W = Y − h(Z). Let U be a zero-mean RV, statistically independent of the pair (W, Z), whose covariance matrix is 
We will show that the so constructed X, Y and Z satisfy the constraints (15). Indeed, using the fact that U has zero mean and is statistically independent of Z, we find that the conditional expectation of X of (45) given Z is
Furthermore, since W , g(Z) and U are pairwise uncorrelated, the covariance of X of (45) can be computed as
where we substituted (44). Finally, the cross covariance of X of (45) and Y is given by 
where the second and fourth equalities follow from the third and fourth lines of (41) and the third equality follows from [8, Lemma 2] .
Equations (46), (47) and (48) 
where we used the fact that there is a one-to-one transformation between the pair (Y, Z) and the pair (W, Z). This expression is partially linear in Y , implying that this is also the PLMMSE estimator in this setting. Thus, for the distribution F * XY Z , the PLMMSE estimator is optimal not only among all partially linear functions, but also among all functions of Y and Z.
