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In this paper, a diffusive predator–prey model with nonlocal delay and stage structure is
investigated. By using the cross iteration method and Schauder’s ﬁxed point theorem, we
reduce the existence of traveling wave solutions to the existence of a pair of upper–lower
solutions. Numerical simulations are carried out to illustrate the theoretical results.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In the natural world, many species have stage structure of immature and mature. The vital rates (rates of survival,
development and reproduction and so on) are often quite different in these two stages. Recently, population models with
stage structure have been taken into account (see, for example, [2,3,5,6,11,14,15]).
In [15], Xu and Ma considered the following predator–prey model with delay and stage structure for the prey
x˙1(t) = ax2 − r1x1(t) − a11x21(t) − bx1(t) − a12x1(t)y(t),
x˙2(t) = bx1(t) − r2x2(t),
y˙(t) = a21x1(t − τ )y(t − τ ) − ry(t) − a22 y2(t), (1.1)
where a > 0 is the birth rate of immature population; r1 > 0 is the death rate of the immature population; a11 > 0 is the
intra-speciﬁc competition rate of the immature population; b > 0 is the transformation rate from the immature individuals
to mature individuals; a12 > 0 is the capturing rate of the predator population; r2 > 0 is the death rate of the mature
population; a2/a12 is the conversion rate of nutrients into the reproduction of the predator; r > 0 is the death rate of the
predator; a22 > 0 is the intra-speciﬁc competition rate of the predator, τ  0 is a constant delay due to the gestation of
the predator. In [15], the global stability of the positive equilibrium and the two boundary equilibria of the model (1.1) is
discussed.
We note that system (1.1) ignored the diffusion effect. However, in many ecological systems, the species may disperse
spatially as well as evolving in time. This spatial dispersal or diffusion arises from the tendency of certain species to migrate
towards regions of lower population density, mainly due to resource limitation: in regions of high population density, food
will become scarce, and individuals will tend to migrate to regions of lower population density.
✩ This work was supported by the National Natural Science Foundation of China (No. 10671209).
* Corresponding author.
E-mail addresses: xzhang_82@163.com (X. Zhang), rxu88@yahoo.com.cn (R. Xu).0022-247X/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2010.07.044
476 X. Zhang, R. Xu / J. Math. Anal. Appl. 373 (2011) 475–484In realistic ecological models, delay is unavoidable. Any delays should be spatially inhomogeneous, that is, the delays
affect both the temporal and spatial variables. This is due to the fact that any given individual may not necessarily have
been at the same spatial location at precious times. Such delays are called spatio-temporal delays or nonlocal delays. In recent
years, the effect of nonlocal delays on the dynamics of ecological models has been taken into account (see, for example,
[1,7–10,12,13,16–18]).
























− (x−y)24diτ um(y, t − τ )dy − bu2m, (1.2)
for t > 0, x ∈ (−∞,+∞). The form ∫ +∞−∞ 1√4d1πτ e−
(x−y)2
4d1τ um(y, t − τ )dy represents the total number of the species um born
at location y still alive and now at location x in the whole domain. In [9], Gourley and Kuang showed that the diffusive
delay model continues to generate simple global dynamics and considered the possibility of traveling wavefront solutions
of the scalar equation for the mature population, connecting the zero solution and the positive steady state of system (1.2).
Motivated by the work of Gourley and Kuang [9], Xu and Ma [15], in this paper, we are concerned with the following


























− (x−y)24d1τ u1(y, t − τ )dy − a22v(x, t)
)
, (1.3)
for t > 0, x ∈ (−∞,+∞), with initial conditions
u1(x, θ) = φ(x, θ) 0,
u2(x, θ) = ϕ(x, θ) 0,
v(x, θ) = ψ(x, θ) 0,
(x, θ) ∈ (−∞,+∞) × (−∞,0], (1.4)
where u1(x, t), u2(x, t) and v(x, t) represent the densities of immature prey, mature prey and predator populations at
location x and time t , respectively. The parameters r, r1, r2,a11,a12, a21, a22 are positive constants which meanings to
system (1.1).
This paper is organized as follows. In Section 2, we introduce some notations and several lemmas which will be essential
to our proofs. In Section 3, we discuss the existence of traveling waves of system (1.3). Finally, some numerical simulations
are given to illustrate the results.
2. Preliminaries
In order to establish the existence of traveling wave solutions of system (1.3), in this section, we summarize some basic
notations and concepts.































which satisﬁes the following hypotheses:
(A1) f i(0,0,0) = f i(k1,k2,k3) = 0, i = 1,2,3.
X. Zhang, R. Xu / J. Math. Anal. Appl. 373 (2011) 475–484 477(A2) There exist three positive constants Li > 0 (i = 1,2,3) such that∣∣ f1(φ1,ϕ1,ψ1) − f1(φ2,ϕ2,ψ2)∣∣ L1‖Φ − Ψ ‖,∣∣ f2(φ1,ϕ1,ψ1) − f2(φ2,ϕ2,ψ2)∣∣ L2‖Φ − Ψ ‖,∣∣ f3(φ1,ϕ1,ψ1) − f3(φ2,ϕ2,ψ2)∣∣ L3‖Φ − Ψ ‖
for Φ = (φ1,ϕ1,ψ1), Ψ = (φ2,ϕ2,ψ2) ∈ C([−τ ,0], R3) with 0  φ1(s),φ2(s)  M1, 0  ϕ1(s),ϕ2(s)  M2, 0 
ψ1(s),ψ2(s) M3, s ∈ [−τ ,0], where Mi > ki is a positive constant, i = 1,2,3.
System (2.1) satisﬁes partial quasi-monotonicity conditions (PQM).
(PQM) There exist three positive constants β1, β2, β3 > 0 such that





f1(φ1,ϕ1,ψ1) − f1(φ1,ϕ1,ψ2) 0,










where φi,ϕi,ψi ∈ C([−τ ,0], R), i = 1,2, with 0  φ2(s)  φ1(s)  M1, 0  ϕ2(s)  ϕ1(s)  M2, 0  ψ2(s)  ψ1(s)  M3,
s ∈ [−τ ,0].
A traveling wave solution of (2.1) is a solution (u1(x, t),u2(x, t),u3(x, t)) with the special form u1(x, t) = φ(x + ct),
u2(x, t) = ϕ(x + ct), u3(x, t) = ψ(x + ct) where φ,ϕ,ψ ∈ C2(R, R3) and c > 0 is a constant accounting for the wave speed.
Substituting u1(x, t) = φ(x+ ct), u2(x, t) = ϕ(x+ ct), u3(x, t) = ψ(x+ ct) and denoting the traveling wave coordinate x+ ct
still by t , we derive from (2.1) that
d1φ
′′(t) − cφ′(t) + fc1(φt,ϕt,ψt) = 0,
d2ϕ
′′(t) − cϕ′(t) + fc2(φt,ϕt,ψt) = 0,
d3ψ
′′(t) − cψ ′(t) + fc3(φt,ϕt,ψt) = 0, (2.3)
where fci : Xc = C([−cτ ,0]; R3) → R3 (i = 1,2,3) are deﬁned by




, φc(s) = φ(cs),
ϕc(s) = ϕ(cs), ψc(s) = ψ(cs), s ∈ [−τ ,0], i = 1,2,3.
System (2.1) has a traveling wave solution if and only if system (2.3) has a solution satisfying the following asymptotic
boundary conditions,
lim
t→−∞φ(t) = φ−, limt→−∞ϕ(t) = ϕ−, limt→−∞ψ(t) = ψ−,
lim
t→+∞φ(t) = φ+, limt→+∞ϕ(t) = ψ+, limt→+∞ψ(t) = ψ+. (2.4)
Without loss of generality, we assume that (φ−,ϕ−,ψ−) = (0,0,0) and (φ+,ϕ+,ψ+) = (k1,k2,k3).
We make the following hypotheses:
Deﬁnition 2.1. A pair of continuous functions ρ = (φ,ϕ,ψ) and ρ = (φ,ϕ,ψ) is called a pair of upper–lower solutions of
system (2.3) if ρ and ρ are twice differentiable almost everywhere in R and they are essentially bounded on R , and satisfy
d1φ
′′(t) − cφ′(t) + fc1(φt,ϕt,ψ t) 0, a.e. in R, (2.5)
d2ϕ
′′(t) − cϕ′(t) + fc2(φt,ϕt,ψt) 0, a.e. in R, (2.6)
d3ψ
′′(t) − cψ ′(t) + fc3(φt,ϕt,ψt) 0, a.e. in R, (2.7)
and
d1φ
′′(t) − cφ′(t) + fc1(φt,ϕt,ψt) 0, a.e. in R, (2.8)
d2ϕ
′′(t) − cϕ′(t) + fc1(φt,ϕt,ψ t) 0, a.e. in R, (2.9)
d3ψ
′′(t) − cψ ′(t) + fc1(φt,ϕt,ψ t) 0, a.e. in R. (2.10)
We assume that a pair of upper–lower solutions (φ,ϕ,ψ) and (φ,ϕ,ψ) is given so that



















)= { (i) ψ(t) is nondecreasing in R;
(ii) (φ,ψ)(t) (φ,ψ)(t) (φ,ψ)(t).
It is easy to see that Γ ((φ,ϕ,ψ), (φ,ϕ,ψ)) is non-empty, convex, closed and bound.
For the constants β1, β2, β3 > 0 in (2.2), deﬁne H : C(R, R3) → C(R, R3) by
H1(φ,ϕ,ψ)(t) = fc1(φt,ϕt ,ψt) + β1φ(t), φ,ϕ,ψ ∈ C(R, R), (2.11)
H2(φ,ϕ,ψ)(t) = fc2(φt,ϕt ,ψt) + β2ϕ(t), φ,ϕ,ψ ∈ C(R, R), (2.12)
H3(φ,ϕ,ψ)(t) = fc3(φt,ϕt ,ψt) + β3ψ(t), φ,ϕ,ψ ∈ C(R, R). (2.13)
The operators H1, H2 and H3 admit the following properties:
Lemma 2.1. Assume that (A1) and (2.2) hold, then
H1(φ2,ϕ2,ψ1)(t) H1(φ1,ϕ1,ψ1)(t), H1(φ1,ϕ1,ψ1)(t) H1(φ1,ϕ1,ψ2)(t),
for t ∈ R with 0 φ2  φ1  M1 , 0 ϕ2  ϕ1  M2 , 0ψ2 ψ1  M3 .
Proof. By (2.2), a direct calculation shows that





H1(φ1,ϕ1,ψ1)(t) − H1(φ1,ϕ1,ψ2)(t) = fc1(φ1t,ϕ1t,ψ1t) − fc1(φ1t,ϕ1t,ψ2t) 0. 
Lemma 2.2. Assume that (A1) and (2.2) hold, then for any (0,0,0) (φ,ϕ,ψ) (k1,k2,k3), we have
(i) H2(φ,ϕ,ψ)(t) 0, H3(φ,ϕ,ψ)(t) 0 is nondecreasing for t ∈ R.
(ii) H2(φ2,ϕ2,ψ2)(t)  H2(φ1,ϕ1,ψ1)(t), H3(φ2,ϕ2,ψ2)(t)  H3(φ1,ϕ1,ψ1)(t) for t ∈ R with 0  φ2  φ1  M1 , 0  ϕ2 
ϕ1  M2 , 0ψ2 ψ1  M3 .
In terms of H1, H2 and H3, system (2.3) can be rewritten as
d1φ
′′(t) − cφ′(t) − β1φ(t) + H1(φ,ϕ,ψ)(t) = 0,
d2ϕ
′′(t) − cϕ′(t) − β2φ(t) + H2(φ,ϕ,ψ)(t) = 0,
d3ψ
′′(t) − cψ ′(t) − β3φ(t) + H3(φ,ϕ,ψ)(t) = 0. (2.14)
Deﬁne






























)= (φ,ϕ,ψ) ∈ C(R, R3): (0,0,0) (φ,ϕ,ψ) (M1,M2,M3),





























for (φ,ϕ,ψ) ∈ CK (R, R3). It is easy to see that Fi(φ,ϕ,ψ) (i = 1,2,3) satisfy
d1F
′′
1 (φ,ϕ,ψ) − cF ′1(φ,ϕ,ψ) − β1F1(φ,ϕ,ψ) + H1(φ,ϕ,ψ) = 0,
d2F
′′
2 (φ,ϕ,ψ) − cF ′2(φ,ϕ,ψ) − β2F2(φ,ϕ,ψ) + H2(φ,ϕ,ψ) = 0,
d3F
′′
3 (φ,ϕ,ψ) − cF ′3(φ,ϕ,ψ) − β3F3(φ,ϕ,ψ) + H3(φ,ϕ,ψ) = 0. (2.15)
Corresponding to Lemmas 2.1 and 2.2, we have the following results.
Lemma 2.3. Assume that (A1) and (2.2) hold, then for any (0,0,0) (φ,ϕ,ψ) (M1,M2,M3), we have
(i) F3(φ,ϕ,ψ)(t) is nondecreasing for t ∈ R.
(ii)
F1(φ2,ϕ2,ψ1)(t) F1(φ1,ϕ1,ψ1)(t), F1(φ1,ϕ1,ψ1)(t) F1(φ1,ϕ1,ψ2)(t),
F2(φ2,ϕ2,ψ2)(t) F2(φ1,ϕ1,ψ1)(t), F3(φ2,ϕ2,ψ2)(t) F3(φ1,ϕ1,ψ1)(t)
for t ∈ R with 0 φ2  φ1  M1 , 0 ϕ2  ϕ1  M2 , 0ψ2 ψ1  M3 .
Lemma 2.4. Assume that (A2) holds, then F = (F1, F2, F3) is continuous with respect to the norm | · | in Bμ(R, R3).






))⊂ Γ ((φ,ϕ,ψ), (φ,ϕ,ψ)).
Lemma 2.6. Assume that (2.2) holds, then F : Γ ((φ,ϕ,ψ), (φ,ϕ,ψ)) → Γ ((φ,ϕ,ψ), (φ,ϕ,ψ)) is compact.
Remark 2.1. The proofs of Lemmas 2.3–2.6 are similar to those of Lemmas 3.3–3.6 in Gan et al. [4], we omit it here.
Theorem 2.1. Assume that (A1), (A2) and (2.2) hold. Suppose there is a pair of upper–lower solutions Φ = (φ,ϕ,ψ) and Ψ =
(φ,ϕ,ψ) for (2.3) satisfying (P1) and (P2). Then, system (2.1) has a traveling wave solution.
Proof. Combining Lemmas 2.1–2.6 with Schauder’s ﬁxed point theorem, we know that there exists a ﬁxed point
(φ∗(t),ϕ∗(t),ψ∗(t)) of F in Γ ((φ,ϕ,ψ), (φ,ϕ,ψ)), which gives a solution of (2.3).
















Therefore, the ﬁxed point (φ∗(t),ϕ∗(t),ψ∗(t)) satisﬁes the asymptotic boundary conditions (2.4). This completes the
proof. 
3. Existence of traveling waves
In this section, we consider the existence of traveling wave solutions for system (1.3).
It is easy to show that system (1.3) has a steady state E0(0,0,0). If the following holds
(H1) ab − r2(r1 + b) > 0,
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u∗1 =
ab − (r1 + b)r2
a11r2
, u∗2 =
ab2 − (r1 + b)br2
a11r22
.
If the following holds
(H2) aba21 − a21r2(r1 + b) − a11rr2 > 0,
system (1.3) has a positive steady state E∗(k1,k2,k3), where
k1 = aba22 + rr2 − (r1 + b)a22r2
a11a22r2 + a21r2 ,
k2 = ab
2a22 + rr2b − (r1 + b)ba22r2
a11a22r22 + a21r22
,
k3 = aba21 − a21r2(r1 + b) − a11rr2
a11a22r2 + a21r2 . (3.1)
In this section we are interested in the possibility of a transition between the equilibria E0 and E∗ in the form of a traveling
wave solution.
Lemma 3.1. fc1(φt,ϕt ,ψt), fc2(φt ,ϕt,ψt), fc3(φt ,ϕt ,ψt) of system (1.3) satisfy (2.2).
Proof. For any φi,ϕi,ψi ∈ C([−τ ,0], R) (i = 1,2), with 0  φ2(s)  φ1(s)  M1, 0  ϕ2(s)  ϕ1(s)  M2, 0  ψ2(s) 
ψ1(s) M3, s ∈ [−τ ,0], we have
fc1(φ1t,ϕ1t,ψ1t) − fc1(φ2t,ϕ2t,ψ1t)
= aϕ1(0) − r1φ1(0) − a11φ21(0) − bφ1(0) − a12φ1(0)ψ1(0)
− (aϕ2(0) − r1φ2(0) − a11φ22(0) − bφ2(0) − a12φ2(0)ψ1(0))
= a(ϕ1(0) − ϕ2(0))− r1(φ1(0) − φ2(0))− a11(φ1(0) + φ2(0))(φ1(0) − φ2(0))
− b(φ1(0) − φ2(0))− a12ψ1(0)(φ1(0) − φ2(0))





Let β1 = r1 + b + 2a11M1 + a12M3 > 0, then it is easy to show that fc1(φ1t ,ϕ1t,ψ1t) − fc1(φ2t ,ϕ1t,ψ2t) + β1(φ1(0) −
φ2(0)) 0, and
fc1(φ1t,ϕ1t,ψ1t) − fc1(φ1t,ϕ1t,ψ2t) = aϕ1(0) − r1φ1(0) − a11φ21(0) − bφ1(0) − a12φ1(0)ψ1(0)






For fc2(φt ,ϕt,ψt), we have









Let β2 = r2 > 0, then fc2(φ1t ,ϕ1t,ψ1t) − fc2(φ2t,ϕ2t ,ψ2t) + β2(ϕ1(0) − ϕ2(0)) 0. For fc3(φt ,ϕt,ψt), we have





























Let β3 = r2 + 2a22M3 > 0, then fc3(φ1t,ϕ1t ,ψ1t) − fc3(φ2t ,ϕ2t,ψ2t) + β3(ψ1(0) − ψ2(0)) 0. This completes the proof. 
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There exist λi > 0 (i = 1,2,3,4) such that d1λ21 − cλ1 + abr2 = 0, d2λ22 − cλ2 − r2 + a21M1 = 0, d1λ23 − cη1λ3 − (r1 + b +
a11M1 + a12M3) = 0, d2λ24 − cλ4 − r2 = 0.
We can ﬁnd that there exist εi > 0 (i = 1,2, . . . ,6) satisfying⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a(k2 + ε2) − (r1 + b)(k1 + ε1) − a11(k1 + ε1)2 < 0,
bε1 − r2ε2 < 0,
a21ε1 − a22ε3 < 0,
(r1 + b)ε4 − aε5 + 2a11ε4 − a11ε24 − a12k1ε3 + a12k3ε4 + a12ε3ε4 > 0,
−bε4 + r2ε5 > 0,
−1
2
a21(k1 + ε4) + a22ε6 > 0.
(3.3)
For the above constants and suitable constants ti (i = 1,2,3,4) > 0 satisfying t4 − cτ > t3 > max (t1, t2), we deﬁne the
continuous functions Φ(t) = (φ(t),ϕ(t),ψ(t)) and Φ(t) = (φ(t),ϕ(t),ψ(t)) as follows
φ(t) =
{
eλ1t, t  t1,




eλ1t, t  t1,
k2 + ε2e−λt, t > t1,
ψ(t) =
{
eλ2t, t  t2,
k3 + ε3e−λt, t > t2, φ(t) =
{
η1eλ3t, t  t3,





η1eλ3t, t  t3,
k2 − ε5e−λt, t > t3,
ψ(t) =
{
η2eλ4t, t  t4,
k3 − ε6e−λt, t > t4,
where η1 > 0, η2 > 0 are suﬃciently small constants.
Lemma 3.2. Assume that (3.3) holds. Then Φ(t) = (φ(t),ϕ(t),ψ(t)) is an upper solution of (1.3).
Proof. For φ(t), we need to prove that
d1φ
′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ 2(t) − bφ(t) − a12φ(t)ψ(t) 0. (3.4)
For t  t1, in the view of d1λ21 − cλ1 + abr2 = 0, we have
d1φ
′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ 2(t) − bφ(t) − a12φ(t)ψ(t)
 d1φ′′(t) − cφ′(t) + aϕ(t)




When t  t1, we have
d1φ
′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ 2(t) − bφ(t) − a12φ(t)ψ(t) I1(λ),
where I1(λ) = d1ε1e−λtλ2 + cε1e−λtλ + a(k2 + ε2e−λt) − (r1 + b)(k1 + ε1e−λt) − a11(k1 + ε1e−λt)2. Then, (3.3) implies that
I1(0) < 0 and there exists λ∗2 > 0 such that d1φ′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ 2(t) − bφ(t) − a12φ(t)ψ(t) < 0 for all
λ ∈ (0, λ∗1).
For ϕ(t), we need to prove that
d1ϕ
′′(t) − cϕ′(t) + bφ(t) − r2ϕ(t) 0.
When t  t1, we have
d1ϕ








When t  t1, we have
482 X. Zhang, R. Xu / J. Math. Anal. Appl. 373 (2011) 475–484d1ϕ
′′(t) − cϕ′(t) + bφ(t) − r2ϕ(t) = d1ε2e−λtλ2 + cε2e−λtλ + b
(
k1 + ε1e−λt
)− r2(k2 + ε2e−λt)= e−λt I2(λ),
where I2(λ) = d1ε2λ2 + cε2λ + bε1 − r2ε2. Then, (3.3) implies that I2(0) < 0 and there exists λ∗2 > 0 such that d1ϕ′′(t) −
cϕ′(t) + bφ(t) − r2ϕ(t) < 0 for all λ ∈ (0, λ∗2).
For ψ(t), we need to prove that
d2ψ








− y24d1τ φ(t − cτ − y)dy − a22ψ(t)
)
 0. (3.5)
When t  t2, we have
d2ψ








− y24d1τ φ(t − cτ − y)dy − a22ψ(t)
)
 d2ψ ′′(t) − cψ ′(t) + ψ(t)(−r2 + a21M1)
= eλ2t(d2λ22 − cλ2 − r2 + a21M1)= 0.
When t  t2, we have
d2ψ








− y24d1τ φ(t − cτ − y)dy − a22ψ(t)
)
 d2ψ ′′(t) − cψ ′(t) + ψ(t)
(−r2 + a21(k1 + ε1) − a22(k3 + ε3e−λt))= e−λt I3(λ),
where I3(λ) = −d2ε3λ2 − cε3λ + (k3 + ε3e−λt)(a21ε1eλt − a22ε3). Then, (3.3) implies that I3(0) < 0 and there exists λ∗3 > 0






− y24d1τ φ(t − cτ − y)dy − a22ψ(t)) < 0 for all λ ∈ (0, λ∗3).
Let λ ∈ (0,min (λ∗1, λ∗2, λ∗3)), we see that the conclusion is true. This completes the proof. 
Lemma 3.3. Assume that (3.3) holds. Then Ψ (t) = (φ(t),ϕ(t),ψ(t)) is a lower solution of (1.3).
Proof. For φ(t), we need to prove that
d1φ
′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ2(t) − bφ(t) − a12φ(t)ψ(t) 0. (3.6)
When t  t3, we have
d1φ
′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ2(t) − bφ(t) − a12φ(t)ψ(t)





3 − cη1λ3 − (r1 + b + a11M1 + a12M3)
)= 0.
When t  t3, ψ(t) = k3 + ε3e−λt . We have
d1φ
′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ2(t) − bφ(t) − a12φ(t)ψ(t)
= −d1ε4λ2e−λt − cε4λe−λt + a
(
k2 − ε5e−λt




)2 − a12(k1 − ε4e−λt)(k3 + ε3e−λt)
= e−λt I4(λ),
where I4(λ) = −d1ε4λ2 − cε4λ − aε5 + (r1 + b)ε4 + 2a11k1ε4 − a11ε24e−λt − a12(k1ε3 − k3ε4 − ε3ε4e−λt). Then, (3.3) implies
that I4(0) > 0 and there exists λ∗4 > 0 such that d1φ′′(t) − cφ′(t) + aϕ(t) − r1φ(t) − a11φ2(t) − bφ(t) − a12φ(t)ψ(t) > 0 for
all λ ∈ (0, λ∗4).
For ϕ(t), we need to prove that
d1ϕ
′′(t) − cϕ′(t) + bφ(t) − r2ϕ(t) 0. (3.7)
When t  t3, we have
d1ϕ
′′(t) − cϕ′(t) + bφ(t) − r2ϕ(t) = d1η1λ2eλ3t − cη1λ3eλ3t > 0.3
X. Zhang, R. Xu / J. Math. Anal. Appl. 373 (2011) 475–484 483Fig. 1. The traveling wave solutions of system (1.3) with initial conditions φ(x, θ) = ϕ(x, θ) = ψ(x, θ) = e−20x/100.
When t  t3, we have
d1ϕ
′′(t) − cϕ′(t) + bφ(t) − r2ϕ(t)
= −d1ε5λ2e−λt − cε5λe−λt + b
(
k1 − ε4e−λt
)− r2(k2 − ε5e−λt)= e−λt I5(λ),
where I5(λ) = −d1ε5λ2 − cε5λ − bε4 + r2ε5. Then, (3.3) implies that I5(0) > 0 and there exists λ∗5 > 0 such that d1ϕ′′(t) −
cϕ′(t) + bφ(t) − r2ϕ(t) > 0 for all λ ∈ (0, λ∗5).
For ψ(t), we need to prove that
d2ψ








− y24d1τ φ(t − cτ − y)dy − a22ψ(t)
)
 0. (3.8)
When t  t4, we have
d2ψ








− y24d1τ φ(t − cτ − y)dy − a22ψ(t)
)





4 − cλ4 − r2
)= 0.
When t  t4, we have
d2ψ








− y24d1τ φ(t − cτ − y)dy − a22ψ(t)
)










where I6(λ) = −d2ε6λ2 − cε6λ + (k3 − ε6e−λt)(− 12a21(k1 + ε4)ε4eλt + a22ε6). Then, (3.3) implies that I6(0) > 0 and there






− y24d1τ φ(t−cτ − y)dy−a22ψ(t)) > 0 for all λ ∈ (0, λ∗6).
Let λ ∈ (0,min (λ∗4, λ∗5, λ∗6)), we see that the conclusion is true. This completes the proof. 
Applying Lemmas 3.1–3.3 and Theorem 2.1, we have the following conclusion.
Theorem 3.1. Let (H2) hold. c∗ is deﬁned by (3.2), k1,k2,k3 are deﬁned by (3.1). For every c > c∗ , system (1.3) always has a traveling
wave solution with speed c connecting the trivial steady state E0(0,0,0) and the positive steady state E∗(k1,k2,k3).
4. Numerical simulations
In this section, we give a numerical simulation to illustrate the results of Section 3.
In system (1.3), we let r = r1 = r2 = 1, a11 = a12 = a21 = a22 = 1, a = 4, b = 1, d1 = 1, d2 = 2, τ = 1. Then system (1.3)
has three steady states E0(0,0,0), E1(2,2,0) and E∗(1.5,1.5,0.5). By Theorem 3.1, we know that the system (1.3) has
a traveling wave solution which connects E0 and E∗ (see Fig. 1).
484 X. Zhang, R. Xu / J. Math. Anal. Appl. 373 (2011) 475–484References
[1] N.F. Britton, Spatial structures and periodic travelling waves in an integrodifferential reaction–diffusion population model, SIAM J. Appl. Math. 50
(1990) 1663–1688.
[2] L. Chen, X. Song, Z. Lu, Mathematical Models and Methods in Ecology, Sichuan Science and Technology Press, 2003.
[3] J. Cui, L. Chen, W. Wang, The effect of dispersal on population growth with stage-structure, Appl. Math. Comput. 39 (2000) 91–102.
[4] Q. Gan, et al., Travelling waves of a three-species Lotka–Volterra food-chain model with spatial diffusion and time delays, Nonlinear Anal. Real World
Appl. (2009), doi:10.1016/j.nonrwa.2009.10.006.
[5] S. Gao, L. Chen, Z. Teng, Hopf bifurcation and global stability for a delayed predator–prey system with stage structure for predator, Appl. Math.
Comput. 202 (2008) 721–729.
[6] Z. Ge, Y. He, Diffusion effect and stability analysis of a predator–prey system described by a delayed reaction–diffusion equations, J. Math. Anal.
Appl. 339 (2008) 1432–1450.
[7] Z. Ge, Y. He, Traveling wavefronts for a two-species predator–prey system with diffusion terms and stage structure, Appl. Math. Model. 33 (2009)
1356–1365.
[8] S.A. Gourley, N.F. Britton, A predator–prey reaction–diffusion system with nonlocal effects, J. Math. Biol. 34 (1996) 297–333.
[9] S.A. Gourley, Y. Kuang, Wavefronts and global stability in a time-delayed population model with stage structure, Proc. R. Soc. Lond. 459 (2003) 1563–
1579.
[10] S.A. Gourley, S. Ruan, Convergence and travelling fronts in functional equations with nonlocal terms: a competition model, SIAM J. Math. Anal. 35
(2003) 806–822.
[11] Z. Ma, H. Huo, C. Liu, Stability and Hopf bifurcation analysis on a predator–prey system with discrete and distributed delays, Nonlinear Anal. Real
World Appl. 10 (2009) 1160–1172.
[12] H.R. Thieme, X.Q. Zhao, A non-local delayed and diffusive predator–prey model, Nonlinear Anal. Real World Appl. 2 (2001) 145–160.
[13] Z. Wang, W. Li, Monotone travelling fronts of a food-limited population model with nonlocal delay, Nonlinear Anal. Real World Appl. 8 (2007) 699–712.
[14] R. Xu, A reaction–diffusion predator–prey model with stage structure and nonlocal delay, Appl. Math. Comput. 175 (2006) 984–1006.
[15] R. Xu, Z. Ma, The effect of stage-structure on the permanence of a predator–prey system with time delay, Appl. Math. Comput. 189 (2007) 1164–1177.
[16] R. Xu, Z. Ma, Global stability of a reaction–diffusion predator–prey model with a nonlocal delay, Math. Comput. Modelling 50 (2009) 194–206.
[17] G. Zhang, W. Li, G. Lin, Traveling waves in delayed predator–prey systems with nonlocal diffusion and stage structure, Math. Comput. Modelling 49
(2009) 1021–1029.
[18] J. Zhang, Y. Peng, Travelling waves of the diffusive Nicholson’s blowﬂies equation with strong generic delay kernel and non-local effect, Nonlinear
Anal. 68 (2008) 1263–1270.
