ti 88-1 9 1 02 ( B A S A ) 4 1 p CSCL 121 CGIPO'IAIICBAL TECBPCLCGY SG ESCEIIISJOI 1 CPD Uaclas G3/59 01300S5 N a t i o n a l A e r o n a u t i c s and Space A d m i n i s t r a t i o n Lewis Research Center Cleveland, O h i o 44135 ABSTRACT The I n t e r n a l F l u i d Mechanics D i v i s i o n o f t h e NASA Lewis Research Center i s combining t h e key elements o f computational f l u i d dynamics, aerothermodynamic experiments, and advanced computational t e c h n o l o g y t o b r i n g i n t e r n a l computational f l u i d mechanics (ICFM) t o a s t a t e o f p r a c t i c a l a p p l i c a t i o n f o r aerospace p r o p u l s i o n system design. T h i s paper p r e s e n t s an o v e r v i e w o f e f f o r t s underway a t NASA Lewis t o advance and a p p l y computational t e c h n o l o g y t o ICFM. These e f f o r t s i n c l u d e t h e use o f modern, s o f t w a r e e n g i n e e r i n g p r i n c i p l e s f o r code development, t h e development o f an AI-based u s e r -i n t e r f a c e for l a r g e codes, t h e e s t a b l i s h m e n t of a high-performance, d a t a communications network to l i n k ICFM r e s e a r c h e r s and f a c i l i t i e s , and t h e a p p l i c a t i o n o f p a r a l l e l processi n g t o speed up c o m p u t a t i o n a l l y -i n t e n s i v e a n d / o r t i m e -c r i t i c a l ICFM problems. A m u l t i -s t a g e compressor flow p h y s i c s program i s c i t e d as an example o f e f f o r t s g 0 d t o use advanced computational t e c h n o l o g y t o enhance a c u r r e n t NASA Lewis ICFM r e s e a r c h program.
INTRODUCTION
The development o f advanced aerospace p r o p u l s i o n systems, t h a t must be l i g h t e r , more d u r a b l e , more e f f i c i e n t , and c o s t -c o m p e t i t i v e , demands i n c r e a s e d u n d e r s t a n d i n g of a l l o f t h e p h y s i c a l phenomena (e.g., coupled f l u i d and s t r u ct u r a l mechanics w i t h three-dimensional v i s c o u s f l o w s , t u r b u l e n c e , shockboundary l a y e r i n t e r a c t i o n s , combustion, h e a t t r a n s f e r , m u l t i -s t a g e r o t a t i n g machinery, f l e x i b l e s t r u c t u r e s , high-temperature m a t e r i a l s ) t h a t determine p e r - As a r e s u l t , p r o p u l s i o n system development remains a h e u r i s t i c process, i n v o l vi n g t h e use o f h i g h l y e m p i r i c a l models and e x t e n s i v e hardware t e s t i n g .
As p r o g r e s s i s made i n g a i n i n g a f u l l e r u n d e r s t a n d i n g of t h e complex f l u i d dynamics i n p r o p u l s i o n systems, we need t o match t h a t u n d e r s t a n d i n g w i t h s u f f ic i e n t computational c a p a b i l i t y t o a l l o w t h e p r a c t i c a l use o f i n t e r n a l computat i o n a l f l u i d mechanics (ICFM) codes as e n g i n e e r i n g and design tools. This i m p l i e s numerical s o l u t i o n s and p r e s e n t a t i o n o f r e s u l t s t o t h e a n a l y s t i n minu t e s or hours, r a t h e r t h a n days or weeks. Also, t h e scope o f t h e s i m u l a t i o n t a s k must, i n many i n s t a n c e s , go beyond t h e c a l c u l a t i o n o f o n l y t h e f l u i d r e s u l t a n t codes must be t e s t e d by comparison o f a n a l y t i c a l and e x p e r i m e n t a l data, o f t e n l e a d i n g t o new t e s t r e q u i r e m e n t s . Fig. 5 , the code development process can also benefit from advances being made in software engineering, expert systems, networks, and parallel processing. If used properly, these technologies can be combined to form an integrated, cooperative environment for conducting ICFM analyses and experiments. The resulting databases, codes, and insights can, n turn, form the basis for a more confident, more aggressive design methodo ogy.
The following paragraphs describe efforts underway to develop and demonstrate advanced computational technologies for propulsion CFD.
Software Engineering (PROTEUS)
Numerous efforts in CFD consist of modifying existing programs to handle geometries and flow regimes of current interest to the researcher. Unfortunately, nearly all nonproprietary programs were started as research projects with emphasis on demonstrating a numerical algorithm rather than ease of use or modification. The end result is usually a haphazard collection of poorly documented, extensively patched code that is difficult to understand and which may not even work under certain conditions. Current efforts are directed at minimizing the above problems by standardizing the structure of newer codes. One such code is PROTEUS, a generalpurpose, three-dimensional Navier-Stokes flow solver. By rigorously adhering to the software engineering principles that are shown in Fig. 6 , the PROTEUS developers are producing a code that has a consistent, clear structure and is easy to understand and modify. Figure 7 illustrates the development cycle for the PROTEUS code. One of the more unusual aspects of the PROTEUS development has been the team approach to implementation. By specifying each program module in terms of its function and interfaces, each member of the multi-disciplinary development team has been able to independently code modules while treating the other modules as "black The calculation of three-dimensional, unsteady flow fields within mult stage compressors and turbines is a prime candidate for parallel processing because of (1) the long run times that will be required to perform the multstage calculations and (2) the many levels of parallelism that do exist in cur- of scaling (i.e., adding em). A number o f studies distributed-memory mini.su-A three-pronged approach is being used at NASA Lewis to apply parallel First, supercomputers continue to be used to study techprocessing to ICFM. niques for parallel processing of large codes. Second, a minisupercomputer is being purchased and will be available, via the ERBNET, in late CY88. The commercial minisupercomputer will provide an excellent training ground for researchers working to adapt existing algorithms and/or develop new algorithms for paral le1 processing. Finally, a reconfigurable, paral le1 processing workstation, called the "Hypercluster," is being constructed and is due to be operational in early CY89 C61. The Hypercluster combines distributed memory (hypercube interconnections) and shared-memory (bus connections at each hypercube node) to provide a unified, cost-effective means of implementing and testing a variety of simulator configurations, and of tailoring a simulator architecture to match a particular algorithm. The initial Hypercluster configuration will be two-dimensional with four nodes and four processors at each node (Fig. 13) . Laser anemometry is the measurement method of choice at Lewis for obtaining high resolution flow data in high-speed rotating machines C81. Lewis is recognized as a world leader in the development and application of computercontrolled laser anemometer systems (Fig. 15 ) for compressor and turbine applications. Parallel processing techniques are being developed that will overcome the long measurement and data reduction times associated with laser measurements of the three-dimensiona flow fields. This will allow the researcher to watch the evolution of flow f eld displays as the data are collected and to detect anomolies in the data, repeating or adjusting the experiment if necessary, without lengthy delays.
CONCLUDING REMARKS
The NASA Lewis Research Center is exploiting advances being made in computational technology to develop propulsion system simulations that may eventually be capable of accurately predicting the performance, weight, cost, and reliability of propulsion components, subassemblies, and systems before hardware is built. The development of this simulation capability and its practical application to propulsion system design will be one of the "grand challenges"
to be faced in aerospace propulsion during the next decade C91. Through its 
