Several researchers have underscored the importance of precise characterization of eye-tracking dysfunction (ETD) in patients with schizophrenia. This biological trait appears to be useful in estimating the probability of genetic recombination in an individual, so it may be helpful in linkage studies. This article describes a nonlinear computational model for using ETD to identify schizophrenia. A back-propagation neural network (BPNN) was used to classify schizophrenia patients and normal control subjects on the basis of their eyetracking performance. Better classification results were obtained with BPNN than with a linear computational model (discriminant analysis): a priori predictions were approximately 80 percent correct. These results suggest, first, that eye-tracking patterns can be useful in distinguishing patients with schizophrenia from a normal comparison group with an accuracy of approximately 80 percent. Second, parallel distributed processing networks are able to detect higher order nonlinear relationships among predictor quantitative measurements of eye-tracking performance.
Several studies have found eye-tracking dysfunction (ETD) in a large number of patients with schizophrenia (Levy et al. 1993) , and ETD is now considered the most promising biological marker of schizophrenia. Because ETD is also more frequent in first-degree relatives of schizophrenia patients and in patients with schizotypal personality disorder (Thaker et al. 1996) , it has been proposed as a useful way of expanding the schizophrenia phenotype in genetic studies (Siever 1991; Holzman et al. 1997; Litman et al. 1997) . Because ETD similarities are found in both primates with frontal lobe damage and schizophrenia patients (Goldberg et al. 1991; MacAvoy and Bruce 1995) , the presence of ETD in schizophrenia has been used to support the hypothesis of malfunctioning in the frontal lobe networks. Several recent studies report complex neurophysiological models of the execution of eye-tracking movements. Several cortical (i.e., frontal eye fields, median and superior medial temporal cortex, posterior parietal cortex) and subcortical (i.e., basal ganglia, superior colliculus, oculomotor centers in the brain stem) structures are involved (Fukushima et al. 1992; Arbib and Dominey 1995; Fisher et al. 1995; Pierrot-Deseilligny et al. 1995) .
Several qualitative and quantitative measures have been used to detect the presence of ETD (Levy et al. 1993) , but no single measure or combination of measures can be considered sufficiently comprehensive and valid to yield complete information about the process underlying ETD in schizophrenia (Levy et al. 1994) . Appropriate quantitative studies on ETD are necessary to identify the distinctive processes in various groups of patients and relatives, their relation to other clinical and neurophysiological information, and the effects of medications on eye tracking. This quantitative information will also contribute to genetic investigations that expand the phenotypic definition of schizophrenia beyond the clinical psychosis (Holzman and Matthysse 1990) .
This article describes an alternative nonlinear computational model for using eye-tracking performance to identify schizophrenia patients in order to give a possible solution to these needs. Artificial neural networks represent an alternative nonlinear computational paradigm in which the solution of a problem is learned from a set of examples. The validity of this approach is being tested in several areas of medical diagnostics (Mulsant 1990; Astion and Wilding 1992; Su 1994; Zou et al. 1996) . Neural networks may be a way to solve problems for Reprint requests should be sent to Dr. A. Campana, Istituto di Scienze Biomediche Ospedale San Paolo, Servizio Psichiatrico Universitario, Via A. di Rudini, 8, 1-20142 Milano, Italy; e-mail: campana® uninetcom.it. which it is difficult to find a simple first-principle or an adequate model-based solution (Bishop 1994) . In fact, a modern artificial neural network is admirably suited to solve linearly nonseparable problems because it can use internal feature detectors to discover multiple nonlinear interactions among a set of input variables. Knowledge of these interactions in turn permits a complex partitioning of the pattern space (McClelland et al. 1986) .
In this article, a back-propagation neural network (BPNN) (Hopfield 1982; Rumelhart et al. 1986; Cheng and Titterington 1994 ) was used to classify schizophrenia patients and normal control subjects on the basis of their eye-tracking performance. For each subject in a training sample of schizophrenia patients and normal control subjects, the neural network was trained to pair diagnosis with the respective quantitative measurements of eyetracking performance. In this way, informative nonlinear relationships among quantitative measurements were implemented by the neural network. If a specific ETD exists in schizophrenia, the neural network should detect this abnormality and accurately discriminate between individuals with and without schizophrenia in independent samples based on the presence or absence of this biological marker.
Methods
Subjects. Smooth pursuit eye movements (SPEM) of 65 patients with schizophrenia (mean age ± standard deviation [SD] = 28.6 ± 7.6 years; 40 men and 25 women) and 65 normal control subjects (mean age ± SD = 27.0 ± 3.8 years; 27 men and 38 women) were recorded. The diagnosis of schizophrenia was assigned by two senior psychiatrists on the basis of DSM-III-R criteria (American Psychiatric Association 1987). Forty of the schizophrenia patients and 40 of the normal control subjects were the same as those used in Gambini and Scarone's (1992) and in Gambini et al.'s (1993) studies.
Twenty-six of the patients with schizophrenia had been free of antipsychotic medications for at least 2 weeks before the test, either because they had discontinued drug treatment or because of drug holidays. The other schizophrenia patients were taking antipsychotics at low doses (mean ± SD = 4 ± 2 mg in haloperidol equivalents). Thirty-four of the patients with schizophrenia were taking low doses of benzodiazepines (mean ± SD = 1.5 ± 1.0 mg of lorazepam). None of the schizophrenia patients were taking lithium or carbamazepine, and none had tardive dyskinesia. The normal subjects were hospital employees with negative personal histories of DSM-III-R Axis I disorder psychosis based on clinical psychiatric interview. All potential subjects underwent physical and neurological examinations to exclude those with any possible disorder, visual defect, or current alcohol or drug use. Only those subjects who could understand the examiners' instructions and cooperate were included in the study. All subjects gave informed consent after a full explanation of the study.
Eye Movement Testing Procedure. Eye movements were recorded by means of the Nystar Plus system (Nicolet Instrument Corp., Madison, WI), a computerized two-channel electrooculographic testing and analyzing instrument. All procedures and technical details were derived from the Nicolet system instructions. The subject was seated in a chair in front of a light bar that was 90 cm away from the outer canthus of the eye, with his or her head in a support for oculistic examination to avoid movement. The Nicolet system light bar had a curve size of 56 X 9 X 3.5 inches. The shape provided a uniform viewing distance, with a maximum visual field of 80 X 10 degrees and 0.10 X 0.25-inch light-emitting diodes of uniform brightness. The system had a two-pole 40-Hz filter with a 50/60-Hz notch filter. Before the SPEM test, calibrations were done with the light stimulator by presenting targets at 16 degrees to the left and 16 degrees to the right of the center of the light bar. The target was a single 0.10 X 0.25-inch light-emitting diode. The calibration measurements were calculated on the basis of the difference between the average voltages produced by the eye signal at 2.0 to 2.5 seconds and 8.0 to 8.5 seconds after the start of a sequence. The difference in voltage was then divided by 32 degrees, yelding a calibration factor in units of microvolts per degree. Recommended calibration values of 15 to 30 mV and 0.1 to 0.6 degrees resolution were obtained from all subjects before each trial. SPEM trials consisted of a sinusoidal target that moved horizontally on the light bar. Subjects were instructed to follow the target as carefully as possible. Each trial lasted 20 seconds. Three SPEM trials were performed for each subject at frequencies of 0.4 Hz, 0.2 Hz, and 0.1 Hz (respective peak velocities of 40°/sec, 207sec, and 107sec). During each trial, eye position was recorded every 4 msec, so that data for a given trial consisted of as many as 5,000 eye-position values. The following measurements were automatically computed by the Nystar Plus system after automatic identification and elimination of signal artifacts such as eye blinks (see Baloh et al. 1976 for more computing details): (1) Peak eye velocity (PV) after saccades removal was derived by discrete Fourier transform analysis and expressed in degrees per second. (2) Peak gain (pGA) was found by dividing the PV of the eye by the PV of the stimulus. This value indicates the ability of the subject to match eye velocity to target velocity; for example, a gain of 1.00 indicates perfect tracking ability. (3) Total harmonic distortion (THD) provided an index of data integrity and is expressed as a percent. It is derived from discrete Fourier analysis of the first five harmonics of the stimulus frequency. A value greater than 20 percent indicates that the subject failed to follow the periodical movement of the target. Note that a dissociation between low pGA and high THD has been reported (e.g., Baloh et al. 1988) . (4) Number of saccades (SACC) detected during the trial was recorded. We were unable to compute the frequency of saccades because the system did not provide the duration of period with artifact and blinks. Only trials with fewer than five blinks were considered.
Statistical Analysis. The 130 individuals were randomly assigned to two separate samples-the training sample or the testing sample-with 80 training subjects (40 schizophrenia patients and 40 normal control subjects) and 50 testing subjects (25 schizophrenia patients and 25 normal control subjects). No differences in sex and age were found between the training and testing samples.
Two separate computational approaches were used to pair diagnoses with eye-tracking performance: a nonlinear paradigm computation (BPNN) and a classical linear regression paradigm computation (discriminant analysis [DA] ; SPSS 1986).
Back-propagation neural network. Modeling was based on the standard back-propagation algorithm (Hopfield 1982; Rumelhart et al. 1986; Cheng and Titterington 1994; Chen 1996) . The model was implemented on an IBM-compatible machine with commercially available software (Windows Neural Network WinNN32 1.0, by Danon Y., Arad, Israel). Figure 1 shows a schematic diagram of the neural network used in the study. The network consisted of three layers: an input layer that codes for the eye-tracking measurements, a hidden (middle) layer, and an output layer that codes for the diagnosis. The elements that make up each layer are referred to as units. In a back-propagation network, information flows in one direction only, from inputs to outputs. Note.-The circles represent processing units, and the lines between circles represent modifiable connections. As indicated by the labels at the bottom, each input unit is used to encode a subject's measure of SPEM. The output unit is used to identify subject types. As indicated by the labels, the output unit was trained to generate a response of 0 for a schizophrenia patient and to generate a response of 1 for a normal subject. PV = peak velocity; pGA = peak gain; THD = total harmonic distortion index; SACC = number of saccades.
When these networks are trained, errors are known only at the network output: the output of every "neuron" will be known, but the desired output will be specified only for the network as a whole (i.e., for the "neurons" in the last layer). In our model, each input unit was used to encode each of the subject's 12 eye-tracking measurements. The output unit was used to identify subject types. The output unit was trained to generate a response of 0 to a schizophrenia patient and a response of 1 to a normal subject.
Data from the training sample were used to train the network. We used Rumelhart et al.'s (1986) generalized delta rule, a set of equations that can be used to change the network weights of a BPNN during training. The values of the weights of the lower layers (the input units) depend on the values of the higher layers (the output units). In this manner, changes are back-propagated through the network. We used a learning parameter (eta) of 0.01 and a momentum (alpha) of 0.01. Input noise and weight noise were set to zero. The transfer function for each unit was a sigmoid function. Connection weights were randomly selected from the range -1 to +1. All input data were normalized before training the network. Several networks with different numbers of hidden units were built. We analyzed 10 neural networks, which differed in the number of hidden units (from 1 to 10); each neural network was trained for 50,000 epochs (i.e., 50,000 presentations of each subject's data). For each network, training was repeated five times, starting from different sets of random connection weights. All neural network parameters were used according to literature general criteria (Johnson and Picton 1996) . At the end of the training, the response of the output unit in the network was determined for each subject's training (post hoc prediction) or testing (a priori prediction) measurements. Unlike training, testing the response was rapid because it involved only one passage through the input pattern, and the connection matrix was not manipulated. Mean classification percentages were computed for each BPNN (with a different number of hidden units) at different epochs.
Discriminant analysis. Discriminant analysis (DA) is a statistical tool that defines a mathematical classifier function (the canonical discriminant function), with a value that differs between members of two separate groups (i.e., schizophrenia patients and normal subjects). This function is a linear weighted combination of the 12 SPEM (four at each frequency stimulus task) in which each measurement makes an independent contribution to the overall discrimination. Three different frequency stimulus tasks were used in order to include analyses of possible velocity effects (Levy et al. 1993) .
DA was performed on the training group by Wilks' method (SPSS 1986) ; the classification function was later used to determine to which group (schizophrenia or normal) each subject in the training (post hoc prediction) and the testing samples (a priori prediction) most likely belonged.
Jackknifing method. After an optimal BPNN (i.e., one reflecting the best classification accuracy) was empirically identified, it was used to classify the entire sample of 130 subjects. A jackknifing method (Song 1997 ) was used to create a series of training and testing samples. For each of these training and testing samples, one subject was selected to test the net, while the rest of the sample trained the net. All 130 subjects could be used to create 130 sets of training and testing subject samples. Each test subject's BPNN classification was then compared with the correct clinical diagnosis and the correct classification percentage was computed. The same method was applied with DA. Finally, the results obtained using BPNN and DA classification were compared.
Results
Mean values of SPEM measures of the normal control subjects and the patients with schizophrenia are presented in table 1. Schizophrenia patients showed significantly worse eye-tracking performance on all of the measures at all three target frequencies.
Results on 80 Training Subjects and 50 Testing
Subjects. Post hoc prediction (percentage of subjects in the training sample correctly classified) and a priori prediction (percentage of subjects in the testing sample correctly classified) for BPNN are reported in figures 2 and 3. The data show the following: (1) the highest post hoc predictions (usually > 85%) were obtained with more than 10,000 training epochs, except for the BPNN with a single hidden unit (figure 2, arrow 1); (2) the best post hoc predictions were obtained with more than 4 hidden units (figure 2, arrow 2); (3) a partial stabilization of post hoc predictions was obtained for BPNNs with more than 4 hidden units after more than 10,000 training epochs (figure 2, arrow 3) ; (4) a partial stabilization of a priori predictions was observed with about 1,000 training epochs, after an initial increase (figure 3, arrow 1); (5) the highest a priori predictions (greater than 70%) were obtained with about 1,000-2,000 training epochs, but tended to decrease by increasing the number of training epochs (figure 3, arrows 1 and 2); (6) the best a priori predictions (74%-75%) were obtained for 1, 2, 3, 5, and 9 hidden units BPNNs at 1,000 training epochs (figure 3, arrow 1); (7) a consistent decrease of a priori predictions was found for 4, 7, 8, 9, and 10 hidden units BPNNs with more than 5,000 training epochs ( figure 2b, arrow 3) . Networks with more hidden units may generalize poorly when the training epochs are increased (Johnson and Picton 1996) . A BPNN with 5 hidden units was empirically selected for jackknifing analysis in order to adjust the above results.
Sixty-three cases (78.8%) of the training sample were correctly classified by DA (Wilks' lambda = 0.660, X 2 = 31.614, df= 4,p< 0.000; canonical correlation = 0.583). The SPEM measurements entered into the function (according to DA Wilks' method) were 0.4 Hz PV (unstandardized canonical discriminant function coefficient = 0.101), 0.4 Hz SACC (-0.051), 0.1 Hz PV (-0.510), and 0.1 Hz pGA (6.537) (unstandardized canonical discriminant function constant = -2.689). Thirty-five (70%) cases of the testing sample were correctly classified. Classification accuracy with the BPNN (75%) and DA (70%) did not differ significantly (one-tail Mest for percentages, p = 0.29). The post hoc discriminating power of single SPEM variables was 68. (table 2) . BPNN correctly classified a significantly larger proportion of subjects, particularly schizophrenia patients.
Discussion
Mean SPEM measures of four variables showed that the eye-tracking performance of normal control subjects and schizophrenia patients differed significantly on each variable. Number of saccades seems to increase as a function of stimulus frequency in both groups, as one would expect (see table 1 ). Given this pattern, one would also expect peak gain to decrease, but it goes up slightly. This seems to be an internal inconsistency. Indeed, gain does not decrease as number of saccades increases, probably because there should be an increase of compensatory saccades, even if this is only an indirect observation in the absence of subtyping saccades. Moreover, as described by Levy et al. (1993) , in the case of velocity error tolerance, the difference between target and eye velocity is independent of target speed (i.e., fixed) and gain increases as target speed increases. In conclusion, a general pattern of reduced gain and increased (and probably compensatory) saccade frequency emerged in our sample of schizophrenia patients.
Our data also showed that the BPNN-based eyetracking pattern can correctly identify patients with schizophrenia with an accuracy of about 80 percent. We found that BPNN was superior to DA in discriminating patients with schizophrenia from normal control subjects. The difference between BPNN and DA might reflect the exis- Note.-Percentages are means of five different training epochs with the same BPNN but different initial random weights. The scale of the axis that reports the number of epochs is nonlinear. Arrow 1 = a priori predictions with 1,000 training epochs; arrow 2 = a priori predictions with 2,000 training epochs; arrow 3 = a priori predictions with 5,000 training epochs. tence of complex and informative nonlinear relationships among the SPEM measures. It is possible that a larger training sample and precise quantitative SPEM measures (i.e., measurements of compensatory and noncompensatory saccades) would have yielded better classification accuracy from one or both methods. Some ETD has been detected in some samples of psychiatric patients without schizophrenia (i.e., mood disorders, delusional disorder, obsessive-compulsive disorder). The use of both a neural network trained with such precise quantitative measures that optimize identification of schizophrenia patients, as well as DA, might allow the differences between the ETD in these various groups to be ascertained. Although the network could correctly classify a large proportion of subjects, it did not recognize tem in the sense of having a model of each in terms of its eye-tracking neural systems functioning. In this connection, the network is acting as a "black box" classifier (Johnson and Picton 1996) : we know what goes into the network and we know what comes out but we do not know what is happening inside. Moreover, an important unanswered question for the designers of neural networks is how many neurons (and layers) there should be for optimal performance. In this study, we analyzed systematically the probability classification surfaces, but the use of the 5 hidden units BPNN still remains an empirical choice. The main objective of the study was to discern a methodological alternative to classical linear models and classification accuracy. ETD was used as an example because it is considered the most promising biological marker of schizophrenia (Levy et al. 1993 (Levy et al. , 1994 . Considering the experimental and "pilot" nature of the model and the absence of complete knowledge concerning optimal SPEM measures, we used variables with different levels of conceptual validity.
In general, slightly over half of schizophrenia patients in a given sample show ETD. In some studies the frequency of ETD in schizophrenia patients is close to 70 percent (Levy et al. 1993) , particularly when global quantitative measurements are used. Therefore, it seems unlikely that classification accuracy in distinguishing patients with schizophrenia and normal control subjects using both methods is higher than the prevalence of ETD-that is, that our methods prevailed false positive.
At the moment, the diagnosis of schizophrenia remains a clinical diagnosis and the model proposed does not aim to substitute for clinical procedures. We hope that our model will provide a useful heuristic for the construction of future models with large sample sizes and multiple input and output variables (i.e., a combination of clinical, familial, neuropsychological, neurophysiological, and social data). These models could be useful in testing the consistency between the clinical diagnosis of schizophrenia and several biological (and environmental) variables.
