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Abstract
Patterning the wettability of solid surfaces is a successful strategy to control the dropwise con-
densation of vapor onto partially wetting solid surfaces. We followed the condensation of water
vapor onto electrowetting-functionalized surfaces with structured co-planar electrodes. A detailed
analysis of the experimental distribution of millions of drops reveals that despite the presence of
contact angle hysteresis and the occurrence of random drop coalescence events, the preferential
drop position closely follows the evolution of the local minima of the numerically calculated drop
size-dependent electrostatic energy landscape in two dimensions. Even subtle transitions between
competing preferred locations are properly reproduced by the model. Based on this quantitative
understanding of the condensation patterns, we discuss a series of important follow-up steps that
need to be taken to demonstrate a reliable performance gain in various applications focusing in
particular on enhanced heat transfer.
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I. INTRODUCTION
The condensation of water vapor onto solid surfaces is integral to many natural processes
including dew formation[1] and fog harvesting by animals, like the Namib Desert Beetle[2, 3]
and Litoria caerulea-, a green tree frog in Australia,[4] and plants, such as the Namib
desert plant.[5] Water condensation is also intrinsic to various technological applications like
fog harvesting,[6, 7] seawater desalination,[8] and heat exchangers for power generation[9]
and refrigeration.[10, 11] In all cases, efficient condensation and removal (or ‘collection’) of
the condensed liquid is essential. The entire process consists of a series of steps, namely
the nucleation of liquid on an initially dry solid surface, the subsequent growth of the
liquid phase in form of a film or droplets, and finally the removal of the latter. At first
glance, hydrophilic surfaces may seem the most natural choice to promote condensation.
Yet, it has been known for decades that plain hydrophilic surfaces are actually not the best
choice because they promote the formation of condensed liquid film (for a review: see [12]).
Compared to films, drops are much easier to manipulate and transport in desired directions
by suitable topographical and chemical patterns on the surface. Moreover, particularly in
heat transfer, thick films of condensed liquid form a barrier of poor thermal conductivity that
prevents direct contact of the vapor with the cooled surface of the condenser and thus reduces
the overall heat transfer. Hence, it is usually advantageous to use partially wetting solid
surfaces where condensing vapor forms discrete drops that leave parts of the solid surface in
direct contact with the to-be-condensed vapor. As these discrete drops are removed, they
expose even more bare surface again and thereby free space for a subsequent generation of
condensing drops. Like in case of biological or technological fog harvesting surfaces, efficient
removal of the condensate drops is therefore essential for the overall performance of the
system.
Throughout recent years, various efforts have been made to optimize dropwise condensa-
tion and the subsequent removal of drops using suitable topographical and chemical surface
patterns.[13–22] Such patterns generate an energy landscape in which condensing drops ini-
tially form at either random locations or at preferred hydrophilic nucleation sites. As drops
grow with time, they experience the imprinted gradients in wettability, hit geometric bound-
aries, and coalesce with other drops. In each of these situations, the original configuration of
the drop typically becomes unstable and the drop moves towards a location of lower energy.
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Examples of such surface patterns include surfaces with alternating hydrophobic and hy-
drophilic stripes,[13–15] surfaces with conical geometries,[3] superhydrophobic surfaces with
grooves[16] or nanostructures,[17–19] as well as liquid-infused surfaces.[20–22] The result-
ing drop displacements are either driven entirely by capillary and wetting forces or they
may be assisted by gravity in case of vertically oriented condenser surfaces. In all cases,
drops only move once the driving forces are strong enough to overcome the pinning due to
microscopic heterogeneities.[23] The latter are usually quantified by specifying the contact
angle hysteresis ∆ cos θ = cos θr − cos θa, where, θr and θa are the receding and advancing
contact angles. This explains the interest in surfaces with low contact angle hysteresis such
as superhydrophobic and liquid-infused surfaces for heat transfer applications with dropwise
condensation.
The approaches described above all rely on passive wettability patterns imprinted onto
the solid surface upon fabrication. In contrast, electrowetting (EW) allows for active tuning
of the wettability and controlled transport of drops of conductive liquids such as water on
partially wetting hydrophobic surfaces.[24–27] While generically used in combination with
a wire that is immersed directly into the liquid, capacitive coupling between the drop(s)
and suitably structured co-planar electrodes on the substrate that are covered by a thin
hydrophobic polymer layer allow for similarly efficient control of the wettability locally above
the activated electrodes.[27, 28] By patterning the electrodes, wettability patterns such as
simple traps for drops can be generated and switched on and off at will.[29] Drops that were
large compared to the width of a gap between two electrodes, preferentially aligned on the
center of the gap. As usual in EW, this minimum of the electrostatic energy Eel = −CtotU2/2
corresponds to the maximum of the total capacitance between the drop and the electrodes.
In this manner, ’t Mannetje et al. [30] demonstrated controlled capture, release, and steering
of rolling drops on an inclined plane. Later de Ruiter et al.[31] extended the same principle
for drops in microfluidic two phase flow systems for a range of electrode geometries and
applied a simple analytical model to calculate the electrical holding force based on the
geometric overlap of the trapped drop and the activated electrodes. The idea of manipulating
condensing drops by EW was first explored by Kim and Kaviany.[32] Baratian et al.[33] later
combined these ideas to study for the first time directly the condensation of water vapor
onto EW-functionalized surfaces. For the specific case of parallel interdigitated electrodes
aligned along the direction of gravity, they found that the condensation pattern is governed
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by an electrostatic energy landscape that depends on the size of the condensing drops.
While the initial condensation occurred at random locations, subsequent growth by further
condensation and EW-induced coalescence lead to alignment of the drops along the edges of
the electrodes. Later, once their diameter became comparable to the width of the electrodes,
the drops accumulated at the centers of the gaps between adjacent electrodes. Analyzing the
distribution of drop sizes and locations, they showed that the drops decorate the drop size-
dependent minima of the (one-dimensional) electrostatic energy landscape perpendicular to
the electrodes. EW-induced coalescence events lead to faster drop growth. In combination
with the reduced contact angle hysteresis in EW with AC voltage[34] drop shedding occurs
on average for smaller drops, as compared to the reference case without EW.[33] According
to classical observations in dropwise condensation, such a reduction of the critical shedding
radius is accompanied by enhanced heat transfer.[12]
A series of follow-up studies confirmed these basic original observations regarding the
evolution of the drop distribution for straight interdigitated electrodes.[35–39] Experiments
with slightly more complex electrode geometries with zigzag-shaped edges resulted in pref-
erential alignment of the drops not only perpendicular but also along the direction of the
electrodes, in qualitative agreement with expectations.[40] That study also indirectly in-
ferred an increased heat transfer from the volume of shedded drops as extracted from video
microscopy images. Overall, the experiments suggest that it should be possible to optimize
the performance of EW-controlled condensation in heat transfer and other applications by
systematically varying electrode geometries and/or excitation patterns. Since experimental
brute force optimization of electrode shapes would be very time consuming and costly, it is
essential then to extend the existing electrostatic models to arbitrary electrode geometries,
and to demonstrate their performance in capturing the complex evolution of drop distribu-
tion patterns to enable electrode optimization in silico prior to experimental testing.
The purpose of the present work is therefore twofold: the core of the work consists of a
detailed comparison of the distribution of approximately 87 million drops with sizes between
4.3 and 2000 µm extracted using image analysis with the predictions of a numerical model
based on the drop size-dependent minimization of the electrostatic energy. Experiments
and calculations are carried out for the specific case of interdigitated electrodes with zigzag
shaped edges of variable length. The comparison reveals an impressive degree of agreement
and correctly reproduces a series of subsequent transitions of preferred drop positions as a
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function of size. The previously proposed simple analytical model by ’t Mannetje et al.[29]
reproduces the qualitative behavior but underestimates electrostatic energies and forces for
small drops. Following the discussion of these results, we evaluate the present status of the
field and discuss aspects that we consider essential for the development of EW-controlled
condensation from a physical phenomenon towards a technologically relevant application.
II. METHODS
A. Experimental Aspects
The present condensation experiments were performed in the same homemade experi-
mental setup (Figure 1a) that was used in our previous studies.[33, 40] The setup consists
of a condensation chamber with two inlets at the bottom and an outlet through a fine grid
of holes for vapor at the top side. The transparent sample is mounted vertically on one of
the side walls and cooled from the back by cooling water (11.5 ◦C) from a commercial cooler
(Haake-F3-K, Thermo Fisher Scientific). The sample is back-illuminated with an LED pad
(MB-BL305-RGB-24-Z, Metabright) and imaged from the opposite side through an indium-
tin-oxide (ITO)-coated heated window with a camera (Point Grey, FL3-U3) through a 20x
zoom lens (Z125D-CH12, EHD). The resulting field-of-view is ∼10 × 7.5 mm (see movie
in Supporting Information A). The temperature inside the chamber is measured by several
thermistors (TCS651m AmsTECHNOLOGIES and Thorlabs TSP-TH) using a DAQ card
and Labview and with the Thorlabs TSP01 Application. Thermistors are located at the
vapor inlet, in the vapor close to the sample surface, at the vapor outlet, in the coolant
behind the sample, in the heated water on the hot plate, and in the ambient air.
Deionized water (Millipore Synergy UV, 18.2 MΩ·cm) is heated on a hot plate (RCT
Basic, IKA labortechnik). Ambient air is blown through the water using an aquarium pump
(0886-air-550R-plus, Sera) at a flow rate of of 3.5 l/min, as monitored by a flow meter
(AWM5101VN flowmeter, Honeywell). The condensation chamber is initially kept dry with
a steady flow of dry Nitrogen. At the start of an experiment, the humidified air is guided
into the condensation chamber at the bottom of the chamber at a temperature of 42 ◦C,
and at a flow rate of 3.5 l/min. To ensure reproducibility, the subcooling of the surface is
kept constant at ∼30.5 ◦C throughout all experiments.
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The recorded images are analyzed using a home-built image analysis routine in MATLAB
to evaluate the center locations and radii of all the condensing drops (Supporting Information
B). The smallest drop size detectable using this method is Rmin ≈ 4.3 µm.
The interdigitated zigzag electrodes are fabricated using photo-lithography on a glass sub-
strate. The electrodes are subsequently coated with a 2 m thick dielectric layer of Parylene
C (PDS2010, SCS Labcoter) using chemical vapour deposition (CVD), and an ultra thin top
hydrophobic polymer coating (CytopTM, Asahi Glass Co., Ltd.) using a dip-coating proce-
dure. For the experiments and simulations reported herein, we use interdigitated electrodes
with zigzag-shaped edges (Figures 1b-1c). As in ref. [40], the minimum and maximum width
of the gap between adjacent electrodes are kept fixed at wg,min = 50µm and wg,max = 250µm,
and three different lengths ` of 500, 1000 and 3000 m are tested. For ac-EW, an amplified
electrical signal of rms amplitude between URMS = 100 − 150 V and a fixed frequency of
f = 1 kHz is used using a function generator (Agilent 33220A) and voltage amplifier (Trek
PZD700A). Young’s contact angle at zero voltage is θY ∼ 110◦ and Lippmann’s angle under
EW (URMS = 150 V) is θ(URMS) ∼ 90◦.[33] The contact angle hysteresis under ac-EW
(URMS = 100− 150 V) is measured to be ∆ cos θ = 0.06± 0.01.
B. Numerical Aspects
To explain our experimental observations, we developed a numerical model that allows us
to calculate the electrostatic energy of a drop as a function of its size and the (x, y) position
of its center of mass within the unit cell of the electrode pattern (see zoomed view in Figure
1b). To calculate this energy landscape (Eel(x, y;R)), we solve the Poisson equation for a
three-dimensional computational domain consisting of the electrodes, the dielectric layer,
a water drop, and the surrounding air. Since θ(150 V) ∼ 90◦, we represent the drop by
a simple hemisphere with radius R and with a fixed electrical conductivity (10−5 S/m)
that guarantees (for all practical purposes) complete screening of the electric field from the
inside of the drop. Note that this hemispherical approximation neglects slight EW-induced
distortions of the drop shape (see below). Yet, earlier simulations showed that this merely
leads to a minor underestimation of the electrostatic trapping strength for rather weakly
deformed drops as in the present experiments.[41]
The calculation of Eel(x, y;R) starts with the calculation of the distribution of the elec-
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FIG. 1. Experimental setup (not to scale). (a) Schematic of vapor generator, condensation cham-
ber, cooled sample stage, and optical setup (not to scale). (b) Top view of vertically oriented
sample with zoomed view of unit cell of electrode pattern. (c) Cross-sectional view of a condensed
drop on the substrate.
trostatic potential φ(x, y, z) within a three-dimensional domain that encloses a single drop
of radius R at a fixed position as well as the adjacent electrodes. φ and the free charge
density ρe are related according to the Poisson equation as
∇2φ = − ρe
0
. (1)
Here 0 is the permittivity of free space, and  is the relative permittivity of the computational
domain. ρe can be related to the current density ~J using the charge conservation equation
as
∂ρe
∂t
= −∇ · ~J = ∇ · σ∇φ, (2)
where σ is the electrical conductivity of the computational domain. Taking the time deriva-
tive of Equation 1, and subsequently substituting Equation 2 in it, we get a second order
partial differential equation in φ:
∇2φ˙ = −∇ ·
(
σ
0
∇φ
)
. (3)
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Considering a sinusoidal electrical potential φ = φ0< [eiωt], and subsequently, considering its
time derivative φ˙ = φ0< [iωeiωt], Equation 3 can be rewritten as
∇ ·
[(
0− iσ
ω
)
∇φ
]
= 0. (4)
Equation 4 is solved numerically in COMSOL Multiphysics (version 5.4) using the finite
element method for a fixed voltage (amplitude) of 150 V and frequency of 1 kHz. The
discretization or element order of modeling domains is varied between quadratic and the
fifth-order in order to achieve the desired accuracy. Since the drop size in our experiments
varies from a fraction of the width of a unit cell at early stages to drops covering several
adjacent electrodes during later stages, the computational domain is chosen to be sufficiently
large to cover the entire drop as well as the immediately adjacent electrodes. (In practice,
we chose several domain sizes for different ranges of drop sizes in order to reduce compu-
tational efforts.) The geometries of electrodes and dielectric films are chosen according to
the experiments. Dirichlet boundary conditions (fixed electrostatic potential) are imposed
on the electrode surfaces; Von Neumann conditions (zero electric field in normal direction)
are applied on all other boundaries. Supplementary Information C shows a typical view of
a computational domain along with the resulting potential distribution for a specific drop
configuration. As mentioned above, these calculations were repeated for 200 values of the
drop size R between 0 and 900 µm, and for each drop size at 30 × 30 (large R) or 30 × 60
(small R) equally spaced locations within the unit cell. (For symmetry reasons, it is suf-
ficient to vary the drop positions only within half of a unit cell; see grey shaded area in
Supplementary Information C.)
After numerical evaluation of φ(x, y, z) for all allowed drop sizes and (x, y)-location within
the unit cell, the total electrostatic energy of the entire system is calculated as
Eel(x, y;R) = −
∫
v
1
2
~E · 0 ~Edv = −1
2
∫
v
0
(∣∣∣∣∂φ∂x
∣∣∣∣2 + ∣∣∣∣∂φ∂y
∣∣∣∣2 + ∣∣∣∣∂φ∂z
∣∣∣∣2
)
dv, (5)
where ~E = −∇φ is the electric field, and the integration represents the volume integral over
the entire computational domain.
In the representation of the electrostatic energy landscapes later on (Figure 5), we make
use of symmetries and periodicities to extend the energy landscapes beyond a single unit cell
for a more intuitive representation. Finally, note that Equation 4 contains both dielectric
and purely conductive contributions. However, for the conductivity of pure water and for
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(a) C = 159B (b) C = 369B (c) C = 768B
(d) C = 114B (e) C = 159B (f) C = 474B (g) C = 567B (h) C = 570B (i) C = 879B
FIG. 2: Breath figures of DWC with EW on vertically mounted substrates with interdigitated
electrodes with zigzag edges at di erent time instants. (a-c) full field of view showing initial
alignment at gap apices (a), full 2D alignment (b), shedding (c). (d-i) view of ⇠3 unit cells showing
alignment at edge of gap (d), movement to smallest gap (e), growth at H = ' (f-h), horizontal
transition 'C,1 from electrode to gap (h), breakdown of y=R-trend due to gravity. The transparent
ITO electrodes are shown in red; gravity points from top to bottom. Add x,y arrows.
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For the smallest drop sizes (0-15 µm; Figure 3a), the distribution of drops is apparently random.145
where only drops close to the electrode edges are aligned parallel to the electrode edges. The146
distribution of the relatively larger drops (Figure 3b) clearly shows the preferential alignment of147
the drops parallel to the electrode edges on both sides of the gap center. As the drops coalesce and148
grow further, the alignment of the drops gradually moves from the electrode edges towards the gap149
center (Figure 3b-3d). Simultaneously, drops which exceed a critical size ' > 0.5F6 (H) (red data150
points) migrate to the gap center resulting in a preferential alignment there (Figure 3c). Hence,151
the condensate drop distribution under ac-EW with zigzag interdigitated electrodes shows a unique152
bi-modal nature (Figure 3c) due to their size-dependent preferential alignment along the breath153
figure. It must be noted that this bi-modal spatial distribution of drops is unique to the converging154
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FIG. 2. Top view of condensed droplets on a vertically mounted substrate (l = 1000µm). (a-c)
Full field of view for t = 159, 369, 768s illustrating alignment and growth of condensing drops. (d-i)
Zoomed view of ∼3 unit cells for times as indicated. Note the vertical and horizontal shift of the
center of the drops with increasin size. (Transparent ITO electrodes are superimposed in red.)
the applied (low) frequency, the ionic current dominates the displacement current towards
screening the electric field (also see [33]).
III. RESULTS
A. Evolution of breath figures
As apparent at first glance, the condensate drops form a pattern (breath figure) with
well-defined periodicities along both the lateral (x−) and vertical (y−) direction upon con-
densation onto surfaces with zigzag interdigitated electrodes (Figures 2a-2c). This is in
sharp contrast to breath figures with straight interdigitated electrodes under ac-EW, where
no periodicity along the y−direction was found.[33] While these observations have qualita-
tively been reported before,[40] a closer look at the representative Figures 2d-2i reveals a
number of additional details: Initially, the small condensate drops are essentially randomly
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distributed; however, as the drops grow and begin to coalesce, they align parallel to the
electrode edges, with a slight preferential displacement towards the gap centers (Figures
2d-2e). Simultaneously, the drops closer to a gap minimum (i.e. at (x = w/2; y = 0) in
Figure 1b) are pulled down towards that minimum and typically grow on their way by coa-
lescence with other drops (Figures 2d-2e). As we will see below, drops at these ‘gap minima’
are trapped in electrostatic energy minima; as these continue to grow, their lower edge re-
mains close to y = 0, whereas their center gradually moves upwards (Figures 2d-2g). These
trapped, growing condensate drops dominate the visual appearance of the breath figures
on a macroscopic scale (Figures 2a-2b). Interestingly, upon reaching some critical size, the
center of mass of these trapped drops suddenly translates horizontally from being centered
on the gap between two adjacent electrodes to being centered on an electrode (see transition
cross marker to diamond marker in Figures 2g-2h). Upon growing further, the center of the
trapped drops shifts slightly downwards (Figure 2i). Eventually, at much larger radii, drops
shed under the influence of gravity when the individual drop weight exceeds the electrical
trapping force and contact angle hysteresis (Figure 2c).
For a statistical analysis of the distribution of condensate drops , we project the drop
centroid locations of all drops within the field of view onto a single unit cell of the electrode
pattern (Figure 1b) using a mapping procedure that takes into account the optical distortion
of the optical imaging system (see Supporting Information B). Figure 3 shows the resulting
spatial distribution of the drops within the unit cell for ` = 1000 µm binned into ranges of
R = 5− 15, 40− 60, 65− 85, and 90− 120 m, where each data point represents the location
of a drop center at a particular moment in time.
While the distribution of the smallest drop sizes (5-15 m; Figure 3a) is almost random,
somewhat larger drops (40-60 m) preferentially align along the inclined edges of the elec-
trodes (Figure 3b). As the drops coalesce and grow further, they gradually move from the
electrode edges towards the gap center (Figures 3b-3d). Drops with a diameter that exceeds
the local width wg(y) of the gap, i.e. drop with a critical size R > 0.5wg(y) (red data points)
are preferentially found in the center of the gap rather than along the electrode edges (Fig-
ure 3c-3d), giving rise to a peculiar bi-modal distribution of the drops (Figure 3c). This
bi-modal spatial distribution of drops is unique to the converging electrode geometry. In
contrast, for straight electrode edges with a constant gap width, the drop distribution is
always uni-modal (i.e. the drops of equal size align either on both sides of the gap center
10
(a) ' = 5   15 `< (b) ' = 40   60 `< (c) ' = 65   85 `< (d) ' = 90   120 `<
Figure 4: TEMP FOR HARMEN
drop distribution is always uni-modal (i.e. the drops align either on both sides of the gap center218
or along the gap center)[27]. With further increasing drop size (Figure 4d), more drops higher219
up the unit cell satisfy ' > 0.5F6 (H), resulting in increasing alignment along the gap center and220
concomitant depletion of the drops that align on the sides. Eventually, there is almost complete221
alignment along the gap center for larger drops. Such evolution of the spatial distribution of the222
condensate drops (Figures 4b-4d) is reminiscent of a ‘zipper-like’ e ect. It must be noted that the223
cluster of data points at the gap apex always represent electrically trapped droplets (Figures 4b-4d).224
Furthermore, Figures 4c-4d clearly show that the strong electrical force sweeps the drops within a225
distance of characteristic length scale ⇠2' ⇠ 2'CA0??43 from the gap apex (note the relative lack226
of droplets over this region) creating the bigger trapped droplet which continues to grow upward.227
The bigger drops ' > 0.5F6,<0G , mostly constituted by the trapped ones, show further interesting228
lateral migrations which are shown in Figure 5a.229
230
Figure 5a shows the lateral G locations of the condensate drops against the corresponding drop231
radii ' for the ✓ = 1000 `m electrode as an example (similar figures for ✓ = 500 `m and ✓ = 3000232
`m can be found in Supporting Information III). For ' > 0.5F6,<0G , most drops are preferentially233
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FIG. 3. Center locations of all drops projected into single unit cell and binned to size ranges as
indicated (l = 1000µm). Drops with R > 0.5wg(y) are shown in red. wg(y) is the y-dependent gap
width ranging from wg(0) = wg,min to wg(`) = wg,max.
or along the gap center).[33] The larger the drop size under consideration, the larger the
fraction of drops with a width exceeding the local gap width, i.e. with R > 0.5wg(y). Hence,
the largest drops are again largely centered on the gap (red dots in Figure 3d), concomitant
with a depletion of drops from the electrodes including their edges. The evolution of the
spatial dist ibution of the condensate drops (Figures 3b-3d) with increasing drop size is thus
reminiscent of a ‘zipper-like’ effect. The cluster of data points in the vicinity of the gap
minimum always represent electrically trapped droplets (Figures 3b-3d). Furthermore, Fig-
ures 3c-3d clearly show that the strong electrical force sweeps the drops within a distance of
characteristic length scale ∼2R above the gap minimum (note the relative lack of droplets
over this region) creating the bigger trapped droplet which continues to grow upward.
Another interesting series of transitions is revealed by plotting the correlation between
average drop size R and the lateral position of their center of mass (Figure 4a). For R >
0.5wg,max, most drops are preferentially aligned along the gap center (x = 150 µm). However,
this gap-centered alignment of the condensate drops does not persist as the drops grow
further. At another critical size R1 (∼320 µm for the present ` = 1000 µm electrode),
drops on average undergo a transition from being centered on the middle of the gaps to
being centered on the middle of the adjacent electrodes, as already described for the specific
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FIG. 4. Horizontal (a) and vertical (b) distribution of experimental drop centers (small dots)
within a unit cell for variable drop radius R. (a) Horizontal dotted lines indicate critical radii for
first central alignment (0.5wg,max) and subsequent transitions (R1...R4) from preferred alignment
on gap center (x = 150µm) and electrode center (x = 0 or 300µm), as extracted from Figure 6
(data for l = 1000µm). Bright and light shaded regions indicate the minimum and maximum gap
widths wg,min and wg,max. Inset: illustration of horizontal transitions of drop center upon growth.
(b) Normalized vertical position of drop center for all electrode sizes (green: l = 500µm; blue:
l = 1000µm; red: l = 3000µm) vs. normalized drop size. Large symbols: vertical position of
electrostatic energy minimum vs. drop size extracted from numerical calculations (see Figure 5):
green squares: l = 500µm; blue triangles: l = 1000µm. Solid line: geometric approximation y = R.
Inset: illustration of geometric shift of drop center for bottom of drop pinned at minimum gap.
individual drop in Figures 2g-2h. Beyond that, a series of additional transitions back and
forth the centers of gaps and electrodes are seen at critical radii R2, R3, R4, yet increasingly
faint due to decreasing numbers of larger drops. The positions of the dashed horizontal
lines emerge from the numerical model (see below). The same series of transitions are
also observed for the other electrode geometries with ` = 500 µm and ` = 3000 µm (see
Supporting Information D).
In order to further visualize the spatial evolution of the trapped drops, Figure 4b shows
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the projected vertical (y-) locations of all drops normalized by the electrode length (y/`)
versus R/` for all three electrode designs (` = 500, 1000, 3000 µm). The tail developing from
the gap minimum (y/` = 0) represents the vertical locations of the trapped drops. Initially,
the vertical locations of these trapped drops satisfy y ≈ R (solid black line in Figure 4b), as
previously observed from Figures 2 and 3. Although for the ` = 3000 µm electrode (red data
points) the trapped drops stay aligned at y ≈ R till gravity-driven shedding (Rshed/` ≈ 0.3),
for the ` = 1000 µm (blue) and ` = 500 µm (green) electrodes the drops subsequently
deviate from the y = R-trend as these continue to grow by coalescence (Figure 4b). For the
` = 1000 µm electrode, this deviation begins immediately after the first lateral transition
(R1/` ≈ 0.32), while for the ` = 500 µm electrode this occurs well before the first lateral
transition at R/` ≈ 0.5 (Figure 4b). Interestingly, once the trapped drops grow bigger, they
realign again following y ≈ R for both the ` = 1000 µm and ` = 500 µm electrodes above
R/` ≈ 0.6 (Figure 4b). Note that for both ` = 1000 µm and ` = 500 µm electrodes, the
deviation of the trapped drops from the y = R trend occurs well below the critical shedding
radius (Rshed ≈ 1 mm); hence, gravity is not the cause of the deviation.
B. Electrostatic energy landscape controls the evolution of breath figures
The details of the drop distributions described above can be understood by considering
the 2D electrostatic energy landscape (Eel(x, y)) emerging from our numerical calculations.
Figure 5 illustrates the evolution of these energy landscapes for electrodes with ` = 1000 µm
Figures 5a-5e) and ` = 500 µm (Figures 5f-5j) for a series of drop sizes as indicated in the
figure. As noted above, the energy landscape is by construction mirror symmetric along the
center of the gap. For the smallest drops, the energy landscape is rather flat with shallow
valleys along the electrode edges that become deeper upon approaching the gap minimum
at y = 0 (Figure 5a). For larger drops, (Figure 5b, 5c), the two separate minima along
the electrode edges first merge into one minimum centered at x = w/2, y ≈ R, leading to a
coexistence of a single minimum close to the gap center in the lower parts of the unit cell and
two valleys in the upper parts. Such variation in the Eel(x, y) landscape is consistent with
the drop distribution shown in Figure 3b-3d and its ’zipper-like’ evolution with increasing
drop size. The y−coordinate of the central minimum gradually shifts towards larger y for
sizes comparable to the trapped drops, consistent with the solid y = R line in Figure 4b.
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FIG. 5. False color representation of 2D energy landscape (blue=low; red=high energy) vs. (x, y)
position of drop center for various drop sizes as indicated. Top row (a)-(e): l = 1000µm; bottom row
(f)-(j): l = 500µm. Grey lines: cross sections through electrostatic energy landscapes along dashed
lines; crosses and black circles: centers and edges of drops at minimum energy configuration.(Color
scales and cross sections are individually rescaled for optimum visual contrast; Data in a) are
somewhat compromised by numerical noise.)
14
As the drop size approaches 300 µm for ` = 1000 µm, the electrostatic energy minimum
eventually moves from the gap center to the electrode center (Figures 5d-5e). We can
predict the drop radius for this and subsequent lateral transitions by calculating the Eel
for a drop located either at the gap center or at electrode center, for a range of drop radii
(Figure 6). For small drop sizes (R < 320 µm), the total electrostatic energy is smaller
when the drop is located at the gap center (black solid line in Figure 6) than when located
at the electrode center (red solid line). As the drop size increases further, the location of
the lowest electrostatic energy moves alternately between the electrode and the gap centers
(compare the relative variations between the black and red solid lines in Figure 6). The
characteristic radii at which these transitions occur, R1, R2, ..., Rn in Figure 6 are shown
as horizontal dashed lines in Figure 4a, and provide a good description of the transitions
observed experimentally. Note that these horizontal transitions of the center of mass as
a function of the drop size are well-known for surfaces with parallel stripes of alternating
wettability originating from chemical patterning.[42]
Tracing the position of the global energy minimum along the y−direction reveals that
the drop center indeed moves upward with increasing drop size following slightly below the
line y = R, as shown in Figure 4b. The numerical results (squares and triangles in Figure
4b) reproduce the experimental observations with great accuracy. In some cases correlations
with lateral transitions of the drop position can be observed.
For the shorter unit cell (` = 500 µm), the evolution of the energy landscape is qualita-
tively similar. Nevertheless, the two situations cannot be mapped directly onto each other.
For instance, unlike the long electrodes, we find for ` = 500 µm that the energy minimum
in the gap center splits up into two distinct local minima as the drop diameter becomes
comparable to ` between R ∼ 250 . . . ∼ 300 µm (Figures 5g-5i). This leads to a distinct
transition of the drop position along the y−direction for R = 280→ 300 µm (Figures 5h-5i),
while the drop remains laterally centered on the gap. This transition is indeed observed in
the experiments with short (` = 500 µm) electrodes (Supplementary Information Da) but
not for ` = 1000 µm, see Figure 4a. Nevertheless, the slight downward shift of the center-
off-mass position for R/` ∼ 0.4...0.5 in Figure 4b is also correctly reproduced for electrodes
of both short and intermediate length.
As an alternative to the full numerical calculations, we can also evaluate the energy land-
scapes by approximating the electrostatic energy using the simple geometric approximation
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proposed by ’t Mannetje et al.[29, 30] This analytical calculation involves approximating
the condensate drop-dielectric system as an electrical circuit consisting of two parallel plate
capacitors in series formed by the overlap between the conducting drop and the electrodes.
The overall capacitance of the system is approximated as C(x, y) = 0d/d · Acap, where
Acap = A1A2/(A1 + A2), and A1 and A2 are the spatially varying overlap areas between
the drop footprint and the two electrodes (see inset in Figure 6). The associated electro-
static energy of the system on application of an electrical voltage (U) can be written as
Eel,cap = −C(x, y)U2/2.[29] The dashed lines in Figure 6 show the electrostatic energy mini-
mum in this approximation for drop centered on the gap (black) and on the electrode (red).
Like in the case of the full numerical model, for small drops (i.e. R <∼ 320 µm) it is more
favorable to be centered on the gap, whereas for increasing R there is a succession of tran-
sitions between preferred alignment on the electrode center and the gap center. While the
energies deviate substantially for the smallest drop sizes (for which the overlap area with
one of the electrodes and hence the total energy can vanish), the agreement improves for
increasing drop size and the predictions for the various subsequent transitions of the drop
positions (R2, R3, R4) becomes remarkably good.
While some of the aspects described above are very specific to the present electrode con-
figuration, the overall excellent agreement demonstrates the ability of the numerical model
to reproduce the experiments, including even subtle aspects such as the transitions between
various competing local minima of the overall energy landscape are correctly captured. For
not too small droplets, the simple analytical model of geometric overlap also provides rea-
sonable predictions between various competing drop configurations.
IV. DISCUSSION AND PERSPECTIVES
The results presented here clearly demonstrate the flexibility of electric fields in control-
ling condensation patterns on solid surfaces with submerged co-planar electrodes. While in-
dividual drops are obviously subject to their specific local environment, averaging over large
ensembles shows that condensed drops decorate the local minima of electrostatic energy
landscapes of remarkable complexity. Consequently, the drops undergo gradual translations
as well as discrete transitions as local shift or become unstable with increasing drop size.
Apparently, the random character of coalescence events with neighboring drops in combi-
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A2A1
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FIG. 6. Normalized excess electrostatic energy vs. drop size for drops centered on the gap (black)
vs. centered on the electrode (red). Solid: full numerical model; dashed: analytical model based
on drop-electrode overlap areas A1, A2. R1, ...R4: critical radii of transitions from preferential gap
center to electrode center-alignment. Inset: illustration of competing drop positions.
nation with enhanced mobility of drops caused by the reduced contact angle hysteresis in
EW with AC voltage[34] provide sufficient energy for the drops to explore the entire energy
landscape despite the fact that energetic barriers between adjacent minima are obviously
substantially larger than thermal energies. While not exploited here explicitly, compared
to passive chemical or topographic patterning, EW-functionalization offers the advantage
of switchability in addition to the enhanced drop mobility thanks to the reduced effective
hysteresis.
While drop positions are well-defined and controllable beyond a certain critical size, the
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random distribution of small drops in Figure 3a confirms the earlier observation that the
nucleation sites for drop condensation seem to be unaffected: no correlation can be observed
between the position of the smallest drops and the location of the electrodes. This arises
from the fact that the forming liquid nuclei only experience a dielectrophoretic polarization
force. Upon nucleation, this electrostatic force competes with surface forces caused by
random heterogeneities on the surface. While the electric force scales with the (very small)
volume of the critical nucleus, i.e. ∝ R3, the latter scale with surface area, i.e. ∝ R2 and
therefore dominate. A control of nucleation rates and locations is therefore possible only
if local electric fields and field gradients can be substantially increased, e.g. by generating
miniaturized electrode patterns on the nanoscale.
From an applied perspective, the key question in both fog harvesting and enhanced heat
transfer is how the removal of drops from the surface can be optimize to condense as much
liquid as possible. Obviously, this requires a somewhat broader perspective of the entire
system than only the control of drop distribution patterns. While the results presented
above clearly show that suitable electrode patterns allow to control drop positions and to
promote faster growth by inducing lateral and vertical translations and coalescence, the
same strong electrostatic forces also generate deep energetic traps that can hold back even
large drops as shown in Figure 2 and thereby hamper efficient drop removal. To circumvent
this problem, the electrically induced wettability patterns should be applied with some
form of time-dependent actuation. The easiest approach is to periodically activate the
electrodes to induce drop motion and growth, and to subsequently deactivate them such
that drops exceeding the relevant critical size can spontaneously shed off the surface under
the influence of gravity. While some success of this strategy has been demonstrated,[40, 43]
the overall performance was not impressive. In part, this is probably caused by the fact
that the pinning forces increase as the EW-induced reduction of the contact angle hys-
teresis ceases upon switching off the AC voltage and hence the critical shedding radius
increases and the shedding frequency decreases.[44] Alternatively, one could make use of
active transport strategies borrowed from EW-based lab-on-a-chip systems, where drops are
transported towards activated electrodes.[27] Given the nature of drop condensation, it is
obviously not desirable to bring the condensing drops in direct contact with electrodes on
top of the functionalized surface. Therefore, structured electrodes, possibly in two layers,
should be embedded into the substrate and actuated in such a manner that they lead to a
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conveyor belt-like directed motion. Such strategies are rather straightforward to implement
for surfaces that are flat or covered by some ‘moderate’ degree of topographic pattern. For
intrinsically three-dimensional structures such as meshes that are frequently used for fog
harvesting the implementation of any form EW-enhanced condensation and drop removal is
much more difficult to realize - notwithstanding initial demonstrations with crossing fibers
of switchable wettability.[45]
While the effect of EW on the drop distribution patterns is rather striking, the reported
consequences for the total condensation rate and the resulting heat transfer are far less
impressive.[33, 37, 40] Applying standard models of dropwise heat transfer,[46] Wikra-
manayake et al. pointed out that the majority of previous EW experiments were not very
enlightening because they were carried out using water vapor in moist air.[37] Under such
conditions, it is well-known in the heat transfer community that the overall heat transfer
resistance is dominated by the ambient air, which acts as a non-condensable background
gas and introduces a diffusive boundary layer at the solid-vapor interface.[47] The expected
beneficial effects of EW-enhanced drop removal on heat transfer are thus overshadowed
by mass transport limitations across that boundary layer and thus the actual potential of
the EW-induced enhancement does not become evident. To demonstrate and exploit the
benefits of EW, condensation setups should thus be designed in such a manner that drop
removal is indeed the dominating factor for the overall heat transfer coefficient. This implies
in particular preferential operation in pure vapor.
A final essential issue for any practical application of the effects described above is the
stability of the EW-functionalized surfaces over extended periods of time. Like many other
applications, both fog collection and heat transfer require long continuous operation times
of the devices, ideally of the order or years. While proof-of-principle experiments in labora-
tories on short time scales are often relatively easy to achieve, maintaining cleanliness and
hydrophobicity of coatings in the presence of complex and reactive fluids such as condens-
ing water vapor is extremely demanding from a materials perspective. Recent experiments
demonstrated that fluoropolymer surfaces commonly used in EW spontaneous charge up
upon contact with water for several hours.[48] In the presence of electric fields, this effect is
even more pronounced and can even be exploited to generate well-controlled charge densities
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and charge patterns.[49, 50] Therefore, the development of reliable hydrophobic fluoropoly-
mer coatings that remain stable throughout the life time of various types of devices has been
a long standing challenge in applied EW research. One recommendations from these inves-
tigations has been to avoid water as an operating fluid whenever possible.[51] While this is
an interesting option for heat transfer devices, it is obviously not possible for fog harvest-
ing applications. In such cases, novel materials with improved stability[52] will be required
to achieve the necessary stability of operation. Nevertheless, it is also worth pointing out
that extended EW-enhanced drop condensation tests over a period of 40 hours displayed -
after some initial degradation within the first 1-2 hours - rather stable operation even for
conventional fluoropolymer surfaces (Supporting Information E).
V. CONCLUSIONS
Co-planar electrodes embedded into electrowetting-functionalized surfaces allow to con-
trol the distribution of drops of condensing water vapor. For interdigitated electrodes with
zigzag-shaped edges drops undergo a series of transitions between different preferred lo-
cations as they grow in size upon further condensation and coalescence. Comparison to
numerical calculations shows excellent agreement with the experiments and demonstrates
that the drops decorate on average the minima of the drop size-dependent electrostatic en-
ergy landscape, including subtle transitions between preferred locations. This agreement
demonstrates that the existing numerical approach provides a solid basis for future more
sophisticated models that will include time-dependent electrical actuation schemes. Such
models can eventually be used by engineers for numerical optimization of electrode designs
and operation modes of future EW-enhanced drop condensation systems. A critical assess-
ment of bottlenecks for such applications indicates that mass transfer limitations and - in
particular - the development of combinations of long term stable condenser surface materials
and fluids will be essential for the technological success of the approach.
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Appendix A: Movie of condensation process
This video: https://drive.google.com/file/d/1RWa03Sf3_Wf9_bE84jdU-lzbduahjOy4/
view?usp=sharing
Appendix B: Image analysis and data processing
1. Image analysis algorithm
The high contrast color images recorded of the condensation process are loaded onto a
computer for analysis using a home-made program in Mathworks MATLAB. The goal of the
image analysis is to extract the exact location and size of every drop in the image and from
there estimate the total volume on the surface and condensation rate.
A shortened version image analysis steps is shown in Figure 7. First the original image
(Figure 7-(a)) is converted to a gray-scale image (Figure 7-(b)). Then a background image,
that is an image with no drops on the surface recorded before a condensation experiment,
is subtracted from it and the contrast is increased (Figure 7-(c)). Otsus method is used to
automatically determine the binary threshold to convert the image to a binary image. The
Otsus method determines the binary threshold in a manner such that the combined spread
(variance) of black and white pixels is minimal. Using the obtained threshold, each image is
then converted to a binary image, see Figure 7-(d). In order to remove the holes inside the
drops the separate background components (regions of connecting black pixels) are detected.
Each connected component with a threshold eccentricity and radius are filled (inset Figure
7-(e)-(i)). Filling based on the eccentricity and radius prevents filling connected drops.
Aforementioned, some drops are slightly connected in the binary image (inset Figure 7-(e)-
(ii)). Separating these drops starts by taking the distance transform of the image where each
foreground (white) pixel is transformed into the closest distance to a background (black)
pixel. The resulting image (inset Figure 7-(e)-(iii)) shows a gradient from white to black
where the darker the color, the further that pixel is inside a drop. The tiny local minima are
removed and the watershed transform is applied to the distance transform and translated to
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the binary image. The watershed transform turns local minima in the foreground pixels (the
shortest connection between two connection drops) into background pixels, thus splitting
the connected drops (inset figures 7-(e)-(iv) and 7-(e)-(v)).
The non-circular holes in the drops are filled and the connected components of the drops
are determined. Each component now represents one drops. For drops not touching the
border of the image (non-boundary drops) is assumed that they are circular. Assuming
a spherical projection of the drops on the surface the radius and center of each drop is
calculated.
Drops touching the border of the image (boundary drops) undergo an extra analysis step.
Each of the components contours are circle fitted from which the radius and center location
is determined. The volume inside the frame is determined based on the radius, the part of
the drop inside the image and the assumption that the drop is a hemisphere.
The end result of the image analysis is shown in Figure 7-(f) where each drop is numbered
uniquely.
FIG. 7. The basic image analysis procedure for determining the location and size of every drop.
The original image (a) is converted to grayscale (b). The background image is subtracted and the
contrast is increased (c). The image is converted to a binary image (d), holes inside drops are
filled and connecting drops are separated (e). Holes in drops are filled, the separate components
are detected and the boundary drop detection is applied (f).
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Now that the location and center of each drop is known, data can be extracted from the
breath figures. This data includes the radius of shedding drops, surface coverage and total
volume in the breath figure. The total volume assumes a constant drop contact angle of
115◦ to calculate the volume of the spherical caps inside the frame. For drops touching the
edge of the frame, the volume inside the frame is estimated assuming hemispherical drops
minus (half) spherical caps.
2. Image lens distortion correction
The recorded images of the breath figure evolution are slightly pincushion distorted.
Projecting the data onto a single small unit cell will result in a spread in the statistical
analysis. To correct for a lens distortion correction is applied to analyzed data.
Lens distortion can be expressed as:[53]
u = ud + δud(ud, vd) (B1)
v = uv + δvd(ud, vd) (B2)
where u and v are the unobservable distortion-free image coordinates; ud and vd are the
corresponding image coordinates with distortion; δu(u, v) and δv(u, v) are distortion in u
and v direction, respectively.
Distortion can be classified in three categories: radial distortion, decentering distortion and
thin prism distortion. Radial distortion commonly exceeds the other distortions by at least
an order of magnitude,[54] and since the distortion is our images is minimal (maximum shift
of about 15 pixels in a 4000x3000 pixel image) we only radial distortion in our correction.
Radial distortion is approximated by a polynomial of even powers:[53, 54]
δur(u, v) = u(k1r
2 + k2r
4 + k3r
6 + · · · ) (B3)
δvr(u, v) = v(k1r
2 + k2r
4 + k3r
6 + · · · ) (B4)
where k1, k2, k3 are radial distortion coefficients; r the distortion from a point (u, v) to the
center of radial distortion.
The first and second terms are predominant, so Equation B3 and B4 can be reduced to
δud = k1udr
2
d + k2udr
4
d (B5)
δvd = k1vdr
2
d + k2vdr
4
d (B6)
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We define (x, y) as the coordinate system where (x, y) = (0, 0) is the top-left most corner
of the image, as is common in image processing. We define (u, v) as the coordinate system
with the origin at the center of the image. w, h are the width and height of the image in
pixels, respectively. We assume that our distortion center (principal point) is located at the
center of the image, so that
u = x− w
2
(B7)
v = y − h
2
(B8)
To determine the distortion coefficients k1 and k2, we measure the distortion using the
straight electrodes in an experimental image at 2 points: (ud, vd) = (0, h/2) and (ud, vd) =
(w/2, 0). The distortion at these two points are ∆y = vd− v and ∆x = ud− u, see image 8.
w
h
(x,y)=(0,0)
(u,v)=(ud,vd)=(0,0)
Δy
Δx
(ud,vd)=(0,h/2)
(u,v)=(0,h/2)
(u,v)=(w/2,0)
(ud,vd)=(w/2,0) undistorted 
image
distorted 
image
FIG. 8. Sketch of the image distortion math.
Substituting these 2 values in Equation B5 and B6 and solving these for k1 and k2, gives
k1 =
8(−h5w3∆x+ h3∆x(w + 32∆x) + w8∆y
h3w3(h2w3 − w5 − 32∆x) (B9)
k2 =
−32w3∆y
h3(h2w3 − w5 − 32∆x) (B10)
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Using these in combination with Equation B1, B2, B5 and B6 allows us to remap all the
drop (xd, yd) locations to undistorted (x, y) locations on a regular grid.
Appendix C: Numerical simulation geometry
xy
z
(0, 0.5ℓ, 0)
(w, 0.5ℓ, 0)
(w, 1.5ℓ, 0)
(0, 1.5ℓ, 0)
(x, y, z)
FIG. 9. Sketch of the computational domain for a medium-sized drop on electrodes with ` =
1000µm. The dashed rectangle indicates the surface unit cell, the gray shaded region indicates the
limits of the (x, y) drop center locations to create a full 2D electrostatic energy landscape. The
color code in the cross section indicates the electrostatic potential and little arrows the electric
field.
Appendix D: Horizontal transitions for other electrode lengths
see Figure 10
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APPENDIX IV. HORIZONTAL TRANSITIONS FOR OTHER ELECTRODE LENGTHS480
- Horizontal transitions for other electrode dimensions. Since spacing between electrodes is481
almost the same, the transitions are also similar.
(a) (b)
(c)
FIG. 11: Horizontal transitions for d=500 and d=3000
482
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FIG. 10. Horizontal distribution of experimental drop centers (small dots) within a unit cell for
variable drop radius R. Horizontal dotted lines indicate critical radii for first central alignment
(0.5wg,max) and subsequent transitions (R1...R4) from preferred alignment on gap center (x =
150µm) and electrode center (x = 0 or 300µm). Bright and light shaded regions indicate the
minimum and maximum gap widths wg,min and wg,max. (a) data for l = 500µm; (b) data for
l = 3000µm.
Appendix E: Surface degradation of Teflon surfaces
see Figure 11
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