Abstract. We study when the operator f (B w ) is chaotic in the sense of Devaney on a Köthe echelon sequence space, where B w is a weighted backward shift and f (z) = ∞ j=0 f j z j is a formal power series.
Introduction and preliminaries
A continuous and linear operator T : E → E is said to be hypercyclic provided there exist a vector x ∈ E whose orbit Orb(T, x) := {x, T x, T 2 x, . . . } is dense in E. In this case the vector x is said to be a hypercyclic vector for T . The article [15] of Grosse-Erdmann is an excellent survey for hypercyclic operators until 1999, check also [17] for more up-to-date results.
Following Devaney [12] , a continuous map T : X → X on a metric space X is called chaotic if (1) T is topologically transitive (that is, for every pair of nonempty open subsets U , V in X there is n ∈ N such that T n (U ) ∩ V = ∅), (2) T has a dense set of periodic points, and (3) T possesses a certain 'sensitivity to initial conditions'. Several authors (see, e.g. [1] ) proved that sensitivity to initial conditions is redundant in Devaney's definition. When X is separable, complete and has no isolated points, transitivity is equivalent to the existence of a dense orbit. Moreover, Godefroy and Shapiro [14] showed that hypercyclic operators have sensitive dependence on initial conditions. In other words, hypercyclic operators with a dense set of periodic points are chaotic. We refer to [14, Sec. 6] for the fundamentals of chaotic linear operators and to [15] and [8] for more recent results.
Our framework will be linear and continuous operators T : E → E on separable Fréchet spaces E, i.e. vector spaces E which have an increasing sequence { . n } n≥1 of seminorms that define a metric, which is invariant by addition,
under which E is complete and separable. In what follows f (z) = ∞ j=1 f j z j is a formal power series, and we are interested in the chaotic behavior of f (R), under the assumption that f (R) is a continuous and well-defined operator on a Köthe sequence space and R : E → E is a (weighted) backward shift.
To establish the chaotic behavior of operators we use the following result, which is based on an abundant supply of eigenvectors. Proposition 1.1 (Eigenvalue Criterion for Chaos [8] ). Let T : E → E be an operator. If the spaces X := span{x ∈ E / Tx = λx, |λ| < 1}, Y := span{y ∈ E / Ty = λy, |λ| > 1},
The sets X and Y provide the hypercyclicity of T , while Z provides the density of periodic points. This criterion is based on the so-called Hypercyclicity Criterion. It was first discovered by Kitai [19] in her unpublished Ph.D. thesis and rediscovered later by Gethner and Shapiro [13] . J. Bès [5] was able to weaken the conditions (see [23] for a unification of all hypercyclic criteria). Although an eigenvalue criterion for hypercyclicity was formally stated by Bernal in [4] , it should be observed that this technique of proving the hypercyclic and chaotic behavior of operators using an abundant supply of eigenvalues was first used by Godefroy and Shapiro [14] .
The study of hypercyclic operators on sequence spaces started in 1969 when Rolewicz [24] showed that the weighted backward shift λB :
He was much interested in the study of orbits of elements in order to answer several operator theory questions and problems. Since then weighted backward shift operators defined on sequence spaces have emerged as a natural and appropriate setting for testing hypercyclicity; see, for example, [14, 25, 21, 9, 16, 11] . H.N. Salas [25] characterized those weighted shifts (unilateral and bilateral) which are hypercyclic.
Rolewicz's example was not the starting point for hypercyclicity. Forty years before, G.D. Birkhoff [6] proved the existence of a 'universal' entire function such that its translates approximate any other entire function as much as desired on compact sets. In other words, he showed that the translation operator T a :
is hypercyclic on the Fréchet space H(C) of entire functions endowed with the topology of uniform convergence on compact sets. Later on, MacLane [20] proved the hypercyclicity of the differentiation operator defined on the same space.
Certain operators on function spaces may be represented as weighted backward shift operators on Köthe echelon sequence spaces. Characterizations for hypercyclicity and chaos of such shift operators can be found in [21] (see [16] for more general sequence spaces and operators). MacLane's example can be represented as a weighted backward shift on a Köthe echelon space (see Example 4.4 for the details). The differentiation operator acting on other spaces of entire functions also admits such representation, but with a different sequence space (see e.g. [10] for Hilbert spaces of entire functions and [7] for more general spaces of entire functions). Chan and Shapiro studied in [10] [11] . Operators T such that f (T ) is hypercyclic are also studied in [18, 3] . The remainder of this section is devoted to establishing some more necessary notation. In section 2 we study conditions under which power series of (non-weighted) backward shifts are chaotic. Finally we deal whith the weighted case in section 3.
Our notation for Köthe echelon spaces and Fréchet spaces is standard, and we refer to [22] . An infinite matrix A = (a i,k ) i,k∈N is called a Köthe matrix if, for each i ∈ N, there exists a k ∈ N with a i,k > 0, and 0
and for p = 0
which are the corresponding Köthe echelon spaces. The latter space is denoted by c 0 (A) in [22] . Examples of classical sequences spaces for concrete Köthe matrices are shown at the end of section 3. Given a sequence {w i } i≥2 of complex numbers (called a weight sequence in the sequel), we define the associated weighted backward shift B w as
Given a formal power series f (z) = ∞ j=0 f j z j , to define f (B w ) we will use the obvious way of substituting z by the backward shift B w . To ensure that this power series converges we need extra conditions on the weights, the Köthe matrix, and the series coefficients that will be stated in the next proposition. For the condition involved we make the convention that in case a i+j,m = 0 we have a i,n = 0 or f j = 0 and we consider 0/0 as 1. Its proof also defines the operator f (B w ).
Proposition 1.2 (Definition of f (B w )). Let A be a Köthe matrix, let {w i } i≥2 be a weight sequence and let
f (z) = ∞ j=0 f j z j be a power series. If A, {w i } i≥2 and f (z) satisfy the condition (1.1) ∀ n ∈ N, ∃ m > n : f j =0 |f j | sup i∈N | j r=1 w i+r | a i,n a i+j,m < ∞, then f (B w )
is a continuous and well-defined operator on
Proof. Fix n ∈ N. By (1.1) there exists m > n such that
where for f j = 0 we set
. For x ∈ λ p (A) and j ∈ N with f j = 0 we have
and all j ∈ N with f j = 0. This implies
and it follows that f j =0 f j B j converges pointwise on λ p (A). We denote the limit operator by f (B w ). The Banach-Steinhaus Theorem gives the conclusion. For p = 0 the proof is similar to the supremum norm.
(1) Condition (1.1) is sufficient to have f (B w ) continuous and well defined on λ p (A). If we look further and we ask for necessary and sufficient conditions, no clear answer is available. To understand that, consider first, for each k ∈ N, the weighted Banach spaces
is continuous and well defined on λ p (A) if and only if for each
n ∈ N there exists m > n such that f (B w ) : l p ((a i,m ) i ) → l p ((a i,n ) i )
is continuous and well defined. Even more, considering the natural isometry
, we find out that we need to use 'computable' conditions in terms of the entries of a matrix of the operator
m respect to the canonical basis is an upper triangular matrix with entries t ij = (a i,n /a j,m ) f j−i j r=i+1 w r if i ≤ j and 0 otherwise. The problem of characterizing bounded operators on l p in terms of the (canonical) matrix operator is studied, in the general case, in [27, Chapter 8] , and it is completely solved for p = 0 and p = 1. For p = 0 we have that an operator, with canonical matrix (t ij ), defined on c 0 is bounded if and only if sup i j |t ij | < ∞ and for each j ∈ N the sequence (t ij ) i ∈ c 0 (see [27, 8.4 .5A]). In our case, taking into account that the matrix operator is upper triangular, we have that f (B w ) : λ 0 (A) → λ 0 (A) is continuous and well defined if and only if
For p = 1 we have that an operator defined on l 1 is bounded if and only if sup j i |t ij | < ∞ (see [27, 8.4 .1D]). In our case, again observing the triangular structure of the matrix, we have that f (B w ) : λ 1 (A) → λ 1 (A) is continuous and well defined if and only if
For 1 < p < ∞ no tidy characterizations of bounded operators on l p are known in terms of (t ij ). Using Hölder's inequality it is an easy exercise to prove that if each row and each column of the matrix is absolutely summable with all the sums uniformly bounded, that is, max{sup i j |t ij |, sup j i |t ij |} < ∞, then the corresponding operator is bounded on l p (see also [27, 8.5.12] 
The (non-weighted) case f (B)
For this section we assume {w i } i≥2 = {1} i≥2 ; its associated backward shift is denoted as B. In this case condition (1.1) takes the form We have that x = (x i ) i≥1 is an eigenvector of B with eigenvalue λ ∈ C if x = (λ i ) i≥1 . Moreover, x is also an eigenvector of f (B) with eigenvalue
The eigenvectors just mentioned will play an important role when applying the Eigenvalue Criterion for Chaos. The density of these eigenvectors is also a necessary ingredient that is ensured by the following density lemma.
Lemma 2.2. Let A be a Köthe matrix and let
Proof. We set X := span (z i ) i≥1 : z ∈ C . By the Hahn-Banach Theorem it is enough to see that if y ∈ λ p (A) vanishes on X, then y = 0. We fix y ∈ λ p (A) such that
Since C has a limit point and g(z) is holomorphic on U , we obtain g = 0, which implies that y i = 0 for all i ∈ N and then y = 0.
Theorem 2.3. Let f (z) be a power series and let A be a Köthe matrix satisfying condition (2.1). If
and f (z) defines a non-constant holomorphic function on
. On the other hand, since f (z) is a non-constant holomorphic function on M −1 D (hence it is open) and intersects the unit circle, we have that
are both non-empty open sets. We take
which are dense in λ p (A) by Lemma 2.2.
contains an arc of the unit circle ∂D. Let V be the roots of unity that lie in that arc. We define the (nonempty) set
The density of the roots of unity in the unit circle and, in particular, the density of V in the above-mentioned arc implies that D contains a limit point. Hence the set Z := span (λ i ) i≥1 : λ ∈ D is dense in λ p (A) by Lemma 2.2, and the conclusion follows by Proposition 1.1.
Corollary 2.4. Let f (z) be any non-constant entire function and let A be a Köthe matrix satisfying condition (2.1). If lim
Proof. By the Little Picard Theorem the range of f (z) may omit at most one single point and then f (C) always intersects the unit circle.
Remark 2.5. Although Theorem 2.3 only requires f (B) to be continuous without requiring the continuity of B, the usual situation is to study the chaotic behavior of f (B) when we have a continuous backward shift B. When this is the case an additional condition on the Köthe matrix must be imposed to ensure that B is continuous. It is clear from (2.1) that this condition is
which turns out to characterize the continuity of B, as an easy computation shows.
At this point it is worth showing the following example. We consider the backward shift B : l p → l p . The operator B/2 is a contraction, so it cannot be hypercyclic, and hence neither can it be chaotic. On the other hand, if we take f (z) = 1 + z we obtain that f (B) = I + B/2 is chaotic on l p . The next corollary handles the restrictive case when B is chaotic. In this section we study, via commutative diagrams, conditions under which f (B w ) is chaotic. We will use results of the previous section and also the following lemma, whose proof may be found in [ 
Then T 1 is chaotic if and only if T 2 is chaotic.
Given a power series f (z), a Köthe matrix A and a weight sequence {w i } i≥2 such that condition (1.1) is satisfied and w i = 0 for all i ≥ 2 (if w i 0 = 0 for some i 0 ∈ N, then neither B w nor f (B w ) can be hypercyclic), we put (3.1)
We define
and the diagonal transform φ v :
.).
We may construct the diagram on the right and state the following easy properties (see [21] for the details). This last property allows us to study the chaotic behavior of f (B w ) on λ p (A) from the chaotic behavior of f (B) on λ p (Ā). The equivalent results for this weighted situation, each one based on the corresponding similar result for the non-weighted case studied in the previous section, are the following. 
A similar observation to Remark 2.5 applies here, that is, B w is continuous in λ p (A) if and only if A and w satisfy [10] ). Let γ(z) be an admissible comparison entire function, that is, the Taylor coefficients γ i > 0 for all i ∈ N 0 and the sequence {iγ i /γ i−1 } i≥1 is monotonically decreasing. We consider the Hilbert space E 2 (γ) of power series
Examples
Moreover, the operator of differentiation turns out to be a weighted backward shift with weights {w i } i≥1 = {i} i≥1 . Since the topology considered in this space is described by a single norm, an easy computation shows that
and this implies that f (B w ) is continuous for any entire function f (z). K. Chan and J. Shapiro showed that for a = 0 the translation operator T a is hypercyclic on E 2 (γ) (see [10, Theorem 2.1]). They proved that T a = n≥0 a n /n! D n , pointing out that what they showed was the hypercyclicity of f (D) for the particular case f (z) = e az . They also asked for the hypercyclicity of 'other' operators. Let us now consider only those spaces for which 0 < r := lim i→∞ iγ i /γ i−1 . The limit of successive roots of the sequence {i!γ i } i≥0 coincides with the limit of successive ratios
This last statement may be rephrased as: For Hilbert spaces E 2 (γ) with admissible comparison functions γ(z) satisfying 0 < r := lim i→∞ iγ i /γ i−1 , the operator f (D) is chaotic (hence hypercyclic) for non-constant entire functions f (z) such that f (rD) ∩ ∂D = ∅. It should be observed that E 2 (γ) is represented as a weighted l 2 space, and therefore this example can also be studied from [11] . 
It is easy to prove that Φ is an isomorphism, and we observe that the operator of differentiation is a backward shift with weights
It is not difficult to show that
For entire functions f (z) of exponential type, that is, entire functions for which there exist positive constants A and B such that
straightforward computations with power series, and the Cauchy inequalities show that the power series coefficients satisfy
For fixed n ∈ N, it is enough to choose m > n such that e m−1 > B to satisfy condition (2.1). For each k ∈ N we have
Hence by Corollary 2.4 we obtain that f (B) is chaotic on λ p (A) for any non-constant entire function f (z) of exponential type. Equivalently, f (D) is chaotic on H(C) for any non-constant entire function f (z) of exponential type (see also [26] where much more is said about the hypercyclicity and chaos of f (D) on the space of holomorphic functions on domains of the complex plane).
Example 4.5. The Hankel translation operator and the Bessel operator [2] . These two operators appear in the theory of the distributional Hankel transform which was used by Zemanian [28] 
