ABSTRACT Community detection is a classic and essential task in complex network analysis which aims at understanding their structural properties and functional organization. Community detection based on overlapping nodes has become one of the most popular methods in recent years. But, how to define the overlapping nodes in the real network is an important job. In this paper, we use the speaker-listener label propagation algorithm to find overlapping nodes. Second, we proposed a new metric which is based on local and global attributes to measure the node influence so as to evaluate the overlapping nodes' importance. Community detection is realized with the k-lowest-influence overlapping nodes deleting. Then, we assign the removed nodes into specific communities by voting to find the final community structure. The voting strategy is based on choosing the specific communities containing most of their neighbors. Finally, the extensive experiments on real-world networks demonstrate that our proposed method improves the quality of community detection methods and show both the effectiveness and efficiency of the method.
I. INTRODUCTION
With the increase of interactions between nodes, the relationship between nodes are becoming more complicated, resulting in more intensive networks. In order to simplify and analyze structure of networks, community detection has become an important research area in recent decades, of which community detection based on overlapping nodes is a popular method in complex network analysis (e.g., citation networks, computer networks and social network). In a complex network, users with the same interests, similar preferences, and frequent interactions form a special group to form a community structure. Depending on the community structure, we can perform purposeful operations on the divided communities. At present, community detection technology has been widely used in various fields, such as bio-medicine, machine learning, sociology, and social transportation.
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For example, in the e-commerce network service platform, merchants can build merchandise sales maps, use community detection algorithms to obtain specific community structures, purposefully promote their own products, and even predict the future purchases of users based on time series.
A complex network consists of nodes (or vertices) and edges (or links) which respectively represent the individual members and their relationships. It has been well understood that members in the network are characterized by various community memberships. That is to say, members can be aggregated into groups by properties [22] such as interests, habits, location and so on. The more complex the network is, the more roles users play. The network members belonging to different communities are called overlapping nodes and are usually located on the boundary of communities, representing the intersection of various communities, and bluring the boundary of communities. Figure 1 , illustrates an example of a simple network with two communities and four overlapping nodes. The blue clique and the pink clique respectively represent a community. Overlapping nodes have two colors to depict their membership in two different communities. A node who plays a bridge role between different communities can acquire more potential resources from these communities and has more control over the information that is being transmitted. Swedberg [35] studied social structures of many organizations and introduced the notion of structural holes as positions that can bridge diverse groups and bring benefits to the beholder. Figure 2 illustrates an example of a network with three communities and six SH (structural hole) spanners, where the communities are enclosed by the dashed circles. SH spanners are represented as the red nodes, and the cross edges that connect different communities are marked in blue color. We notice that structural hole spanners are the only nodes that can spread information from one community to the other community instead of having the highest degree centrality or betweenness centrality. It is hard to inspect the information flows between communities without the community labels (e.g. C 1 , C 2 , and C 3 ). Therefore, after removing these structural hole spanners, the structure of network is simplified.
To some degree, overlapping nodes are similar with structural hole spanners because they do affect two or more communities. From another point of view, structural hole spanners are more like overlapping nodes in non-overlapping communities. So, we may view overlapping nodes as structural hole spanners in overlapping communities. We think communities that are detected with non-overlapping and overlapping community detection methods have generally consistent community structure. Thus, overlapping methods based detected overlapping nodes are more likely to be located in the boundary of communities which are detected with nonoverlapping methods. Therefore, we consider whether it is meaningful to use detected overlapping nodes instead of structural hole spanner to detect communities in both nonoverlapping and overlapping scenarios. In the real network, overlapping nodes is inevitable, which connects multiple communities and have more characteristics. It's not surprising that well defined communities in real world networks are not realistic without considering the overlapping nodes. Assuming that the communities are known in advance and after removing these overlapping nodes, the modularity and NMI of network can be maximized. However, for most social networks, it is often difficult to determine the boundaries of communities. Furthermore, the quality of the identified overlapping nodes are determined by the communities. However, at present, many methods are based on structure hole spanner [31] , [45] , fail to consider one of the most important properties of overlapping nodes: the information flows between communities are dominated by overlapping nodes.
For the sake of generality, we solely consider the topological structural of the network. We view overlapping nodes as structural hole spanners in non-overlapping communities detection. So, we only need to find the overlapping nodes for non-overlapping and overlapping communities detection. In this paper, we adopt speaker-listener label propagation algorithm (SLPA) [44] to find applicably strong overlapping nodes. Then, we design a metric to calculate node influence based on local and global attributes. Based on this, we remove k-lowest-influence overlapping nodes selected from the original network to detect community. Then, we add these removing nodes into specific communities of the current network by voting to get complete communities of the original network. If the node can be assigned to multiple communities which means that it has more than one neighborhood, it will be assigned to the community where its neighborhood with the highest influence belongs to. In our work, the following contributions are provided.
• proposed a metric to calculate node influence based on local and global attributes.
• proposed a community detection algorithm based on k-lowest-influence overlapping nodes removing.
• proposed a method to add deleted overlapping nodes to keep the network integrity. The reminder of this paper is organized as follows: Section 2 introduces our related work. In section 3, we elaborate fundamental of speaker-listener label propagation algorithm and find overlapping nodes. In section 4, we discuss details on community detection based on k-lowest-influence overlapping nodes. Experimental results will be given in section 5. Section 6 concludes the paper.
II. RELATED WORK
Social network structure analysis is an effort to find communities. We believe that such method includes reasoning from structure, property, and network dynamic change. Many studies have been done on community detection in the last decades. Generally speaking, with the complexity of relationships in networks, methods of community detection are divided into two categories, i.e., non-overlapping algorithms and overlapping algorithms. One type argues that a node can be only affiliated with one community. The typical algorithms of this type adopts aggregation including GN [11] , CNM [6] and MSG-MV [32] . GN algorithm adopts the idea of split and only process small networks. CNM algorithm is a measure of local community structure and infers the hierarchy of communities that enclose a given vertex by exploring the graph one vertex at a time. The extension of MSG-MV is based on the idea that merging one pairs of communities at each iteration prevents premature condensation into few large communities. Its multistep extension of the greedy algorithm reduces the danger of getting trapped in local optima of modularity and generates more reasonable partitions. WalkTrap [28] tries to find densely connected subgraphs (communities) in a graph via random walks. Short random walks tend to stay in the same community. Leading eigenvector method (LEM) [27] is based on Laplacian matrix and utilizes the decomposition of the adjacency matrix to achieve corresponding eigenvectors.
It detects community structure on the basis of heuristic algorithm. FN [26] proposed by Newman in 2004 is the first method to detect communities which is in view of optimizing modularity. Blondel improved FN to propose Louvain (BGLL) algorithm [2] , which avoids trapping in local optimum. The algorithm is a two-layer approach. The iteration of outer layer is a bottom-up cohesion method and the iteration of inner layer is a combination of cohesion method and exchange strategy, which avoid a great shortcoming that once two nodes merge, they no longer separate.
However, the modularity optimization methods [9] cannot deal with fine-grained networks. To avoid fine-grained problems, many methods were also proposed such as External Optimization (EO) [8] , spectral analysis and community detection based on information theoretic that are more accurate among non-overlapping community detection methods [17] . Label propagation algorithm (LPA) [30] is based on information theoretic which utilizes the principle of edges representing information spreading.
Another type is based on the fact that a node can belong to multiple communities, which is overlapping community detection. Overlapping community detection algorithms are widely used to classify nodes as overlapping nodes by division, clustering, optimization techniques and so on. Clique percolation method (CPM) [10] , which is proposed by Palla, focuses on nodes in the network and assumes that a community consists of fully connected subgraphs. Overlapping communities are detected by searching such subgraph for adjacent cliques, which share with a certain number of nodes.
Kumpula et al. used CPM algorithm to propose a new method called sequential clique percolation (SCP) [16] , which is based on sequentially inserting the constituent links to the network and simultaneously keeping track of the emerging community structure and boosts the speed of clique percolation algorithm.
To deal with problems of resolution limitation and poor practicality of existing algorithms, Shen proposed EAGLE [33] , which deals with the set of maximal cliques and adopts an agglomerative framework to produce a dendrogram. All maximal cliques that serves as initial communities are first computed. Then, the pair of communities with maximum similarity is merged iteratively. Subsequently, Copra [12] was proposed, which is an extension of the label propagation algorithm. Each node updates its belonging coefficients by averaging the coefficients over all neighbors. In the following work, Xie et al. proposed the speaker-listener label propagation algorithm (SLPA) [44] , which reduces the complexity. This algorithm also shares the same principle of label propagation algorithm and introduce the concept of nodes interaction as human communication.
According to the literature reviewed above, label propagation algorithm is more scalable. So far, many community detection algorithms based on label propagation have been proposed in order to solve the problems of randomness of node processing sequence and label selection of the original label propagation algorithm. Apart from LPA, Copra and SLPA described above, there are still too many relevant methods. GANXiSw [42] uses the SLPA technique to perform static network community detection and still continues updating. LabelRank [43] is based on the idea of simulating the propagation of labels in the network and solves the randomness issue of LPA. Each node keeps multiple labels received from its neighbors and eliminates the need of multiple labels with the same maximum size of labels with the same probability. Nodes with the same highest probability label form a community. Subsequently, Xie et al. proposed LabelRankT [41] which is an extension of LabelRank for evolving networks community detection. LabelRankT only deals with label changed nodes. LabelRankT generalizes the propagation operation over edges in order to take both edge direction and influence account. Community detection based on label propagation is continually improved to make it more adaptable to complex and changeable networks. MCLC [7] utilizes random walk which starts from a link rather than starting from a node in traditional methods. MCLC is used in a weighted line graph which calculates the transition probability of the Markov chain to obtain the similarity between link pairs. A new attraction intensity is defined to control overlapping size. OCDID [49] considers the network as a dynamical system where each node can communicate and spread information with its neighbors. It mainly relies on information dynamic. The interaction between community structure and information flow makes achieving community detection possible. Li et al. [18] propose an overlapping algorithm which considers both attribute and structure convergence degree. It combines both global information with local information of a node in the whole network. Global information is represented by an improved pagerank to show attribute convergence degree. The structure convergence degree is measured by local information.
In complex networks, researchers proposed many methods to simplify the network instead of dealing with the whole network. For example, researchers process the original network on basis of GN algorithm for finding communities that removes edges iteratively according to the edge centrality values in a certain order [34] . The method is based on edge centrality to remove edges, apart from this, some methods remove nodes to achieve the goal. In a network, some nodes can be identified as noisy nodes or regarded as important nodes. Wen et al. investigate strategies to identify and remove noisy vertices (''violators'') and develop a quantitative approach using statistical breakpoints to identify when the largest enhancement to a modularity measure is achieved [38] . Nodes with high centrality are also used to detect the local community. The local community is not discovered from the given starting node, but from the local degree central node which is associated with the given starting node [5] . However, it may trap in local optimum. Later, He et al. proposed a novel method by combining structural hole spanners detection with community detection [13] , which brings us some enlightenment. It not only increases the accuracy of community detection, but also improves the efficiency.
III. OVERLAPPING NODES DETECTION
In this paper, our first aim is to detect overlapping nodes. We can utilize label-list to store multiple labels or use multiple label propagation. Considering multiple algorithms comprehensively and in order to find potentially overlapping nodes in small networks, we adopt speaker-listener label propagation algorithm (SLPA) to detect overlapping nodes.
As an extension of LPA, SLPA is used in this paper for finding overlapping nodes. In LPA, each node holds only a single label that is iteratively updated by adopting the majority label in the neighborhood. In other words, the most popular label, which appears frequently in its neighborhoods, is selected to propagate. When the algorithm converges, different nonoverlapping communities will be detected with classifying labels. The stop criterion is the convergence of all labels or the reach of the iteration times. Speaker-Listener Label Propagation Algorithm (SLPA) method mimics people's preference of spreading most frequently discussed opinions. In SLPA, features of network structure are considered more comprehensive and the information dissemination between nodes is considered as human communication behavior. When the node serves as an information provider it is treated as speaker and when consuming information, it acts as a listener [44] . The biggest difference between SLPA and LPA is that a node can hold as multiple labels as it likes depending on what it has learned from the underlying network structure in SLPA, therefore, we need to store the label in each iteration into node's label-list. SLPA can deal with the following problems which are critical: 1) how to spread nodes' information to others; 2) how to receive information from others; 3) how to maintain information.
A. SPEAKER-LISTENER LABEL PROPAGATION ALGORITHM
Each node can store labels and accumulates information of received labels in SLPA. The more frequent a label is observed by a node, the more likely it is spread to other nodes. SLPA collects only label information, which reflects the underlying network structure during the evolution.
At first, each node is assigned a unique label. Then it repeatedly updates the label-list of in the evaluation process and eventually stops until iterations are accomplished. The algorithm identifies overlapping nodes with multiple labels after removing some labels whose probability in label-list is smaller than the threshold r (Algorithm1).
Algorithm 1 Pseudocode of the Speaker-Listener Label Propagation Algorithm
Require: n (the number of nodes in the network), T (iteration times), r (threshold) (n, nodes) = loadnetwork(); 
represents the proportion of the recorded label at t − th iteration in the label-list of node j) in its memory for propagation. If there is more than one highest label, the neighbor randomly selects highest one to send out. Then, the selected node i (listener) will receive many labels
represents the propagated label of j − th neighbor of node i ) from its neighbors (speakers) at each iteration. Due to the fact that it can only accept one label at each iteration, the node (listener) selects the most p ) ) from the collection labels which appears most of the times in the current step and add the label into the node's label-list. Finally, for each node, a label-list of length T (iteration times) is stored in the node's memory after iterations. The result shows in the following Figure 3(b) .
After the label-lists of all nodes are formed, searching for overlapping nodes is performed in the following step. We set a parameter of threshold r to remove some unsatisfied labels from label-list of nodes, i.e., if the probability of any label in the node's label-list is less than threshold r, remove it from the label-list. After all labels in the label-lists of all nodes are judged and dealt with, these nodes with multiple labels in its label-list are considered as overlapping nodes.
As shown in Algorithm 1, finding overlapping nodes with multiple labels is performed in four stages. Firstly, the original network is initialized and each node is assigned. Then, the order of nodes is shuffled and a node is randomly selected as a listener, so its neighbors are viewed as speakers. The label of the node (listener) is updated according to its neighbors (speakers) and stored in its own label-list in each iteration.
0 Algorithm 1 Note: The stop criterion of SLPA is different from the original LPA. SLPA is only affected by the predefined number of iteration. In general, the number of iteration is greater than 20 [44] , only in this situation, the output is relatively stable regardless of network size and structure.
Once an iteration is completed, it goes to the next iteration, i.e., the same process of Stage 2 repeats for all nodes. After stage 2, a label-list with T-length is formed for each node. Later, the labels are removed from the label-list if their probability of occurrence in the node's label-list is smaller than threshold r. Finally, these nodes with two or more labels in the label-list are viewed as overlapping nodes.
As we know, SLPA algorithm is unstable. In order to achieve more accurate overlapping nodes, SLPA uses multiple iterations. We assume that if a node is extracted as overlapping nodes in each iteration, it can be determined as real overlapping nodes in the real network.
In summary, SLPA adopts an asynchronous update scheme, i.e., when updating a listener's memory at iteration time t, some of its neighbors have updated with t-length label-list and some other neighbors still have (t − 1)-length label-list. SLPA reduces to LPA when the size of memory is limited to one. It is worth noticing that each node has a memory and takes into account information that has been observed in the past to make current decision. This character is typically absent in other label propagation algorithms such as [12] , [29] , where nodes don't store the information of the previous iterations and a node updates its label completely not considering these information. This feature allows us to combine the accuracy of the asynchronous update with the stability of the synchronous update [30] . As a result, the fragmentation issue is avoided which produces a number of small size communities so that the final overlapping nodes are more reasonable.
IV. OVERLAPPING NODES DETECTION
Considering that SLPA is unstable, we get overlapping nodes as complete as possible with multiple iterations. Although we need to find overlapping nodes to detect community, the node number achieved by SLPA is too large because of the complexity of networks. If we remove all of them, we may not only destroy the network structure, but also can't achieve good result of community detection. Taking above into account, we should keep the network structure as complete as possible. Therefore, we design a criterion to select k-lowest-influence overlapping nodes which have lower influence in the network.
A. INFLUENCE OF NODES
The higher the influence of a node is, the bigger effect it has on the neighbor nodes. That is to say, if a node influence is small, it is more likely to be affected by its neighbors [23] , [48] . So, removing these nodes with lower influence may cause less effect and don't destroy the general structure of the network. Many methods have been proposed to measure influence of nodes in the network, such as degree, betweenness, closeness and so on. As we know, degree [20] , closeness [1] , betweenness [24] and pagerank [14] are proposed to represent node influence in the network. However, many methods only consider node local attributes and ignores that nodes are also related to global properties of the network.
Later, Li et al. [18] proposed a new algorithm based on node convergence degree. It considers both local and global information of a node to measure node influence in the network. The global information is calculated by an improved pagerank algorithm and the structure convergence degree is measured by local information. In this paper, we proposed a new criterion to measure the node influence based on local and global attributes in the undirected networks.
In this paper, we first analyze nodes' global information with kshell and calculate node's diversity in the network. Then, degree is utilized to measure nodes' local attribute. Finally, global and local information are merged to evaluate node influence in the network to find several lowest-influence nodes.
For an undirected network, the metric function of influence of nodes is defined by:
• global information(kshell) [25] :
where X i = (1, 2, 3 , . . . , ks max ) represents the kshell of neighbors of node i; p i (x j ) represents the probability that the neighbor of node i is in the j-shell layer; |x j | represents the number of nodes in the j-shell layer.
• local information(degree) [40] :
A ij (4) where A ij represents the adjacency matrix of the network. In the process, the global and local information are normalized and represented byẼ i (x i ),(W i ) respectively. The normalized formula is defined by:
Finally, the influence of node are also normalized by the formula (5).
In a nutshell, calculating influence of nodes consists of three stages (Algorithm 2). Firstly, nodes are assigned with a ks, which are used to calculate entropy. Then, degree of nodes are calculated, which is the sum of the number of edges it has. Finally, according to the formula (1), the influence of overlapping nodes is achieved.
B. COMMUNITY DETECTION
In this section, we present the special case of our proposed method and integrate it with the existing works (Algorithm 3). The key steps of the algorithm are to calculate the influence of nodes which is described in detail in above subsection. 0 Algorithm 3 Note: We do not choose all selected nodes because it will destroy the structure of network if the network is complex and the number of overlapping nodes is too many. 4 .Each removed overlapping nodes we determine its community label via voting using its connected nodes' community labels and add them into specific communities of the current network. 5.Compare the results before and after removing k-lowestinfluence overlapping nodes with community detection methods.
Algorithm 2
Firstly, the algorithm uses SLPA to find overlapping nodes which is described in the section III. Secondly, influence of all overlapping nodes in the original network are calculated respectively and these nodes are sorted in ascending order of influence. Then, k-lowest-influence overlapping nodes are selected and removed from the original network. Overlapping nodes with less influence in the network are removed. Overlapping nodes, as the name suggests, are nodes that belong to multiple communities at the same time. The probability of overlapping nodes being in the one area is too small, so we think the probability that deleted overlapping nodes are in the same community is too small. Therefore, the problem of the removed nodes being in one area is ignored in this paper. Communities are re-detected in the updated network.
Finally, for each removed overlapping node, we determine its community label via voting using its connected nodes' community labels and add them into specific communities of the current network. In addition, if the node can be assigned to multiple communities which means that it has more than one neighborhood, it will be assigned to the community where its neighborhood with the highest influence is in. Therefore, the results are compared before and after removing k-lowestinfluence overlapping nodes with community detection methods.
Algorithm 3 illustrates the main parts of algorithm 3 are step1 and step2, which respectively find overlapping nodes and calculate influences of overlapping nodes in order to select k-lowest-influence overlapping nodes. Comparing the results with community detection methods and community detection methods based on k-lowest-influence overlapping nodes, it will illustrate the superiority of the proposed method in this paper.
C. TIME COMPLEXITY
In the following we will analyze each of them on a network G with n nodes and m edges sequentially. The overall complexity of our method depends on the complexity from four parts.
The first process is to find overlapping nodes with SLPA algorithm in the complex network. It will take O(cn), c is the iteration times. The second process is calculating overlapping node influence. Its complexity is divided into two points. One is calculating nodes' local attributes will take O(n 2 ), where the weight of each node should be calculated and the s(i, j) of node i should be summed up for j. The other is computing global attributes (kshell), O(m). So the second process will take O(n 2 + m) in the worst case. The third process is to re-detect community with existing community detection methods. So the complexity of this process is different. The last process is to assign the removed overlapping nodes, it will take O(kd), k is the number of removed overlapping nodes and d is the average degree of the network. Therefore, the time complexity of our method is the sum of the time complexity of the four process.
V. EXPERIMENT
To evaluate the effectiveness of the proposed method, we conduct extensive experiments on seven real-world social network, and compare them with various community detection methods. In the experiments, we calculate the values of modularity [40] , normalized mutual information (NMI) [19] and the number of communities to indicate the quality of community detection. Due to the fact that the quality of community can be affected by the selected k-lowest-influence overlapping nodes, we first improve the efficiency of the method on k-lowest-influence overlapping nodes selection by parameter analysis. Then, we study the performance of community detection methods based on k-lowest-influence overlapping nodes.
A. DATASET DESCRIPTION
In this subsection, we adopt seven social network datasets with ground-truth communities on which we conduct experiments from different contexts.
• Karate Club [47] is the network of friendship between members of a Karate Club that splits into two clubs due to a dispute between the coach and administrator.
• Dolphin [21] is a network which was constructed from observations of a community of 62 bottlenose dolphins over a period of 7 years from 1994 to 2001. Nodes in the network represent the dolphins, and ties between nodes represent associations between dolphin pairs occurring more often than expected by chance.
• Books about US politics(Polbook) [37] is a network of books about US politics published around the time of the 2004 presidential election and sold by the online bookseller Amazon.com. Edges between books represent frequent copurchasing of books by the same buyers.
• Football [36] is an American College football network of American football games between Division IA colleges during regular season Fall 2000. Each node represents a varsity team. The edge between two nodes represents at least one game between the two teams.
• Amazon [42] is a co-purchased network where two products are connected if consumers purchase the two products at the same time. Each product category provided by Amazon defines each ground-truth community.
• DBLP [42] is a co-authorship network where two authors are connected if they publish at least one paper together. Publication venue defines an individual ground-truth community; authors who published to the same journal or conference form a community.
• YouTube [42] is a video-based social network, where users form friendship with each other based on their interactions over videos and users can create groups which other users can join. Such user-defined groups are considered as ground-truth communities. Table 1 records relative information of each dataset, especially the number of overlapping nodes which is the basis of further operation(detected by SLPA). 
B. PARAMETERS ANALYSIS 1) THRESHOLD R
The speaker-listener label propagation algorithm is used to detect overlapping nodes. It mainly involves the set of parameter threshold r. In order to detect overlapping nodes optimally, we make parameter analysis and determine appropriate threshold r and iteration times. In this subsection, we use three datasets to do experiments.
As shown in Figure 4 (a)-6(a), when the r = 0.01, the number of communities is equal to the number of nodes in the three datasets which means almost one node represents a community so that it does not achieve the goal of overlapping nodes detection. Therefore, the value of r, is not as small as possible. SLPA converges quickly as the parameter r varies. When r is greater than or equals to more than 0.05, the number of communities varies slightly. So, the threshold r is set to 0.05 in the following experiments. The effective range is typically narrow. The threshold r is used in the Stage 3 of SLPA which means that the dynamics of SLPA is completely determined by the network structure and the iteration rules. Figure 4 (a) (b)-6(a) (b) shows that with the increase of iteration times, it only increases the execution time rather than change the number of communities. So, the number of iteration is set to 100 in the following experiments. From the Figure 4 (b)-6(b) above, we can see clearly that when the threshold r changes, execution times are almost not affected.
2) VALUE OF K
k-lowest-influence overlapping nodes selection involves the set of k. If we choose higher k, the network structure will be destroyed after removing k-lowest-influence overlapping nodes. If k is too small, the superiority of our method is not highlighted. Thus, we make parameter analysis and determine appropriate k. In this paper, average modularity and NMI are used to measure the performance of network community. We consider the overlapping nodes problem as a set of lowest-influence overlapping nodes whose removal will result in the maximum increase on modularity and NMI. And we term the k-lowest-influence overlapping nodes problem as the problem of finding a set of k overlapping nodes whose removal will make the increase on average modularity and NMI. In this subsection, we use the three datasets (Karate club, Polbook, Football) to do experiments. The modularity changes as the value of k changes. Selecting the optimal top-k set is an NP-HARD problem like selecting the optimal seed set [15] . The main objective of selecting top-k is to maximize the modularity and NMI to divide the community better. Our approach relies only on the community structure obtained in the previous step.
C. COMMUNITY DETECTION
We apply the result of identified k-lowest-influence overlapping nodes by the method above to help predict community structure. Furthermore, in order to highlight the excellence of these selected overlapping nodes, we evaluate the community detection performance before and after removing the k-lowest-influence overlapping nodes for each comparative method. While considering all the nodes in the network as the prediction object, in our method, for each overlapping node we determine its community label via voting using its neighborhood nodes' community labels. Therefore, we keep the network structure complete by adding these removed nodes into specific communities of the current network.
1) METHODS
As we all known, there are many algorithms for community detection. In this paper, we use six community detection methods based on k-lowest-influence overlapping nodes to detect community. We first detect overlapping nodes in the complex networks. Then, the influence of these nodes are calculated and k-lowest-influence overlapping nodes are removed from the original network. Finally, these community detection methods are used to detect communities of the updated network and add the removed nodes into communities by voting to find the final communities. Since the essential idea of this work is removing of overlapping nodes for detecting adequate communities, this work has strongly relationship with existing method, Deep community Detection, which also removes noisy nodes based on Local Fiedler Vector centrality and detects communities. Finally, we compare our improved methods with deep community detection [3] , [4] .
• Fast Newman [26] : the method is actually a cohesive algorithm based on the idea of greedy algorithm and can be used to analyze the complex number of nodes up to 1 million nodes network.
• Label propagation algorithm (LPA) [30] : the basic idea is to use information of the marked node's label to predict the label information of the unlabeled node.
• Leading eigenvector method [27] : the method is to detect community on the basis of the eigenvector of the matrix.
• Louvain method (BGLL) [2] : the method is based on the modularity of community discovery algorithm, the algorithm can discover hierarchical community structure, and its optimization goal is to maximize the modularity of the whole community network.
• Walktrap [28] : the method is based on random walk. If we perform random walks on the graph, then the walks are more likely to stay within the same community because there are only a few edges that lead outside a given community. Walktrap runs short random walks depending on one of its parameters and uses the results of these random walks to merge separate communities in a bottom-up manner.
• Speaker-Listener label propagation algorithm (SLPA) [44] : the method uses the same propagation method as LPA, but allows for nodes to hold more than one label, unlike LPA's one label allowance. This gives nodes the opportunity to be part of more than one community, thus allowing for the detection of overlap.
• SECD [46] : the method detects communities using seed set. A rule is formulated to pick seed nodes. Community structure can be achieved by expanding seeds. However, the time complexity is rather large.
• Deep community detection (DCD ) [3] : the method is based on a greedy node/edge removal strategy, based on successive maximization of LFVC. A deep community in a graph is a connected component that can only be seen after removal of nodes or edges from the rest of the graph.
• LPA-CC [39] : the method improves LPA with Burt Constraint in structural holes. It overcomes the drawback of LPA algorithm which is poor stability and even gets unreasonable community structures.
2) EVALUATION CRITERIA
In this paper, modularity (Q), Normalized Mutual Information (NMI) and the number of communities are used to measure the quality of community detection.
1) The modularity criterion is widely used to measure the quality of communities, the definition is written as follows in Eq. (6):
where m is the number of edges in the whole graph, k v , k w are respectively the degree of node v and w, A vw is the adjacency matrix of the graph. δ(c v , c w ) is equal to 1 if nodes v and w belong to the same cluster and 0 otherwise. The higher of the value Q is, the more accurate the result of community detection is.
2) Normalized mutual information (NMI) is used to characterize the similarity between the true community partitions and the partitions obtained by the algorithm to measure the community detection accuracy. The value of NMI is formulated as:
where C A is the real number of community, C B denotes the number of found community. The matrix N represents the confusion matrix, where N ij is simply the number of nodes in the real community i that appear in the detected community j, N i and N j are the sum over row i and column j of the confusion matrix respectively. N is the number of nodes. If the obtained partition perfectly matches the ground-truth, its NMI-value takes the maximum of 1. While, if the found partition is entirely independent of the real partition, NMI = 0 corresponds to the situation that the entire network is found to be one community.
3) The number of communities is used to measure the change of communities with our method. In fact, if the number of communities does not change or decrease, it means the result is better.
3) EXPERIMENT RESULTS
In this paper, we do not prove that overlapping nodes are essential, as we wonder if removing the k-lowest influence nodes, irrespective of overlapping or non-overlapping, could also lead to same performance. Therefore, we take four datasets to compare the results of removing k-lowestinfluence overlapping nodes and k-lowest-influence nodes. We find that the results of the former are greater or equal to the right. In the three datasets of Karate Club, Dolphin and Football, detected communities are equal. Moreover, the results of the former is better in Poolbook. The results are shown in Figure 7 . In Figure 7 , it is clearly shown that the results of removing k-lowest-influence overlapping nodes are better than removing k-lowest-influence nodes which prove that detecting overlapping nodes is necessary. Table 3 shows the performance of different methods over seven datasets. In Table 3 , LEM represents leading eigenvector method, ''/'' represents having no sense because SLPA and SECD are overlapping community detection algorithms which cannot use the formula to calculate modularity.
We utilize six typical algorithms to detect communities, which are shown in the left column. The right column represents the performance of these six algorithms based on k-lowest-influence overlapping nodes. From Table 3 , we can see that the performance of different methods varies widely. The values of modularity, NMI are increased after using our method. Because of the reduction of links after removing k-lowest-influence, the number of communities increases. From the aspect of resolution limits, the increase of the number of communities means that a large community splits into several small communities, which reduce the problem of resolution limits. In the Karate Club, our method doesn't bring improvement and that is mainly because the dataset is too small. In addition, when the dataset increases, the performance is better. Therefore, comparing the left and right columns, our proposed method can improve accuracy of community detection and make the community structure more apparent, thus facilitating better community detection.
From the right column, The pros and cons of these algorithms(improved methods and compared methods) cannot be judged. There are different advantages and disadvantages in different data sets. We cannot simply judge which algorithm is good. In addition, the aim of our method is to optimize existing methods and increase accuracy of community detection. From this aspect, we achieve the goal.
In order to highlight the effectiveness of our method, we compare our results with the deep community detection. The comparison of results show in figures.
In Figures 8-9 , it is clearly shown that the modularity is smaller than our method, but NMI is better than our method(right column of Table 3 ). Moreover, NMI of DCD is much small mainly because Karate Club is small and the method is more suitable for large networks. NMI of LPA-CC is much larger which means the result of LPA-CC is similar with the real network structure. On the Karate Club, the advantage of LPA-CC is more prominent, but on other datasets, DCD algorithm works better. In conclusion, DCD is better than these methods based on removing k-lowest-influence overlapping nodes in large networks from the aspect of NMI, but the effect of the latter performs better from the aspect of modularity, especially in small networks. In addition, compared with the unmodified algorithms, the advantages of DCD cannot be highlighted. Therefore, our improved methods perform better than the unmodified methods, which is better than DCD. For LPA-CC, it performs better according to NMI. In general, LPA-CC is better than our improved methods in this paper.
However, it only prove that LPA-CC has advantages, the practicality and effectiveness of our improved method is still necessarily.
After the original network is dealt with by our method, communities are changed. In order to show the change of results clearly, we use a small dataset (karate club) to show the communities' distribution with five community detection methods and our proposed method. The figures are shown in below. Figure 10 and Figure 11 shows the results of each community detection method on Karate Club and the results of our proposed method. As shown in the figures above, nodes with the same color belong to the same community. In Figure 11 , the removed nodes are assigned to specific communities by voting. If the node can be assigned to multiple communities which means that it has more than one neighborhood, it will be assigned to the community where its neighborhood with the highest influence is in. From Figure 11(d) , the node 12 can be assigned to the community which are colored with red by voting. According to the influence of its neighbors (i.e., node 1), the node 12 is assigned to the same community with node 1. Therefore, in Figure 11 , the bold line represents that the neighbor has the highest influence on the node among all neighbors. The performance of community detection is well changed and the distribution of communities is more clear and distinct such as Figure 10 (a) and Figure 11(a) . In order to highlight the advantages of our proposed method, we describes the whole process briefly as follows.
We achieve an initial division of the Karate Club with the method of LPA in Figure 12 (a). In Figure 12 (b), the division is based on k-lowest-influence overlapping nodes, which the selected overlapping nodes (node 12) are removed from the original network. Later, in order to detect communities of the original network, we add the removing nodes into the network and assign them into specific communities by voting. In Figure 12 (c), node 12 is assigned to the same community with node 1.
VI. CONCLUSION
In this paper, we propose a method to detect community of complex network, which means that we utilize the selection and removal of k-lowest-influence overlapping nodes to simplify the original network to re-detect community. Then, we assign these removing nodes into communities of the network by voting to facilitate better community detection performance. Finding overlapping nodes, determining the number of overlapping nodes selection and selecting rule are the difficult and non-ignorable parts of this paper. The final result of community detection is more accurate. The method is suitable for small and large networks. Even so, it causes more execution time and increases time and space complexity.
In this paper, we just improved those typical algorithms and we will apply our method into other new community detection methods to improve its effectiveness in the next stage. In the future, we should concentrate on the selecting rule and the determination of overlapping nodes selection's number to seek a more convenient way to simplify the entire process. In addition, we should consider to validate the algorithm in dynamic network to check whether it is applicable and parallelize the algorithm in order to reduce execution time and space and time complexity. Specifically, he is focused on graph-based ranking, extracting keyphrases, statistical topic models, and text summarization. He has supervised the M.S. students and taught several courses in both undergraduate and graduate levels. He has also been participating as a PC member in many conferences and has reviewed several research articles in the past years.
