ABSTRACT. In this paper we establish maximal inequalities for p-mixing sequences and, as a consequence, we obtain the convergence of the expected value of functions of partial sums to the corresponding ones of the normal distribution.
Introduction and notations.
Let {Xk}k^z be a strictly stationary sequence of random variables on a probability space (Q,K,P).
Denote by F™ the e-algebra generated by the variables (Xn,..., Xm), \\ ■ H2 the norm in L2, Sq = 0, Sn := 2~2™=iXi, a2 = var¿>n, N(0,1) the standard normal random variable, and \x] the greatest integer < x. Define p(n) = sup\EXY-EXEY\/\\X\\2\\Y\\2, XeL2(F0_oo), YeL2(F™), and X(n) = sup \P(AB) -P(A)P(B)\/(P(A)P(B))1/2, AeF^, BeF™, P(A)P(B)¿0.
It is easy to see that p(n) is a nondecreasing sequence and (1.0) X(n)<p(n).
On the other hand by Theorem 1.1 of Bradley-Bryc [4] , p(n) < 3000A(n)(l -logA(n)).
The sequence is said to be p-mixing (Kolmogorov, Rozanov (I960)) if p(n) -+ 0 (equivalently X(n) -► 0) as n -► 00. The following theorem is well known (Ibragimov [9] ). THEOREM 1.0. Suppose that the strictly stationary p-mixing sequence {Xk} satisfies E\Xo\2+6 < 00 for some 6 > 0 and, in addition, (1.1) EXq = 0 and o~n -► 00 as n -* 00.
Then {Sn/cn} converges in distribution as n -> 00 to N(0,1 The convergence of moments in tiie central limit theorem was established for independent sequences by Bernstein [2] and extended to martingales by Hall [7] and to strong and uniform mixing sequences by Yokoyoma [16] . In Peligrad [15, Corollary 2.2] the convergence of the absolute moments of order 2+6 with 0 < 6 < 1, for p-mixing sequences of random variables was established. The proofs of all these results are based on a very tedious computation of bounds for F|5n|p, where p> 2, in terms of o~n ■ The same kind of technique might be generalized in order to extend Peligrad's result for ¡5 > 1. But this kind of technique is not helpful if we are interested in the convergence of more general quantities such as Eq(\Sn\/an) or Eq(\ maxi<j<n Si\/an) with q a function belonging to a certain class of functions. In order to approach such a problem we shall first establish maximal inequalities for p-mixing sequences. Basing our proof on these inequalities we shall obtain the following result.
Denote by Q the class of functions q: [0, oo) -► [0, oo) satisfying the conditions: (Ai) q is continuous and ¡7(0) = 0. (A2) q(x)/x2+s is nondecreasing for some 6 > 0 (for all x sufficiently large). (A3) 9(22:) < cq(x) with some constant c > 0 (for all x sufficiently large).
Suppose {Xk} is a strictly stationary sequence satisfying (1.1) and Eq(\Xo\) < 00 for some q eQ. Then 
In the context of this theorem the conditions imposed to q are not particularly restrictive. Condition Ai is imposed only in order to simplify some computations, in general only the behavior of q at infinity is important for Theorem (1.1).
Condition A2 is "natural" in our context. Bradley [3, Corollary 3] proved that the existence of moments of order 2 + 6, with some 6 > 0, is a "minimal" moment condition that implies Theorem 1.0 without any other additional assumptions on the "mixing rate" (i.e., the speed at which {p(n)} approaches 0). Condition A3, which is known as the A2 condition, states that q(x) is of finite upper type. If, for instance, q(x)/xl is decreasing for some / > 2, condition A3 is satisfied with c = 2l. (For more details about "upper type" see for instance Gustavsson and Peetre [6] and for further properties connected with A3 see Bingham and Goldie [1] .) 
Auxiliary
results and proof of Theorem 1.1. We shall start by establishing the following lemma which is an extension of Ottaviani and HoffmanJ0rgensen's inequalities from the independent case to p-mixing sequences. The extension of these inequalities to the 0-mixing case can be found in Peligrad [14] (see also Iosifescu-Theodorescu [11, Lemma 1.1.6]).
LEMMA 2.1. Suppose {Xk} is a strictly stationary sequence and suppose that for some integers r, n, with n/r > 2 and a > 0, we have
Then, for every x > 5a we have Although the proof of (2.2) is similar to that of Remark 1 in Oodaira and Yoshihara [12] , or of Lemma (3.8) in Peligrad [13] , we give it here because of some differences that occur. Let I = [n/r]. It is easy to see that -► 0 as n -► 00. To see this we take first kn -o(n). Then we can find a sequence jn -* 00, jn = o(n) such that jnp(kn) -► 0 as n -* 00. We now take vn = [n/jn] and r" = max(vn,kn).
(ii) On the other hand, it is known (Ibragimov [9, Theorem 2.1]) that an -nh(n), where h(x) is a slowly varying function on R+. Using Karamata representation for slowly varying functions (see Ibragimov-Linnik [10, Appendix 1, p. 394]) it is easy to see that if 6 > 0, 0 < £ < 6/2, and r = rn -o(n) as n -* 00 we have (2.8) (n/2r)1+£ =o(tTn/cT2r)2+c5 as n -00. Now let 77 be a real number 0 < n < 1/ (1 +2c5 By remarks (i) and (ii), it is possible to choose an integer N such that for every n > N v/e can find r -rn such that We shall prove that (2.11) can be extended for every n > N with the same constant K.
Let us assume as an induction hypothesis that (2.11) holds for all k, N < k < n -1, and let us prove (2.11) for k = n. We apply Proposition 2.2 to the sequence {Xi/crn}i. Using (2.10)(a), (b) and (2.9), because n > N, we have Eq(Mn/crn) < d*c5q(a) + 6d'(l -0_1c5[n/r]i,</(M2l./Vn) whence by (2.10)(c), (d) and the fact that q(x)/x2+B is an increasing function we tret
Now by the induction hypothesis and (2.11)(b) we have the desired result.
PROOF OF THEOREM l.O. Since, under conditions of this theorem, W"(t) has asymptotically independent increments, by Theorem 19.2 of Billingsley [5] , the weak convergence of Wn to W is a consequence of the uniform integrability of (W2(t)) for every t G [0,1] plus the tightness of (Wn(t)). Also, by [5, Theorem 8.4 ], we can see that the uniform integrability of (maxi<¿<" S2/a2) assures the tightness and at the same time Theorem 1.0. Now, the uniform integrability of (maxi<¿<" S2/a2) is a consequence of Proposition 2.3.
PROOF OF THEOREM l.l. It is well known that the family {g(|Vfc|)} is uniformly Now because Eq(]Xo\) < oo, the family {<7(|Afc|)} is uniformly integrable, so there is a function f(x) G Q such that f(x)/q(x) -+ oo and F/(|Xn|) < oo. According to Proposition 2.3 we can find a constant Kx such that for every n > 1, Ef( max \Si\/an < Kx. ACKNOWLEDGMENT. I would like to express my gratitude to the referee for carefully reading the manuscript and for many valuable comments. I would also like to thank C. Goldie for his useful comments.
