In this paper, we introduce the notion of strongly Lipschitz up-nuclear operators. Among other results, we prove an analog of the factorization theorem for these classes and characterize their conjugates.
Introduction

The concept of nuclear operators goes back to Grothendieck early fifties. later on, it was generalized to pnuclear operators (1 ≤ p < ∞) by Pietsch [15] . Several authors, [7, 9, 10, 11, 12, 15] , have developed many properties concerning this notion especially Persson and Rienov [14, 16] .
In 2012, Chen and Zheng, [4] , generalized the concept of p-nuclear operators to Lipschitz situation, where the domain of such operators is a metric space that need not be a normed space, they published "Lipschitz p-integral operators and Lipschitz p-nuclear operators". Belacel and Chen defined and investigated "Lipschitz (p, r, s)-integral operators and Lipschitz (p, r, s)-nuclear operators" [3] .
In this paper, we introduce the concept of Lipschitz p-nuclear operators. By introducing and studying the class of Lipschitz p-nuclear operators whose linear analogue was found in [14] we gave the factorization theorem. Among other results, we prove that the transpose of strongly Lipschitz p-nuclear operator is p-nuclear and we found the same results with the strongly Lipschitz p-nuclear operators which are introduced and studied by Chen and Zheng in [4] .
Notations and preliminaries
Throughout this paper, X, Y will denote pointed metric spaces with a base point denoted by 0, while E, F are (real or complex) Banach spaces. We let Z * to be the dual of the Banach space Z, and B Z is its closed unit ball. Given a linear and continuous operator T (i.e. T ∈ L(E, F)) we let T * denote the adjoint operator of T. Lip 0 (X, F) is the space of all bounded Lipschitz mappings on X into F such that T(0) = 0 with the Lipschitz norm Lip(.), where Lip(T) is the infimum of all constants C ≥ 0 such that Tx − Tx ≤ Cd(x, x ) for all x, x ∈ X, [20] . We let X denote the space Lip 0 (X, R), B X is the unite ball of X endowed with the pointwise topology. Its well known that X has a predual, namely the space of Arens Elles AE(X), where AE(X) is the completion of the normed space (M(X), . M(X) ), where M(X) is the real linear space of all molecules m on X for more details (see [2, 20] ). Given T ∈ Lip 0 (X, F), there exits a unique linear map T L : AE(X) −→ F such that T = T L • δ X and δ X : X −→ AE(X) defined by δ X (x) = m x0 isometrically embeds X in AE(X). The operator T L is referred as the linearization of T (see [20, Theorem 2.2.4] ). The Lipschitz adjoint (or dual) of T ∈ Lip 0 (X, F) were defined by Sawashima [18] as the continuous linear operator
The restriction of T to F * is called the Lipschitz transpose map of T and is denoted here by T t . The letters p, r, q, s will designate elements of [1, ∞] , and p * denotes the exponent conjugate to p (i.e. the one that satisfies 1 p + 1 p * = 1). The concept of Lipschitz operator ideal appeared in [1] and it represented as follows
where I be an ideal linear [6, 15] .
Let us recall that a Lipschitz operator T : X −→ Y is Lipschitz p-summing [8] , if there is a constant C ≥ 0 such that for n ∈ N, x 1 , ..., x n and x 1 , ..., x n ∈ X we have
the collection of all Lipschitz p-summing operators is denoted by Π L p (X, Y) and infimum of all C by π L p (T).
For a Lipschitz operator T : X −→ F, 1 < p ≤ ∞ Yahi et al. [19] , introduce the class of strongly Lipschitz p-summing operators, if there is a Banach space E and an operator
for all x, x ∈ X and y * ∈ F * . The collection of all strongly Lipschitz p-summing operators is denoted by D L st,p (X, F) and d L st,p (T) the infimum of all d p (S) (see [19] ).
, (see [7, 14] ) if and only if, T can be written in the form
Here
, the infimum being taken over all such representations as above. The collection of all linear p-nuclear operators from E to F is denoted by N p (E, F). Interchanging the roles of the sequences (x j ) j and (y j ) j one obtains in the same way another Banach space N p (E, F) of operators [14] , the norm being given by ν
and a sequence λ ∈ p such that the following diagram commutes:
We set ν p (T) = inf a M λ b , the infimum being extended over all factorizations as above. [4] ) if, T can be written in the form
, the infimum being taken over all such representations as above. A Lipschitz operator T : X → F is strongly Lipschitz p-nuclear (1 ≤ p ≤ ∞), if there are two Lipschitz mappings A ∈ L( p , F), B ∈ Lip 0 (X, ∞ ) and a sequence λ ∈ p such that the following diagram commutes:
, the infimum being extended over all factorizations as above (see [4, Theorem 2.2] ).
Strongly Lipschitz up-nuclear operators
In this section, we start by giving a new concept, the Lipschitz version of N p -nuclear operator which are introduced in [14, 16] . 
where m ∈ AE(X). Here
, the infimum being taken over all such representations as above. The collection of all strongly Lipschitz up-nuclear operators from X to F is denoted by N p L (X, F). Proof.
(1) It is clear that for any operator T ∈ Lip 0 (X, F) and any scalar λ, ν p L (T) ≥ 0 and ν p L (λT) = |λ|ν p L (T). (2) Let T 1 , T 2 ∈ Lip 0 (X, F) and ε > 0. we can write
By homogeneity, it is possible to choose representations of T 1 and T 2 such that, for ε given positive real, we have
So; Proof. It's well known that N p (AE(X), F) is a normed operator ideal (see [16] ) and T ∈ Lip 0 (X, F), then by [1, Proposition 3.2] we get the equivalence is above with the necessary norm.
Proof. Since N p (AE(X), F) is a normed operator ideal, T ∈ N p (AE(X), F) • Lip 0 (X, AE(X)) and by [1, Corollary 3.3] , N p L (X, F) is a Banach strongly Lipschitz up-nuclear operator ideal.
Factorization Theorem
In this section, we characterize operators in N p L (X, F). Proof. We know if T ∈ Lip 0 (X, F) there exists a unique linear map T L : AE(X) −→ F such that T = T L • δ X , more they have the same characteristics. Since T L ∈ N p (AE(X), F), so we have a factorization as following
Conversely, a similar proof as in [4, Theorem 2.2], with
Remark 5.1. For p = 1, we have N 1 L (X, F) = N L 1 (X, F). Using Theorem 5.1 we obtain the following results:
Proof. We know that a multiplication operator can be factored as (see [17] )
where M α and M β are multiplication operators which are given by α n = |λ n | 1− p * q * and β n = (signλ n )|λ n | p * q * (n ∈ N).
Corollary 5.1. Let 1 < p ≤ ∞ and T ∈ Lip 0 (X, F). We have (1) J E • T ∈ N p L (X, F * * ) ⇔ (T t ) * ∈ N p ((X ) * , F * * ).
(2) T ∈ N p L (X, F) ⇒ (T t ) * ∈ N p ((X ) * , F * * ).
Open problem: Under which condition the following implication J E • T ∈ N p L (X, F * * ) ⇒ T ∈ N p L (X, F) will be true?
Applications
This section is devoted to some applications such as duality, relationships with known spaces. Proposition 6.1. If T ∈ N L p (X, F), then its transpose T t ∈ N p (F * , X ) and it satisfies
Furthermore, assume F is reflexive. Then, if T t ∈ N p (F * , X ) we have T ∈ N L p (X, F), with ν p (T t ) = sν L p (T).
Proof. By [1, Proposition 2.7, Proposition 3.2], T ∈ N L p (X, F) if, and only if, T L ∈ N p (AE(X), F). Then, by [13, Proposition 1], we have (T L ) * ∈ N p (F * , AE(X) * ), wich gives us T t ∈ N p (F * , X ) because
where K X is the evaluation map K X (x)( f ) = f (x), x ∈ X, f ∈ X and J E is the canonical injection from F into F * * , so,
2) From (6.1) and (6.2) we get sν L p (T) = ν p (T t ). Theorem 6.1. If T ∈ N p L (X, F), then its transpose T t ∈ N p (F * , X ) and it satisfies
Proof. By Proposition 4.1, T ∈ N p L (X, F) if, and only if, T L ∈ N p (AE(X), F). Then, (T L ) * ∈ N p (F * , AE(X) * ), that is to say T t ∈ N p (F * , X ) because
Conversely, we use the same method used in [13, Proposition 1], if T t ∈ N p (F * , X ) then for any ε > 0, it can be written as T t y * = ∑ j y * , y * * j f j , for each y * ∈ F * and m ∈ AE(X), with
Hence we have
and (6.5) shows
(6.6) From (6.3) and (6.6) we get ν p L (T) = ν p (T t ). Remark 6.1. Let T ∈ N L p (X, F) dual , then by [1, Theorem 3.9] we get T ∈ N p (X, F) dual • Lip 0 and by [13, Proposition 1] T ∈ N p (X, F) • Lip 0 so T ∈ N p L (X, F). Proposition 6.2. Let 1 < p ≤ ∞ and T ∈ Lip 0 (X, F). If T ∈ N p L (X, F), then T t ∈ Π p (F * , X ), with π p (T t ) ≤ ν p L (T).
Proof. By Theorem 6.1, T t ∈ N p (F * , X ) if T ∈ N p L (X, F). Then by [7, Proposition 5.5, Corollary 5.24], we get T t ∈ Π p (F * , X ), with π p (T t ) ≤ ν p (T t ) ≤ ν p L (T). Proposition 6.3. Let 1 < p ≤ ∞ and T ∈ Lip 0 (X, F). If T ∈ N p L (X, F), then T ∈ D L st,p * (X, F), with d L st,p * (T) ≤ ν p L (T).
Proof. We have by Proposition 6.2, T ∈ N p L (X, F), then T t ∈ Π p (F * , X ). Hence by [19, Theorem 4.1] , T ∈ D L st,p * (X, F), and d L st,p * (T) = π p (T t ) ≤ ν p L (T).
We present the previous proposition in another way, using the ideal property. Proposition 6.4. Let 1 < p ≤ ∞ and T ∈ Lip 0 (X, F). If T ∈ N p L (X, F), then there exist a Banach space G, u ∈ D p * (G, F) and S ∈ Lip 0 (X, G) such that T = u • S.
Proof. It's direct from Proposition 6.3 and [19, Corollary 3.6].
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