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Resumo Esta dissertac¸a˜o insere-se num conjunto de trabalhos a decorrer no Instituto
de Telecomunicac¸o˜es de Aveiro que tem como objetivo o desenvolvimento
de um sistema de comunicac¸a˜o para um UAV. Neste sentido, apresenta a
implementac¸a˜o e validac¸a˜o de um modem em banda base aberto e flex´ıvel
implementado em FPGA, baseado em abordagem SDR, com possibilidade
de integrac¸a˜o no sistema de comunicac¸a˜o com o UAV.
Ao longo desta dissertac¸a˜o implementou-se, utilizando o MATLAB, um mo-
dem de modulac¸a˜o adapta´vel, ao qual foram integrados algoritmos de sincro-
nismo e de correc¸a˜o de fase. Desta forma, foi poss´ıvel realizar uma ana´lise
ao modelo comportamental dos va´rios constituintes do modem abstraindo-
se dos tempos de atraso do processamento ou da precisa˜o da representac¸a˜o
dos dados, e assim simplificar a sua implementac¸a˜o em hardware.
Analisado o modelo comportamental do modem desenvolvido em MATLAB
realizou-se a sua implementac¸a˜o em hardware para a modulac¸a˜o QPSK. A
sua prototipagem foi realizada, com recurso a` ferramenta computacional
Vivado Design Suite 2014.2, utilizando o kit de desenvolvimento ZedBoard
e o frontend AD-FMCOMMS1-EBZ.
O correto funcionamento dos mo´dulos implementados em hardware foi pos-
teriormente avaliado atrave´s de uma interface entre o MATLAB e a Zed-
Board, sendo que, os resultados obtidos no modelo em MATLAB serviram
como termo de comparac¸a˜o. Atrave´s da utilizac¸a˜o desta interface e´ poss´ıvel
validar parte do modem implementado em FPGA, mantendo o restante pro-
cessamento a ser realizado em MATLAB, validando assim os mo´dulos em
FPGA de uma forma isolada.

Keywords SDR, Modem, QPSK, ZedBoard, AD-FMCOMMS1-EBZ
Abstract This thesis is part of a series of work in progress at the Instituto de Te-
lecomunicac¸o˜es of Aveiro which aims to develop a communication system
for an UAV. Thereby, it presents the implementation and validation of a
flexible and open baseband modem implemented in FPGA, based on SDR
approach, that can be integrated in the communication system with the
UAV.
Throughout this thesis was implemented an adaptive modulation modem
and have been integrated timing recovery and phase correction algorithms,
using the MATLAB. Thus, it is possible to perform an analysis of the beha-
vioral of the several modem components abstracting the delay times of the
processing or the precision of data representation, simplifying its hardware
implementation.
Analyzed the modem behavior developed in MATLAB was performed its
hardware implementation for the QPSK modulation. Its prototype was done
using the computational tool Vivado Design Suite 2014.2, the ZedBoard
development kit and the frontend AD-FMCOMMS1-EBZ.
The proper function of the modules implemented in hardware was evaluated
by an interface between MATLAB and ZedBoard. This interface allows
an individual validation of the implemented modem components in FPGA,
keeping the remaining processing to be done in MATLAB and compared
with the ones obtained in MATLAB.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Enquadramento
Esta dissertac¸a˜o de mestrado faz parte de um conjunto de trabalhos a decorrer no Instituto
de Telecomunicac¸o˜es de Aveiro que tem como objetivo o desenvolvimento e implementac¸a˜o de
um sistema de comunicac¸o˜es para Unmanned Arial Vehicles (UAVs). Neste sentido, apresenta
a implementac¸a˜o e validac¸a˜o de um modem flex´ıvel e aberto, que permita a sua integrac¸a˜o
neste sistema.
A primeira tentativa de utilizar um avia˜o na˜o tripulado surgiu durante a Primeira Guerra
Mundial com o intuito de voar contra um alvo e explodir a sua carga. Desde enta˜o a utilizac¸a˜o
destes dispositivos designados por, UAVs como sa˜o vulgarmente conhecidos, sofreram um
crescimento e evoluc¸a˜o sem precedentes para as mais variadas aplicac¸o˜es, tanto militares
como civis. Misso˜es de vigilaˆncia, cartografia, patrulha fronteiric¸a, reconhecimento, busca
e salvamento, detec¸a˜o de inceˆndios e imagem agr´ıcola sa˜o apenas alguns exemplos das suas
vastas aplicac¸o˜es.
Os UAVs tal como o pro´prio nome indica sa˜o ve´ıculos ae´reos na˜o tripulados, isto e´, sa˜o
aeronaves que voam de forma auto´noma ou remotamente controlada.
Nos u´ltimos anos tem-se assistido a uma grande procura por este tipo de tecnologia, o que
contribuiu para um forte desenvolvimento nesta a´rea. Um dos principais desafios tem sido
a melhoria da autonomia e do alcance, para que os UAVs consigam voar maiores distaˆncias,
com maior precisa˜o e de forma cada vez mais auto´noma.
Apesar do esforc¸o em fazer o ma´ximo do processamento no UAV, para diminuir a trans-
fereˆncia de dados com a base de controlo, o sistema de comunicac¸o˜es continua a ser uma das
suas grandes limitac¸o˜es, nomeadamente ao n´ıvel do alcance das suas comunicac¸o˜es.
Os UAVs controlados remotamente sa˜o o caso mais evidente desta limitac¸a˜o, pois como
e´ manobrado remotamente, o seu alcance de voo esta´ limitado ao alcance das comunicac¸o˜es.
Mesmo em UAVs auto´nomos, que na˜o necessitam de qualquer apoio para voar, a restric¸a˜o da
sua cobertura, isto e´, da distaˆncia a que conseguem comunicar e´ um dos grandes problemas
que enfrentam. Pois, o aumento e a variabilidade da lateˆncia compromete a sua realizac¸a˜o
em tempo real.
Esta dissertac¸a˜o de mestrado apresenta o desenvolvimento de um modem que, juntamente
com um conjunto de trabalhos a decorrer no Instituto de Telecomunicac¸o˜es de Aveiro, vem
combater este problema oferecendo uma maior liberdade aos UAVs atrave´s do desenvolvi-
mento e implementac¸a˜o de um sistema de comunicac¸a˜o baseadas em abordagens cognitive-
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radio e all digital transceivers que permitem aumentar a adaptabilidade e robustez das co-
municac¸o˜es com o UAV.
1.1.1 Sistema de Comunicac¸a˜o
Ao longo da nossa histo´ria, a comunicac¸a˜o sempre desempenhou um papel important´ıssimo
e permitiu a evoluc¸a˜o da sociedade humana ate´ ao ponto como a conhecemos hoje em dia.
Contudo o acesso a` informac¸a˜o nem sempre esteve a` distancia de um click, foi so´ na u´ltima
metade do se´culo XX que os sistemas de comunicac¸a˜o comec¸aram a proliferar de uma forma
global.
Um sistema de comunicac¸a˜o tem como objetivo transmitir uma mensagem entre um emis-
sor e um recetor atrave´s de um meio f´ısico, denominado de canal. De forma a obter uma
comunicac¸a˜o eficiente e via´vel tanto o emissor como o recetor devem de tirar o ma´ximo
partido do canal, isto e´, construir cadeias de transmissa˜o e recec¸a˜o que adequem o sinal a
transmitir a esse canal. Este processo e´ ilustrado no diagrama da Figura 1.1.
Figura 1.1: Diagrama de blocos de um sistema de comunicac¸a˜o
A cadeia de transmissa˜o recebe o sinal com a informac¸a˜o proveniente da Fonte de
Informac¸a˜o e codifica-o adequadamente para a transmissa˜o pelo canal.
O canal e´ o meio f´ısico por onde se vai propagar o sinal entre a fonte e o recetor, pode ser
com ou sem fios. Por norma degrada o sinal transmitido adicionando-lhe atenuac¸o˜es, atrasos,
distorc¸o˜es, interfereˆncias e ru´ıdo.
A cadeia de Recec¸a˜o tenta compensar a degradac¸a˜o de provocada pelo canal de forma a
obter uma maior eficieˆncia na recuperac¸a˜o da informac¸a˜o e reverte o processo da codificac¸a˜o
realizado pela transmissa˜o [Wes09] e [Hay01].
A constante necessidade de aumentar as distaˆncias de comunicac¸a˜o, aumentar as taxas
de transmissa˜o e manter a sua fiabilidade provocou uma enorme evoluc¸a˜o na forma como as
mensagens, ideias ou pensamentos sa˜o transmitidos. Muitos fatores contribu´ıram para essa
evoluc¸a˜o, mas o cerne foi a adoc¸a˜o de sistemas de comunicac¸o˜es digitais [NS09].
1.2 Motivac¸a˜o
Durante os u´ltimos anos, os sistemas de ra´dio definidos por software, em ingleˆs Software
Defined Radio (SDR), proporcionaram uma enorme evoluc¸a˜o na forma como os sistemas de
ra´dio sa˜o implementados.
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Os sistemas SDR utilizam implementac¸o˜es baseadas numa lo´gica programa´vel e, deste
modo, conseguem ajustar as suas funcionalidades com uma simples reprogramac¸a˜o. O SDR
forum define-os da forma: “Radio in which some or all of the physical layer functions are
software defined”[SDR]. Isto significa, ra´dio em que algumas, ou todas as func¸o˜es da camada
f´ısica sa˜o definidos por software, ou seja, um sistema em que o processamento e´ definido por
software (hardware digital reconfigura´vel).
Na Figura 1.2 e´ representado o diagrama de blocos de um sistema SDR ideal, onde todo
o processamento dos dados e´ realizado digitalmente, controlado por software. Apenas a
filtragem e amplificac¸a˜o continua a realizar-se analogicamente.
Figura 1.2: Diagrama de blocos de um sistema SDR ideal
Este tipo de sistemas permitem obter arquiteturas flex´ıveis e adapta´veis, possibilitando
a utilizac¸a˜o de diferentes formas de onda, larguras de banda ou ate´ mesmo frequeˆncias de
operac¸a˜o. Desta forma, sendo sistemas de ra´dio programa´vel e de fa´cil atualizac¸a˜o, permitem
a aplicac¸a˜o do conceito de ra´dios cognitivos, em ingleˆs Cognitive-Radios (CRs).
O SDR forum define os sistemas CR como sendo ra´dios que possuem conhecimento do seu
ambiente e estado interno e podem tomar deciso˜es sobre o seu comportamento operacional
de ra´dio com base nessa informac¸a˜o e objetivos previamente definidos [SDR]. Ou seja, sa˜o
sistemas que possuem a capacidade de avaliar a sua performance e com a devida gesta˜o e
controlo dos seus recursos, adaptarem os seus paraˆmetros de operac¸a˜o de forma a melhorar a
sua eficieˆncia.
1.3 Objetivos
Esta dissertac¸a˜o de mestrado tem como principal objetivo desenvolver um modem para
integrar um sistema de comunicac¸a˜o ra´dio com um UAV que lhe permita um cara´cter aberto
e flex´ıvel.
Pretende-se, em conformidade, atingir os seguintes objetivos interme´dios:
• Implementac¸a˜o em MATLAB do dodelo comportamental de um modem adapta´vel a
va´rias modulac¸o˜es, realizando a sua ana´lise e respetiva validac¸a˜o, incluindo algoritmos
de sincronismo e de correc¸a˜o de rotac¸a˜o.
• Implementac¸a˜o em FPGA de um modem QPSK, baseado em abordagem SDR;
• Validac¸a˜o e teste com frontend de forma a avaliar o desempenho de toda a camada
f´ısica.
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1.4 Organizac¸a˜o do documento
Para ale´m deste cap´ıtulo, onde e´ realizada uma breve introduc¸a˜o ao que se ira´ desenvolver
no documento, este esta´ dividido em mais 6 cap´ıtulos.
Cap´ıtulo 2: Conceitos Fundamentais
Neste cap´ıtulo e´ realizada uma analisa gene´rica aos sistemas de comunicac¸a˜o digitais, com
uma descric¸a˜o sucinta dos seus fundamentos teo´ricos e alguns problemas que lhes esta˜o asso-
ciados.
Cap´ıtulo 3: Modelac¸a˜o Comportamental e Simulac¸a˜o
E´ desenvolvido e validado um modem de modulac¸o˜es varia´veis em software, utilizando o
MATLAB, e realizada uma ana´lise do seu comportamento para diferentes paraˆmetros.
Cap´ıtulo 4: Implementac¸a˜o em Hardware
Neste cap´ıtulo e´ explicado como cada mo´dulo projetado e desenvolvido em software e´
implementado em hardware.
Cap´ıtulo 5: Prototipagem Laboratorial
Realizada uma breve descric¸a˜o do kit de desenvolvimento utilizado e expo˜e-se o me´todo
empregue para a implementac¸a˜o do sistema neste kit.
Cap´ıtulo 6: Resultados Experimentais
Mostram-se os resultados obtidos utilizando um sistema de lookback e faz-se uma ana´lise
de desempenho comparando os dados enviados e recebidos atrave´s do MATLAB.
Cap´ıtulo 7: Conclusa˜o e Trabalho Futuro
Por u´ltimo, no Cap´ıtulo 7 expo˜em-se as concluso˜es finais desta dissertac¸a˜o e sugerem-se
algumas propostas de como o trabalho pode ser otimizado.
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Cap´ıtulo 2
Conceitos Fundamentais
Neste cap´ıtulo sera´ apresentada uma breve definic¸a˜o de alguns conceitos ba´sicos, mas es-
senciais no estudo de um sistema de comunicac¸a˜o.
2.1 Introduc¸a˜o
O objetivo de um sistema de comunicac¸o˜es e´ transmitir uma mensagem entre o emissor e
o recetor atrave´s de um meio f´ısico, denominado de canal. Este pode ser com ou sem fios e
introduz distorc¸a˜o, ru´ıdo e interfereˆncias ao sinal transmitido, tal como demonstra o diagrama
da Figura 2.1.
Figura 2.1: Elementos principais de um sistema de comunicac¸a˜o
Para uma comunicac¸a˜o eficiente e via´vel tanto o emissor como o recetor teˆm de tirar o
ma´ximo partido do canal e contrariar os seus efeitos.
Estes sistemas esta˜o divididos em duas categorias principais, Sistemas Digitais e Sistemas
Analo´gicos. A grande diferenc¸a entre eles esta´ na forma de onda que utilizam, enquanto que
os sistemas analo´gicos produzem ondas cont´ınuas onde os recetores teˆm de lidar com infinitos
conjuntos de formas de onda, os sistemas digitais produzem um nu´mero finito de formas de
onda conhecidas a` priori pelo recetor.
Os sistemas de comunicac¸a˜o digital teˆm uma cada vez uma maior importaˆncia e uma
maior utilizac¸a˜o. Dos va´rios os fatores que influenciam este crescimento destacam-se:
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• Facilidade em codificar os sinais de forma a minimizar efeitos de ru´ıdo e interfereˆncias;
• Devido ao constante crescimento do processamento computacional nos mais variados
dispositivos, grande parte da informac¸a˜o ja´ se encontra em formato digital;
• Existeˆncia de te´cnicas de processamento digital ja´ bem desenvolvidas. Um bom exemplo
e´ a encriptac¸a˜o de mensagens, em comunicac¸o˜es facilmente intersecta´veis como e´ o
caso das comunicac¸o˜es sem fios a seguranc¸a e´ uma questa˜o important´ıssima, sendo o
sinal de informac¸a˜o digital, podem-se utilizar os poderosos algoritmos de encriptac¸a˜o ja´
existentes.
Para ale´m claro, da sua performance, pois uma vez que o recetor tem que lidar com um
nu´mero finito de formas de ondas, que conhece a` priori, permite obter performances bastante
so´lidas para n´ıveis de poteˆncia transmitida muito inferiores, comparando com os sistemas
analo´gicos [Ric09].
Pore´m, possui tambe´m algumas desvantagens relativamente aos sistemas analo´gicos, entre
elas o sincronismo, pois este e´ um pouco mais complexo e quando a relac¸a˜o sinal ru´ıdo, em
ingleˆs Signal-to-Noise Ratio (SNR), baixa um certo limite a qualidade do sinal passa de muito
boa para muito ma´, enquanto que, nos sistemas analo´gicos esta transic¸a˜o e´ mais suave [Skl01].
2.2 Largura de Banda e Interfereˆncia Entre S´ımbolos
Nos sistemas de comunicac¸o˜es e´ vital que o sinal a transmitir ocupe uma largura de banda
limitada de modo a evitar interfereˆncias nos canais adjacentes e conseguir uma utilizac¸a˜o efici-
ente do espetro. Aplicando um filtro ao sinal antes da sua transmissa˜o, consegue-se restringir
a sua largura de banda, contudo a filtragem causa um aumento na resposta temporal, pode
gerar sobreposic¸o˜es e consequentemente interfereˆncias entre s´ımbolos, em ingleˆs Intersymbol
Interference (ISI), como se ilustra na Figura 2.2.
Figura 2.2: Interfereˆncia entre s´ımbolos
Uma forma de limitar a largura de banda do sinal mantendo uma ISI nula e´ utilizando
um filtro que respeite as caracter´ısticas do crite´rio de Nyquist. Este crite´rio obriga a que as
6
respostas dos filtros [h(t)] tenham um ISI nula, ou seja
h(t) =
{
1, t = 0
0, t = ±nT (2.1)
Onde T = 1/r e r o ritmo de transmissa˜o.
Como Nyquist demonstrou, se a resposta do meio for igual a` de um filtro passa baixo
ideal, existira´ um instante de tempo no intervalo do bit (no centro) em que a sua resposta
e´ ma´xima, enquanto que, a resposta dos outros s´ımbolos e´ nula. Tal como e´ ilustrado na
Figura 2.3 atrave´s da resposta da func¸a˜o sinc.
Figura 2.3: Func¸a˜o sinc
Um filtro que obedece a estes crite´rios e bastante utilizado em sistemas de comunicac¸a˜o e´
o cosseno elevado. A sua resposta impulsional e em frequeˆncia e´ expressa matematicamente
pelas fo´rmulas (2.2) e (2.3), respectivamente.
s(t) = sinc(pit/T )
piαt/T
1− (2αt/T )2 (2.2)
S(f) =

T |f | ≤ 1− α
2T
T
2
[
1 + cos
(
piT
α
(
|f | − 1− α
2T
))]
1− α
2T
≤ |f | ≤ 1 + α
2T
0 |f | ≥ 1 + α
2T
(2.3)
Onde T representa o per´ıodo de s´ımbolo e α o chamado fator de roll-off. Este fator varia
entre 0 ≤ α ≤ 1 e determina a largura de banda do filtro. A sua resposta em frequeˆncia e
impulsional e´ ilustrada na Figura 2.4 para va´rios valores de roll-off.
O filtro no emissor, como ja´ foi referido, e´ essencial para restringir a largura de banda do
sinal. Contudo, como tambe´m ja´ foi referido, o canal de comunicac¸o˜es adiciona uma grande
quantidade de ru´ıdo e distorc¸a˜o ao sinal, pelo que a implementac¸a˜o de um filtro no recetor
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Figura 2.4: Resposta em frequeˆncia e impulsional do filtro cosseno elevado para diferentes
valores de roll-off [Wes09]
para reduzir essas interfereˆncias e ru´ıdo tambe´m seria aconselha´vel. Posto isto, a soluc¸a˜o
ideal sera´ a divisa˜o do filtro de Nyquist entre o emissor e o recetor, normalmente utiliza-se
o filtro raiz de cosseno elevado, em ingleˆs Root Raised Cosine (RRC), e assim consegue-se
restringir a largura de banda e filtrar as interfereˆncias introduzidas pelo canal mantendo uma
ISI reduzida [Bat99].
2.3 Modulac¸o˜es Digitais
Nos sistema de comunicac¸a˜o digitais a informac¸a˜o e´ transferida na forma de impulsos,
ou por uma sequeˆncias deles para ser mais especifico, designados por sinais em banda base,
pore´m estes na˜o podem ser transmitidos diretamente para o canal de comunicac¸a˜o. A sua
frequeˆncia tem de ser elevada para a fazer coincidir com a gama de frequeˆncias adequadas ao
canal.
Esta modulac¸a˜o obte´m-se fazendo variar as caracter´ısticas de uma onda sinusoidal, con-
soante a informac¸a˜o digital a transmitir. Desta forma, atrave´s da utilizac¸a˜o de uma onda
sinusoidal de alta frequeˆncia, designada por portadora, faz-se coincidir o sinal em banda base
com a gama de frequeˆncias pretendidas.
Assim sendo, a informac¸a˜o pode ser transmitida na onda portadora xp(t), variando a
amplitude Ap, frequeˆncia ωp ou fase θp, tal como indica a fo´rmula (2.4).
xp(t) = Apcos(ωpt+ θp) (2.4)
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2.3.1 ASK
Na modelac¸a˜o por amplitude, designada por Amplitude-Shift Keying (ASK), tal como o
pro´prio nome indica, a onda portadora e´ modulada alterando a sua amplitude consoante o
sinal a modular, tal como demonstra a fo´rmula
xp(t) = x(t) Ap cos(ωpt) (2.5)
Onde, xp(t) e´ a onda portadora modulada, Apcos(ωpt) e´ a sinusoide portadora e x(t) e´ o sinal
a modular.
Na Figura 2.5 e´ ilustrado um exemplo de uma portadora ASK para uma dada sequeˆncia
de entrada.
Figura 2.5: Portadora ASK
2.3.2 FSK
Na modulac¸a˜o Frequency-Shift Keying (FSK) a informac¸a˜o a transmitir e´ modulada
na frequeˆncia da onda portadora, isto e´, para cada valor da informac¸a˜o, 0’s ou 1’s, faz-se
corresponder uma frequeˆncia diferente.
Desta forma, a onda portadora assume valores de frequeˆncias diferentes dependendo da
informac¸a˜o do sinal a modular, tal como expressa a fo´rmula
x(t) = 0 −→ xp(t) = cos(ω0t)
x(t) = 1 −→ xp(t) = cos(ω1t) (2.6)
A Figura 2.6 apresenta um exemplo de uma portadora FSK para uma dada sequeˆncia de
‘0’s e ‘1’s.
Figura 2.6: Portadora FSK
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2.3.3 PSK
No caso da modulac¸a˜o Phase-Shift Keying (PSK) a informac¸a˜o e´ transmitida atrave´s da
fase da onda portadora. Ou seja, diferentes valores do sinal a modular originam mudanc¸as
de fase na portadora, tal como se pode verificar pela fo´rmula
x(t) = 0 −→ xp(t) = cos(ωpt)
x(t) = 1 −→ xp(t) = −cos(ωpt) (2.7)
A Figura 2.7 apresenta um exemplo de portadora modulada com este tipo de modulac¸a˜o,
para uma dada sequeˆncia de entrada.
Figura 2.7: Portadora PSK
2.3.4 QPSK
A modulac¸a˜o Quadrature Phase-Shift Keying (QPSK) e´ uma variante da modulac¸a˜o PSK.
Explora a ortogonalidade do cosseno e seno para combinar a informac¸a˜o de dois bits do sinal
e coloca´-los na mesma portadora, desta forma, cada combinac¸a˜o de dois bits de entrada da´
origem a uma forma de onda distinta.
Nesta modulac¸a˜o, a onda modulada e´ adquirida atrave´s da soma de duas portadoras com
a mesma frequeˆncia mas fases desfasadas, tal como se pode verificar na fo´rmula (2.8), onde a
cada portadora se faz corresponder a informac¸a˜o de um bit, ou atrave´s do atraso de fase de
uma portadora, tal como e´ expresso pela fo´rmula matema´tica (2.9).
xp(t) = aicos(ωpt) + bisen(ωpt) i = 1, 2, 3, 4 (2.8)
Ou alternativamente por
xp(t) = cos(ωpt+ θi) i = 1, 2, 3, 4 (2.9)
Nas Tabelas 2.1 e 2.2 sa˜o apresentados os valores de θi e (ai, bi) para dois exemplo de
modulac¸a˜o QPSK e na Figura 2.8 os seus respetivos diagramas de constelac¸a˜o, onde o eixo
horizontal representa a componente em fase (I), do ingleˆs In-phase, correspondente ao termo
cos(ωpt) e o eixo vertical representa a componente em quadratura (Q), do ingleˆs Quadrature,
correspondente ao termo sen(ωpt).
Na Figura 2.9 e´ apresentado um exemplo da sua forma de onda modulada para uma dada
sequeˆncia de informac¸a˜o bina´ria e as distribuic¸o˜es de fases da Tabela 2.1.
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θi 0
pi
2
pi −pi
2
(ai, bi) (1, 0) (0,−1) (−1, 0) (0,−1)
Tabela 2.1: Distribuic¸a˜o de fase da modulac¸a˜o QPSK
θi
pi
4
3pi
4
−3pi
4
−pi
4
(
√
2a1,
√
2b1) (1,−1) (−1,−1) (−1, 1) (1, 1)
Tabela 2.2: Distribuic¸a˜o de fase da modulac¸a˜o QPSK
(a) Tabela 2.1 (b) Tabela 2.2
Figura 2.8: Diagrama de constelac¸a˜o QPSK
Figura 2.9: Portadora QPSK
Desta forma, sa˜o modulados dois bits por cada forma de onda, enquanto que nas mo-
dulac¸o˜es anteriores, cada forma de onda apenas representava um u´nico bit. Assim sendo,
esta modulac¸a˜o consegue duplicar o seu ritmo de transmissa˜o mantendo a mesma largura de
banda ou reduzir a sua largura de banda para metade mantendo o mesmo ritmo de trans-
missa˜o, relativamente a`s modulac¸o˜es anteriormente apresentadas.
2.3.5 QAM
Na modulac¸a˜o Quadrature Amplitude Modulation (QAM) a informac¸a˜o digital a ser
transmitida atua sobre as componentes em fase e quadratura das portadoras, tal como na
modulac¸a˜o QPSK e atua tambe´m nas suas amplitudes, pelo que pode ser vista como uma
combinac¸a˜o das modelac¸o˜es ASK e PSK.
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Nesta modulac¸a˜o, as diferentes formas de onda necessa´rias para modular cada s´ımbolos
sa˜o definidas pela expressa˜o
si(t) = aicos(ωpt) + bisen(ωpt) i = 1, 2, ..,M (2.10)
em que M = 2n, n o nu´mero de bits de cada palavra, ai e bi sa˜o diferentes n´ıveis de tensa˜o
gerados de acordo com a informac¸a˜o a modular.
Num modulador QAM, para modular uma palavra com 2 bits sa˜o gerados quatro pontos
na constelac¸a˜o, correspondentes ao nu´mero de formas de onda distintas, por isso e´ chamado
de 4-QAM. De igual modo, um modulador QAM que module palavras de 4 bits dara´ origem
a uma constelac¸a˜o de 16 s´ımbolos e diz-se um modulador 16-QAM, e assim sucessivamente.
De notar que existem va´rias formas de se implementar este tipo de constelac¸a˜o, pelo que as
suas constelac¸o˜es podem assumir va´rios formatos. Na Figura 2.10 esta˜o representados alguns
exemplos.
(a) 4-QAM (b) 16-QAM (c) 16-QAM
Figura 2.10: Diagrama de constelac¸a˜o QAM
O exemplo de uma forma de onda de uma portadora 16-QAM pode ser visualizada na
Figura 2.11.
Figura 2.11: Portadora 16-QAM.
Da mesma forma que se advertiu na modulac¸a˜o anterior, aumentando do nu´mero de bits
por forma de onda, consegue-se aumentar o ritmo de transmissa˜o mantendo a mesma largura
de banda, pois cada forma de onda contem a informac¸a˜o de mais bits.
Contudo, embora se consiga aumentar os ritmos de transmissa˜o aumentando a ordem da
modulac¸a˜o, se mantivermos a energia da constelac¸a˜o, os seus pontos ficam mais pro´ximos e
desta forma mais suscet´ıveis a originar erros quando afetados por ru´ıdos.
Assim sendo, e´ necessa´rio escolher entre o melhor compromisso de obter ritmos elevados
e manter uma imunidade ao ru´ıdo aceita´vel.
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2.4 Ana´lise de Desempenho
Uma forma comum de avaliar o desempenho dos sistemas de comunicac¸a˜o e´ atrave´s da
taxa de bits errados, ou em ingleˆs Bit Error Ratio (BER), que e´ uma relac¸a˜o entre o nu´mero
de bits errados (Nerr) e o nu´mero total de bits (Ntotal) e calcula-se atrave´s da fo´rmula
BER = 100
Nerr
Ntoltal
(%) (2.11)
Assim sendo um sistema pode ser avaliado pelo BER recebido no recetor ou atrave´s do
alcance ma´ximo para um determinado BER.
Devido aos ru´ıdos ou interfereˆncias, na recec¸a˜o os s´ımbolos surgem deslocados da sua
posic¸a˜o ideal do diagrama de constelac¸a˜o, contudo utilizando o BER, estas variac¸o˜es apenas
seriam detetadas, quando estas fossem suficientes para provocar um erro de bit. Desta forma,
avalia-se tambe´m o desempenho do sistema atrave´s do ca´lculo do erro de amplitude vetorial,
vulgarmente conhecido pela sua sigla em Ingleˆs, Error Vector Magnitude (EVM).
O EVM expressa a diferenc¸a entre a posic¸a˜o dos s´ımbolos recebidos e a sua posic¸a˜o ideal,
tal como ilustra a Figura 2.12 e e´ calculado atrave´s da fo´rmula:
EVM = 100
√
ρerror
ρref
(%) (2.12)
Figura 2.12: Definic¸a˜o do EVM numa constelac¸a˜o QPSK
2.5 Sincronismo
A sincronizac¸a˜o e´ um dos ponto cr´ıticos de qualquer sistema de comunicac¸a˜o, uma vez
que a sua falha pode ter efeitos catastro´ficos na sua performance [MD13].
Neste tipo de sistemas e´ essencial que o recetor esteja sincronizado com o sinal recebido.
Assim sendo, o recetor precisa de determinar os instantes de in´ıcio e fim de cada s´ımbolo, a
este processo da´-se o nome de recuperac¸a˜o temporal (timing recovery), bem como recuperar
o atraso e variac¸o˜es de fase provocadas pelo canal e osciladores locais, a este processo da´-se
o nome de correc¸a˜o de fase ou correc¸a˜o de rotac¸a˜o.
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2.5.1 Recuperac¸a˜o Temporal
Para uma recec¸a˜o robusta e fia´vel o recetor tem de saber o exato momento em que cada
impulso comec¸a e acaba. Isto e´, o relo´gio do recetor tem de ser continuamente ajustado para
otimizar os instantes de amostragem do sinal e compensar as suas variac¸o˜es.
Tal como vimos no in´ıcio deste cap´ıtulo, utilizando filtros RRC na transmissa˜o e recec¸a˜o
consegue-se eliminar a ISI. No entanto, esta situac¸a˜o apenas se verifica se a amostragem for
realizada nos instantes corretos.
A amostragem do sinal e´ realizada durante o per´ıodo de cada s´ımbolo T , no entanto,
o instante ideal deve ser o pico da sua resposta impulsiva, ou seja, onde o pulso tem as
propriedades de um filtro de Nyquist. A` diferenc¸a entre o instante de amostragem real e seu
valor o´timo denomina-se desvio de sincronismo temporal (τ) e e´ ilustrado na Figura 2.13.
Figura 2.13: Instante de amostragem
Existem duas formas de lidar digitalmente com a questa˜o do desvio temporal.
• Amostragem s´ıncrona — consiste no ajuste do instante de amostragem de modo a
que este coincida com o τ . Ou seja, o instante em que o sinal e´ amostrado de analo´gico
para digital e´ controlado por um circuito de recuperac¸a˜o temporal;
• Amostragem ass´ıncrona — a frequeˆncia de amostragem e´ constante e o valor amos-
trado e´ corrigido posteriormente por um interpolador digital.
A amostragem ass´ıncrona depende somente de software e sera´ a implementac¸a˜o utilizada
nesta dissertac¸a˜o.
2.5.2 Correc¸a˜o de Fase
Sa˜o va´rios os fatores que podem induzir em erros de fase no sinal recebido, entre eles, os
osciladores locais, o ru´ıdo te´rmico e o pro´prio movimento relativo entre o emissor e o recetor
(efeito de doppler) sa˜o os mais relevantes.
14
Assumindo que a fase da portadora e´ θp e a fase do oscilador local da recec¸a˜o e´ θo tem-se
que o atraso de fase e´ dado por:
θ = θp − θo (2.13)
Este atraso de fase e´ responsa´vel por uma rotac¸a˜o no diagrama de constelac¸a˜o dos s´ımbolos
recebidos. Na Figura 2.14 pode-se observar este efeito de rotac¸a˜o numa constelac¸a˜o QPSK,
em que θ e´ o atraso de fase.
Figura 2.14: Rotac¸a˜o de fase numa constelac¸a˜o QPSK
A forma de implementar este tipo de algoritmos pode ser dividida em dois grupos princi-
pais:
• Feedback — compensa o desvio de sincronismo utilizando interac¸o˜es para determinar
os instantes de amostragens;
• Feed-forward — compensa o instante de amostragem tendo apenas em conta as amos-
tras atuais e o conhecimento das amostras anteriores.
Uma descric¸a˜o detalhada sobre estes algoritmos pode ser encontrada em [MD13] e [PS15].
Ao longo deste cap´ıtulo foram analisados os fundamentos teo´ricos necessa´rios a` imple-
mentac¸a˜o de um modem digital, que se ira´ realizar no pro´ximo cap´ıtulo.
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Cap´ıtulo 3
Modelac¸a˜o Comportamental e
Simulac¸a˜o
Neste cap´ıtulo e´ desenvolvido, um modem adapta´vel a va´rias modulac¸o˜es em MATLAB,
ao qual se integram algoritmos de recuperac¸a˜o temporal e de correc¸a˜o de rotac¸a˜o. Realiza-se
ainda uma ana´lise do comportamento dos seus mo´dulos para diferentes paraˆmetros.
3.1 Introduc¸a˜o
Expondo de uma forma muito sucinta, o sistema deve receber uma mensagem em formato
digital de uma fonte de informac¸a˜o, processa´-la atrave´s da cadeia de transmissa˜o e envia´-lo
para um canal de comunicac¸a˜o. Por sua vez, a cadeia de recec¸a˜o colhe o sinal do canal e
devolve-o ao destino com a maior fiabilidade poss´ıvel. Um esquema´tico desta visa˜o geral esta´
representado na Figura 3.1.
Figura 3.1: Visa˜o geral do sistema
Para efeitos de desenvolvimento e respetivos testes, as cadeias de transmissa˜o e recec¸a˜o
esta˜o no mesmo sistema, interligadas diretamente entre si. Isto significa que o sinal envi-
ado pela cadeia de transmissa˜o e´ recebido diretamente na cadeia de recec¸a˜o, este tipo de
configurac¸a˜o e´ conhecido como lookback.
Desta forma, e´ poss´ıvel testar e validar o correto funcionamento das va´rias cadeias utili-
zando para isso apenas um sistema f´ısico.
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3.2 Cadeia de Transmissa˜o
A cadeia de transmissa˜o recebe um sinal bina´rio da fonte, e tem como func¸a˜o transmitir a
informac¸a˜o nele contida de uma forma robusta, que atravesse eficientemente o canal e permita
a sua leitura na cadeia de recec¸a˜o como menor nu´mero de perdas poss´ıveis. O diagrama com
os bloco projetados para a cadeia de transmissa˜o esta´ representado na Figura 3.2.
Figura 3.2: Cadeia de transmissa˜o implementada em MATLAB
3.2.1 Modulador
Como foi referido na secc¸a˜o 2.3, a modulac¸a˜o do sinal numa portadora e´ vital para um
bom desempenho da sua comunicac¸a˜o.
A modulac¸a˜o QPSK, para uma mesma largura de banda, permite transmitir ao dobro do
ritmo, comparando com uma simples modulac¸a˜o PSK, vulgarmente conhecida como BPSK.
Isto e´, para uma mesma taxa de transmissa˜o de s´ımbolo (symbol rate) e´ enviada o dobro da
informac¸a˜o, pois enquanto que, na modulac¸a˜o QPSK cada s´ımbolo contem a informac¸a˜o de
2 bits, na modulac¸a˜o BPSK contem apenas a informac¸a˜o de um u´nico bit.
Na Figura 3.3 sa˜o apresentados os diagramas de constelac¸a˜o de ambas as modulac¸o˜es
onde se pode observar uma poss´ıvel representac¸a˜o entre a informac¸a˜o a ser enviada e os seus
s´ımbolos.
(a) BPSK (b) QPSK
Figura 3.3: Diagramas de constelac¸a˜o
Com as modulac¸o˜es 16-QAM ou 64-QAM ainda se conseguem ritmos de transmissa˜o mais
elevados, visto que a cada s´ımbolo e´ atribu´ıdo a informac¸a˜o de 4 e 6 bits, respetivamente.
Contudo, a sua imunidade ao ru´ıdo e´ bastante degradada, pois para a mesma energia da
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constelac¸a˜o, os seus pontos ficam mais pro´ximos entre si, o que torna mais complicada a
tarefa do desmodulador em identificar qual a informac¸a˜o que o s´ımbolo transporta.
Na Figura 3.4 podem ser observadas as constelac¸a˜o de modulac¸o˜es QPSK, 16-QAM e 64-
QAM sobre as quais foi adicionadas o mesmo n´ıvel de ru´ıdo e podemos verificar que quanto
mais elevada e´ a ordem da modulac¸a˜o, isto e´, quantos mais pontos tem o seu diagrama
de constelac¸o˜es, mais pro´ximos esses pontos ficam entre si, e consequentemente maior e´ a
probabilidade do desmodulador decidir pela informac¸a˜o que cada s´ımbolo representa de forma
errada.
(a) QPSK (b) 16-QAM (c) 64-QAM
Figura 3.4: Diagramas de constelac¸a˜o
Assim sendo, e´ necessa´rio haver um compromisso entre o ritmo de transmissa˜o e a imu-
nidade ao ru´ıdo. Deste modo, a soluc¸a˜o ideal seria um sistema que se adaptasse a`s condic¸o˜es
do meio. Isto e´, se numa comunicac¸a˜o o sinal recebido apresentar uma SNR relativamente
baixa, a ordem da modulac¸a˜o utilizada pode ser aumentada e assim aumentar o ritmo de
transmissa˜o. O mesmo quando se verificar o oposto, ou seja, quando o sinal recebido apresen-
tar um SNR elevada, voltar a baixar a ordem da constelac¸a˜o e assim aumentar a toleraˆncia
ao ru´ıdo. Desta forma, consegue-se aumentar significativamente a eficieˆncia da modulac¸a˜o,
pois transmite-se ao ritmo ma´ximo que o canal permite, mantendo a mesma robustez.
O modulador implementado recebe o sinal da fonte de informac¸a˜o num formato bina´rio e
devolve a componente IQ correspondente a` modulac¸a˜o selecionada.
Este bloco foi implementado em MATLAB utilizando a func¸a˜o qammod. A Figura 3.5
ilustra uma sequencia aleato´ria de bits modulados, utilizando a codificac¸a˜o Gray, para as
modulac¸o˜es QPSK, 16-QAM e 64-QAM.
3.2.2 Filtro Tx
Tal como foi referido na secc¸a˜o 2.2, utilizou-se o filtro RRC para realizar a modulac¸a˜o
de pulso (pulse shaping) e restringir a largura de banda do sinal a transmitir. Este, junta-
mente com o filtro do recetor, formam um filtro de Nyquist que garante um baixo valor de ISI.
A largura de banda pode ser estimada atrave´s da fo´rmula
LB = r · (1 + α) (3.1)
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(a) Constelac¸a˜o QPSK (b) Constelac¸a˜o 16-QAM (c) Constelac¸a˜o 64-QAM
Figura 3.5: Diagrama de constelac¸a˜o QPSK
Onde α e´ o fator de roll off do filtro e r o seu ritmo de transmissa˜o (symbol rate). Como
se verifica na expressa˜o matema´tica (3.1), a largura de banda e´ diretamente proporcional
ao fator de roll-off. Na Figura 3.6 e´ ilustrado o seu efeito na largura de banda para um
r = 30.72M (simbolos/seg).
(a) α = 0 (b) α = 0.25
(c) α = 0.5 (d) α = 0.75
Figura 3.6: Efeito do fator de roll-off na largura de banda
Os gra´ficos da Figura 3.6 foram obtidos atrave´s da func¸a˜o pwelch do MATLAB, para va-
lores de roll-off de 0, 0.25, 0.5 e 0.75, em que o valor da largura de banda visualizado corres-
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ponde ao estimado atrave´s da fo´rmula (3.1) e obtiveram-se larguras de banda de 30.72MHz,
38.4MHz, 46.08MHz e 53.76MHz, respetivamente.
O efeito do roll-off na resposta temporal do filtro pode tambe´m ser observado na Fi-
gura 3.7. Nesta figura, utilizando um fator de sobre-amostragem igual a 2, pode-se visualizar
o pulse shaping da componente em fase de uma modulac¸a˜o QPSK apo´s a aplicac¸a˜o do filtro,
comparada com a sua entrada no filtro, com a devida compensac¸a˜o de atraso do filtro.
(a) α = 0
(b) α = 0.25
(c) α = 0.5
(d) α = 0.75
Figura 3.7: Resposta temporal do filtro
3.2.3 Frontend
O frontend inclui funcionalidades responsa´veis pela conversa˜o do sinal em banda base para
RF. Isto e´, coloca o sinal resultante da cadeia de transmissa˜o a` frequeˆncia da onda portadora.
Nesta dissertac¸a˜o, optou-se pela utilizac¸a˜o de um sistema comercial para realizar esta
operac¸a˜o, pelo que na˜o e´ realizada nenhuma simulac¸a˜o para este circuito, contudo este tema
sera´ alvo de discussa˜o na sessa˜o 5.2.
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3.3 Cadeia de Recec¸a˜o
O objetivo da cadeia de recec¸a˜o e´ recuperar a informac¸a˜o enviada pela fonte com a maior
fidelidade poss´ıvel. Desta forma, para ale´m do filtro ja´ referido, e´ tambe´m necessa´rio compen-
sar algumas distorc¸o˜es provocadas pelo canal. Para tal, implementa tambe´m alguns mo´dulos
adicionais para fazer essas compensac¸o˜es. Um diagrama da cadeia de recec¸a˜o projetada esta´
ilustrado na Figura 3.8.
Figura 3.8: Cadeia de recec¸a˜o implementada em MATLAB
3.3.1 Filtro Rx
O ru´ıdo produzido pelo canal de comunicac¸a˜o e´ um dos grandes fatores que degrada subs-
tancialmente a performance dos sistemas de comunicac¸a˜o. Desta forma, torna-se essencial a
utilizac¸a˜o de um filtro que minimize este problema. Tal como mencionado nas secc¸o˜es ante-
riores, o filtro utilizado e´ um RRC, que juntamente com o filtro da transmissa˜o formam um
filtro de Nyquist. Para esta condic¸a˜o se verificar ambos os filtros devem ser projetados com
os mesmos paraˆmetros.
Os filtros sa˜o projetados com 48 coeficientes, pois este valor permite um rigor razoa´vel
e e´ pro´ximo do que e´ poss´ıvel implementar em hardware. O fator de roll-off e´ obtido de
forma iterativa, de modo a obter um valor de EVM aceita´vel, para uma largura de banda o
mais estreita poss´ıvel. A Figura 3.9 ilustra o resultado de algumas das iterac¸o˜es para uma
modulac¸a˜o QPSK. Em que se obteve valores de EVM de 2.06%, 0.55% e 0.16% para fatores
de roll-off de 0.1, 0.2 e 0.3, respetivamente.
(a) α = 0.1; EVM = 2.06% (b) α = 0.2; EVM = 0.55% (c) α = 0.3; EVM = 0.16%
Figura 3.9: Efeito do fator de roll-off em constelac¸o˜es QPSK
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Os filtros da transmissa˜o e recec¸a˜o foram projetado em MATLAB utilizando a func¸a˜o
rcosdesign e implementado com a func¸a˜o upfirdn. As especificac¸o˜es sa˜o praticamente as
mesmas, a` excec¸a˜o do nu´mero de amostras por s´ımbolo, como descrevem as Tabela 3.1 e 3.2.
rcosdesign upfirdn
Roll-off (beta) : 0.22 upsample : 2
Nu´mero de s´ımbolos (span) : 24 downsample : 1
Amostras por s´ımbolo (sps) : 2
Forma (shape) : ’sqrt’
Tabela 3.1: Especificac¸o˜es do filtro RRC da transmissa˜o implementado em MATLAB
rcosdesign upfirdn
Roll-off (beta) : 0.22 upsample : 2
Nu´mero de s´ımbolos (span) : 24 downsample : 1
Amostras por s´ımbolo (sps) : 4
Forma (shape) : ’sqrt’
Tabela 3.2: Especificac¸o˜es do filtro RRC da recec¸a˜o implementado em MATLAB
3.3.2 Recuperac¸a˜o Temporal
De forma a combater o problema de sincronismo e´ necessa´rio um circuito de recuperac¸a˜o
temporal para estimar e compensar o instante de atraso (τ).
O algoritmo escolhido para implementar este circuito e´ um algoritmo feed-forward e foi
proposto por Martin Oerder e Heinrich Meyr (O&M) em [OM88]. A sua expressa˜o matema´tica
e´ dada pela fo´rmula (3.2).
τ = − T
2pi
arg
{
NL0−1∑
k=0
| x(kTs) |2 e−j2pik/N
}
(3.2)
Em que L0 representa a janela de observac¸a˜o utilizada, T o per´ıodo de s´ımbolo, Ts o per´ıodo de
amostragem e N o fator de sobre-amostragem (T/Ts). Este algoritmo necessita de 4 amostras
por s´ımbolo pelo que N = 4. O seu diagrama de blocos pode ser observado na Figura 3.10.
Figura 3.10: Diagrama de blocos do recuperador temporal O&M (imagem editada de [MD13])
Para implementac¸a˜o do circuito de recuperac¸a˜o foi criada a rotina “oerderMeyr(signal,
L, T, Ts)” em MATLAB que implementa o algoritmo proposto por O&M. Os paraˆmetros de
entrada e sa´ıda desta rotina sa˜o apresentados na Tabela 3.3.
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Entradas Sa´ıdas
signal : sinal a recuperar timming rec : sinal recuperado
L : janela de observac¸a˜o (L0)
T : per´ıodo de simbolo
T s : per´ıodo de amostragem
Tabela 3.3: Paraˆmetros da rotina oerderMeyr implementada em MATLAB
Esta rotina recebe como entrada o sinal a recuperar com uma sobre-amostragem de 4
amostras por s´ımbolo, calcula o τ e atrave´s de um interpolador, estima qual a amostra cor-
reta.
Analisando a Figura 3.11, pode-se observar em 3.11a) a constelac¸a˜o do sinal a` entrada
da rotina, gerado pelos filtros de transmissa˜o e recec¸a˜o e portanto com quatro amostras por
s´ımbolo, e em (3.11b), (3.11c), e (3.11d) o sinal recuperado pela rotina, para va´rias janelas
de observac¸a˜o. Obtiveram-se valores de EVM de 0.96%, 0.75% e 0.64% para L = 128, 256 e
512. respetivamente.
(a) Constelac¸a˜o antes da recuperac¸a˜o temporal (b) Constelac¸a˜o para um L = 128, EVM = 0.96%
(c) Constelac¸a˜o para um L = 256, EVM = 0.75%
(d) Diagrama de Constelac¸a˜o para um L = 512,
EVM = 0.64%
Figura 3.11: Diagramas de constelac¸a˜o QPSK antes e apo´s a recuperac¸a˜o temporal
Na Figura 3.12 pode ser verificado o correto funcionamento do circuito de recuperac¸a˜o
temporal para diferentes modulac¸o˜es IQ e um L = 256. Simulou-se a rotina fornecendo-lhe
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um sinal modulado com va´rias modulac¸o˜es, e filtrado pelos filtros descrito na secc¸a˜o anterior.
Obtendo-se os valores de EVM de 0.76%, 1.88% e 2.73%, paras as modulac¸o˜es QPSK, 16-QAM
e 64-QAM, respetivamente.
(a) QPSK: EVM = 0.76% (b) 16-QAM: EVM = 1.88% (c) 64-QAM: EVM = 2.73%
Figura 3.12: Diagramas de constelac¸a˜o do recuperador temporal
3.3.3 Correc¸a˜o de Rotac¸a˜o
O algoritmo utilizado para realizar a correc¸a˜o de fase foi proposto por Andrew J. Viterbi
em [Vit83]. E´ um algoritmo que eleva os s´ımbolos [x(t)] a` sua quarta poteˆncia para retirar a
fase da modulac¸a˜o, tal como demonstra a fo´rmula (3.3) [MD13].
θ =
1
4
arg
{
L0−1∑
k=0
x4(k)
}
(3.3)
E cujo o diagrama de blocos pode ser observado na Figura 3.13.
Figura 3.13: Diagrama de blocos do corretor de rotac¸a˜o (imagem editada de [MD13])
Para a sua implementac¸a˜o em MATLAB foi criada uma rotina, “viterbi stage(signal, L)”
com os paraˆmetros de entrada e sa´ıda descritos na Tabela 3.4.
Entradas Sa´ıdas
signal : sinal a recuperar rot rec : sinal recuperado
L : janela utilizada(L0)
Tabela 3.4: Paraˆmetros da rotina viterbi stage implementada em MATLAB
Esta rotina para ale´m de calcular o aˆngulo de rotac¸a˜o faz a sua compensac¸a˜o e devolve o
sinal ja´ com a rotac¸a˜o da constelac¸a˜o corrigida. Na Figura 3.14 pode analisar-se em (3.14a)
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uma constelac¸a˜o 16-QAM a` qual e´ provocado um atrase de fase de 30o, em (3.14b), (3.14c)
e em (3.14d) o sinal recuperado pela rotina viterbi stage, para va´rias janelas de observac¸a˜o.
Obtiveram-se valores de EVM de 1.66%, 1.38% e 0.80% para L = 256, 512 e 1024, respetiva-
mente.
(a) Constelac¸a˜o antes da correc¸a˜o (b) Constelac¸a˜o para um L = 256, EVM = 1.66%
(c) Constelac¸a˜o para um L = 512, EVM = 1.38% (d) Constelac¸a˜o para um L = 1024, EVM = 0.80%
Figura 3.14: Diagramas de Constelac¸a˜o 16-QAM antes e apo´s a correc¸a˜o de rotac¸a˜o de um
atraso de fase 30o
Na Figura 3.15 podem-se observar alguns exemplos do funcionamento da rotina, a` qual
foram aplicado modelac¸o˜es QPSK, 16-QAM e 64-QAM com va´rias atrasos de fase fixos, tendo-
se recuperado os sinais com EVM de 0% para as duas modulac¸a˜o QPSK (3.15a e 3.15b), 1.66%
para a modulac¸a˜o 16-QAM (3.15c) e 2.56% para a modulac¸a˜o 64-QAM (3.15d), utilizando
uma janela (L) de 256 amostras e atrasos de fase de 30o, 60o, 45o e 30o, respetivamente.
3.3.4 Desmodulador
Uma vez terminadas as compensac¸o˜es necessa´rias para corrigir as distorc¸o˜es e inter-
fereˆncias provocadas pelo canal, e´ necessa´rio inverter o processo realizado pelo modulador.
Desta forma, um circuito de decisa˜o analisa o sinal recebido, determina qual a informac¸a˜o
bina´ria modulada nas suas componentes IQ e devolver a informac¸a˜o ao destino em formato
bina´rio.
Para realizar esta operac¸a˜o utilizou-se a func¸a˜o qamdemod do MATLAB.
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(a) QPSK com rotac¸a˜o 30o (b) QPSK com rotac¸a˜o 60o
(c) 16-QAM com rotac¸a˜o 45o (d) 64-QAM com rotac¸a˜o 30o
Figura 3.15: Diagramas de constelac¸a˜o do circuito de correc¸a˜o de rotac¸a˜o
3.4 Validac¸a˜o da Implementac¸a˜o em MATLAB
O correto funcionamento do sistema implementado em MATLAB para uma modulac¸a˜o
QPSK pode ser verificado na Figura 3.16. Nesta figura, pode-se observar, atrave´s de diagra-
mas de constelac¸a˜o, o sinal em va´rios pontos do sistema.
Para este exemplo foi fornecido um sinal aleato´rio com aproximadamente 100 mil bits
e multiplicou-se o sinal entre a cadeia de transmissa˜o e recec¸a˜o por [ejpi/12] para simular
um atraso de fase de 15o. As caracter´ısticas dos filtros utilizados esta˜o representadas nas
Tabelas 3.1 e 3.1 e as janelas de observac¸a˜o (L) das rotinas de recuperac¸a˜o temporal e de e
correc¸a˜o de fase foi de 1024 amostras.
O sinal desmodulado foi comparado com o sinal fornecido obtendo um BER de 0% e um
EVM de 0.6%.
Da mesma forma, verificou-se o funcionamento para outras modulac¸o˜es como 16-QAM,
64-QAM e 256-QAM, ilustradas nas Figuras 3.17, 3.18 e 3.19, respetivamente.
A` modulac¸a˜o 16-QAM, imputou-se um atraso de fase de −30o e comparou-se com o sinal
fornecido com o recebido obtendo um BER de 0% e um EVM de 1.03%. A` modulac¸a˜o 64-
QAM, atribuiu-se um atraso de fase de −45o e obteve-se um BER de 0% e um EVM de 1.38%.
Na modulac¸a˜o 256-QAM, simulou-se um atraso de fase de −15o e obteve-se um BER de 0%
e um EVM de 1.4%.
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Figura 3.16: Validac¸a˜o de Modem QPSK em MATLAB
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Figura 3.17: Validac¸a˜o de Modem 16-QAM em MATLAB
Figura 3.18: Validac¸a˜o de Modem 64-QAM em MATLAB
Figura 3.19: Validac¸a˜o de Modem 256-QAM em MATLAB
Verificado o correto funcionamento do modem em MATLAB e´ chegada a altura de idealizar
a sua implementac¸a˜o em hardware, essa ana´lise e´ realizado no pro´ximo cap´ıtulo.
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Cap´ıtulo 4
Implementac¸a˜o em Hardware
Apo´s no cap´ıtulo anterior se ter validado e analisado o comportamento dos va´rios mo´dulos
do modem implementado em MATLAB, neste cap´ıtulo sera´ demonstrado como os mesmo
podem ser implementados em hardware.
4.1 Introduc¸a˜o
Como foi referido no cap´ıtulo introduto´rio, os sistemas SDR sa˜o sistemas em que as suas
func¸o˜es da camada f´ısica sa˜o definidas por software.
No entanto, a configurac¸a˜o do sistema SDR ideal ilustrada na Figura 1.2, onde todo o
tratamento dos dados, desde o sinal em banda base ate´ ao seu correspondente sinal RF era
realizado digitalmente, na˜o e´ poss´ıvel de implementar para todas as gamas de frequeˆncias.
Apesar da existeˆncia de conversores analo´gico para digital, em ingleˆs Digital-to-Analog Con-
verters (DACs), e conversores digital para analo´gico, Analog-to-Digital Converters(ADCs),
extremamente ra´pidos, estes continuam limitados a algumas giga amostras por segundo.
Pore´m, mesmo sem um sistema totalmente digital, existem arquiteturas, tais como RF
Frontends, que realizam a conversa˜o das bandas de frequeˆncias interme´dias e RF de uma
forma controla´vel por software, permitindo assim manter a flexibilidade dos sistemas.
4.1.1 RF Frontend
Os RF Frontends sa˜o circuitos de transmissa˜o/recec¸a˜o responsa´veis pela translac¸a˜o do
sinal em banda base para a gama frequeˆncias RF (up-conversion), ou vice versa (down-
conversion).
Este tipo circuitos esta´ dividido em duas arquiteturas principais:
• Conversa˜o direta ou homodina: o sinal em banda base e´ diretamente convertido
para RF, ou vice versa. Um exemplo de uma cadeia de transmissa˜o utilizando este tipo
de arquitetura e´ ilustrado na Figura 4.1.
• Conversa˜o de frequeˆncia interme´dia ou heterodina: o sinal em banda base e´
convertido primeiramente para uma frequeˆncia interme´dia antes de sofrer uma up-
convertion para RF, ou vice versa. A Figura 4.2 apresenta um diagrama de blocos
de uma cadeia de transmissa˜o que aplica esta arquitetura.
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Figura 4.1: Cadeia de transmissa˜o de uma arquitetura homodina
Figura 4.2: Cadeia de transmissa˜o de uma arquitetura heterodina
A arquitetura homodina possui uma implementac¸a˜o mais simples e com menos custos,
comparativamente com a arquitetura heterodina, pois na˜o requer filtros nem etapas de am-
plificac¸a˜o a` frequeˆncia interme´dia.
Contudo, apresenta algumas desvantagens, tais como, possui uma menor imunidade a`s
fugas do oscilador e, para modulac¸a˜o em fase, o mixer tem de possuir uma precisa˜o suficiente
para controlar os atrasos de fase.
4.1.2 FPGA
As FPGAs teˆm se revelado soluc¸o˜es bastante atraentes em termos de desempenho e re-
configurabilidade nos sistemas SDR. Sa˜o constitu´ıdos por uma grande quantidade de portas
lo´gicas que podem ser configuradas e conectadas das mais diversas formas. Esta liberdade
de configurac¸a˜o permite gerar desde circuitos ba´sicos como simples somadores a circuitos
complexos como filtros ou micro-controladores.
Desta forma, as FPGAs oferecem um hardware bastante flex´ıvel e reconfigura´vel capaz de
suportar algoritmos bastante complexos e computacionalmente intensivos.
Na continuac¸a˜o deste cap´ıtulo sera˜o abordadas as te´cnicas utilizadas para a implementac¸a˜o
em hardware do modem desenvolvido em MATLAB.
4.2 Cadeia de Transmissa˜o
O modem desenvolvido em MATLAB tem a capacidade de utilizar qualquer modulac¸a˜o
que represente os s´ımbolos pelas componentes IQ de sinais ortogonais. No entanto, para a
implementac¸a˜o do sistema em hardware considerou-se apenas a modulac¸a˜o QPSK, contudo
qualquer modulac¸a˜o que utilize as variac¸o˜es das componentes IQ para modular o sinal pode
ser facilmente integrada neste sistema.
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4.2.1 Modulador
No modulador, ilustrado na Figura 4.3 os s´ımbolos IQ sa˜o mapeados numa tabela de
acordo com a combinac¸a˜o de bits que representam. Ou seja, a cada palavra da modulac¸a˜o e´
atribu´ıda a componente IQ correspondente e esta e´ devidamente mapeada numa tabela.
Figura 4.3: Cadeia de transmissa˜o a implementar em hardware: Modulador
Um exemplo desse mapeamento pode ser observado na Tabela 4.1, onde e´ utilizada a
codificac¸a˜o Gray de uma modulac¸a˜o QPSK.
bits de entrada I Q
00 -1 -1
01 -1 1
10 1 1
11 1 -1
Tabela 4.1: Mapa da modulac¸a˜o QPSK
Assim sendo, as componentes IQ sa˜o mapeadas na forma de uma look up table e o modu-
lador, consoante a palavra que pretende modular, seleciona a componente IQ correspondente.
Desta forma consegue-se modular qualquer tipo de modulac¸a˜o ortogonal, sendo apenas
necessa´rio mapear a tabela de forma correta, quer se utilize uma modulac¸a˜o QPSK, 16-QAM,
64-QAM, etc..
4.2.2 Filtro Tx
Apo´s a modulac¸a˜o, o sinal e´ representado por pelas suas componentes IQ, pelo que o
mo´dulo responsa´vel pela filtragem, representado na Figura 4.4 implementa um filtro para
cada componente.
Figura 4.4: Cadeia de transmissa˜o a implementar em hardware: Filtro Tx
A implementac¸a˜o de filtros digitais, pode ser realizada em software, atrave´s de processa-
dores, tais como DSPs ou micro-controladores ou atrave´s de hardware, utilizando circuitos
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integrados de aplicac¸a˜o especifica (ASICs), do ingleˆs Application Specific Integrated Circuits,
ou de lo´gica programa´vel, tal como FPGAs.
Uma vez que o filtro RRC permite uma reduzida ISI para realizar a modelac¸a˜o de pulsos
(pulse shaping) e limitar a frequeˆncia do sinal transmitido, e´ o selecionado para esta dis-
sertac¸a˜o e e´ implementado numa estrutura Finite Impulse Response (FIR), que apresenta a
seguinte func¸a˜o de transfereˆncia:
H(z) =
N∑
n=0
h[n]z−n (4.1)
Em que N e´ a ordem do filtro e h[n] e´ o sinal discreto que representa a resposta ao impulso do
filtro. A sua resposta a uma entrada x[n] e´ dada pela fo´rmula (4.2) e pode ser representada
pelo diagrama de blocos ilustrado na Figura 4.5, em que a0, a1, a2, ...aN sa˜o os coeficientes do
filtro e z−1 blocos de atraso.
y[n] =
N∑
k=0
h[k]x[n− k] (4.2)
Figura 4.5: Diagrama de blocos de um filtro FIR
A implementac¸a˜o de filtros digitais em FPGA e´ realizada utilizando multiplicadores com
acumuladores (MACs), um por cada coeficiente e blocos de memo´ria (blocos RAM).
4.3 Cadeia de Recec¸a˜o
O sinal proveniente do canal de comunicac¸a˜o vem fortemente afetado com ru´ıdo e in-
terfereˆncias, pelo que, o desempenho dos sistemas de comunicac¸o˜es depende bastante da
eficieˆncia de como esse sinal e´ recuperado.
4.3.1 Filtro Rx
A cadeia de recec¸a˜o utiliza os filtros ilustrados na Figura 4.6 para minimizar o ru´ıdo
inserido no sinal durante a sua transmissa˜o.
Figura 4.6: Cadeia de recec¸a˜o a implementar em hardware: Filtro Rx
Estes filtros sa˜o projetados de forma semelhante aos filtros da cadeia de transmissa˜o para,
desta forma, a sua junc¸a˜o respeitar as caracter´ısticas dos filtros de Nyquist.
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4.3.2 Recuperac¸a˜o temporal
De forma a alcanc¸ar uma desmodulac¸a˜o robusta e eficiente a cadeia de recec¸a˜o recupera
o sincronismo do sinal transmitido atrave´s circuito de recuperac¸a˜o temporal representado na
Figura 4.7
Figura 4.7: Cadeia de recec¸a˜o a implementar em hardware: Recuperac¸a˜o Temporal
O algoritmo escolhido para recuperar o sincronismo e estimar o tempo de atraso (τ) foi
desenvolvido por O&M. Recordando a fo´rmula (3.2), o diagrama da Figura 3.10 e calculando
a expressa˜o [e−j2pik/N ] atrave´s da formula de Euler, sabendo que N = 4 e k e´ um nu´mero
inteiro, atingem-se os resultados apresentados na Tabela 4.2.
k 0 1 2 3 4 5 6 7 8 ...
e−j2pik/N 1 −j −1 j 1 −j −1 j 1 ...
Tabela 4.2: Lista de valores de [e−j2pik/N ] para va´rios k
Como se pode verificar, a expressa˜o [e−j2pik/N ] assume os valores de ‘1’, ‘−j’, ‘−1’ e ‘j’ de
uma forma c´ıclica, isto e´, de 4 em 4 amostras.
Assim sendo, e visto que o algoritmo necessita de quatro amostras por s´ımbolo, a expressa˜o
(4.3) pode ser implementada em hardware de uma forma replicada por quatro.
NL0−1∑
k=0
| x(kTs) |2 e−j2pik/N (4.3)
Assim, sa˜o instanciados quatro mo´dulos para realizar a implementac¸a˜o de [| x(kTs) |2],
e a cada mo´dulo e´ multiplicado o respetivo valor da expressa˜o [e−j2pik/N ], tal como ilustra o
diagrama da Figura 4.8. De notar que os valores desta expressa˜o assumem alternadamente
valores reais e imagina´rios, correspondentes a`s componentes I e Q, respetivamente.
Figura 4.8: Diagrama de blocos da implementac¸a˜o de (4.3)
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O bloco que implementa a expressa˜o [| x(kTs) |2] eleva o mo´dulo de cada amostra ao
quadrado, o que corresponde a somar o quadrado da sua componente I com o quadrado da
componente Q, ou seja [I2 +Q2] e e´ implementado com recurso a 2 multiplicadores tal como
e´ demonstrado na Figura 4.9.
Figura 4.9: Diagrama de blocos da implementac¸a˜o de [| x(kTs) |2]
Numa o´tica de poupar recursos, uma vez que estes sa˜o sempre limitados neste tipo de
sistemas, e´ poss´ıvel reduzir esta replicac¸a˜o de hardware para metade, a`s custas de garantir
uma frequeˆncia de relo´gio pelo menos duas vezes superior a` taxa de transmissa˜o de s´ımbolo,
o dobro do que na versa˜o com replicac¸a˜o de 4 vezes.
Deste modo, instanciam-se apenas dois mo´dulos para realizar o calculo de [| x(kTs) |2],
em vez das quatro anteriormente mencionados. O diagrama de blocos desta implementac¸a˜o
e´ apresentado na Figura 4.10.
Figura 4.10: Diagrama de blocos da implementac¸a˜o da fo´rmula (4.3) com replicac¸a˜o de hard-
ware de 2 vezes.
No entanto, esta implementac¸a˜o introduz uma pequena complexidade adicional, pois im-
plica somar ou subtrair o quadrado de cada amostra de forma alternada, pois como ja´ foi
referido anteriormente e pode ser observado na Tabela 4.2, [e−j2pik/N ] assume valores de ‘±1’
e ‘±j’ de uma forma perio´dica e alternada.
A func¸a˜o arg(·) calcula o aˆngulo de fase da expressa˜o (4.3), e pode ser implementada
atrave´s da func¸a˜o arco-tangente (arctan), como e´ descrito na fo´rmula (4.4).
arg(a+ jb) =

arctan
(
b
a
)
a > 0
arctan
(
b
a
)
+ pi a < 0, b ≥ 0
arctan
(
pi
2
)− pi a < 0, b < 0
pi
2 a = 0, b > 0
−pi2 a = 0, b < 0
(4.4)
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Contudo, o τ estimado necessita de ser restrito ao per´ıodo de s´ımbolo, ou seja, −T/2 ≤
τ ≤ T/2. De outra forma, devido a` ambiguidade de fase poderia decidir pelo instante de
amostragem do s´ımbolo adjacente, o que iria provocar s´ımbolos perdidos ou duplicados. Para
lidar com este problema Oerder e Meyr propuseram realizar o unwrapped a`s estimativas de τ
atrave´s da fo´rmula (4.5). [OM88]
τunw(n) = τunw(n− 1) + SAW (τ(n)− τunw(n− 1)) (4.5)
Em que SAW (α) e´ uma func¸a˜o dente de serra que limita α de −T/2 a T/2, o funcionamento
desta func¸a˜o pode ser observado na Figura 4.11.
Figura 4.11: Func¸a˜o unwrapped
A escolha da melhor amostra e´ realizada pelo mo´dulo de decisa˜o, este tem a capacidade
de decidir qual das 4 amostra por s´ımbolo o melhor representa. Para tal, e´ necessa´rio um
mo´dulo que atrase as amostras de entrada para compensar o tempo de ca´lculo do algoritmo.
Este mo´dulo e´ intitulado linha de atraso e pode ser implementado como um shift register de
tamanho L0.
A implementac¸a˜o do mo´dulo responsa´vel pela e recuperac¸a˜o temporal pode ser observado
na Figura 4.12 com o hardware replicado por 4 e na Figura 4.13 com o hardware replicado
por 2.
Figura 4.12: Diagrama de blocos do recuperador temporal com replicac¸a˜o de hardware de 4
vezes
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Figura 4.13: Diagrama de blocos do recuperador temporal com replicac¸a˜o de hardware de 2
vezes
4.3.3 Correc¸a˜o de Rotac¸a˜o
Tal como foi referido no cap´ıtulo anterior, o algoritmo escolhido para corrigir o erro de fase
responsa´vel pela rotac¸a˜o constelac¸a˜o foi proposto por Viterbi em [Vit83]. E a sua integrac¸a˜o
na cadeia de recec¸a˜o e´ ilustrada na Figura 4.14.
Figura 4.14: Cadeia de recec¸a˜o a implementar em hardware: Correc¸a˜o de Rotac¸a˜o
Recordando a sua expressa˜o matema´tica, representada em (3.3) e o seu diagrama de blocos
ilustrado na Figura 3.13, pode-se verificar que este algoritmo eleva cada amostra a` sua quarta
poteˆncia para calcular a fase da modulac¸a˜o.
Como sabemos as amostras x(k) sa˜o representadas pelas suas componentes IQ, pelo que
elevar cada uma a` sua quarta poteˆncia representa:
(I +Qi)4 = (I4 +Q4 − 6I2Q2) − 4IQ(I2 +Q2)i (4.6)
E pode ser implementado com a utilizac¸a˜o de 8 multiplicadores, como e´ demonstrado no
diagrama da Figura 4.15.
A func¸a˜o arg(·) pode ser implementada recorrendo a` arctan, tal como ja´ foi referido na
secc¸a˜o anterior e tal como no nesse caso, e´ necessa´rio realizar o unwrap para remover a sua
ambiguidade de fase.
Apo´s calculado o erro de fase, θ, o mo´dulo de decisa˜o corrige a rotac¸a˜o da constelac¸a˜o
multiplicando cada amostra por [e−jθ].
Um diagrama completo da implementac¸a˜o do algoritmo ser visualizado na Figura 4.16.
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Figura 4.15: Diagrama de blocos da implementac¸a˜o de [x4(k)]
Figura 4.16: Diagrama de blocos da correc¸a˜o de rotac¸a˜o
4.3.4 Desmodulador
Recuperados os efeitos destrutivos do provocados ao sinal durante a suas transmissa˜o, o
desmodulador ilustrado na Figura 4.17 recupera a sua informac¸a˜o.
Figura 4.17: Cadeia de recec¸a˜o a implementar em hardware: Desmodulador
Tendo o desmodulador conhecimento do mapeamento utilizado no modulador, este iden-
tifica a que ponto da constelac¸a˜o ideal corresponde cada s´ımbolo IQ recebido, e recorrendo
a` tabela de mapeamento recupera a combinac¸a˜o de bits correspondente. Ou seja, a cada
s´ımbolo IQ recebido e´ atribu´ıdo a correspondente palavra bina´ria mapeada na sua tabela.
Para identificar qual o ponto da constelac¸a˜o ideal corresponde a cada s´ımbolo IQ rece-
bido, analisam-se as componentes I e Q de uma forma independente e identifica-se em qual
quadrante esta´ o s´ımbolo recebido, tal como e´ ilustrado no diagrama de constelac¸a˜o da Figura
4.18.
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Figura 4.18: Diagrama de constelac¸a˜o
Ao longo deste cap´ıtulo foi analisada a forma como cada mo´dulo do modem desenvolvido
no cap´ıtulo anterior pode ser implementado em hardware. A sua implementac¸a˜o em hardware
real e´ realizada no cap´ıtulo seguinte.
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Cap´ıtulo 5
Prototipagem Laboratorial
Neste cap´ıtulo e´ apresentada a implementac¸a˜o fisica do modem, bem como uma breve
descric¸a˜o de como o kit de desenvolvimento escolhido foi utilizado.
5.1 Introduc¸a˜o
Nesta dissertac¸a˜o e´ implementado um sistema de comunicac¸a˜o QPSK. Este sistema tira
proveito dos sistemas SDR, realizando o processamento do sinal digitalmente, desde mo-
dulac¸a˜o, filtros a circuitos de correc¸a˜o. Sendo que a parte de ud/down-conversion de RF e´
efetuada analogicamente por um frontend comercial, tal como demonstrada a Figura 5.1.
Figura 5.1: Diagrama de blocos do sistema de comunicac¸a˜o
5.2 Domı´nio Analo´gico - Frontend
O domı´nio analo´gico e´ o responsa´vel pelas converso˜es Analo´gico para Digital (A/D) e
Digital para Analo´gico (D/A) do sinal, bem como o seu up-conversion e down-conversion.
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O frontend RF utilizado e´ o AD-FMCOMMS1-EBZ desenvolvido pela Analog Devices
para aplicac¸o˜es de ra´dio com integrac¸a˜o em FPGA. A Analog Devices disponibiliza uma
implementac¸a˜o de refereˆncia (reference design) que utiliza uma combinac¸a˜o de hardware (IP-
cores) com interface entre FPGA, DACs e ADC, e software compat´ıvel com processadores
ARM que permitem controlar os va´rios componentes internos da placa AD-FMCOMMS1-
EBZ.
Esta interface oferecida e´ sem duvida uma mais valia neste tipo de aplicac¸o˜es, junta-
mente com uma largura de banda bastante abrangente (ate´ 200MHz) e a uma vasta gama de
frequeˆncias de operac¸a˜o RF(400MHz - 4GHz) tornam o AD-FMCOMMS1-EBZ, ilustrado na
Figura 5.2, a escolha ideal para este sistema.
Figura 5.2: Frontend AD-FMCOMMS1-EBZ [Ele]
O seu diagrama de blocos e´ apresentado na Figura 5.3 e ira´ ser descrito mais detalhada-
mente no decorrer desta secc¸a˜o.
Figura 5.3: Diagrama de blocos do frontend AD-FMCOMMS1-EBZ [Dev]
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5.2.1 Cadeia de Transmissa˜o RF
A cadeia de transmissa˜o converte as componentes IQ do sinal em banda base no seu respe-
tivo sinal RF. Para tal, e´ constitu´ıda por uma DAC, um modulador, filtros e um amplificador
de poteˆncia, tal como se pode observar no diagrama da Figura 5.4, onde esta´ representado
um circuito de transmissa˜o semelhante ao utilizado pelo frontend AD-FMCOMMS1-EBZ.
Figura 5.4: Diagrama da transmissa˜o RF
DAC
O sinal e´ fornecido pela FPGA em formato digital, pelo que e´ necessa´rio um circuito que
realize a sua devida conversa˜o para sinal analo´gico. Neste frontend o circuito responsa´vel por
esta operac¸a˜o e´ o AD9122 [Dev09c].
Este circuito e´ internamente constitu´ıdo por duas DACs de 16 bits, uma para cada com-
ponente IQ e possui filtros interpoladores para atenuar as suas imagens criadas.
Modulador
Por sua vez, o modulador tem como func¸a˜o realizar o up-conversion do sinal em banda base
para a frequeˆncia RF desejada e somar as suas componentes IQ. A este tipo de modulador
denomina-se modulador em quadratura e e´ realizado pelo circuito ADL5375 [Dev07].
O modulador converte a informac¸a˜o das componentes IQ provenientes da DAC num sinal
a` frequeˆncia desejada fornecida pelo sintetizador ADF4351 [Dev12].
Na Figura 5.5 pode ser visualizado o efeito do up-conversion no espetro de frequeˆncias.
Figura 5.5: Efeito do up-conversion no espetro de frequeˆncias
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Amplificador
Ao sinal modulado e´ aplicado um filtro para rejeic¸a˜o da imagem da componente RF,
vis´ıvel na Figura 5.5 e posteriormente amplificado pelo amplificador ADL5602 [Dev09b], que
fornece um ganho de ate´ 20dB.
5.2.2 Cadeia de Recec¸a˜o RF
A cadeia de recec¸a˜o tem como objetivo reverter o processo da transmissa˜o, ou seja, conver-
ter a informac¸a˜o de um sinal em RF para banda base, contudo o princ´ıpio de funcionamento
e´ bastante semelhante, mas de forma inversa.
O recetor recebe o sinal RF do canal e converte-o num sinal IQ em banda base. O diagrama
de blocos utilizado pelo frontend AD-FMCOMMS1-EBZ pode ser observado na Figura 5.6.
Figura 5.6: Diagrama da recec¸a˜o RF
Desmodulador
O desmodulador recebe um sinal RF proveniente do canal e divide-o nas suas componentes
em fase e em quadratura e realiza ainda o seu o seu down-convertion para banda base. Este
circuito e´ realizado pelo ADL5380 [Dev09a].
Amplificador
Apo´s o down-conversion as componentes IQ sa˜o amplificadas por um amplificador de baixo
ru´ıdo, presente no circuito ADL8366 [Dev10], este amplificador aplica um ganho programa´vel
de 4.5 a 20 dB.
ADC
O circuito utilizado para digitalizar o sinal em banda base para a FPGA e´ o AD9643
[Dev11]. Este e´ constitu´ıdo internamente por duas ADCs de 14 bits.
5.2.3 Relo´gio e Protocolo de Comunicac¸o˜es
O relo´gio do frontend pode ser controlado por um cristal de 50Mhz ou a partir da FPGA,
atrave´s do conector FMC.
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O protocolo de comunicac¸a˜o utilizado pelo AD-FMCOMMS1-EBZ para aceder a regis-
tos e configurac¸o˜es e´ o SPI. Contudo possui um micro-controlador interno que converte as
comunicac¸o˜es I2C em SPI.
5.3 Domı´nio Digital - SDR
O domı´nio digital e´ responsa´vel por todo o processamento digital do sinal, nesta dis-
sertac¸a˜o foi implementado na ZedBoard da Xilinx. Esta utiliza a arquitetura Zynq-7000 SoC
que inclui um dual Core ARM Cortex-A9, lo´gica programa´vel e possui um vasto conjunto de
perife´ricos.
Embora, a placa de desenvolvimento ZedBoard tenha sido a escolhida nesta dissertac¸a˜o,
existe uma vasta gama de FPGAs, tais como Artix, Kintex, Spartan, Virtex, entre muitas
outras.
A ZedBoard foi a selecionada, pois para ale´m de conter a capacidade de implementac¸a˜o de
lo´gica reprograma´vel, inclui ainda um sistema de processamento introduzido pelo dual Core
ARM Cortex-A9, que podem ser combinados e trabalhar em conjunto. Possui ainda uma
grande variedades de interfaces e componentes adicionais, entre eles interfaces como FMC
para a ligac¸a˜o com o frontend, interface USB-UART para comunicar com um computador e
componentes como memo´rias DDR3 para armazenar informac¸a˜o, entre muitos outros.
A placa de desenvolvimento ZedBoard pode ser observada na Figura 5.7 e o seu diagrama
de blocos e´ ilustrado na Figura 5.8.
Figura 5.7: Placa de desenvolvimento ZedBoard [Zed]
Na Figura 5.9 pode ser observado o diagrama de blocos completo da placa de desenvolvi-
mento Zedboard com o frontend AD-FMCOMMS1-EBZ.
Como ja´ foi mencionado anteriormente a Analog Devices disponibiliza uma implementac¸a˜o
de refereˆncia, onde fornece alguns IPcores bastantes u´teis a` integrac¸a˜o da FPGA com o
frontend AD-FMCOMMS1-EBZ, entre eles os mais significativos sa˜o os IPcores axi IIC,
axi AD9122 e axi AD9643.
• O IPcore axi IIC e´ responsa´vel pela comunicac¸a˜o entre o ZYNQ e o micro-controlador
do frontend, que por sua vez e´ responsa´vel pela configurac¸a˜o dos seus componentes de
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Figura 5.8: Diagrama de blocos da placa ZedBoard [AVN14]
Figura 5.9: Diagrama da implementac¸a˜o de refereˆncia do frontend AD-FMCOMMS1-EBZ
para a placa de desenvolvimento ZedBoard [Dev]
forma a obter diferentes frequeˆncias do sinal RF, frequeˆncias de amostragens da DAC
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e ADC, ganho do amplificador de sa´ıda, etc..
• O IPcore axi AD9122 realiza a interligac¸a˜o com a DAC, fornecendo-lhe o sinal a ser
transmitido e provideˆncia o relo´gio a` cadeia de transmissa˜o.
• O IPcore axi AD9643 gere a interface ADC-FPGA, ou seja, disponibiliza o sinal
recebido do frontend a` FPGA e fornece o relo´gio a` cadeia de recec¸a˜o.
5.4 Prototipagem em FPGA
A ferramenta utilizada para a implementac¸a˜o da lo´gica programa´vel e´ o Vivado Design
Suite 2014.2 e para a programac¸a˜o do sistema de processamento e´ utilizado o Xilinx Software
Development Kit (SDK).
A implementac¸a˜o de refereˆncia disponibilizada pela Analog Devices pode ser obtida em
[Dev15b], onde e´ tambe´m apresentada uma breve descric¸a˜o do procedimento necessa´rio para
a criac¸a˜o do seu HDL Block Design em Vivado. A Analog Devices fornece tambe´m drivers
implementadas em C que podem ser utilizadas para configurar o frontend [Dev15a].
Os mo´dulos fornecidos pela Analog Devices sa˜o implementados em Verilog, contudo os
mo´dulos desenvolvidos no decorrer da dissertac¸a˜o sa˜o implementados em Very high speed in-
tegrated circuits Hardware Description Language (VHDL).
O sistema deve operar a uma frequeˆncia de 2.4GHz, numa configurac¸a˜o de lookback, ou
seja, o transmissor e o recetor esta˜o conectados diretamente com um cabo coaxial. Contudo,
uma vez que o sinal e´ amplificado utiliza-se um atenuador de 30 dB para na˜o saturar os
andares de entrada do frontend.
5.4.1 Cadeia de Transmissa˜o
O diagrama com os mo´dulos necessa´rios a` implementac¸a˜o da cadeia de transmissa˜o e´
ilustrado na Figura 5.10 e no decorrer da secc¸a˜o sera´ descrito como e´ realizada a sua imple-
mentac¸a˜o na FPGA.
Figura 5.10: Diagrama de blocos da implementac¸a˜o da cadeia de transmissa˜o
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Interface de Leitura
A informac¸a˜o do sinal a transmitir e´ gerada em MATLAB de uma forma semi-aleato´ria
e e´ posteriormente copiada para um ficheiro em C, onde a func¸a˜o “dac dma setup()”, uma
func¸a˜o adaptada das drivers fornecidas, a guarda na posic¸a˜o “DDRDAC BASEADDR” da
memo´ria.
Na camada f´ısica, o IPcore axi adD9122 dma, ilustrado na Figura 5.11, acede a essa
mesma posic¸a˜o da memo´ria e comunica a informac¸a˜o a ser transmitida ao modulador, atrave´s
da interface m axis.
Figura 5.11: IPcore axi adD9122 dma
Modulador
Este mo´dulo foi implementado em VHDL e tal como descrito na secc¸a˜o 4.2.1 recebe uma
palavra com dados bina´rios e coloca a` sua sa´ıda as componentes IQ correspondentes. A`
semelhanc¸a de todos os mo´dulos desenvolvidos nesta dissertac¸a˜o, obedece ao protocolo AXI4
Stream [Sui15].
Na Figura 5.12 e´ apresentado o mo´dulo implementado e as suas interfaces.
Figura 5.12: IPcore map iq
A` sua entrada aceita uma palavra com 32 bits contendo a informac¸a˜o bina´ria a transmi-
tir, esta deve ser ordenada no sentido dos bits mais significativos para os menos significativos
e a cada transic¸a˜o ascendente do relo´gio coloca um s´ımbolo na sua sa´ıda com as respeti-
vas componentes IQ, sendo que este e´ representado em palavras de 32 bits, onde os 16 bits
mais significativos corresponde a` componente I e restantes 16 a` componente Q, ambas em
complemento para 2.
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Filtro Tx
Apo´s a modulac¸a˜o, e´ aplicado um filtro RRC a`s componentes I e Q. Os coeficientes do
filtro utilizado sa˜o calculados atrave´s das simulac¸o˜es em MATLABs e gravados em formato
coe [XIL]. Este filtro e´ instanciado duas vezes, um para cada componente, e e´ implementado
atrave´s do FIR Compiler disponibilizado pela Xilinx [XIL15b].
Os filtros sa˜o instanciados utilizando o customize IP do IP Catalog no Vivado com as
especificac¸o˜es descritas na Tabela 5.1, tal como e´ ilustrado no Anexo A.1. O mo´dulo de um
dos filtros e´ apresentado na Figura 5.13.
Filter
Specification
Filter Type Interpolation
Interpolation Value Ratio 2
Rate Change Type Integer
Hardware
Oversampling
Select Format Input Sample Period
Sample Period 1
Data
Path
Options
Input Data Type Signed
Input Data Width 16
Input Data Fractional Bits 0
Output Rounding Mode Truncate LSBs
Output Width 16
Tabela 5.1: Especificac¸o˜es do customize IP do FIR Compile para implementac¸a˜o do filtro
RRC
Figura 5.13: IPcore FIR Compiler
Interface frontend Tx
Conclu´ıdo o processamento digital do sinal, este e´ enviado para o frontend que realiza a
sua conversa˜o D/A e o up-conversion para RF.
As configurac¸o˜es do frontend sa˜o controlada por software, atrave´s do ZYNQ, com recurso
aos drivers disponibilizados. As configurac¸o˜es utilizadas podem ser observadas na Tabela 5.2.
A interface da cadeia de transmissa˜o com o frontend e´ realizada pelo IPcore AD9122 ilus-
trado na Figura 5.14, onde dac div clk e´ o relo´gio de refereˆncia que provideˆncia para toda a
cadeia de transmissa˜o. A frequeˆncia deste relo´gio e´ obtida atrave´s da divisa˜o da frequeˆncia
de amostragem da DAC por 4.
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Freq. de Transmissa˜o 2.4 GHz
Freq. de Amostragem da DAC 61.44 MHz
Freq. de Recec¸a˜o 2.4 GHz
Freq. de Amostragem da ADC 30.72 MHz
Ganho do Amp de Recec¸a˜o 4.5 dB
Tabela 5.2: Configurac¸o˜es do frontend
Figura 5.14: IPcore AD9122
5.4.2 Cadeia de Recec¸a˜o
A Figura 5.15 apresenta o diagrama de blocos da cadeia de recec¸a˜o. A implementac¸a˜o de
cada bloco na placa de desenvolvimento ZedBoard e´ descrita de seguida.
Figura 5.15: Diagrama de blocos da implementac¸a˜o da cadeia de recec¸a˜o
Interface frontend Rx
A cadeia de recec¸a˜o do frontend tem como func¸a˜o realizar o down-conversion do sinal RF
recebido para banda base e proceder a` sua conversa˜o de A/D.
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Ao IPcore AD9643, apresentado na Figura 5.16, cabe a responsabilidade de fornecer as
componentes IQ do sinal recebido a` FPGA e providenciar o relo´gio de refereˆncia para esta
cadeia. Este relo´gio e´ disponibilizado na interface adc clk e tem a mesma frequeˆncia da
amostragem da ADC.
Figura 5.16: IPcore AD9643
Filtro Rx
A` semelhanc¸a da cadeia de transmissa˜o, os filtros da recec¸a˜o sa˜o implementados utilizando
o FIR Compile. Os seus coeficientes sa˜o obtidos nas simulac¸o˜es em MATLAB e as especi-
ficac¸o˜es do customize IP sa˜o as mesmas, descritas na Tabela 5.1 e e´ o seu mo´dulo semelhante
ao apresentado na Figura 5.13.
Recuperac¸a˜o Temporal
Apo´s a realizac¸a˜o da filtragem do sinal recebido, o IPcore timing recovery estima o seu
atraso e recupera-o de modo a obter uma desmodulac¸a˜o eficiente. Para tal, implementa o
algoritmo de recuperac¸a˜o temporal proposto por O&M, descrito na secc¸a˜o 4.3.2. A imple-
mentac¸a˜o escolhida e´ a de replicac¸a˜o de hardware 2 vezes representada na Figura 4.13.
O processamento do algoritmo e´ separado em tarefas especificas, divididas pelos va´rios
mo´dulos com a hierarquia demonstrada no diagrama da Figura 5.17 e seguida de uma breve
descric¸a˜o de individual.
Figura 5.17: Mo´dulos constituintes do IPcore timing recovery
• mult 16x16:
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E´ implementado pelo IPcore Multiplier(12.0) da Xilinx e instanciado atrave´s do IP
Catalog do Vivado, tal como e´ ilustrado no Anexo A.2. [XIL15c]
Aceita como entrada duas palavras de 16 bits e devolve o seu produto com um
atraso de 4 ciclos de relo´gio.
• axis multiplier:
Uma vez que o mo´dulo anterior, mult 16 x16 na˜o respeita o protocolo AXI4 Stream,
o mo´dulo axis multiplier atrasa o sinal que indica se a informac¸a˜o a` entrada e´ va´lida
para indicar se o respetivo produto proveniente do multiplicador e´ valido.
Este mo´dulo aceita como entrada uma palavra de 32 bits, onde os 16 mais signi-
ficativos correspondem a um operador da multiplicac¸a˜o e os restantes 16 ao segundo
operador. A` sua sa´ıda devolve uma palavra de 32 bits com o resultado de da multi-
plicac¸a˜o com um atraso de 6 ciclos de relo´gio.
• axis square:
O mo´dulo axis square aceita como entrada uma palavra com 32 bits, correspondente
a uma amostra IQ em que a componente I e´ representada nos 16 bits mais significativos
e a componente Q nos restantes 16.
Instaˆncia dois mo´dulos axis multiplier, um para calcular [I2] e outro para calcular
[Q2], posteriormente realiza a soma da sa´ıda destes mo´dulos, isto e´ [I2 +Q2], e coloca-a
a` sua sa´ıda, numa palavra com 32 bits e com um atraso de 8 ciclos de relo´gio.
• axis sum:
Por sua vez, o mo´dulo axis sum recebe duas palavra de 32 bits, correspondentes a`s
amostras recebidas, representadas na Figura 4.13 por [x2k] e [x
2
k+1]. As componentes I das
amostras sa˜o recebidas nos 16 bits mais significativos de cada entrada e as componentes
Q nos restantes 16.
Instancia um mo´dulo axis square para cada amostra e na sa´ıda coloca duas pala-
vras com 32 bits correspondentes ao somato´rio das componentes reais e imagina´rias da
fo´rmula 4.3. Este mo´dulo coloca a sua sa´ıda valida apo´s 12+2L0 ciclos de relo´gio desde
a primeira amostra de cada janela de processamento.
• cordic arcTan:
Este mo´dulo e´ responsa´vel pela execuc¸a˜o da func¸a˜o arco-tangente e e´ implementado
pelo IPcore Cordic (6.0) da Xilinx [XIL15a] e instanciado atrave´s do IP Catalog do
Vivado, tal como e´ ilustrado no Anexo A.3.
Recebe uma palavras de 64 bits, em que os 32 bits mais significativos representam
o denominador e os restantes 32 o numerador da func¸a˜o arco-tangente. E apresenta o
seu resultado numa interface com 32 bits e com um atraso de 36 ciclos de relo´gio.
• axis arg:
O mo´dulo axis arg tem como entradas os dois sinais provenientes do mo´dulo axis sum
e tem como func¸a˜o calcular o aˆngulo de fase de [
∑
(I) + j
∑
(Q)]. Para tal, instancia
o cordic arcTan para realizar a func¸a˜o arco-tangente e calcula o aˆngulo de fase atrave´s
da fo´rmula 4.4. Este mo´dulo apresenta um atraso de 39 ciclos de relo´gio.
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• axis delay line:
Este mo´dulo tem como func¸a˜o criar uma fila de espera, isto e´, um FIFO que atrasa
as amostras que chegam ao circuito de recuperac¸a˜o, e compensa o atraso de calculo do
algoritmo.
• axis timing recovery
O axis timing recovery e´ o mo´dulo principal do algoritmo, e´ ele que instancia os
restantes mo´dulos e realiza o unwrapped do τ estimado e decide qual a amostra que
melhor representa cada s´ımbolo.
Recebe como entrada duas palavras de 32 bits, uma para as componentes I e outra
para as componentes Q das amostras a estimar. Os 16 bits mais significativos corres-
pondem a`s primeiras amostras, isto e´ [xk] e os restantes 16 a` amostra seguinte [xk+1].
Na Figura 5.18 pode ser observado o mo´dulo implementado e as suas interfaces.
Figura 5.18: IPcore axis timing recovery
5.4.3 Interface de Escrita
Recuperado o sincronismo o sinal e´ colocado de novo em memo´ria para ser avaliado uti-
lizado o MATLAB, para tal o IPcore axi adD9643 dma, ilustrado na Figura 5.19, grava-o na
posic¸a˜o “DDR BASEADDR”da memo´ria.
Figura 5.19: IPcore axi adD9643 dma
A informac¸a˜o do sinal sincronizado e´ lido pelo ZYNQ atrave´s da func¸a˜o capture(), de-
senvolvida em C com base na func¸a˜o adc capture das drivers fornecidas. E posteriormente
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enviado para o MATLAB atrave´s da interface UART.
Este cap´ıtulo revelou os aspetos mais relevantes da implementac¸a˜o num sistema f´ısico do
modem desenvolvido. No cap´ıtulo seguinte sera˜o apresentados um conjunto de resultados que
validam o seu correto funcionamento.
54
Cap´ıtulo 6
Resultados Experimentais
Este cap´ıtulo tem como objetivo principal apresentar os resultados obtidos, atrave´s de
uma se´rie de medic¸o˜es, que permitem observar o funcionamento do trabalho desenvolvido
durante a dissertac¸a˜o.
6.1 Introduc¸a˜o
A validac¸a˜o comportamental do sistema desenvolvido e´ realizada atrave´s da ferramenta
computacional MATLAB, na qual foi implementado um modem de modulac¸o˜es varia´veis.
No entanto, para testar a robustez e sensibilidade que o sistema apresenta e´ indispensa´vel
valida-lo em ambiente real, em vez de se confiar meramente em dados teo´ricos.
Utilizando uma interface entre o MATLAB e o sistema implementado fisicamente, tal como
a descrita no cap´ıtulo anterior, e´ poss´ıvel realizar a devida validac¸a˜o do sistema desenvolvido
em MATLAB utilizando dados pra´ticos.
Esta abordagem, para ale´m da validac¸a˜o e ana´lise do comportamento dos diferentes
mo´dulos integrados em MATLAB, permite ainda realizar a sua implementac¸a˜o em hardware
de uma forma progressiva. Isto e´, o processamento do modem pode ser repartido entre o
MATLAB e sistema implementado em FPGA.
Implementando os va´rios mo´dulos em FPGA de uma forma sequencial, estes podem ser
testado isoladamente, reduzindo assim a complexidade do sistema completo e tirando proveito
do sistema em MATLAB para realizar validac¸o˜es mais precisas e completas.
6.2 Co-simulac¸a˜o com frontend RF
Antes da implementac¸a˜o do sistema em FPGA validou-se primeiro o seu funcionamento
realizando o processamento do sinal em MATLAB e utilizando o kit de desenvolvimento
ZedBoard e o frontend AD-FMCOMMS1-EBZ para realizar a sua transmissa˜o e respetiva
recec¸a˜o.
O sinal de informac¸a˜o a ser transmitido e´ processado pela cadeia de transmissa˜o em
MATLAB e posteriormente fornecido ao kit de desenvolvimento. Por sua vez, este transmite-
o numa configurac¸a˜o de lookback atrave´s do frontend e devolve o sinal recebido ao MATLAB,
onde e´ recuperada a informac¸a˜o do sinal, tal como e´ ilustrado na Figura 6.1.
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Figura 6.1: Diagrama de blocos da co-simulac¸a˜o do modem desenvolvido em MATLAB
O correto funcionamento do sistema implementado em MATLAB para uma modulac¸a˜o
QPSK em ambiente real pode ser verificado na Figura 6.2.
Figura 6.2: Co-simulac¸a˜o de Modem QPSK
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Nesta figura, pode-se observar, atrave´s de diagramas de constelac¸a˜o, o sinal em va´rios
pontos do sistema. O sinal de informac¸a˜o e´ gerado aleatoriamente com aproximadamente 22
mil bits, as configurac¸o˜es dos filtros utilizados esta˜o representadas nas Tabelas 3.1 e 3.1, as
especificac¸o˜es do frontend sa˜o apresentadas na Tabela 5.2 e as janelas de observac¸a˜o (L0) das
rotinas de recuperac¸a˜o temporal e de correc¸a˜o de fase e´ de 1024 amostras.
Como se pode observar, o sinal recebido vem afetado com uma rotac¸a˜o na sua constelac¸a˜o,
contudo a cadeia de recec¸a˜o consegue recuperar o sinal com um BER de 0% e um EVM de
1.336%.
Na Figura 6.3 e´ apresentado um outro exemplo que utiliza as mesmas configurac¸o˜es do caso
anterior, no entanto sofre uma rotac¸a˜o na sua constelac¸a˜o diferente, este feno´meno deve-se
principalmente aos deslocamentos de fase entre os osciladores locais. Neste exemplo obteve-se
um BER de 0%, e um EVM de 1.493%.
Figura 6.3: Co-simulac¸a˜o de Modem QPSK
6.3 Cadeia de Transmissa˜o
Uma vez testado e verificado o correto funcionamento do modem desenvolvido em MA-
TLAB, e´ implementada a cadeia de transmissa˜o em FPGA, mantendo o resto do processa-
mento a ser realizado em MATLAB.
Para realizar o processamento da cadeia de transmissa˜o em FPGA sa˜o implementados
os filtros da transmissa˜o e o mo´dulo do modulador descrito no cap´ıtulo anterior segundo a
configurac¸a˜o ilustrada na Figura 6.4.
Os resultados obtidos com esta configurac¸a˜o, mantendo os mesmos paraˆmetros do caso
anterior podem ser observados nas Figuras 6.5 e 6.6, onde os sinais apo´s a sua transmissa˜o
foram fornecidos ao MATLAB que recuperou a sua informac¸a˜o com BER de 0% e EVM de
1.574% e 1.677%, respetivamente.
Com as especificac¸o˜es escolhidas a informac¸a˜o e´ transmitida a um ritmo de 15.36 M amos-
tras por segundo, uma vez que o sinal e´ sobre-amostrado pelo filtro de transmissa˜o equivale
a 7.68M s´ımbolos por segundo e como cada s´ımbolo representa 2 bits, chega-se ao ritmo de
transmissa˜o de 15.36M (bits/segundo).
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Figura 6.4: Diagrama de blocos do cena´rio de teste da cadeia de transmissa˜o em FPGA
Figura 6.5: Validac¸a˜o da cadeia de transmissa˜o em FPGA
Figura 6.6: Validac¸a˜o da cadeia de transmissa˜o em FPGA
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A largura de banda do sinal transmitido pode ser relacionada com o ritmo de transmissa˜o
e o fator de roll-off do filtro, tal como indica a fo´rmula (3.1). Desta forma, uma vez que o
fator de roll-off do filtro e´ de 0.22 a largura de banda expecta´vel sera´ de 18.74 MHz.
De forma a avaliar o desempenho do mo´dulo da filtragem, conectou-se a sa´ıda do frontend
a um analisador de espetros, o FSH8 da Roshde&Schwarz [Roh15], e observou-se o sinal
transmitido no espetro de frequeˆncias. O resultado obtido pode ser visualizado na Figura 6.7.
Figura 6.7: Espetro de frequeˆncias do sinal transmitido
Tal como se pode verificar a resposta em frequeˆncia do sinal foi eficientemente limitada
para a largura pretendida.
6.4 Cadeia de Recec¸a˜o
A cadeia de recec¸a˜o tem como func¸a˜o recuperar a informac¸a˜o contida no sinal enviado pela
cadeia de transmissa˜o, e para tal necessita de compensar as distorc¸o˜es que lhe sa˜o provocadas.
A performance de todo o sistema depende da eficieˆncia como esta cadeia consegue recuperar
essa informac¸a˜o.
6.4.1 Recuperac¸a˜o Temporal
Uma das compensac¸o˜es cruciais para um bom desempenho das comunicac¸o˜es e´ a recu-
perac¸a˜o do sincronismo e e´ realizada pelo IPcore timing recovery.
De modo a validar o funcionamento deste mo´dulo, utilizou-se a interface com o MATLAB
para testar este mo´dulo de uma forma individual. Assim sendo, instanciou-se este IPcore
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juntamente com o filtro da recec¸a˜o num projeto isolado. Neste projeto, a cadeia de transmissa˜o
era processada em MATLAB e o seu resultado fornecido diretamente ao mo´dulo sem ser
transmitido pelo frontend, tal como demonstra a Figura 6.8.
Figura 6.8: Diagrama de blocos do cena´rio de teste do mo´dulo de Recuperac¸a˜o Temporal e
do Filtro Rx
O diagrama de constelac¸a˜o obtido pode ser visualizado na Figura6.9. Com este projeto
conseguiu-se atingir um EVM de 0.6385% em que o EVM gerado pelo mesmo circuito imple-
mentado em MATLAB foi de 0.6089%.
Figura 6.9: Validac¸a˜o do circuito de recuperac¸a˜o temporal em FPGA
Verificado o correto funcionamento do mo´dulo numa situac¸a˜o ideal, isto e´, em que o sinal
na˜o sofria as interfereˆncias da transmissa˜o, verificou-se o seu funcionamento em ambiente real
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com os mo´dulos precedentes tambe´m implementados em FPGA. Tal como e´ representado na
Figura 6.10.
Figura 6.10: Diagrama de blocos do cena´rio de teste do modem implementado em FPGA ate´
ao recuperador temporal
Os diagramas de constelac¸a˜o obtidos sa˜o apresentados nas Figuras 6.11 e 6.12, onde se
atingiram EVMs de 1.925% e 2%, respetivamente.
Figura 6.11: Validac¸a˜o do circuito de recuperac¸a˜o temporal com dados reais
Realizando uma me´dia de 10 ensaios utilizando este cena´rio de teste obteve-se um EVM
me´dio de 2.03%, enquanto que para as mesmas configurac¸o˜es, obteve-se um EVM me´dio de
1.41% no cena´rio em que o modem era integralmente implementado em MATLAB.
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Figura 6.12: Validac¸a˜o do circuito de recuperac¸a˜o temporal com dados reais
Terminada a exposic¸a˜o dos resultados obtidos nesta dissertac¸a˜o de mestrado, segue o
cap´ıtulo com as suas concluso˜es.
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Cap´ıtulo 7
Conclusa˜o e Trabalho Futuro
Neste cap´ıtulo, sa˜o apresentadas as concluso˜es mais importantes resultantes deste trabalho
e referidas algumas poss´ıveis alterac¸o˜es, de forma a ser poss´ıvel melhorar o trabalho futuro.
7.1 Conclusa˜o
Esta dissertac¸a˜o de mestrado teve como objetivo o desenvolvimento e implementac¸a˜o em
FPGA de um modem baseado em abordagem SDR.
Este projeto visa a sua integrac¸a˜o num sistema de comunicac¸a˜o a implementar num UAV,
pelo que se pretendia um sistema de ra´dio de elevada robustez e que permitisse manter a
ligac¸a˜o mesmo em cena´rios adversos. Deste modo, uma das grandes preocupac¸o˜es no seu
decorrer foi o desenvolvimento e implementac¸a˜o de algoritmos que compensassem os efeitos
destrutivos que os canais podem provocar aos sinais transmitidos.
O trabalho iniciou-se com uma ana´lise dos fundamentos teo´ricos dos sistemas de comu-
nicac¸o˜es digitais, mais precisamente de modems digitais. De seguida foi desenvolvido o modelo
de um modem em MATLAB adapta´vel a qualquer modulac¸a˜o ortogonal, onde foram integra-
dos e validados algoritmos de recuperac¸a˜o temporal e de correc¸a˜o de rotac¸a˜o implementados
tambe´m em MATLAB.
Apo´s validar o correto funcionamento do sistema em MATLAB e averiguar o compor-
tamento dos va´rios mo´dulos, realizou-se uma ana´lise para determinar a forma como estes
poderiam ser implementados em hardware.
Para a sua implementac¸a˜o foi utilizando o kit de desenvolvimento ZedBoard e o frontend
AD-FMCOMMS1-EBZ.
A sua implementac¸a˜o foi realizada de uma forma progressiva e validada atrave´s da inter-
face com o modem implementado em MATLAB. Esta interface permitiu testar va´rias com-
ponente do modem implementado em FPGA realizando o processamento restante do modem
em MATLAB, permitindo assim validar os va´rios mo´dulos individualmente.
O modelo em MATLAB e´ utilizado como termo de comparac¸a˜o uma vez que apenas e´
relevante o comportamento do sistema e o processamento dos dados em virgula flutuante
de precisa˜o dupla. Comparando os valores de EVM obtidos na implementac¸a˜o em hardware
com os resultados do modelo em MATLAB observa-se uma ligeira degradac¸a˜o, explicada pela
quantizac¸a˜o dos dados em v´ırgula fixa.
Nos testes realizados utilizando uma configurac¸a˜o lookback com frontend RF, para as
mesmas condic¸o˜es o modem implementado integralmente em MATLAB obteve um EVM
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me´dio de 1.41%, com a implementac¸a˜o da cadeia de transmissa˜o em FPGA e o restante
processamento realizado em MATLAB obteve-se um EVM me´dio de 1.64%. Com a cadeia de
transmissa˜o, filtros de recec¸a˜o e recuperador temporal implementados em FPGA e a correc¸a˜o
de rotac¸a˜o e desmodulador implementados em MATLAB obteve-se um EVM me´dio de 2.03%.
7.2 Trabalho Futuro
Este trabalho pode ser considerado como uma etapa preparato´ria para a construc¸a˜o de
um modem flex´ıvel que adapte a sua modulac¸a˜o de forma a melhorar a sua eficieˆncia de comu-
nicac¸a˜o, contudo existem ainda alguns aspetos que precisa˜o de ser melhorados e completados,
entre eles:
• Concluir a implementac¸a˜o do algoritmo de correc¸a˜o de fase em FPGA;
• Adicionar tabelas mapeadas com novas modulac¸o˜es e validar o correto funcionamento
do modem para essas novas modulac¸o˜es;
• Otimizar a utilizac¸a˜o dos filtros da transmissa˜o e recec¸a˜o em termos de eficieˆncia e a´rea
de utilizac¸a˜o em FPGA;
• Implementac¸a˜o de circuitos de correc¸a˜o de erros.
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Anexo A
Customizac¸a˜o de IPcores
Neste Anexo e´ ilustrada a interface do customize IP do Vivado utilizada para criar os
va´rios IPcores da Xilinx instanciados.
A.1 IPcore TX fir
Este IPcore foi criado a partir do FIR Compiler(7.2) desenvolvido pela Xilinx e pode
encontrado atrave´s do IP Catalog no Vivado.
Este IPcore e´ o responsa´vel pela implementac¸a˜o dos filtros da cadeia de transmissa˜o, no
entanto os filtros da recec¸a˜o sa˜o criados do mesmo modo.
Nas Figuras A.1, A.2, A.3 e A.4 e´ ilustrada a interface do customize IP do mo´dulo criado.
Figura A.1: Instanciac¸a˜o do IPcore TX fir(1)
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Figura A.2: Instanciac¸a˜o do IPcore TX fir(2)
Figura A.3: Instanciac¸a˜o do IPcore TX fir(3)
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Figura A.4: Instanciac¸a˜o do IPcore TX fir(4)
A.2 IPcore multiplier 16x16
Este IPcore foi criado a partir do Multiplier(12.0) desenvolvido pela Xilinx que pode ser
encontrado atrave´s do IP Catalog no Vivado.
E´ o responsa´vel pela implementac¸a˜o de multiplicadores com operadores de 16 bits e o
resultado apresentado em 32 bits.
Nas Figuras A.5 e A.6 e´ ilustrada a interface do customize IP do IPcore criado.
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Figura A.5: Instanciac¸a˜o do multiplier 16 x16 (1)
Figura A.6: Instanciac¸a˜o do multiplier 16 x16 (2)
A.3 IPcore cordic ArcTan
Este IPcore foi criado a partir do CORDIC(6.0) desenvolvido pela Xilinx que pode ser
encontrado atrave´s do IP Catalog no Vivado.
E´ utilizado na implementac¸a˜o da func¸a˜o arg.
Nas Figuras A.7 e A.8 e´ ilustrada a interface do customize IP do IPcore criado.
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Figura A.7: Instanciac¸a˜o do IPcore cordic ArcTan (1)
Figura A.8: Instanciac¸a˜o do IPcore cordic ArcTan (2)
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