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Abstract
In this work we extend the approach used in [6] to perform distributed-memory
AFMC model checking. The part of a system held in one computer is modeled
as a Kripke structure with border states. Moreover, we use assumptions about
the truth of a formula in each state. Each process then repeatedly executes a
slight modiﬁcation of a standard sequential algorithm and exchanges its results
with other processes. In the paper we deﬁne the AFMC semantics for structures
with border states and assumptions, present the distributed algorithm and show
the main ideas behind the proof of its correctness. Complexity and experimental
results are provided as well.
1 Introduction
Distribution is a method to combat the state explosion problem in model
checking. A parallel super computer, a grid or a network of computers can pro-
vide extra resources needed to cope with more realistic veriﬁcation problems.
We consider the distributed-memory environment formed from a network of
nodes (workstations) that communicate via message passing.
This work is a follow-up to our previous paper on distributing CTL model
checking [7]. The main idea remains the same – a system is partitioned and
each network node works on its own fragment of the whole system – a (par-
tial) Kripke structure with border states. Border states are those states that
in fact belong to some other network node and represent a cut part of the
system. Moreover, assumptions, i.e. information about the truth of formulas,
are provided to (border) states. Assumptions can be undeﬁned in general,
representing the lack of knowledge about the rest of the system.
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The basic scenario of the computation is also similar to the CTL case.
Each network process performs (repeatedly) a slight modiﬁcation of some
standard (sequential) model checking algorithm on its fragment. The modiﬁ-
cation reﬂects changes in semantics that now takes into account border states
and assumptions. At the beginning, processes have no information about the
rest of the system. During the computation, they exchange results already
computed to improve their knowledge.
The contribution of this work is an extension of the above described ap-
proach to the alternation-free modal µ-calculus (AFMC) model checking. The
reason is that AFMC is strictly more expressive than CTL and more impor-
tantly it is based on diﬀerent formalism, i.e., it uses a ﬁxpoint theory rather
than temporal operators. The main message is that distributed model check-
ing of fragments provides a rather general and robust scheme that can be
applied to various formalisms. In fact, the distribution skeleton for CTL and
AFMC model checking is the same. What is not trivial is the proof that
ensures correctness of the scheme. It is based on comparison of valuations
and/or assumption functions with respect to information it contains. We hope
an application of this approach to the full modal µ-calculus model checking is
possible. We have not considered it as AFMC seems to be practically a very
suﬃcient fragment of the modal µ-calculus and practicality is the main reason
for distribution.
In general, the way a system is partitioned has a great impact on the
performance of a distributed algorithm. Probabilistic techniques to partition
a state space has been used e.g. in [12,14,1], a technique that exploits some
structural properties derived from a veriﬁed formula has been proposed in [2],
syntactic structure of a system has been employed in [11,16]. In this paper, we
do not focus on partitioning aspects. Several partitioning strategies suitable
for our approach which employ a structure of a system (program) have been
introduced in [9]. Experimental results for the CTL case taking into account
various partitioning schemes have been presented in [5] and for the AFMC
extension the proposed techniques are essentially the same.
Another approach to distribution of explicit state AFMC model checking
has been proposed in [3,4]. Their algorithm is based on model checking games.
A closer comparison of our algorithm to this work is given in Section 7. Close
to our work is also a modular model checking approach by Yorav-Laster and
Grumberg [11,16]. In fact, the basic idea of the assumption function as deﬁned
here has been developed in their work. Another approach that utilizes a
decomposition of a system into parts (modules, fragments) is that by Burkart
and Steﬀen [13]. They present a model checking algorithm for pushdown
processes and consider the semantics of “fragments” which are interpreted as
“incomplete portions” of a process. Another work where assumption functions
have been considered is a model checking algorithm for the logic EF and CTL
and pushdown processes developed in [15]. Finally, in [8] the authors have
used 3-valued logic (with ⊥ representing “don’t know if property is true or
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false”) to reason about Kripke structures with partial labeling (called partial
state space).
The rest of the paper is organized as follows: Section 2 introduces a nec-
essary background and presents some results concerning the sequential case.
In Section 3 a semantics under assumptions is introduced, and its main prop-
erties are elaborated in more detail in Section 4. The distributed algorithm
is described in Section 5. In Section 6 a complexity analysis of the algorithm
is given and experimental results are reported. Finally, a comparison of our
algorithm to the algorithm by [3,4] and conclusions are given in Section 7.
2 Preliminaries
A system under consideration is modeled as a collection of Kripke structures
with border states called Kripke fragments. Kripke fragments result from
standard Kripke structures by slicing a part of the structure. The border
states represent (on each computer) parts of the state space that have been
cut oﬀ (assigned to other computers).
Deﬁnition 2.1 A Kripke fragment is a tuple F = (S,R, I,L, B) where S is
a ﬁnite set of states, R ⊆ S×S is a transition relation, I ⊆ S is a set of initial
states, L : AP → 2S is a labeling function, and B ⊆ S is a set of border states
satisfying the following condition:
B ⊆ border(F) = {s ∈ S | ¬∃s′ ∈ S s.t. (s, s′) ∈ R}
Note that besides the border states a Kripke fragment can have other states
that satisfy the condition of border states. These states are called terminating.
A Kripke fragment F is called total if the set of terminating states is empty.
In this paper we consider total Kripke fragments only. A Kripke structure
M = (S,R, I,L) is a Kripke fragment (S,R, I,L, B) such that B = ∅.
Deﬁnition 2.2 Let M be a total Kripke structure and M1 = (S1, R1, I1,L1)
its Kripke substructure such that every state in M1 has either the same suc-
cessors as in M or it has no successor. We say that the Kripke fragment
F1 = (S1, R1, I1,L1, border(M1)) is a fragment of M.
In this paper we focus on the model checking problem for the alternation-
free modal µ-calculus (AFMC). The syntax of the modal µ-calculus is given
by the following grammar.
ϕ ::= tt | ff | X | p | ϕ ∧ ϕ | ϕ ∨ ϕ | ✷ϕ1 | ✸ϕ1 | µX.ϕ1 | νX.ϕ1
where X ∈ VAR is a variable and p ∈ AP an atomic proposition.
A µ-calculus formula is every closed formula given by the above syntax.
Moreover, we require (without loss of generality) that formulas are normal,
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i.e. no two variables have the same name. In the sequel, we let σ range over
{µ, ν} and ψ be a formula that is the input to the model checking problem.
With each formula ψ we can associate a syntactic graph. The nodes of the
graph for ψ are occurrences of subformulas in the formula ψ. Two nodes ϕ1, ϕ2
are connected by a (directed) edge if either ϕ2 occurs as a direct subformula
in ϕ1 or ϕ1 = X is a variable and ϕ2 = σX.ϕ is a corresponding ﬁxpoint
subformula.
A variable is a σ-variable if it is bounded by the σ ﬁxpoint operator. A
formula ψ belongs to an alternation-free fragment of the µ-calculus if no sub-
formula of ψ contains both free µ-variables and free ν-variables. In terms of
the syntactic graph, the graph of ψ can be partitioned into strongly connected
components in such a way that each component contains µ-variables only or
ν-variables only. We denote by SCCψ the set of all strongly connected com-
ponents of the syntactic graph of ψ. Let us call each (nontrivial) component
that contains at least one σ-variable a σ-component.
For a formula ψ we denote by cl(ψ) the set of all subformulas of ψ and
by mcl(ψ) the set of all subformulas of ψ of the form ✷ϕ or ✸ϕ. Moreover,
let clσ(ψ) be the set of all subformulas of ψ in which every free variable is a
σ-variable. Notice that clµ(ψ) ∩ clν(ψ) contains exactly closed subformulas of
ψ.
Given a Kripke structure M , a formula ψ and a valuation V assigning to
each variable X a set V(X) ⊆ S of states, the satisfaction of ψ with respect
to M and a state s ∈ S (denoted by M, s |=V ψ) is deﬁned in the usual way.
Let us brieﬂy recall the main idea of basic iterative ﬁxpoint µ-calculus
model checking algorithm. Initially, each µ-variable is set false in all states,
while each ν-variable is supposed to be true in every state. The algorithm it-
eratively computes better approximations until a ﬁxpoint is reached. So, once
a µ-variable receives the value true it cannot be changed to false (improved)
and dually for ν-variable. In this sense we can say that the true (false) value
for a µ-variable (ν-variable) variable is safe in any moment of the computation,
while the opposite value is not safe. Similar arguments can be extended to
arbitrary subformulas. Two valuations can be compared (ordered) according
the information they bear (safetiness).
Deﬁnition 2.3 Let M = (S,R, I,L) be a total Kripke structure, V1,V2
two valuations. We say that V1 is less informative than V2 on the formula
ϕ ∈ cl(ψ) (written V1 ϕ V2) iﬀ ∀s ∈ S
• ϕ ∈ clµ(ψ) ∧M, s |=V1 ϕ⇒ M, s |=V2 ϕ
• ϕ ∈ clν(ψ) ∧M, s |=V1 ϕ⇒M, s |=V2 ϕ
We put V1 Φ V2 for a set of formulas Φ ⊆ cl(ψ) iﬀ V1 ϕ V2 for all
formulas ϕ ∈ Φ. If V1 Φ V2 and V2 Φ V1, we write V1 ≈Φ V2. This notation
is also used freely for other relations deﬁned later.
The satisfaction of a formula depends on a valuation of free variables only.
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Therefore, we have the following lemma.
Lemma 2.4 Let M = (S,R, I,L) be a total Kripke structure, V1,V2 two
valuations. Let W ⊆ VAR and let Φ ⊆ cl(ψ) be the largest set such that every
ϕ ∈ Φ contains at most free variables from W . Then
V1 W V2 ⇔ V1 Φ V2
The following deﬁnition captures the intuitive idea of the most informative
valuation in the above sense. In terms of the iterative ﬁxpoint algorithm, it is
the valuation the algorithm ﬁnishes with. It can be shown that the following
deﬁnition is correct, i.e. that there is the only valuation that satisﬁes the given
condition.
Deﬁnition 2.5 Let M = (S,R, I,L) be a total Kripke structure. Deﬁne J ψM
to be the valuation for which ∀s ∈ S : s ∈ J ψM(X) ⇐⇒ s |=JψM σX.ϕ, where
σX.ϕ ∈ cl(ψ).
3 Semantics for Kripke Fragments under Assumptions
To deﬁne the semantics of modal µ-calculus over Kripke fragments we need
to adapt the standard semantic deﬁnition. Modal µ-calculus is usually in-
terpreted over total Kripke structures, while our structures (fragments) are
typically non-total. Furthermore, we need to deﬁne the notion of the truth
under assumptions associated with border states. Let us start with a deﬁnition
of an assumption function.
Deﬁnition 3.1 An assumption function for a total Kripke fragment F =
(S,R, I,L, B) and a formula ψ is a total function
A : S × cl(ψ)→ {false,⊥, true}
such that A(s, φ) =⊥ whenever φ is a variable. The set of all assumption
functions for M and ψ is denoted ASψM .
We often say that the assumption function is undeﬁned for a particular
input if it returns the value ⊥ for the input.
In contrast to the deﬁnition of assumptions used in [7] we need the assump-
tion function to be deﬁned for all variables so as it subsumes the valuation
considered in the standard approach.
The substitution on an assumption function A, denoted by A[X←E], is de-
ﬁned so that X is supposed to hold exactly in all states in E, while the other
assumptions remain the same as in A. Furthermore, by A↑ we denote the
assumption function such that each variable obtains the value from its corre-
sponding ﬁxpoint formula (if deﬁned), i.e. A↑(s,X) = A(s, σX.ϕ) whenever
A(s, σX.ϕ) =⊥.
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• CM(A)(s, p) =


true if s ∈ L(p)
false otherwise
• CM(A)(s,X) = A(s,X)
• CM(A)(s, ϕ1 ∧ ϕ2) = min {CM (A)(s, ϕ1), CM(A)(s, ϕ2)}
• CM(A)(s, ϕ1 ∨ ϕ2) = max {CM (A)(s, ϕ1), CM(A)(s, ϕ2)}
• CM(A)(s,✷ϕ) =


A(s,✷ϕ) s ∈ B
min {CM (A)(t, ϕ) | (s, t) ∈ R} otherwise
• CM(A)(s,✸ϕ) =


A(s,✸ϕ) s ∈ B
max {CM(A)(t, ϕ) | (s, t) ∈ R} otherwise
• CM(A)(s, µX.ϕ) =


true s ∈ ⋃i∈ω∆i(M,A,X)(∅)
false s ∈ ⋃i∈ω Γi(M,A,X)(∅)
⊥ otherwise
• CM(A)(s, νX.ϕ) =


true s ∈ ⋂i∈ω∆i(M,A,X)(S)
false s ∈ ⋂i∈ω Γi(M,A,X)(S)
⊥ otherwise
Fig. 1. Semantics under assumptions
Let F = (S,R, I,L, B) be a Kripke fragment and ψ a formula. We deﬁne
the semantic function CM : ASψM → ASψM as given in Figure 1. The func-
tionals Γ(M,A,X),∆(M,A,X) : 2S → 2S are variants of the classic one deﬁned
as Γ(M,A,X)(E) = {s ∈ S | CM(A[X←E])(s, ϕ) = false} and ∆(M,A,X)(E) =
{s ∈ S | CM(A[X←E])(s, ϕ) = true}, respectively, where σX.ϕ ∈ cl(ψ).
The deﬁnition exploits the ordering on the set {false,⊥, true} that sets
false ≤⊥≤ true.
Notice that values of input assumption function A are relevant only for
modal operators in border states and for variables. To ensure the correctness
of the semantic deﬁnition, we need to prove that the functionals Γ and ∆ are
monotonous, which can be easily done by induction.
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4 Properties of Semantics under Assumptions
4.1 Assumptions vs. Valuations
Let M be a total Kripke structure. The aim of this subsection is to analyse a
relation between standard model checking onM and assumption based model
checking on its fragment M1.
We consider two cases. In the ﬁrst one, results depend on a valuation
that assigns meaning to (free) variables. In the second case, an assumption
function is employed not only to evaluate variables, but also to determine
values for modal formulas in border states. This is needed as we intend to
work on a fragment of the whole structure only and these assumptions provide
information about the rest of the system.
We require that assumptions about modal formulas in border states bear,
if deﬁned, correct information about truth of the formula with respect to J ψM ,
i.e. with respect to the “most appropriate” valuation ever considered. Such
an assumption function is called correct.
Deﬁnition 4.1 Let M be a total Kripke structure, M1 its fragment. An
assumption function A ∈ ASψM1 is correct (w.r.t. M) iﬀ ∀s ∈ border(M1) and∀ϕ ∈ mcl(ψ):
(A(s, ϕ) = true ⇒ M, s |=JψM ϕ) and (A(s, ϕ) = false ⇒M, s |=JψM ϕ)
Now we extend the ordering on valuations to be able to relate a valuation
(on the whole structure) and an assumption function (on a fragment). The
basic idea remains the same, but we have to deal with undeﬁned values of
assumptions as well. As can be seen in the following deﬁnition, the undeﬁned
values are not taken into account. E.g., if V ϕ A, then also V ϕ A′ where
A′ is obtained from A by setting some values to be undeﬁned.
Deﬁnition 4.2 Let M be a total Kripke structure, M1 its fragment, A1 ∈
ASψM1 an assumption function on M1 and V a valuation on M . Let ϕ ∈ cl(ψ).
• We say that A1 is less informative than V (A1 ϕ V) iﬀ ∀s ∈ S1 holds
that (ϕ ∈ clµ(ψ) ∧ CM1(A)(s, ϕ) = true) ⇒ M, s |=V ϕ
and (ϕ ∈ clν(ψ) ∧ CM1(A)(s, ϕ) = false) ⇒ M, s |=V ϕ
• We say that V is less informative than A (V ϕ A) iﬀ ∀s ∈ S1 holds
that (ϕ ∈ clµ(ψ) ∧ CM1(A)(s, ϕ) = false) ⇒ M, s |=V ϕ
and (ϕ ∈ clν(ψ) ∧ CM1(A)(s, ϕ) = true) ⇒ M, s |=V ϕ.
By ≈ we denote the corresponding equivalence relation. An important
observation is that when considering the whole total structure as a fragment,
the assumption based semantics coincides with the traditional one.
Proposition 4.3 Let M = (S,R, I,L) be a total Kripke structure, V a val-
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uation and A ∈ ASψM . Then CM (A) is deﬁned for all inputs and
V ≈VAR A ⇔ V ≈cl(ψ) A
Finally, the following theorem states a property that relates standard
model checking on M to assumption based model checking on M1.
Theorem 4.4 Let M be a total Kripke structure, M1 its fragment, V a valu-
ation on M , A ∈ ASψM1. If A is correct (w.r.t. M), then
V VAR A VAR J ψM ⇒ V cl(ψ) A cl(ψ) J ψM
Notice that it does not hold for a valuation V VAR J ψM thatA VAR V im-
plies A cl(ψ) V. Intuitively, A can contain information about modal formulas
in border states that agrees with information as computed by the standard
model checking algorithm under J ψM , but is not available when considering
the valuation V.
4.2 Assumptions vs. Assumptions
Now, we focus on relating two assumption functions on two diﬀerent fragments
M1, M2 of a total Kripke structure M . In addition to the ideas used above,
we require that whenever a function is more informative then it is also more
deﬁned on modal formulas (we do not restrict this requirement to border states
only, because a state can be a border state in one fragment but a non-border
state in the other one).
Deﬁnition 4.5 Let M be a Kripke structure, M1,M2 its fragments, A1 ∈
ASψM1 and A2 ∈ ASψM2. Let ϕ ∈ cl(ψ). We say that A1 is less informative
than A2 (A1 ϕ A2) iﬀ ∀s ∈ S1 ∩ S2:
• ϕ ∈ clµ(ψ) ∧ CM1(A1)(s, ϕ) = true⇒ CM2(A2)(s, ϕ) = true
• ϕ ∈ clν(ψ) ∧ CM1(A1)(s, ϕ) = false⇒ CM2(A2)(s, ϕ) = false
• ϕ ∈ mcl(ψ) ∧ CM1(A1)(s, ϕ) =⊥⇒ CM2(A2)(s, ϕ) =⊥
If A2 is more informative on variables than A1, then it is not necessarily
true that A2 is more informative than A1 on all subformulas. Intuitively,
if a state s is original in the fragment corresponding to A1 and a border
state in the other fragment, then the function A1 can compute information
about s in various valuations “on demand”, while the function A2 can use
just information it already had available at the beginning. Hence, to be able
to compute at least the same information as A1, it must have all information
about modal formulas that A1 is able to derive.
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Theorem 4.6 Let M be a Kripke structure, M1,M2 its fragments, A1 ∈
ASψM1 and A2 ∈ ASψM2. Then
(A1 VAR A2 ∧ CM1(A1)↑ mcl(ψ) A2) ⇒ A1 cl(ψ) A2
5 Distributed AFMC Model Checking Algorithm
In this section we describe the algorithm for distributed-memory AFMC model
checking. We suppose the distributed algorithm is to be performed on a cluster
of workstations communicating via MPI (no global information is directly
accessible). Each workstation executes the same algorithm. The state space
is divided among the workstations by a partition function. Each workstation
is responsible for the graph induced by the owned subset of vertices.
Let us ﬁx a total Kripke structure M = (S,R, I,L), an AFMC formula ψ,
and a (partition) function f : S → {1, . . . , n} as inputs to the algorithm.
First, the structure is partitioned into n fragments so that the fragment
Mi = (Si, Ri, Ii,Li, border(Mi)) contains the states s such that f(s) = i
(original in Mi) and all its (immediate) successors (called subsequent), and
all transitions from original states. Initial states are those which are initial in
M , i.e. Ii = I ∩Si. It can be shown that such structures are indeed fragments
of M .
The distributed algorithm uses a procedure (node algorithm) for computing
the function CMi on each fragment Mi. Most sequential model checking algo-
rithms for AFMC can serve as node algorithm as they can be easily adapted
to cope with assumptions, that is, with undeﬁned values and “strict results”
for modal formulas in border states.
The main idea of the distributed algorithm is very close to the distributed
algorithm for CTL as proposed in [7]. Each fragmentMi is managed by a sep-
arate process Pi. These processes are running in parallel on each workstation.
Each process Pi initializes the assumption function Ai to the function A⊥
that is false on µ-variables, true on ν-variables and undeﬁned in any other
case. After initialization, it repeatedly computes (using the node algorithm)
the function CM (Ai)↑, sends the results to each process P that may be inter-
ested in them (i.e., it sends the part of the assumption function for P ’s border
states) and receives similar information from the other processes. These steps
are repeated until a deadlock is reached (“global” stabilization occurs), i.e. un-
til no process can obtain new information by applying the semantic function
and no messages are pending.
There still may remain a state s and a formula ϕ for which Ai(s, ϕ) =⊥
after stabilization. A possible situation is exempliﬁed in Figure 2. The state
space has three states S = {s1, s2, s3} equally distributed on the three work-
stations. Suppose the valuation is such that L(q) = ∅. If we want to model
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check the formula ψ = µX.(q∨✸X) (a state where q holds is reachable), then
each node algorithm reaches the ﬁxpoint with the value of ψ being undeﬁned
in the border state.
III.
II.I.
I.
III.
II.
s1
s1
s2 s3
s1
s2
s2
s2
s3
Fig. 2. Undeﬁned assumptions
However, it is possible to determine the truth value of a formula ϕ with
respect to J ψM by exploiting the fact that no process can proceed. Therefore,
all processes extrapolate this information and continue to compute. The de-
scribed computation is repeated until the information we are searching for is
fully computed. The main idea of the distributed algorithm is summarized in
Figure 3.
proc Distributed Algorithm (input: total KS M,ψ, f ; output: Af(sˆ)(sˆ, ψ))
Split M into Mi;
forall i ∈ {1, . . . , n} do in parallel {for all Mi}
Start with an initial assumption function;
repeat
repeat
Compute all you can (i.e. apply the semantic function CMi);
Send relevant information to other nodes;
Receive relevant information from other nodes;
until global deadlock is reached;
Extrapolate additional information;
until a result is computed;
Return result for the initial state sˆ;
od
end
Fig. 3. Main Idea of the Distributed Algorithm
When a deadlock is reached, we need to determine formulas for which the
values can be established without further computation. These are exactly
those formulas belonging to a minimal undeﬁned component of the syntactic
graph.
Deﬁnition 5.1 Let C ∈ SCCψ be a strongly connected component. We say
that C is deﬁned iﬀ ∀i ∈ {1, . . . , n}, for all ϕ in C or reachable from C, and
∀s ∈ S : Ai(s, ϕ) =⊥.
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We say that C is minimal undeﬁned iﬀ C is not deﬁned and all C′ ∈ SCCψ
that are reachable from C are deﬁned.
The following lemma shows how to determine the truth value of a formula
in a minimal undeﬁned component.
Lemma 5.2 Let the computation of the algorithm reaches a deadlock and let C
be a minimal undeﬁned component. Let V VAR J ψM so that ∀j ∈ {1, . . . , n} :
V ≈VAR Aj. Then ∀s ∈ Si, ϕ ∈ C holds
• if C is a µ-component, then Ai(s, ϕ) =⊥⇒M, s |=V ϕ
• if C is a ν-component, then Ai(s, ϕ) =⊥⇒M, s |=V ϕ
More detailed pseudo-code of the algorithm is given in Figure 4.
1 proc Distributed Algorithm (input: total KS M,ψ, f ; output: Af(sˆ)(sˆ, ψ))
2 Split M into Mi;
3 forall i ∈ {1, . . . , n} do in parallel
4 {Process Pi}
5 Ai := A⊥;
6 repeat
7 repeat
8 A′i := CMi(Ai)↑
9 forall ϕ ∈ mcl(ψ), s ∈ Si : s is original in Mi
11 and subsequent in Mj do
12 if A′i(s, ϕ) = true ∧ Ai(s, ϕ) = true ∧ ϕ ∈ clµ(ψ)
13 or
14 A′i(s, ϕ) = false ∧Ai(s, ϕ) = false ∧ ϕ ∈ clν(ψ)
15 then send A′i(s, ϕ) to the process Pj od;
16 forall received Aj(s, ϕ) do A′i(s, ϕ) := Aj(s, ϕ) od;
17 Ai := A′i
18 until deadlock is reached;
20 forall ϕ ∈ minimal undeﬁned component C, s ∈Mi
21 if C is a µ-component ∧ Ai(s, ϕ) =⊥
22 then Ai(s, ϕ) = false
23 if C is a ν-component ∧ Ai(s, ϕ) =⊥
24 then Ai(s, ϕ) = true
28 until Af(sˆ)(sˆ, ψ) =⊥
29 od;
30 return Af(sˆ)(sˆ, ψ)
31 end
Fig. 4. Distributed algorithm
The fact that a deadlock has been reached cannot be detected locally.
However, by employing an additional communication among the computers
we are able to do so. Additional communication is also needed to ﬁnd out
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what components are minimal undeﬁned.
Notice that the only information exchanged concerns modal formulas. In
spite of this, the algorithm assigns assumptions in a uniform way.
Lemma 5.3 Let the computation of the algorithm reaches a deadlock. Then
∀i, j ∈ {1, . . . , n} holds that ∀ϕ ∈ cl(ψ), ∀s ∈Mi ∩Mj : Ai(s, ϕ) = Aj(s, ϕ)
Finally, we state the correctness of the algorithm
Theorem 5.4 After termination of the algorithm it holds that ∀i ∈ {1, . . . , n}
the assumption function Ai is deﬁned on Si × cl(ψ) and
Ai ≈cl(ψ) J ψM
We conclude by the complexity analysis of our distributed algorithm. We
suppose that a modiﬁcation of a standard model checking algorithm is used as
a node algorithm. Let this algorithm works in time T (m) ≥ O(m) and space
S(m), where m is the size of the Kripke structure M . Let mi be the size of
a fragment Mi. Then the i-th process takes O(mi · |ψ| · T (mi)) steps as the
node algorithm is performed at most |border(Mi)×mcl(ψ)| ≤ mi · |ψ| times.
In addition to the standard algorithm, only assumptions have to be stored, so
the process works in space O(S(mi) +mi × |ψ|).
The time complexity of the algorithm can be further improved by a slight
modiﬁcation of the algorithm. It is not necessary to recompute the assump-
tions in every iteration, but we can recompute only those assumptions that
change their values. Now we can use the fact that each of the mi · |ψ| assump-
tions of the i-th process can change its value at most twice to get that the
process makes O(mi · |ψ|) steps. We have not focused on this variant of the
algorithm here for the sake of simplicity.
As a state in the given system can be duplicated into several states in the
distributed environment, the size of the state space may enlarge. However,
this overhead is at most linear with respect to the size of the structure. Even
more important is that the upper bound does not depend on the number of
workstations used, that is, we can reduce the size of state space held on each
computer by using more workstations.
6 Experimental Results
The distributed algorithm has been implemented in C, using the MPI standard
for communication. A variant of a classic iterative ﬁxpoint µ-calculus model
checking algorithm with no optimizations has been used as a node algorithm.
Test cases were run on twelve workstations, seven Intel Celeron 366 MHz, ﬁve
AMD Duron 750 MHz and one Pentium III 450 MHz, each of them using 384
MB RAM.
We have used the same examples as in the case of CTL distribution
(see [5]). Here we report the results for a model of a distributed system
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for lifting trucks (see [10]) with four legs. It has about 130 000 states.
We have focused on time needed to complete the veriﬁcation. As the main
reason for distribution is to cope with state explosion, the results on space
consumption are quite important. However, memory requirements (namely
the number of stored states) are essentially the same as in the case of CTL
algorithm (see [5] again).
We have used four formulas ψ1 = µX.{p∨((q∨r)∧✸X)}, ψ2 = µX.{✷✷✷p∨
(q ∧ ✷X)}, ψ3 = µX.{p ∨ (q ∧✸X)} ∧ µY.{µZ.{(r ⇒ q) ∨ (r ∧ ✷Z)} ∨
µW.{s ∨ r ∨ (p ∧✸Y )} }, ψ4 = µX.{νY.{✸Y } ∨✸X} ∨ µW.{νZ.{✸Z} ∧
✸W}. Formulas ψ1, ψ3 and ψ4 hold in the system while the formula ψ2 does
not. The ﬁrst three formulas are AFMC equivalents to until formulas used
in [5]. The values are taken as an average of several tests as the speed of the
computation depends on current load of the network and individual worksta-
tions. The results are presented in Figure 5.
61 2 3 4 5 7 8 9 10 11 12
30s
60s
90s
120s
150s
ψ2
ψ1
ψ3
ψ4
Fig. 5. Time results for partitioning “parts”
When a state space is split into a small number of large fragments, the
communication overhead greatly increases the time needed for the veriﬁcation
in comparison to the sequential case. On the other hand, too many very
small fragments make the computation less eﬃcient as well. However, the
performance of the algorithm is good for an appropriate number of fragments
of an adequate size. The used structure is not very large compared to systems
used in practice. On the other hand, it allows to perform the sequential version
of the algorithm and to compare results to this case. For larger structures,
the computation would most likely perform eﬃciently for larger number of
fragments and so even greater savings can be expected.
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7 Related Work and Conclusions
Let us mention the distributed AFMC algorithm by [3,4] and show relations
to the work proposed here. The algorithm by [3,4] is based on model checking
games. Instead on a Kripke structure representing the system, it works on a
game graph of a model checking problem. Nodes of the game graph have the
form (s, ϕ), where s is a state of a veriﬁed system and ϕ is a subformula of
a veriﬁed AFMC property. The state (s, ϕ) of the game graph is colored by
green or red, representing that ϕ holds or does not hold in s, respectively. The
game graph is split into components so that their projections corresponds to
components in the formula graph. The algorithm takes components one by one
and processes each component so that the component is partitioned among
the computers and colored in parallel.
Coloring a component in the game graph corresponds to assigning values to
assumptions for particular subformulas, namely those from the corresponding
component in the formula graph. Thus, our approach can be seen as process-
ing parts of all components together on one computer, without any need for
communication with other processes. This may lead to a more eﬃcient compu-
tation in cases where all subformulas have to be evaluated (i.e., the top-down
approach in [3,4] takes quadratic time) but only part of the system is relevant
for the computation so that the result can be computed by performing the
node algorithm once in a single process, without need of communication with
other processes. Moreover, by modifying the node algorithm we can stipulate
a strategy how the components are processed, in particular the processing of
components one by one in any order can be obtained. On the other hand,
the game graph seems to be a more elegant structure as only the part of the
system relevant to the veriﬁed property is generated.
Both algorithms have the same worst case complexity in the following
sense. They work in space s × l, where s is the size of the system and l the
length of the formula. The time complexity of the algorithm by [3,4] is s× l or
s× l2 depending on the order in which components are processed. The time
complexity of our algorithm depends on the node algorithm. For a suitable
node algorithm it can work in time O(s × l). However, notice that each of
s× l assumptions changes its value at most twice. In the future we also plan
to make a direct experimental comparison of these two approaches.
To conclude, in this work we extended the technique used in [7] to perform
AFMC model checking in a distributed environment. It uses assumptions
about missing parts of the state space. The necessary theoretical background
was developed and the distributed algorithm was described. The node algo-
rithm performing the AFMC model checking on a single computer is not spec-
iﬁed. It means that whenever a new and/or modiﬁed algorithm for AFMC
model-checking is at hand, it can be easily ﬁtted into our distributed algo-
rithm. In other words, our algorithm is based on a very general distribution
scheme which we found quite important from the practical point of view.
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