Abstract. We describe the spaces of stability conditions on certain triangulated categories associated to Dynkin diagrams. These categories can be defined either algebraically via module categories of preprojective algebras, or geometrically via coherent sheaves on resolutions of Kleinian singularities. The resulting spaces are related to regular subsets of the corresponding complexified Cartan algebras.
Introduction
In this paper we describe the spaces of stability conditions [1] on certain triangulated categories associated to Dynkin diagrams. These categories can be defined either algebraically via module categories of preprojective algebras, or geometrically via coherent sheaves on resolutions of Kleinian singularities. The resulting categories behave in almost all respects like derived categories of coherent sheaves on K3 surfaces, and the results developed in [2] quickly yield Theorems 1.1 and 1.3 below. We give the details here since they provide good examples of spaces of stability conditions and have some interesting connections with other areas of representation theory. The results were obtained independently by several other mathematicians including A. Ishii and H. Uehara.
1.1. Let G ⊂ SL 2 (C) be a finite subgroup and let Coh G (C 2 ) denote the abelian category of G-equivariant coherent sheaves on C 2 . LetÂ ⊂ Coh G (C 2 ) denote the full subcategory consisting of equivariant sheaves supported at the origin in C 2 , and let A ⊂Â be the full subcategory consisting of equivariant sheaves with no nontrivial G-invariant sections. Let D andD be the full subcategories of
consisting of complexes whose cohomology sheaves lie in A andÂ respectively. The aim of this paper is to describe the spaces of stability conditions on these triangulated categories. Before describing the results in more detail we give some alternative descriptions of our categories.
The first description is more geometric. Let X = C 2 /G be the Kleinian quotient singularity associated to G and let f : Y → X be the minimal resolution of singularities. The derived McKay correspondence gives an equivalence
It is easy to check that under this equivalence the subcategoryD corresponds to the full subcategory of D b Coh(Y ) consisting of objects supported on the exceptional divisor f −1 (0) ⊂ Y , and the subcategory D corresponds to the full subcategory consisting of objects E satisfying Rf * (E) = 0. The second description is more algebraic. Recall that J. McKay [13] showed how to associate an extended Dynkin graphΓ to our finite subgroup G ⊂ SL 2 (C). The vertices ofΓ are labelled by the ismomorphism classes of irreducible representations of G, and the vertices corresponding to two irreducible representations ρ i and ρ j are joined by an edge precisely when ρ i ⊂ Q ⊗ ρ j , where Q is the given representation G ⊂ SL 2 (C). The possible graphsΓ are shown in Figure 1 , with the special vertex corresponding to the trivial representation of G marked with an open dot. Removing this vertex leaves a Dynkin graph Γ. The category Coh G (C 2 ) is tautologically the same thing as the category of modules for the skew group algebra C[x, y] * G. In turn it is known [6] that this algebra is Morita equivalent to the preprojective algebraÂ of the graphΓ. More precisely, to define the preprojective algebra one must choose an orientation ofΓ, but different choices of orientation lead to isomorphic preprojective algebras. Using these identifications it is easy to see thatÂ is equivalent to the category of nilpotent modules forÂ, and that A is equivalent to the full subcategory consisting of representations M satisfying e 0 M = 0, where e 0 ∈Â is the idempotent corresponding to the special vertex 0 of the quiverΓ. From this description it is also immediate that A is equivalent to the category of finite-dimensional modules for the preprojective algebra A of the Dynkin quiver Γ.
The categoryÂ is finite length and has n + 1 simple objects S 0 , · · · , S n corresponding to the vertices ofΓ. In terms of equivariant coherent sheaves these simples are of the form S i = ρ i ⊗ O 0 , where ρ i is an irreducible representation of G and O 0 is the skyscraper sheaf at the origin in C 2 . We shall always assume that S 0 corresponds to the trivial representation of G. The full subcategory A ⊂Â consists of those objects none of whose simple factors are isomorphic to S 0 . Clearly this is also a finite length category with simple objects S 1 , · · · , S n corresponding to the vertices of the graph Γ.
It is a slightly subtle question as to whether the categoryD is actually equivalent to D b (Â) and in any case this will not matter to us. However it is worth making the point that D is definitely not equivalent to D b (A). Indeed, the fact thatÂ has finite global dimension implies that the categoryD is of finite type, meaning that for any objects E and F 1.2. The combinatorics of the category D are described by the root system of the finite-dimensional complex simple Lie algebra g corresponding to the Dynkin graph Γ. Let h ⊂ g denote the Cartan subalgebra and let h reg ⊂ h be the complement of the root hyperplanes in h
The Weyl group W is generated by reflections in the root hyperplanes and acts freely on h reg . The simple objects S i ∈ A are spherical objects in D and hence by results of P. Seidel and R.P. Thomas [15] define autoequivalences Φ S i ∈ Aut(D). We write Br(D) for the subgroup of Aut(D) they generate.
The following result generalises a result of Thomas [16] who proved the A n case using different methods. In fact Thomas worked with a triangulated category whose objects were dg-modules over a dg-quiver, but the formality result of [15] shows that his category is equivalent to ours (see [16, Section 3] ). The fundamental group of the quotient h reg /W coincides [4, 7] with the braid group Br(Γ) of the graph Γ. This is the group generated by elements σ 1 , · · · , σ n indexed by the vertices subject to relations σ i σ j σ i = σ j σ i σ j if the vertices i and j are connected by an edge, and σ i σ j = σ j σ i otherwise. It follows from Theorem 1.1 that there is a surjective homomorphism
It follows easily from our description of Stab 0 (D) that ρ sends the generator σ i to the twist functor Φ S i . In the A n case Seidel and Thomas [15] were able to show that ρ is an isomorphism, so that Stab 0 (D) is actually the universal cover of h reg /W .
Reversing this argument, one might hope to find a general proof that Stab 0 (D) is simply-connected; this would then imply that ρ is always an isomorphism. Theorem 1.1 allows us to say something about the group of autoequivalences of the category D. Unfortunately, we cannot rule out the possibility of exotic autoequivalences which permute the connected components of the space of stability conditions. So define Aut 0 (D) to be the subgroup of autoequivalences which preserve the connected component Stab 0 (D) of Theorem 1.1. A further problem is that Aut 0 (D) could in theory contain autoequivalences Φ which act trivially, in the sense that Φ(E) ∼ = E for all objects E. One might wonder where the shift functor has gone in Corollary 1.2, but one can easily check by direct computation that, for example in the A n case, one has
with the obvious numbering of the vertices of Γ. Presumably something similar happens in the general case.
1.3. The combinatorics of the categoryD are described by the root system of the affine Kac-Moody Lie algebraĝ corresponding to the graphΓ. The affine rootŝ Λ ⊂ĝ * span a subspaceĥ * ⊂ĝ * which can be identified with h * ⊕ C. These rootŝ Λ ⊂ĥ * are of two types; the elements (α, d) for α ∈ Λ and d ∈ Z are the real roots; the elements (0, d) for d ∈ Z \ {0} are the imaginary roots.
Letĥ = h ⊕ C be the dual ofĥ * and letĥ reg ⊂ĥ be the complement of the affine root hyperplanes inĥ
It is easy to see that this is an open subset ofĥ. The affine Weyl groupŴ is generated by reflections in the real root hyperplanes and acts freely onĥ reg preserving the projection to C * .
Once again, the simple objects S i ∈Â are spherical objects inD and hence define autoequivalences Φ S i ∈ Aut(D). We write Br(D) for the subgroup of Aut(D) they generate. This time Br(D) does not contain any power of the shift functor so we also consider the subgroup Br(D) × Z ⊂ Aut(D) where the second factor is generated by the shift functor [2] . The fundamental group of the quotientĥ reg /Ŵ coincides [14] with the group Br(Γ) × Z, where Br(Γ) is the braid group associated to the graphΓ. The factor Z is generated by a loop γ around the hyperplane corresponding to the imaginary root (0, 1). Theorem 1.3 implies that there is a surjective homomorphism
Again it is easy to see that ρ sends the generators σ i to the twist functors Φ S i and the generator γ to the shift functor [2] . 
where the factor of Z is generated by the shift [1] , and Aut(Γ) acts on Br(D) by permuting the generators Φ S i .
A more careful analysis of the group Aut(D) has been carried out in theÂ n case by Ishii and Uehara [8] .
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2. Background 2.1. Here we state some simple facts about the categories defined in the introduction which will be used in the proofs of our main Theorems. These results are all well-known and we only sketch the proofs. Further details can be found in [6] .
Lemma 2.1. The categories D andD are triangulated categories of finite type with Serre functor [2] .
consisting of objects supported on the exceptional fibre f −1 (0). It follows thatD has finite type. Since Y → C 2 /G is crepant the canonical bundle ω Y is trivial on this fibre. The result then follows from Serre duality.
Recall that an object S ∈D is spherical if
It follows from constructions given in [15] that any such object defines an autoequivalence Φ S ∈ AutD called a twist functor such that for any E ∈D there is a triangle
Note that at the level of the Grothendieck group the functor induces a reflection
These twist functors will be very important in what follows.
Lemma 2.2. The abelian category A is of finite type with simple objects S 1 , · · · , S n labelled by the vertices of the graph Γ. Each of these objects is spherical in D.
Given any two of these simples the space Hom
is one or zero-dimensional depending on whether the corresponding vertices of Γ are joined by an edge or not.
Proof. This is an easy computation of Ext-groups, either in the category Coh G (C 2 ) or the category of representations of the preprojective algebra.
It follows from this Lemma that χ(S i , S i ) = 2 for all i and χ(S i , S j ) = 0 or 1 depending on whether i and j are connected by an edge in Γ. Thus the Grothendieck group K(D) with its Euler form can be identified with the root lattice ZΛ ⊂ h * of the corresponding finite-dimensional Lie algebra g, equipped with the unique multiple of the Killing form for which α 2 = 2 for all roots α ∈ Λ.
Under this identification the classes of spherical objects of D correspond to the roots Λ, and the classes [S i ] form a system of simple roots. The reflection φ S of K(D) defined by a spherical object S of D induces the root reflection of the root lattice defined by the corresponding element of Λ. Lemma 2.3. The abelian categoryÂ is of finite type with simple objects S 0 , · · · , S n labelled by the vertices of the graphΓ. Each of these objects is spherical inD.
Given any two of these simples the space Hom 1 D (S i , S j ) is one or zero-dimensional depending on whether the corresponding vertices ofΓ are joined by an edge or not.
Proof. This is the same as the proof of Lemma 2.2.
Letĝ be the affine Kac-Moody Lie algebra corresponding to the graphΓ (see [9] for definitions). Let ZΛ ⊂ĝ * be the affine root lattice and letĥ * be the vector subspace ofĝ * spanned byΛ. Note that this is not the dual of the Cartan subalgebra of g. The normalised invariant form onĝ induces a form onĥ * with a one-dimensional kernel. We can identifyĥ * with the direct sum h * ⊕ C. The restriction of the invariant form can then be written (α, d) 2 = α 2 .
As Under these identifications the classes of the spherical objects ofD correspond to the real roots (α, d) for α ∈ Λ ⊂ h * and n ∈ Z. The class of the equivariant sheaf C[G] ⊗ O 0 corresponds to the imaginary root (0, 1). Once again, the reflection φ S of K(D) defined by a spherical object S ofD induces the reflection of the root lattice defined by the corresponding real root.
2.2.
We refer to the reader to [1] for definitions concerning stability conditions. Here we just give a brief summary, mainly in order to fix notation.
A stability condition σ = (Z, P) on a triangulated category D is defined by full abelian subcategories P(φ) ⊂ D for each φ ∈ R together with a group homomorphism Z : K(D) → C having the property that 0 = E ∈ P(φ) =⇒ Z(E) ∈ R >0 exp(iπφ).
The map Z is called the central charge, the nonzero objects of P(φ) are called the semistables of phase φ and the simple objects are stable. The smallest extensionclosed subcategory of D containing the objects of P(φ) for each φ ∈ (0, 1] is an abelian category called the heart of the stability condition σ.
In fact σ is completely determined by its heart together with the central charge Z, and conversely, if A ⊂ D is the heart of a bounded t-structure, and Z : K(D) → C is a group homomorphism with the property that
then there is a stability condition σ on D with heart A and central charge Z, providing that A satisfies a certain Harder-Narasimhan property with respect to Z. This property is automatically satisfied if A has finite length. Let us assume that K(D) is of finite rank. The set of all stability conditions satisfying a technical condition called local-finiteness then form a complex manifold Stab(D). There is a continuous forgetful map
sending a stability condition to its central charge.
The group of exact autoequivalences Aut(D) of D act on Stab(D): an element Φ ∈ Aut(D) sends (Z, P) to (Z ′ , P ′ ), where P ′ (φ) = Φ(P(φ)) and Z ′ (E) = Z(Φ −1 (E)).
The additive group C also acts on Stab(D): an element λ ∈ C sends (Z, P) to (Z ′ , P ′ ) where P ′ (φ) = P(φ + Re(λ)) and Z ′ (E) = exp(−iπλ)Z(E). These two actions commute, and the action of the shift functor [1] coincides with the action of 1 ∈ C.
The results
In this section we prove Theorem 1.3 and Corollary 1.4 as stated in the introduction. The corresponding results Theorem 1.1 and Corollary 1.2 for the Dynkin case case are entirely analogous, but easier, and we shall confine ourselves to a few remarks on the proof at the end. Proof. The standard t-structure on D b Coh G (C 2 ) induces a bounded t-structure on D with heartÂ. SinceÂ has finite length, the class of any nonzero element E ∈Â is a positive linear combination of the simple roots α i . Thus the condition ( * ) holds.
The Harder-Narasimhan property is automatic becauseÂ has finite length. The resulting stability condition σ = (Z, P) is locally finite because for any φ there is an ǫ > 0 such that the subcategories P((φ − ǫ, φ + ǫ)) are contained in some shift ofÂ and hence are of finite length.
The next lemma follows from a result of A. Craw and Ishii on moduli of G- [10] to show that for any generic choice of weights the moduli space of semistable G-constellations is non-empty and has a projective morphism to the quotient X = C 2 /G. The fibre over the origin is then non-empty and consists of nilpotent representations. These define objects ofÂ whose class in K(D) is the imaginary root (0, 1).
This result immediately implies
Proof. A point Z ∈ĥ in the boundary of R ⊂ĥ lies inĥ reg unless Z(α i ) = 0 for some i or Z vanishes on the imaginary root (0, 1). Each object S i is simple inÂ and hence stable for all σ ∈ U . It follows that for all σ ∈Ū the object S i is at least semistable which implies Z(S i ) = 0. Similarly, Lemma 3.3 implies that Z(E) = 0 for objects E of class (0, 1). The restriction to Z −1 (ĥ reg ) is a covering map.
Now we need two general results from [2]. Let Stab
Proof. It is a general result [1] that Z is a local homeomorphism onto an open subset of some linear subspace ofĥ. Since this subspace contains R it must be the whole ofĥ. The fact that the restriction is a covering map is proved in exactly the same way as the corresponding result on coherent sheaves on K3 surfaces [2, Section 7] .
This then implies that the image containsĥ reg . 
We claim that we can choose V small enough so that Φ Thus we are required to prove that if V is small enough the heart of any τ ∈ V + is equal to Φ T (Â) ⊂D. It is a simple fact that if C and C ′ are both hearts of bounded t-structures in a triangulated category, and C ⊂ C ′ then C = C ′ . SinceÂ has finite length it will therefore be enough to prove that for all j the object Φ T (S j ) lies in the heart of any τ ∈ V + .
Assume first that j = i. If vertices j and i are joined by an edge inΓ then
It follows that Φ T (S j ) is in the heart of σ and its semistable factors have phases in the interval (0, 1). Choosing V small enough, we can assume that this is the case for all τ ∈ V too. If i and j are not joined by an edge then Φ T (S j ) = S j and the same argument applies. Finally consider Φ T (T ) = T [−1]. Since T was stable in σ with phase 1, we can assume that T is stable for all τ ∈ V too, with phase at most 2. Clearly one must have φ(T ) > 1 for τ ∈ V + . This implies that T [−1] has phase in the interval (0, 1] and hence lies in the heart of τ . Lemma 3.6 shows that the autoequivalence Φ S i exchanges the two pieces of the boundary of U given by Z(S i ) ∈ R <0 and Z(S i ) ∈ R >0 . The crucial thing is that this autoequivalence reverses the orientations, taking the side where Im Z(S i ) > 0 to the side where Im Z(S i ) < 0. This observation easily gives the following. there is an autoequivalence Φ ∈ Br(D) and an element λ ∈ C such that λΦ(σ) lies in the closure of U and has heartÂ ⊂D.
Proof. Choose a path γ joining σ to a point of U . Since Z is a local homeomorphism we can assume that Z(γ) lies in the dense open subsetĥ reg . Normalising the path γ with the C action on Stab(D) we can replace σ by some λ(σ) and assume that γ lies in the affine sliceĥ reg a = {(θ, n) ∈ĥ reg : n = 1}.
In this slice the complexified Weyl alcoves form a nice polyhedral decomposition, and wiggling γ a bit we can assume that γ passes through finitely many Weyl alcoves, and only passes through codimension one walls. Each time γ passes through a wall Lemma 3.6 shows that there is an element of Br(D) that takes one back to a stability condition with heartÂ in the closure of U . The result follows.
3.4. Now we can prove our main results. there is an element Φ ∈ Br(D) and a λ ∈ C such that λΦ(σ 2 ) ∈Ū . But since the complexified Weyl chamber R is a fundamental domain for the action ofŴ onĥ which commutes with the C * -action it follows that λ = 2n is an even integer and
Proof of Corollary 1.4. Suppose an autoequivalence Ψ ofD preserves the connected component Stab 0 (D), take a stability condition σ ∈ U and consider the stability condition Ψ(σ). By Lemma 3.7 there is an element Φ ∈ Br(D) and a τ ∈Ū with heartÂ such that τ = λΦΨ(σ) for some λ ∈ C. Suppose we chose σ ∈ U so that Re Z(S i ) = 0 for all i. Then there is some shift [n] such that the stability condition λ(σ) has heart equal toÂ [n] . Now Υ = ΦΨ[n] takes λ(σ)[−n] to τ . Since both these stability conditions have heartÂ it follows that Υ fixesÂ ⊂D. Now Υ permutes the simple objects ofÂ and hence induces an automorphism of the graphΓ. ViewingD as a subcategory of the derived category of representations of the preprojective algebra ofΓ it is easy to see that conversely any automorphism ofΓ lifts to an automorphism ofD preservingÂ. Thus we may assume that Υ fixes the simples S i . But then it acts trivially on K(D) and hence fixes all stability conditions σ ∈ U . It follows that it acts trivially on Stab 0 (D).
The proofs in the finite type cases proceed in exactly the same way. Each result we proved in this section holds also for the Dynkin case on doffing hats and replacing the n + 1 simples S 0 , · · · , S n ofÂ with the n simples S 1 , · · · , S n of A. The only exception is Lemma 3.2 which is meaningless in the Dynkin case. The proof of Lemma 3.7 is easier since the decomposition of h into Weyl chambers is polyhedral so we have no need to rescale or pass to an affine slice.
