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We present a simple method to deal with caustics in the
semiclassical approximation to the thermal density matrix of
a particle moving on the line. For simplicity, only its diagonal
elements are considered. The only ingredient we require is
the knowledge of the extrema of the Euclidean action. The
procedure makes use of complex trajectories, and is applied
to the quartic double-well potential.
PACS numbers: 05.30.-d, 03.65.Sq
I. INTRODUCTION
In the path integral formulation of quantum statis-
tical mechanics, the thermal density matrix ρ(x, x0) =




+ V (x) (1)













m _z2 + V (z)

. (3)
A semiclassical series for ρ(x, x0) may be obtained from
Eq. (2) through the method of steepest descent. The
derivation depends solely on the knowledge of the paths
that are minima of the Euclidean action S (the Euclidean
nature of the path integral allows us to discard saddle-
points). They act as backgrounds upon which a semiclas-
sical propagator can be obtained exactly and then used








c ]/h¯ −1/2n . (4)
The sum runs over all minima xnc (τ) of the action S[z]
satisfying the boundary conditions z(0) = x0 and z(βh) =
x, and n denotes the determinant of
F^ [xnc ]  −m
d2
dτ2
+ V 00[xnc ], (5)
the operator of quadratic fluctuations about xnc . (A
derivation of this result will be sketched in Section II.)
In previous works [4,5], we presented the explicit con-
struction of the series for the diagonal elements of the
density matrix, ρ(x, x). For the sake of simplicity, we
restricted our discussion to potentials of the single-well
type. The more intricate case of multiple-wells | of
which the quartic double well, with its many applica-
tions of practical importance [6], is a paradigm | was left
aside, as it requires special treatment. Dierently from
single-wells, for multiple-wells the number N of minima
of S depends on x and β [7]. As we cross a caustic |the
frontier separating regions in the (x, β)-plane with dif-
ferent values of N |, a singularity emerge in ρsc(x, x)
due to vanishing of the fluctuation determinant around
the minimum that appears or disappears there. In the
present context, these singularities are artifacts of the
semiclassical approximation. Thus, a simple manner of
treating them is certainly called for; this is the purpose
of this paper.
As the caustic problem appears in other contexts in
physics, it is instructive to briefly review how it comes
about, and how it has been dealt with, for the sake of
comparison. In optics, caustics occur whenever light rays
coalesce. Thus, they separate regions of dierent number
of extrema (the light rays) of the optical distance (anal-
ogous to the action here). In order to go beyond geo-
metrical optics, one has to take into account fluctuations
around these light rays. Just as in the present case, sin-
gularities emerge when we compute fluctuations on caus-
tics using quadratic approximations. Ways to avoid this
have been known for some time [8{12]. Indeed, due to
the traditional analogy between wave optics and quan-
tum mechanics, the techniques involved are similar to
the ones used in deriving connection formulae for WKB
approximations [13], and consist essentially in replacing
one or more of the Fresnel integrals that arise in the sta-
tionary phase approximation with a so-called diraction
integral, whose form is specied by the classication of
the caustic according to Catastrophe Theory [14,15] (in
the simplest case it is an Airy-type integral). A general
procedure has also been developed to deal with caustics
in the path integral formulation of quantum mechanics
[16]. Although this general procedure could, in princi-
ple, be adapted to the case at hand, the nature of our
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problem allows for simplications which warrant special
treatment.
In nonequilibrium quantum statistical mechanics, caus-
tics are also known to occur in semiclassical descriptions
of the decay of metastable states. The problem here is
that of a particle in a potential which has a local min-
imum separated by a barrier from a region where it is
unbounded below, in contact with a thermal reservoir.
The phenomenon has been associated with a transition
from the classical to the quantum regime of the decay
rate [17{19]. General prescriptions for dealing with this
phenomenon near the top of the barrier have been given
in great detail [19{21].
The case we shall analyze in this article diers from the
one in the previous paragraph in the following aspects:
(i) we discuss a problem in equilibrium quantum statisti-
cal mechanics | in the specic example we exhibit, the
particle sees a potential V (x) = +λ4 (x
2 − a2)2, λ > 0,
that has an innite number of bound states; (ii) our anal-
ysis is global, in the sense that we compute the density
matrix for every point on the real axis; (iii) all we need
are the solutions that extremize the Euclidean action in
order to deal with the caustics | this results in a pre-
scription that is simple and direct. It also diers from
analyses carried out in optics and quantum mechanics
because we are in Euclidean space: only minima are to
be considered; saddle-points are discarded. In fact, only
one new (local) minimum is introduced in function space
after the various catastrophes that occur as we change
the temperature; as it appears after the rst catastrophe,
that is the only one we have to consider, which greatly
simplies our analysis.
Previous works have studied the quartic double-well
potential at nite temperature using semiclassical meth-
ods [22,23]. Our work complements and extends those
studies, by giving an explicit recipe for dealing with caus-
tics. Variational methods have also proven extremely
useful in this problem, and were quite successful in ad-
dressing applications in condensed matter physics [24].
Combinations of perturbation theory with variational
techniques have also been recently used [25]. Our contri-
bution to the semiclassical treatment opens the way for
practical calculations, to be compared with perturbative,
variational and numerical results.
This article is organized as follows: before introduc-
ing the improved semiclassical approximation, which will
remedy the problem of spurious divergences, Section II
briefly reviews the derivation of the usual semiclassical
approximation to the density matrix. The new method
is, then, presented in two alternative ways: one has a
better physical motivation, and clearly illustrates the es-
sential ideas, but lacks eectiveness as a calculational
tool; the other provides a general recipe to perform the
calculations in a systematic way, resorting to the use of
complex trajectories. Section III describes in detail the
results obtained for the case of the quartic double-well
potential by using the improved semiclassical approxima-
tion, which are compared to the usual approach. Section
IV presents our conclusions and points out directions for
future work.
II. IMPROVING THE SEMICLASSICAL
APPROXIMATION
A. The “usual” semiclassical approximation
In order to show how one can improve the semiclassical
approximation so as to eliminate the unphysical diver-
gences at the caustics, it is convenient to remember how
the usual semiclassical approximation to a path integral
like the one in Eq. (2) is derived. Briefly, one has to:
(A) Solve the Euler-Lagrange equation, mz¨ = V 0(z),
subject to the boundary conditions z(βh) = z(0) = x,
and determine, among the solutions, those which mini-
mize (globally or locally) the action. For simplicity, we
shall assume for the moment that there is only one such
solution, which we denote by xc;
(B) Expand the action around xc: S[xc + η] = S[xc] +














dτ V (k)[xc(τ)] ηk(τ) (7)
[we are assuming that V (z) is an analytic function of z,
so that all derivatives V (k)(z) exist];
(C) Expand the fluctuations η(τ) in terms of the or-






























dτ V (n)[xc(τ)] ϕi1 (τ) . . . ϕin(τ). (11)
The \usual" semiclassical approximation is obtained
by neglecting δS in the path integral on the r.h.s. of Eq.
(2), which, upon the change of variables η(τ) ! fajg,
becomes a product of Gaussian integrals:
2
















= λ−1/2j . (13)
Therefore
ρ(x, x)  e−S[xc]/h¯ −1/2, (14)
where  =
Q1
j=0 λj = det F^ . Explicit expressions for 
[see Eq. (36) below] were derived in Ref. [4], where it was
also discussed how to systematically include corrections
due to δS. If there are N minima, one has to add together
their contributions, thus obtaining Eq. (4).
B. Taming the caustics
When we cross a caustic, a classical trajectory xc(τ) is
created or annihilated. Precisely at this point, the lowest
eigenvalue of F^ [xc] vanishes, thus making the integral I0
blow up. This problem can be remedied by retaining
fluctuations beyond quadratic in the subspace spanned
by ϕ0 (the eigenmode of F^ associated with λ0), i.e., we
replace I0 with




e−V(a0)/h¯  λ−1/20 F , (15)
where












We take for M the smallest even integer such that C(M)00...0
is positive for all values of x0 and β; this suces to make
the integral in (15) nite even when λ0 vanishes.
As a result, we obtain an improved approximation to
the density matrix element (2):
ρ(x, x)  e−S[xgm]/h¯ −1/2 F . (17)
Here, xgm is the global minimum of S[x]. It is important
to note that there is a one-to-one correspondence between
the minima of S[x] and the minima of V(a0). Therefore,
it is not necessary to explicitly add their contributions as
in Eq. (4), for they are already included in (17).
Although the procedure outlined above teaches us how
to cross the caustics, it is not very convenient: in order
to obtain the coecients of V(a0) one has to nd λ0 and
ϕ0(τ). This, in general, is not an easy task, and makes
the whole procedure very cumbersome. Instead, we shall
present an alternative way of obtaining those coecients,
which is based on the remark made in the previous para-
graph.
C. An alternative procedure
Let us assume that M = 4 in Eq. (16); this is the case
for the quartic double-well potential, to be discussed in
the next section. Then the \eective action" A(a0) 
S[xgm] + V(a0) for the \critical" mode ϕ0 is a fourth
degree polynomial in a0.
Let us assume for the moment that A(a0) has three
extrema: a global minimum at a0 = 0, a local maximum
at u > 0, and a local minimum at v > u. This allows us
to write A(a0) as













[one can easily check that A0(0) = A0(u) = A0(v) = 0].
We now have to relate α, u, and v to calculable quan-
tities. We do this by imposing that A(v) = S[xlm] and
A(u) = S[xsp], where xlm(τ) and xsp(τ) are the local







2ξ − 1 , (19)
where ξ  v/u. It follows from the denition of the S’s
that the l.h.s. of Eq. (19) is in the range [0, 1]. A plot
of its r.h.s. shows that Eq. (19) possesses a unique real
solution, lying in the interval 1  ξ  2.
Having determined ξ, we can now x another combi-
nation of parameters, namely µ  αu4:
S[xsp]− S[xgm] = A(u)−A(0) = µ12 (2ξ − 1). (20)














There still remains one parameter to be determined,
namely u. Fortunately, we do not need it in order to com-
pute F . Indeed, identifying V3(a0/u) with V(a0) yields









Changing the variable of integration to z = a0/u elimi-
nates the unknown parameter u from the problem, leav-
ing us with an expression for F which depends only on








The case in which S has only one extremum can be
dealt with similarly. Now A0(a0) has one real root (a0 =
3
0), corresponding to the minimum xgm(τ) of S[x], and a
pair of complex conjugate roots, w and w, corresponding
to the complex conjugate trajectories xct(τ) and xct(τ).














with χ  αjwj4 and φ  arg(w). Identifying A(w) with
S[xct] yields
S[xct]− S[xgm] = χ12
(
2e2iφ − e4iφ , (25)
from which we can obtain χ and φ. Finally, identifying
















III. APPLICATION: THE QUARTIC
DOUBLE-WELL POTENTIAL
A. Preliminaries





(x2 − a2)2 (λ > 0). (27)
In order to simplify notation, it is convenient to replace
x and τ by q  x/a and θ  ωτ , respectively, where
ω  (λa2/m)1/2. In the new variables, the equation of




_q2 = U(q)− U(qt), (28)
where qt denotes the turning point (i.e., the point where
_q = 0). This can be further integrated to give us the
relation between qt and the initial position q0 for a given
\time of flight"   βhω. Assuming for the moment









Inserting the explicit form of U(q) and changing the in-


















Performing the integration (formula 130.13 of Ref. [27])
and solving for q0 nally yields
q0 = qt cd(u, k), (32)
where cd is one of the Jacobian elliptic functions.
The action can be written as S[x] = (h/g) I[q], where











Using Eq. (28), we may rewrite I[qc] as





2 [U(q)− U(qt)]. (34)
The integration can be done with the help of formula
219.11 of Ref. [27]. After a few algebraic manipulations
one arrives at
I[qc] =  U(qt)− 13
q






(1− q2t ) [K(k)− F(ϕ, k)]
− E(k) + E(ϕ, k)g , (35)
where K, F and E are elliptic integrals [26,27] and ϕ =
arcsin(q0/qt).
Eqs. (32) and (35) have been derived under the as-
sumption that q0 and qt are real and satisfy 0  q0 
qt  1. However, since the elliptic functions and inte-
grals are meromorphic functions, we can now treat q0
and qt as complex variables and abandon that assump-
tion. [Note, however, that I[qc] is a multivalued function
of qt and one must be a bit careful when computing it.
For instance, the rst square root in Eq. (35) acquires a
minus sign if −1 < qt < −q0 < 0.]
Finally, the determinant of the fluctuation operator is
given by [4]











B. Singularities and their removal
1. q0 = 0, Θ→ pi
In this case qt = 0, and from Eq. (34) it follows that
I[qc] = /4. In order to compute  using Eq. (36) we
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need q0(qt, ) for small qt. Using Eqs. (31) and (32)
we nd q0  qt cd(/2, 0) = qt cos(/2); Eq. (36) then




( < pi). (37)
It diverges like (pi−)−1/2 as  ! pi−. Note that for  <
pi there is only one (real) classical trajectory satisfying
qc(0) = qc() = 0; for  > pi, there are three of them,
of which two are degenerate minima (see Fig. 1). In Fig.
2 we show both the usual [Eq. (4)] and the improved
semiclassical approximation to ρ(0, 0) for  about pi.
2. Θ = pi, q0 → 0
When  = pi, the approximation q0  qt cos(/2) is
not good enough. Going to the next nontrivial order in
the Taylor expansion of q0(qt, pi) one obtains q0  q3t as
qt ! 0. It then follows from Eqs. (4), (35) and (36) that,
for  = pi,
ρsc(q0, q0)
q0!0 jq0j−1/3 g−1/2 e−pi/4g. (38)
We call attention to two aspects of this result: (i) the
singularity at q0 = 0 is integrable, therefore the semi-
classical partition function is well dened; (ii) because
of the exponential factor, one has to be very close to
the origin to \notice" the singularity if g  1: for
ρsc(q0, q0) to be of order unity or greater, q0 must satisfy
jq0j < g−3/2 e−3pi/4g.
Fig. 3 shows both the usual and the improved semi-
classical approximation to ρ(q0, q0) for  = pi.
3. Θ > pi
According to Eqs. (4) and (36), the semiclassical ap-
proximation to ρ(q0, q0) diverges wherever ∂q0/∂qt = 0.
Solving the last equation for qt and inserting the result
~qt() into Eq. (32), one obtains the curve depicted in
Fig. 4 | the caustic.
Expanding q0(qt, ) about ~qt() we obtain q0 − ~q0 
(qt − ~qt)2, so that ∂q0/∂qt  (qt − ~qt) near the caustic.
The other terms in Eq. (36) remain nite on it, so that
one nally obtains
−1/2  jqt − ~qtj−1/2  jq0 − ~q0j−1/4. (39)
Fig. 5 depicts both the usual and the improved semi-
classical approximation to ρ(q0, q0) for  = 5.0. Again
we had to use a relatively large value of g in order to
magnify the \critical" region where the usual semiclassi-
cal result diverges. Note that the divergence occurs only
at the two minima side of the caustic, as it is associ-
ated with the coalescence of the local minimum with a
saddle-point of the action; the contribution of the global
minimum remains nite at the caustic.
IV. CONCLUSION
Semiclassical methods are a powerful nonperturbative
tool, for both equilibrium and nonequilibrium systems.
This article, together with Refs. [4,5,7], represents a fur-
ther step towards a systematic semiclassical treatment of
quantum statistical mechanics.
In the present work, we developed a simple procedure
to derive the lowest order semiclassical approximation for
the case of multiple-well potentials in equilibrium quan-
tum statistical mechanics. In order to adequately in-
corporate new extrema, we kept fluctuations beyond the
quadratic level along the \unstable" direction in func-
tional space, and relied on our knowledge of the type of
catastrophe involved as we cross a caustic, to eliminate
spurious singularities from the fluctuation determinant,
obtaining sensible results for the density matrix elements
for any temperature. This was exemplied by the analy-
sis of the quartic double-well potential.
Our results can possibly be extended to nonequilibrium
systems, such as those where a time-dependent potential
is coupled to a heat bath, in order to better understand
transient regimes. Although the physics of nonequilib-
rium quantum statistical mechanics has been considered
in detail in the context of semiclassical calculations of
the decay rates of metastable systems [17{21], a thor-
ough analysis of the various transient regimes, and of
the interplay of their corresponding time scales, is still
needed. Here, however, we will no longer prot from the
drastic reduction in the number of extrema that occurs
in equilibrium situations, as time evolution forces us to
deal with saddle points and maxima, as well. The simpli-
ed methods presented in this paper will still be useful to
describe the asymptotic imaginary time evolution corre-
sponding to equilibrium, but not the real time evolution,
which requires the traditional quantum mechanical trea-
ment.
As for possible extensions to eld theories, the methods
developed in [4,5] should be applicable to the evaluation
of the eective potential in the presence of non-trivial
backgrounds (defects), as long as they depend on only
one coordinate. This can be of use in a wealth of possible
applications, and should help in the study of phase tran-
sitions and critical phenomena where such defects play
a role. Cases such as the ones explored here and in [7],
which involve several extrema, still lack a eld theoretic
treatment.
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FIGURES








FIG. 1. q0(qt, Θ) [Eq. (32)] for Θ = 2.0 (solid line), Θ = pi
(short-dashed line), and Θ = 4.5 (long-dashed line).







FIG. 2. ρ(0, 0) vs. Θ for g = 0.3. Usual (dashed line) and
improved (solid line) semiclassical approximation.
6








FIG. 3. ρ(q0, q0) vs. q0 for Θ = pi. Usual (dashed line) and
improved (solid line) semiclassical approximation. In order
to make the singular behavior of the former visible, we have
taken g = 0.3. This value is not close enough to the classical
limit g → 0 for the two curves to coincide outside the singular
region.











FIG. 4. Caustic for the quartic double-well potential. Be-
low it the action has only one minimum; above it, the ac-
tion has two minima. The cusp is located at the point
(q0, Θ) = (0, pi).









FIG. 5. ρ(q0, q0) vs. q0 for Θ = 5.0 and g = 0.3. Usual
(dashed line) and improved (solid line) semiclassical approx-
imation.
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