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Abstract
We say that a formal power series
∑
anz
n with rational coefficients is a 2-function
if the numerator of the fraction an/p − p2an is divisible by p2 for every prime number
p. One can prove that 2-functions with rational coefficients appear as building block
of BPS generating functions in topological string theory. Using the Frobenius map we
define 2-functions with coefficients in algebraic number fields. We establish two results
pertaining to these functions. First, we show that the class of 2-functions is closed
under the so-called framing operation (related to compositional inverse of power series).
Second, we show that 2-functions arise naturally in geometry as q-expansion of the
truncated normal function associated with an algebraic cycle extending a degenerating
family of Calabi-Yau 3-folds.
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1 Introductions
1 The classical “mirror principle” as developed in the early 1990’s, states that the
Gromov-Witten theory of a Calabi-Yau threefold X can be encoded in Hodge theoretic
data of a mirror manifold Y → B, which is a family of Calabi-Yau threefolds, expanded
around a maximal degeneration point 0 ∈ B \B. The physicist’s intuition behind this
statement is the equivalence of the effective physical theories obtained by compactifying
string theory on the two different manifolds.
Beginning in the late 1990’s, developments based on other physical dualities (in-
volving M-theory) have shown that Gromov-Witten theory can be rewritten in terms
of mathematical invariants enumerating stable objects in D-brane categories that can
be attached to either manifold. These invariants capture the physical notion of “de-
generacy of BPS states” in the effective theory.
An important feature of this reformulation is that while Gromov-Witten invariants
are a priori rational numbers, they can in fact be expressed as linear combination (with
fixed denominator) of integers, which moreover have the interpretation as (graded)
dimensions of vector spaces (the physical Hilbert space of BPS states). One might say,
the invariants are automatically “categorified”.
On the Gromov-Witten side (the A-model of mirror symmetry), many of these
reformulations have been elevated to mathematical theorems in the recent years. From
the point of view of the mirror manifold (the B-model), the integrality underlying
Gromov-Witten theory is a rather non-trivial property of the Hodge theoretic expansion
around the maximal degeneration point.
Before most of the A-model proofs were available, it had been shown in [1, 2, 3]
that integrality can be established independently in the B-model by passing through
the world of p-adic Hodge theory. The basic idea is to show that, for any given prime
number p, the reformulated invariants (which are a priori rational numbers) have de-
nominators not divisible by p. In other words, one establishes certain modp congru-
ences between the expansion coefficients of the periods. If these congruences hold for
all primes p, then the reformulated invariants themselves have to be integral.
The relevance of p-adic methods is quite intriguing as it connects the physics of
Calabi-Yau manifolds to a number of interesting topics in arithmetic geometry and
number theory. On the one hand, the method is naively rather unnatural from the
1The main results of this paper are stated in subsections 2.1 (Theorem 8) and 5.4 (Theorem 22).
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physical point of view. (The idea that our finite experience of the physical world
can be accounted for in integers is old and well-known, but prime numbers do not
normally play a role in it.) On the other hand, it is not immediately clear how the
number theoretic methods mesh with “categorification”, what the underlying integers
are counting in the B-model, and whether they are naturally dimensions of some vector
spaces. Filling these gaps in the current understanding clearly is an opportunity to
bridge between the two subjects, supersymmetric quantum theory, and number theory.
In another recent development [5], it was pointed out that a certain class of ex-
tensions of the Hodge theoretic situation, that is very natural from both the physical
and mathematical point of view, generically leads to expansion coefficients that are no
longer rational, but instead take values in an algebraic number field, fixed for each such
situation. This raises the intriguing question whether it is possible to interpret such
irrational invariants as “enumerative” in a generalized sense or whether some other
assumption has broken down. To us, the categorical equivalence (which, at least for
the quintic, has now been proven [6]) and the extensive experience in many other sit-
uations (most closely related to ours are [9, 7, 10]) suggest that the mirror principle is
of very general validity. Therefore, we believe that a suitably applied Gromov-Witten
theory should explain or otherwise accomodate the irrationality of the invariants. It is
clear that the relevant A-model situation involves the enumerative geometry of generic
objects of the Fukaya category, but the details are unknown.2
Perhaps the strongest evidence that such an explanation should exist is the fact
that the expansion displays an integrality that is a generalization of that underlying
the rational B-model (and proven by the p-adic methods in [1, 2, 3, 4]) to the situation
with algebraic expansion coefficients. An important feature of the general setup is that
(when the Galois group is non-abelian), one needs to invoke p-adic considerations to
even formulate the statement of integrality (and of course, also in the proof, see below).
We then see two possibilities for relaxing the tension with enumerative geometry. Either
the physics (or A-model) explanation does depend on the notion of a prime number as
well, or it knows implicitly how to eliminate (or “integrate out”) p in a way that is so
2Some speculations were offered in [5], and in various talks given by the third-named author. See
also section 1.1. An interesting possibility, advocated by C. Vafa, is that we are not working around
the mirror of a fully classical regime, and that rationality in the B-model will be restored by a further
degeneration. We expect that a combination of HMS and SYZ will eventually shed light on this
mystery.
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far unknown to mathematicians. Either resolution would be very interesting.
This paper is a result of combining the p-adic proofs of integrality of instanton
numbers [1, 2, 3] and of integrality of the number of holomorphic disks [4] with the
recent observations [5] about the irrationality of the Hodge theoretic expansion in the
generic extended situation. Namely, we will prove the integrality statement of [5]. We
hope that eventually these results and the method of proof will help to clarify the A-
model interpretation of the irrationality (as well as the integrality), and perhaps point
to a deeper physical and mathematical message. At a preliminary stage, we were led to
introduce and study, independently of the geometric context, a certain class of power
series that we dub “2-functions” (where, more generally, 2 could also be replaced by
some other positive integer s). In particular, we show that the class of 2-functions (but
not general s-functions) is closed under the framing operation known from local open
string mirror symmetry [7] (where it is mirror to the framing of knots in 3-manifolds,
hence the name). This part is a generalization of the previous paper [8] to the situation
with arbitrary algebraic coefficients. (In fact, the proof immediately generalizes to a
completely abstract situation, for which however we have no use at the moment.)
Thus, the paper is naturally divided in two parts which are logically independent
from each other. The main results are stated in section 2 (integrality of framing with
algebraic coefficients) and in section 5 (geometric origin of 2-functions). In the rest of
this somewhat lengthy introductory section, we offer some mathematical and physical
motivation which we expect to provide a part of the bigger picture.3
1.1 Motivation for Physicists
In this subsection, we give a quick review of a few basic notions from algebraic number
theory, and explain some reasons we think they might play a role in physics.
To begin with, we recall that an algebraic number, x, is simply a root of a (non-
constant) polynomial with integer coefficients. In other words P (x) = 0 where P =
anx
n + an−1x
n−1 + · · · + a0 ∈ Z[x] with ak ∈ Z, an 6= 0. The field of all algebraic
numbers is denoted Q. Given x ∈ Q, the polynomial P of smallest degree of which x
is a root (which is unique if we require the coefficients to be co-prime) is known as the
minimal polynomial of x. By adjoining x to Q, we obtain an algebraic number field (a
finite extension of the field Q of rational numbers), K = Q(x) = Q[x]/P .
3This material, useful for exposition to the mixed readership, is very elementary, but only partly
self-contained. It is hardly necessary for an understanding of the technical content of the paper.
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Physicists might be used to thinking of algebraic numbers simply as complex num-
bers. The more abstract definition however does not specify which of the n roots of P
to call x, and nothing in the algebra depends on this choice (if P is irreducible). In
physics language, one might say that picking one of the roots (to “embed” K into C)
amounts to breaking the symmetries of the problem.
More formally, given an algebraic number field K generated by an algebraic number
x, which we think of as any one of the roots of polynomial P , it is of interest to ask
whether K contains any other roots of P . If K contains all roots of P , then K is
said to be Galois over Q. This is equivalent to the statement that if we denote by
Gal(K/Q) the (Galois) group of automorphisms of K that leave Q invariant then Q is
the fixed field of Gal(K/Q). If K = Q(x) is not Galois, we may Galois-close the field
by adjoining all the other roots of the minimal polynomial. The resulting field, known
as the splitting field of P , is generically of higher degree.
Thinking of all roots of P on equal footing respects the Galois symmetries. A
fundamental observation is that the more generic the polynomial, the larger the Galois
group of its splitting field.
For example, if x2 + 3 = 0, Q(x) = Q(
√−3) ∼= Q(e2pii/3) with Galois group Z/2
generated by
√−3 7→ −√−3. For a different example, Q(51/3) is not a Galois extension.
This is because the other two roots of the minimal polynomial x3 − 5, which are of
course e2pii/351/3 and e4pii/351/3 cannot be expressed algebraically in terms of 51/3. This
is resolved by adjoining
√−3, and so we learn that the Galois closure is Q(51/3,√−3),
with Galois group S3. This means simply that the three roots are algebraically on
equal footing, and is the generic situation with a cubic polynomial. An example of a
cubic extension that is Galois is provided by x3 + x2 − 2x− 1. In that case, the other
two roots can be written in terms of x alone, as x2−2, and 1−x−x2. These algebraic
relations between the roots break the Galois group from S3 down to Z/3.
We record two more elementary definitions. First, among all algebraic numbers,
those whose minimal polynomial P has leading coefficient an = 1 are known as algebraic
integers. They play a similar role in K as the ordinary integers Z play in Q. In
particular, the algebraic integers form a ring, which we denote by OK or simply O if K
is clear from the context. Second, the discriminant of the extension D(K/Q) ∈ Z, is a
(rational) integer which gives a measure of the size of O relative to Z. We won’t define
it precisely here but note that it divides the discriminant of the minimal polynomial P
of an integral generator x (and sometimes D(K/Q) is equal to the discriminant of P ).
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Now let us ask: How might any of this be relevant to (mathematical) physics? It is
a familiar fact that supersymmetry constrains configuration spaces of supersymmetric
field and string theories to be complex (Kahler, super-) manifolds. This is true for both
the space of continuous off-shell fields, as well as the on-shell spaces of supersymmetric
vacua. It is equally familiar that many physical questions about these theories can
be answered by viewing the relevant spaces more abstractly as algebraic varieties, and
using methods from algebraic geometry.
The results of [5] and of the present paper, however, reveal that to describe the
kinematics (and some dynamics) of certain situations involving (close to) minimal
supersymmetry, it is essential to understand the field of definition of the underly-
ing spaces, and to separate the algebraic properties from the complex analytic ones.
Our physical interpretation is that in these situations, the breaking of supersymmetry
should generally be thought of as an “extension of algebraic structure”, and that the
minimal amount of structure in the vacuum is the field of definition (or more precisely,
the “semi-classical residue field”). The Galois group then quite literally acts on the
vacua, as well as (more conjecturally) on the space of physical states.
To explain this in more detail, we recall that in supersymmetric field theories with 4
supercharges (corresponding to N = 1 in 4 dimensions), the dynamics of chiral fields Φ
(whose lowest component is a complex scalar field) are governed by two types of terms
in the supersymmetric Lagrangian: The Kahler potential K(Φ, Φ¯) that determines the
kinetic terms in the bosonic Lagrangian, and the superpotentialW(Φ) that determines
the potential terms. While the Kahler potential is quite flexible, the superpotential has
to be holomorphic (as well as being constrained by any global and local symmetries
that might be present). Therefore, if our goal is to connect the physics of N = 1
supersymmetric field theories with algebra and algebraic geometry (say we want to
elucidate the physical content of an N = 1 supersymmetric compactification of string
theory on an algebraic variety), it is natural to focus on the superpotential as one of
the exactly calculable quantities.
But how much invariant physical information is really contained in the superpoten-
tial alone, even assuming we could calculate it exactly? Clearly, we should be looking
at supersymmetric vacua, in other words, expand around a critical point of the super-
potential. However, even in supersymmetric vacua, statements about physical masses
and about Yukawa and higher order interactions depend on the proper normalization
of the kinetic terms, hence the Kahler potential. The simplest quantity that does not
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depend on K is the constant term in the expansion, in other words, the critical value
of the superpotential,
Crit(W) = {W|∂W=0} (1.1)
More precisely, since (in the absence of gravity) W is defined only up to an additive
constant, the truly invariant quantities are the differences of the critical values. These
differences are known, by one of the most elementary BPS bounds, to give the tension
(or masses, in 2 space-time dimensions) of supersymmetric domain walls (BPS solitons)
interpolating between the various supersymmetric vacua. If Φ(i) and Φ(j) are two
critical points of W, with critical values W(i) and W(j), co-dimension one BPS defects
interpolating between Φ(i) and Φ(j) have tension
mij = |Tij| := |W(j) −W(i)| , (1.2)
while αij := arg(Tij) measures the linear combination of supersymmetries preserved by
the defect (assuming that Tij 6= 0). As a secondary quantity, it is of interest to consider
the degeneracy of such BPS defects, which is the dimension of the corresponding Hilbert
space HBPSij .
To connect this with algebra and field extensions, let us assume that for some a
priori reasons, the superpotential is constrained to be polynomial with integer coeffi-
cients. This will likely sound like a strong assumption, and we have no control over
the class of situations in which it holds. What matters for us in the end is that the
assumption seems to be satisfied in the examples coming from D-branes on Calabi-Yau
manifolds (see section 5 or ref. [5, 8]). Temporarily, one can think of a superpotential
that is generated by instantons (counted by integer coefficients), of which only a finite
number are relevant for finding the critical points (so that it is polynomial). In a more
general version, we like to think that the underlying integral structure comes from
a bulk theory with extended supersymmetry into which our 4-supercharge theory is
embedded.
In any event, if W ∈ Z[Φ], it is easy to see that the critical values (1.1) will
be algebraic numbers, i.e., they will be roots of some (other!) polynomial P with
integral coefficients. We emphasize that although P is of course determined by W,
the two polynomials are conceptually and algebraically distinct. For instance, it is not
immediately clear whether any P can appear as we varyW, i.e., whether any algebraic
number can be obtained as the critical value of a polynomial with rational coefficients.
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In thinking about this situation, one is naturally led to wonder whether the Galois
symmetries of (the splitting field of) P have any physical import.4 At first sight, the
appearance of the absolute value (the Archimedean norm) in (1.2) looks like evidence
that the physically relevant geometry is just that of the complex plane. But again, if we
accept that we only want to look at the algebraic properties, we ought to not separate
Tij into mij and αij, and the vacua of the theory are indeed related by the Galois
symmetry of the polynomial P . We propose that this symmetry carries interesting
physical information about the theory. More specifically, we expect that Gal(K/Q)
will act on the space of BPS states, ⊕i,jHBPSij .
The present paper constitutes some indirect evidence for this proposal. One of the
reasons that we are not able to state a more precise conjecture is that the formulation
of our results involves one more ingredient for which we presently have no physical
interpretation at all: This ingredient is the notion of a prime number p. Whether such
primes admit a physical interpretation, or whether it is possible to eliminate the primes
from the mathematical formulation, remains to be seen. Either outcome would be very
interesting.
To conclude this subsection, we recall why prime numbers are useful for elucidat-
ing the structure of algebraic number fields. The main idea (which has no physical
counterpart) is to treat a prime p as a “small parameter”, and to study Gal(K/Q)
p-adically, i.e., in an expansion in this small parameter.
We recall Fermat’s Little Theorem, which states that if p is prime, and a ∈ Z any
integer, then
ap ≡ a mod p (1.3)
As a consequence, if P = anx
n + · · ·+ a0 ∈ Z[x] and P (x) = 0, then,
P (xp) =
∑
akx
kp ≡
∑
(akx
k)p ≡ (∑ akxk)p ≡ 0 mod p (1.4)
Thus, given a prime p, we can obtain a “first approximation” to another root of P by
simply raising x to the p-th power. This Frobenius operation is of finite order modp
and can be used to identify certain interesting subgroups of the Galois group. We defer
precise definitions to section 2, and here only point out the important dichotomy that
arises between abelian and non-abelian Galois group. In the former case, the mod p
Frobenius element of Gal(K/Q) is canonically determined and the Frobenius elements
4We are aware that similar ideas have been formulated in [12, 13].
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for different primes all commute with one another. In the latter, non-abelian case, the
Frobenius element only defines a conjugacy class in Gal(K/Q), which moreover varies
in a poorely controlled way with p.
To give some examples for practice, in the field Q(
√−3) (of Galois group Z/2), one
finds that for p > 3,
√−3p ≡ √−3 mod p if p ≡ 1 mod 3, while √−3p ≡ −√−3 mod p
if p ≡ 2 mod 3. This regularity is a consequence of Gauss’ quadratic reciprocity,
and the Frobenius elements are the trivial or non-trivial element of the Galois group,
respectively. On the other hand, let us considerQ(51/3), which is not a Galois extension.
One might well show that for 5 < p ≡ 1 mod 3, (51/3)p−1 is always a cube root of unity
mod p, but it is not possible to predict whether it will be a non-trivial cube root or not.
For instance (51/3)7−1 = 4 mod 7 and 43 = 1 mod 7 (the Frobenius element generates
a Z/3 subgroup of S3), while (51/3)13−1 = 1 mod 13 (and the Frobenius is trivial). The
Frobenius elements at primes p with p ≡ 2 mod 3 generate the odd permutations in
S3.
Beginning in the next subsection, we will inquire about ways to “go to next order
in p”, i.e., to find roots of P modp2. It will be seen that this is easy to do as long as
we fix p, but that the non-commutativity of the Frobenius elements presents a obstacle
for eliminating p from the mathematical formalism.
1.2 Motivation for Mathematicians
The main character of this paper are what we call 2-functions, certain (formal) power
series with properties given in section 2. The background in physics and mirror sym-
metry is explained elsewhere. In this subsection, we explain in an informal way what
these definitions can achieve for mathematics.
As above, we let x ∈ OQ be an algebraic integer, and K = Q(x) be the number field
generated by x. We denote by P ∈ Z[x] the minimal polynomial of x. More generally,
for y ∈ OK , the ring of integers in K, we’ll let Py ∈ Z[y] be the minimal polynomial of
y.
Fixing an embedding K →֒ C, we can think of x as a complex number. Let us
consider, for z in a neighborhood of 0 ∈ C, the Mercator series
− log(1− xz) =
∞∑
k=1
ρk(x)
k
zk (1.5)
where ρk(y) := y
k. The expansion of course converges in a neigborhood of 0 (depend-
ing on the chosen embedding K →֒ C), and the function can be analytically continued
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throughout some slit complex plane. The coefficients ρk(x) possess the following prop-
erties:5
(i) For k = p prime, Px(ρp(x)) = 0 mod p.
(ii) When k = pr is a prime power, we have Pρpr−1 (x)(ρpr(x)) = 0 mod p
r.
(iii) ρk1k2(x) = ρk1(ρk2(x)) = ρk2(ρk1(x)).
To be sure: (i) follows from Fermat’s little theorem eq. (1.3), see eq. (1.4). Similarly,
(ii) (of which (i) is a special case) follows from Euler’s generalization of Fermat’s
theorem: If a = b mod pr−1, then ap = bp mod pr. And while the multiplicativity (iii)
is of course trivial, we list it here because of the generalizations below. More precisely,
the property we generalize is the following somewhat less trivial-looking corollary,
(iii’) If k = prk′ with k′ not divisible by p, then
Pρk/p(x)(ρk(x)) = 0 mod p
r
We can qualitatively summarize these properties by saying that, as we vary p, the
power series (1.5) bundles together information about modp arithmetic in the number
field K = Q(x). The results about 2-functions that we obtain in the present paper
make the following question seem like a possible starting point to motivate their study:
Is it possible to “integrate” (1.5) in such a way that the properties of ρk are lifted
modulo higher powers of k?
We illustrate what we mean in the first non-trivial instance, which is an improve-
ment of the above conditions from holding modp to modp2: Given x ∈ OK , we are
looking for a collection of coefficients
σk(x) ∈ OK (1.6)
such that
(i)2 For k = p (unramified) prime, σp(x) = x
p mod p, and
Px(σp(x)) = 0 mod p
2 (1.7)
(ii)2 For k = p
r a prime power, σpr(x) = (σpr−1(x))
p mod p, and
Pσpr−1 (x)(σpr(x)) = 0 mod p
2r (1.8)
5In all statements below, we shall assume that k is co-prime with the discriminant D(K/Q).
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(iii)2 For general k (co-prime with discriminant of K/Q), and any p|k, we have σk(x) =
(σk/p(x))
p mod p, and letting ep = ordp(k) be the largest power of p dividing k,
Pσk/p(x)(σk(x)) = 0 mod p
2ep (1.9)
We remark that (iii)2 is the natural lift of (iii) in the sense that the ρk satisfy its
analogue modpep (see (iii’)), but the σk (as maps OK → OK) cannot be strictly mul-
tiplicative in general. In this formulation, of course (i)2 and (ii)2 are just special cases
of (iii)2.
Given such a collection of σk(x), we would like to combine them into a generating
series—It is such series that we will identify as 2-functions below—
LD(x; z) =
∞∑
k=1
σk(x)
k2
zk (1.10)
and study possible analytic properties of LD(x; z) as a function of z.
It is in fact not hard to find σk(x) that satisfy these conditions, and these solutions
can also be lifted modulo higher powers of p. The idea is the following: If k = p is
prime, and P ′(xp) 6≡ 0 mod p, we may use Newton’s formula and define
σp(x) = x
p − P (x
p)
P ′(xp)
(1.11)
which satisfies (1.7) after expansion in p. Moreover, iteration of (1.11) leads to higher-
order solutions. (Of course, this solution is not unique. Also note that it is necessary
in general that p be unramified for this formula to make sense. A more conceptual
explanation is subsumed in the technical part of the paper.) For general k, we may
define σk(x) recursively by similar formulas, assuming σk/p(x) has been defined for all
p dividing k.
The crux however, is that this solution is far from unique (any modification of
(1.11) by a multiple of p2 is allowed), and it is far from obvious that the generating
function (1.10) will be anything but a formal power series. Therefore, a more mean-
ingful question is whether there is a choice of the σk(x) such that LD(x; z) will have
some nice analytic properties.
One extreme case is when x ∈ Z, for we may then simply take σk(x) = x for all k!
Then LD(x; z) = x · Li2(z), where
Li2(z) =
∞∑
k=1
1
k2
zk (1.12)
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is the series defining the ordinary di-logarithm.
Another simple case is when x = ζ is a root of unity, where we may take LD(ζ ; z) =
Li2(ζz). Given this, the Kronecker-Weber theorem will provide a natural solution to
our problem for any x such that K = Q(x) has abelian Galois group over Q (see
section 2.3). As a mathematical problem, the question then becomes non-trivial when
Gal(K/Q) is non-abelian.
Not surprisingly, the difficulties with finding a natural simple solution in the general
case (see section 2.2), can be traced back to the fact that there is no natural global
lift of the Frobenius endomorphism at each prime of K, and that moreover, these
Frobenius endomorphisms to not commute amongst each other.
Without the physics, of course, mathematics knows how to circumvent these diffi-
culties. If our goal is to form an analytic function that encodes the global behaviour
(over all primes) of the Galois group, we may pick a finite-dimensional representation
ρ : Gal(K/Q) → End(V ), for some complex vector space V , and consider the associ-
ated (Artin) L-function L(s; ρ), which is built out of characteristic polynomials of the
representation. These L-functions are of course much studied.
What the attachment of strings suggests is that, certainly up to s = 2, there exists
a different way of producing an interesting analytic function involving similar data.
According to the ideas of section 1.1, the physical setup will involve a vector space
acted upon by the Galois group (this might not quite be a representation, but should
be closely related). Moreover, to the extent that the physical setup has a geometric
origin6, it will produce a 2-function with the requisite properties.
Our main evidence for this claim is simply that the geometric setup (see section 5)
in some sense already provides a solution to the above problem. Indeed, we will prove
in section 7 that certain Hodge theoretic invariants associated to algebraic cycles on
Calabi-Yau 3-folds, when expanded in the appropriate coordinates, satisfy congruence
relations of exactly the above type. Moreover, these functions by construction have
sensible analytic properties. Therefore, the above conditions are not impossible to
satisfy.
From the abstract point of view, the geometric origin of the solutions is not entirely
satisfactory. For one thing, the number field K is dictated by the geometry, so we
cannot produce a solution for arbitrary choice ofK. This also means that the expansion
6We do not explain the connection between physics and geometry in any detail in this paper,
referring instead to [10, 11, 8]
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coefficients carry information that it not intrinsic to the arithmetic of K.
We hope that a better understanding of the physics will allow us to lift these limi-
tations. We find it particularly encouraging that although we do not fully understand
the physics implementation of the Galois symmetries, we see no way that physics cares
about the distinction between the Galois group being Abelian or non-Abelian. So
conceivably, a better understanding of the physics could lead to a solution also in the
non-Abelian case. (Again, the alternative would be that physics does care about the
nature of the Galois group, which would be at least as interesting.)
The other main result of our paper is a piece of evidence for the idea that among
all possible strengthenings of the congruences (i), (ii), (iii), i.e., replacing 2 7→ s in (i)2,
(ii)2, and (iii)2, the initial non-trivial choice, s = 2 is distinguished by the existence of
the framing operation. We now turn to these formal developments.
2 2-functions and their framing
2.1 Definitions and Results
Preliminaries. Let K be a finite field extension of Q.7 We denote by O the ring
of integers in K, and by OD the ring of elements of K that are integral outside the
discriminant of K/Q. For a rational prime p, unramified in the extension K/Q, we
consider the p-adic completion of O,
Op = lim←−
n
O/(pnO) (2.1)
Unless p is inert (i.e., unless (p) = pO is a prime ideal in O), Op is not an integral
domain. (O/(p) is not a field.) In general, we have a factorization
(p) =
r∏
i=1
pi (2.2)
into r distinct prime ideals of O (we are assuming that p is unramified), and O/(p) =∏
iO/pi. In fact, by the Chinese Remainder Theorem, for all n ≥ 1, there is a canonical
isomorphism
O/(pn) ∼=
r∏
i=1
O/pni (2.3)
7We do not assume that K is Galois over Q.
14
and so
Op = lim←−
n
r∏
i=1
O/pni =
r∏
i=1
lim←−O/p
n
i =
r∏
i=1
Opi (2.4)
where Opi are the (more) standard rings of pi-adic integers. The Opi are integral
domains and their field of fractions, Kpi = (Opi \ {0})−1Opi , is the pi-adic completion
of K. It is also true (though perhaps less canonical) that
Kpi = (Z \ {0})−1Opi (2.5)
So in view of (2.4), we define
Kp := (Z \ {0})−1Op (2.6)
We have
Lemma 1.
Kp =
r∏
i=1
Kpi (2.7)
The point of defining Kp via (2.4) (instead of directly as a product of fields) is
that it makes the following construction of the Frobenius endomorphism more natural
(to us). In particular, it is independent of Galois theory in Kpi , allowing for several
generalizations of our construction (and, in particular, of Theorem 8).
We also note that K is canonically embedded in Kp (namely, diagonally in the
product (2.7)).
Frobenius. In O/(p), we have the endomorphism
Frobp : O/(p)→ O/(p) , x 7→ xp (2.8)
which under the isomorphism O/(p) ∼= ∏iO/pi is identified with the standard Frobe-
nius element in the Galois group of each local field extension (O/pi)/(Z/(p)). By
Hensel’s Lemma (or more simply, Newton’s formula, (1.11)), Frobp has a canonical lift
to Op of (2.4), and can then be extended to Kp by noting that Frobp |Z = id. We
denote these by the same symbol, and note that the result of the definition coincides
with the Frobenius element Frobpi/p in each local extension Kpi/Qp.
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Power series. Letting z be a (formal) independent variable, we consider the ring of
formal power seriesK[[z]], with obvious embeddingsK[[z]] →֒ Kp[[z]], K[[z]] →֒ Kpi [[z]]
and a (compatible) morphism Kp[[z]] → Kpi[[z]] for each prime pi over p ∈ Z. Given
V ∈ K[[z]], we denote its image in Kp[[z]] and Kpi [[z]] by Vp and Vpi , respectively. We
use similar notation for integral coefficients. For instance, OD[[z]] is the ring of formal
power series with coefficients that are integral outside the discriminant. We extend
Frobp to an endomorphism of Kp[[z]] by declaring
Frobp(z) = z
p
We also introduce the logarithmic derivative
δ := δz : K[[z]]→zK[[z]] ⊂ K[[z]]
δz(V ) := z
dV
dz
(2.9)
and its (partial) inverse w
: zK[[z]]→ zK[[z]] (2.10)
Explicitly, if
V =
∞∑
k=1
akz
k
then
δV =
∞∑
k=1
kakz
k ,
w
V =
∞∑
k=1
ak
k
zk
An important observation is
Lemma 2.
δ ◦ Frobp = pFrobp ◦δ
1
p
w
◦Frobp = Frobp ◦
w
In particular, we have δ(O[[z]]) ⊂ O[[z]], but r does not preserve integrality in general.
s-functions. Let s be a non-negative integer. A formal power series V ∈ zK[[z]] is
called an s-function with coefficients in K if for every unramified prime p ∤ D(K/Q),
we have
1
ps
FrobpVp − Vp ∈ zOp[[z]] (2.11)
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Lemma 3. If s > 0 and V ∈ K[[z]] is an s-function, then δV is an (s− 1)-function.
Proof. By Lemma 2,
1
ps−1
Frobp δVp − δVp = δ
( 1
ps
Frobp Vp − Vp
) ∈ δ(zOp[[z]]) ⊂ zOp[[z]]
We will sometimes find it convenient to verify the s-function property at the level
of the coefficients of the power series. (The following lemma formalizes conditions (i)s,
(ii)s, and (iii)s from the introduction.)
Lemma 4. If V ∈ zK[[z]] is an s-function, then δsV ∈ OD[[z]], so writing
V =
∞∑
k=1
ak
ks
zk (2.12)
we have that all ak ∈ OD. Moreover, letting for fixed k and p prime, α = ordp(k), we
have
Frobp(ak/p)− ak = 0 mod psαOp (2.13)
(with the understanding that ak/p = 0 if p ∤ k). Conversely, if this condition holds for
every k and unramified prime p, then V is an s-function.
Proof. Plugging (2.12) into (2.11), the coefficient of zk gives the condition
1
ps
Frobp
ak/p
(k/p)s
− ak
ks
∈ Op
Multiplying with psα, and given that p
α
k
∈ Op, this is equivalent to (2.13).
Finally, we note that thanks to Lemma 1, we can equivalently characterize s-
functions by the behaviour at the primes of K.
Lemma 5. V ∈ K[[z]] is an s-function if and only if for every prime ideal p of O that
is not a branch point of Spec(O)→ Spec(Z), we have
1
ps
Frobp/p Vp − Vp ∈ zOp[[z]]
where (p) = p ∩ Z.
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Remark 6. We have here defined s-functions as power series without constant term.
In applications, they are often accompagnied by a non-zero constant term, but the
properties of that term depend on the context. For instance, the constant term might
take values in a transcendental extension of K, with a rather different action of the
Galois group. For a different example, with an algebraic constant term, see section
4. We also emphasize explicitly that we do not impose any condition at the ramified
primes, although we suspect that it would be interesting to do so.
1-functions We will now show that 1-functions (i.e., s-functions with s = 1) are
simply linear combinations of ordinary logarithms. Specifically, we claim that for any
1-function V ∈ zK[[z]] there exists a sequence (bd) ⊂ OD such that (as formal power
series)
V = −
∞∑
d=1
log(1− bdzd) (2.14)
Conversely, any power series of this form is a 1-function. As a result, we obtain a
version of the celebrated “Dwork integrality lemma”
Proposition 7. Let V ∈ zK[[z]] and Y ∈ 1 + zK[[z]] be related by V = log Y ,
Y = exp(V ). Then the following are equivalent:
(i) V is a 1-function
(ii) For every (unramified) prime p,
Frobp Yp
(Yp)p
∈ 1 + zpOp[[z]]. (2.15)
(iii) Y ∈ 1 + zOD[[z]]
Proof. We begin with (2.14). Writing
V =
∞∑
d=1
ad
d
zd =
∞∑
d,k=1
(bdz
d)k
k
and comparing coefficients, we obtain
ad
d
=
∑
k|d
(bd/k)
k
k
(2.16)
By Lemma 4, what we have to show is that bd ∈ OD for all d iff 1d(Frobp ad/p−ad) ∈ Op
for all d, and prime p. The key observation is that if bd/k ∈ OD then, by Euler’s
theorem, for all p,
(bd/k)
kp = Frobp(bd/k)
k mod pordp(k)+1Op (2.17)
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Therefore, assuming bd ∈ OD for all d, we have
Frobp ad/p
d
=
1
p
Frobp
(ad/p
d/p
)
=
∑
k| d
p
Frobp(bd/kp)
k
kp
=
∑
k| d
p
(bd/kp)
kp
kp
mod Op
=
∑
k|d
p|k
(bd/k)
k
k
+
∑
k|d
p∤k
(bd/k)
k
k
mod Op
=
ad
d
mod Op
(2.18)
For the converse, we first note that by eq. (2.16), b1 = a1 ∈ OD in any case. Then, by
way of induction, we assume that for some d > 1, we have established bd/k ∈ OD for
all k|d. For any p, with α = ordp(k), we have from (2.16)
ad
d
=
∑
k|d
p∤k
1
k
α∑
i=0
(bd/kpi)
kpi
pi
=
∑
k|d
p∤k
(bd/k)
k
k
+
∑
k|d
p∤k
α−1∑
i=0
(bd/kpi+1)
kpi+1
kpi+1
=
∑
k|d
p∤k
(bd/k)
k
k
+
∑
k|d
p∤k
α−1∑
i=0
Frobp
(
bd/kpi+1
)kpi
kpi+1
mod Op
= bd +
Frobp ad/p
d
mod Op
(2.19)
Therefore, 1
d
(Frobp ad/p − ad) ∈ Op implies bd ∈ Op for all p ∤ D.
Given this, (i) immediately implies
Y =
∞∏
d=1
(1− bdzd)−1 ∈ 1 + zOD[[z]] (2.20)
i.e., (iii). Given Y ∈ 1 + zOD[[z]], it can be factored as in (2.20), with bd ∈ OD. Then
Frobp Yp
(Yp)p
=
∏
d
(1− bdzd)p
1− Frobp bdzdp =
∏
d
1− (bd)pzdp
1− Frobp(bd)zdp = 1 mod zpOp (2.21)
implying (ii). Finally, given (ii), taking the logarithm on the two sides, and using
log(1 + pzOp[[z]]) ⊂ pzOp[[z]] implies (i).
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Framing of 2-functions In [8], we motivated framing as an ambiguity in the choice
of variables in which to write our formal power series. Given a 1-function V ∈ zK[[z]],
we can write Y = exp(V ) ∈ 1+zOD[[z]] as a series in z, or as a series in zf = z(−Y )f ∈
(−1)fz+zOD[[z]], for any integer f . The resulting series, Yf ∈ 1+zfOD[[zf ]], will also
have integral coefficients, and define a “framed” 1-function Vf = log Yf . Clearly, these
“framing transformations” preserving integrality are generated by f = 1, and can be
extended to include Y 7→ Y −1. Our main theorem says that if V “comes from” (in
the sense of being the logarithmic derivative of) a 2-function, then so do all its framed
versions. We first state a somewhat more special result, and return to the general case
in section 4.
Theorem 8. Let W ∈ zK[[z]] be a 2-function. Define Y = exp(−δW ) and Y˜ (z˜) via
the inverse series z˜ = −zY (z), z = −z˜Y˜ (z˜). Then W˜ = −r˜ log Y˜ (z˜) ∈ z˜K[[z˜]] is also
a 2-function (where
r˜
is the logarithmic integral w.r.t. z˜).
We prove this theorem in section 3. It will then become clear that the minus sign
in the relations between z, z˜, Y , Y˜ is important for preserving integrality at p = 2.
(Whereas the sign in the relation between Y andW is conventional.) In the rest of this
section, we discuss some examples and ask questions about possible further theoretical
developments.
2.2 Bases of s-functions
Let us denote by SK ⊂ zK[[z]] the set of s-functions with coefficients in a fixed number
field K. One sees immediately that SK is a free module over Z[ 1D ], where D is the
discriminant of K/Q. We view it as an important challenge, and especially for s = 2,
to characterize a submodule of s-functions by suitable algebraic or analytic properties,
and a class of distinguished generators for this submodule. For the following consid-
erations, we endow SK with the topology of formal power series in one variable, with
neighborhood basis SK,l := (zl)K[[z]] ∩ SK for l = 1, 2, . . ..
Lemma 9. (i) If V (z) =
∑ ak
ks
zk ∈ SK is an s-function, then for l > 1 Shl(V )(z) :=
V (zl) =
∑ ak
ks
zlk ∈ SK,l is also an s-function.
(ii) SK = SK,1 and SK,1/SK,2 ∼= OD is a free module over Z[ 1D ] of rank d = [K : Q].
In fact, SK,l/SK,l+1 ∼= OD for all l.
(iii) If {V1, V2, . . . , Vd} ⊂ SK is a set of s-functions whose image in SK,1/SK,2 generates
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OD, then (the image of) Shl{V1, . . . , Vd} generates SK,l/SK,l+1, and
∪∞l=1 Shl{V1, . . . , Vd} (2.22)
is a (Schauder) basis of SK in the z-adic topology of formal power series.
Proof. (i) is obvious. (ii) follows from the fact that the leading coefficient of any s-
function is in OD (this was noted, e.g., in Lemma 4). To verify (iii) one may show
recursively that for any L = 1, 2, . . .
SK − 〈∪Ll=1Shd{V1, . . . , Vd}〉Z[ 1
D
] ⊂ (zL)K[[z]] (2.23)
In is natural to call such a set {V1, . . . , Vd} that generates SK over Z[ 1D ] and under
Shl a “basis of s-functions with coefficients in K”. To construct such a basis, in view
of the Lemma, it is enough to show that for every algebraic integer x ∈ OQ, there
exists an s-function with coefficients in K = Q(x) and leading coefficient a1 = x, as in
the Introduction. Indeed, the congruences (2.13) relate all coefficients with the Galois
orbit of a1 modulo OD, so that (if a solution to the congruences exists, which we will
show momentarily) the coefficients will all be in K. Note that this is true even if
K is not Galois over Q since all local extensions are. As preliminary restrictions on
the class of allowed functions, we will call such an s-function V ∈ zK[[z]] algebraic if
Y := exp
(−δs−1V ) is the series expansion of an algebraic function of z around 0. We
call an s-function locally analytic if (for some embedding K →֒ C) it converges (in the
complex topology) in a finite neighborhood of the origin, and we say that V is analytic
if it can be analytically continued to a dense subset of the complex plane. Clearly,
algebraic ⇒ analytic. Moreover,
Lemma 10. For every algebraic integer x ∈ C there exists an s-function V ∈ xz +
z2K[[z]] that is locally analytic.
Proof. By Lemma 4, we need to find a convergent power series V =
∑ ak
ks
zk with
coefficients ak that satisfy for all unramified p|k the condition
Frobp(ak/p)− ak = 0 mod psαOp (2.24)
To this end, given a1 := x, we determine ak ∈ K = Q(x) for k > 1 (outside the
discriminant) recursively by (i) fixing for each p|k a lift Frob(k,s)p : O → O of Frobenius
21
at p modpsα to O, and (ii) solving the congruences
ak = Frob
(k,s)
p (ak/p) mod p
sαO (2.25)
jointly for all p|k. (This is possible by the CRT.) Since for every embedding K →֒ C,
there exists a B > 0 such that any disk of radius B contain an element of O, we can
choose ak such that |akks | < B. We put ak = 0 when (D, k) 6= 1. Then V =
∑ ak
ks
zk has
radius of convergence at least B.
Remark 11. This algorithm of course is far from specifying a unique solution to the
problem, and the condition of local analyticity is clearly too weak to select a finitely
generated submodule of s-functions, motivating us to seek s-functions with stronger an-
alytic properties. We will next show that when K = Q(x) is an abelian extension, there
exists a basis of algebraic s-functions in the above sense. An important consequence
of Theorem 22 is that algebraic cycles on Calabi-Yau three-folds provide a source of
2-functions that are analytic, and even satisfy a differential equation with algebraic
coefficients, albeit in a different variable q(z), that is related to z by a transcendental
“mirror” transformation which however does not preserve 2-integrality. This class in-
cludes examples with non-abelian Galois group, but does not teach us how to specify
a basis in general.
2.3 Abelian field extensions
We have already remarked in the introduction that if ζ is a root of unity, then
Frobp(ζ) = ζ
p for all p, and as a consequence
Lis(ζz) =
∞∑
k=1
ζk
ks
zk (2.26)
is an (analytic) s-function for any s.
Let us now assume that K is a number field that is Galois over Q with Galois
group Gal(K/Q) that is abelian. Then, by the Kronecker-Weber theorem, there exists
a root of unity ζ , say primitive of degree N , such that K is a subextension of Q(ζ). By
elementary Galois theory, there is an (abelian) subgroup Γ ⊂ Gal(Q(ζ)/Q) such that
K = Q(ζ)Γ, and Gal(K/Q) = Gal(Q(ζ)/Q)/Γ.
Then for any algebraic integer x ∈ OK , there are rational numbers ci ∈ Q such that
x =
N−1∑
i=0
ciζ
i (2.27)
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and for every (p,N) = 1
Frobp(x) =
N−1∑
i=0
ciζ
pi ∈ O (2.28)
In particular, ci = cp−1i mod N whenever Frobp ∈ Γ. Clearly then,
LD(x; z) :=
N−1∑
i=0
ciLis(ζ
iz) ∈ xz + z2K[[z]] (2.29)
is an s-function with coefficients in K for every s. Since
δs−1LD(x; z) = −
∑
i
ci log(1− ζ iz) (2.30)
we see that LD(x; z) is algebraic. As a consequence
Theorem 12. If K = Q(x) is an abelian extension of Q, there exists an algebraic basis
of s-functions with coefficients in K.
As a physical example from the introduction 1.1, consider x a root of x3+x2−2x−1.
We have K = Q(x) = Q(ζ)Γ, where ζ is a primitive 7-th root of unity, and Γ = Z/2
whose non-trivial element acts by ζ 7→ ζ−1. Namely, x = ζ + ζ−1, and
δs−1LD(x; z) = − log(1− xz + z2) (2.31)
2.4 When do 2-functions come from 3-functions?
We reiterate here a few comments from [8] concerning the special status of 2-functions.
First of all, given our results on framing of 2-functions (Theorem 8 and its generaliza-
tion, Theorem 14), it seems natural to ask whether starting from an s-function with
s > 2 and taking s − 1 logarithmic derivatives, framing a` la Thm. 8 might produce
a 1-function that can be integrated back to an s′-function with s′ > 2. In general,
this is not the case (the proof that we give below makes it plain why one should not
expect it, and one easily produces counterexamples). However, there can be special
cases in which it is, and so one comes to ask which pairs of s-, s′-functions are related
by framing in this fashion.
The simplest example for this phenomenon (with s′ = 3) comes from the ordinary
polylogarithms, Lis, which are of course s-functions with rational coefficients for any
s. For f ∈ Z, cmp. Theorem 14, we solve
zf = z(− exp(Li1(z)))f = z
(z − 1)f (2.32)
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f 2 3 4 5
1 -2 3 -4 5
2 1 3
2
4 5
3 −2
3
3 -8 50
3
4 1 15
2
28 75
5 -2 24 -124 425
6 13
3
171
2
624 8240
3
7 -10 339 -3452 19605
Table 1: Framed sequence N
(f)
d from (2.35) for various d, f .
for z,
z = (−1)fzfYf (2.33)
with Yf ∈ 1 + zfZ[[zf ]], and claim that
Ff =
ww
log Yf (2.34)
is a 3-function for all f , except perhaps at p = 2 and 3. Namely, writing
Ff =
∞∑
d=1
N
(f)
d Li3(z
d
f) (2.35)
we claim that the N
(f)
d are integers (after multiplication by a power of 6) for all d and
f . (See Table 1 for some examples; it seems that in fact 6N
(f)
d /f ∈ Z.)
To prove our claim, we note that the explicit solution of (2.32) is given by
Vf = − log Yf = (−1)f
∞∑
k=1
1
k
(
kf
k
)
zkf (2.36)
so that in view of Lemma 4, the statement is equivalent to(
pkf
pk
)
≡
(
kf
k
)
mod p3(α+1) (2.37)
for all k, f and primes p > 3 (and as before α = ordp(k)). The congruence (2.37) now
follows from the generalization of the classical Wolstenholme theorem that is known to
experts [15] as the Jacobsthal-Kazandzidis congruence [16].8
8This congruence is usually stated as(
pn
pm
)
≡
(
n
m
)
mod pq (2.38)
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Meanwhile, further explicit examples of algebraic 3-functions with rational coeffi-
cients have appeared in [17] as solutions of so-called extremal A-polynomials of certain
knots, and all framings of these 3-functions are also (algebraic) 3-functions. In this
case, the integrality can be seen to follow from the relation with quiver representation
theory [18]. (Alternatively, it has been suggested that the integrality can be proved
by clarifying the relation between the K-theoretic “quantizability condition” of the A-
polynomial [19] and the K-theoretic interpretation of 2-functions that we have given
in [8].)
Given that the polylogarithms are arguably the simplest s-functions, it seems un-
likely that framings of s-functions can be s′-functions with min(s, s′) > 3 (outside
a finite number of primes). We would also be interested to learn about any other
examples of algebraic 3-functions with rational or algebraic coefficients.9
Another reason for the distinguished status of 2-functions is that the multi-variable
generalization of framing that we discuss in section 4 only makes sense for 2-functions,
although we find it conceivable that s = 3 could again harbour some exception.
3 Proof of Integrality of Framing
We will prove theorem 8 separately for each rational prime p. In fact, our main calcu-
lation goes through with the following slightly more general set of coefficients (which
we will have occasion to exploit in multi-dimensional framing in section 4). Abusing
the notation of section 2, we let Op be a (commutative, unital) ring in which p is not a
zero divisor and all integers outside of (p) = pZ are invertible, and we let Kp ⊃ Op be
a ring extension in which also p is invertible (in other words, Kp contains Q as a field;
we do not need Kp to be complete w.r.t. the p-adic norm).
We suppose Frobp : Kp → Kp to be a ring homomorphism fixing Q ⊂ Kp, and
such that for a ∈ Op, Frobp(a) − ap ∈ pOp. We consider Kp[[z]] (⊃ Op[[z]]) the ring
of formal power series with coefficients in Kp (⊃ Op). We extend Frobp to Kp[[z]] by
where q is the power of p dividing p3mn(n − m). Plugged into (2.37) it shows that Ff can be the
derivative of a local s′-function with s′ > 3 for special values of f and p. But even (2.38) is not in
general optimal in q.
9Transcendental 3-functions with algebraic coefficients (in real quadratic number fields) have ap-
peared as solutions of certain Calabi-Yau-type differential equations studied by Bogner, van Straten
et al. (private communication).
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z 7→ zp as usual. A crucial property of this extension is that if X ∈ Op[[z]], then
Xp − FrobpX ∈ pOp[[z]] (3.1)
(This follows by a two line calculation from the definition Op[[z]] = lim←−Op[z]/zn.)
Now let W ∈ zKp[[z]] be a formal power series satisfying the following “local 2-
function property” (In this section, we work with a fixed prime p, so we drop the
subscript from W etc.)
X :=
1
p2
FrobpW −W ∈ zOp[[z]] (3.2)
As in lemma 4, this can be equivalently rewritten in terms of the coefficients of W and
X . With
W =
∞∑
k=1
ak
k2
zk (3.3)
X =
∞∑
k=1
xkz
k (3.4)
we have
xk =
ak − Frobp(ak/p)
k2
∈ Op (3.5)
(with the understanding that ak/p = 0 if p ∤ k).
Lemma 13. With these relaxed assumptions on the coefficients, we may still define
Y = exp(−δW ), and solve the relation
z˜ = −zY (3.6)
for z,
z = −z˜Y˜ (3.7)
Then Y˜ ∈ 1 + z˜Op[[z˜]] and
W˜ := −
w
log Y˜ ∈ z˜Kp[[z˜]] (3.8)
is a 2-function at p.
Our proof relies only on the manipulation of formal power series, property (3.1),
and elementary p-adic estimates.
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Proof. We shall verify that the coefficients of W˜ ,
W˜ =
∑ a˜k
k2
z˜k (3.9)
satisfy the congruence
a˜pk = Frobp(a˜k) mod p
2(α+1) , where α = ordp(k). (3.10)
To this end, we briefly digress to recall the Lagrange inversion formula: If f(z) is a
general kind of formal power series without constant term and coefficient of z invertible
in its coefficient ring (this may sometimes be written as f(0) = 0, f ′(0) 6= 0), and if
g(z˜) is the compositional inverse of f (i.e., g(f(z)) = z, f(g(z˜)) = z˜; a unique such g
exists by the assumptions on f), then for every k,
(coefficient of z˜k in g) =
1
k
(coefficient of zk−1 in (z/f)k) (3.11)
This formula is most readily understood with complex coefficients as a consequence of
Cauchy’s theorem: If f converges and is suitably analytic in a neighborhood of 0, we
have
g(z˜) =
∮
f ′(z)
f(z)− z˜ z dz (3.12)
for a suitably small contour (and 1
2pii
included in
∮
). Expanding
g(z˜) =
∮ ∞∑
k=0
f ′(z)
f(z)k+1
z˜kz dz (3.13)
and noting that inside a small enough circle, f will only vanish at the origin, we learn
that the k = 0 term vanishes, while for k > 0 we may integrate by parts to obtain
g(z˜) =
∞∑
k=1
z˜k
k
∮
1
f(z)k
dz (3.14)
This shows that (3.11) is valid for convergent power series with complex coefficients,
but since the coefficients of g are a priori algebraic in those of f , the formula will be
valid for formal power series as well.
Along similar lines, the coefficients of (integer and complex) powers gl of g can be
obtained from the expression
gl(z˜) =
∮
f ′(z)
f(z)− z˜ z
l dz (3.15)
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and we may also take a derivative at l = 0 to obtain an expression for the coefficients
of log g(z˜). (In the analytic approach, one needs to be somewhat careful with the right
choice of contours, but this is irrelevant at the formal algebraic level.)
Applied to our situation, with z˜ = −zY (z), z/z˜ = −Y˜ (z˜) the formula reads
δ˜W˜ (z˜) = − log Y˜ (z˜) = −
∮
(zY (z))′
zY (z) + z˜
log
(−z
z˜
)
dz (3.16)
so that, for k > 0,
a˜k = (−1)k−1
∮
1
zkY (z)k
dlog z (3.17)
From now on, we think of
∮ · · · dlog z as a formal device for extracting the constant
term of a power series. In particular, it is unchanged if we replace z by zp in the
integrand. On the other hand, from outside the
∮
-sign, Frobp would act only on the
coefficients of Y , so that in combination, we obtain
Frobpa˜k = (−1)k−1
∮
1
zpk(FrobpY )k
dlog z (3.18)
By (3.2) and the other definitions, we have
Frobp Y = Y
p exp(−pδX) (3.19)
Therefore
Frobpa˜k = (−1)k−1
∮
1
zpkY pk
exp
(
pk δX(z)
)
dlog z (3.20)
Now let’s first assume that (−1)kp = (−1)k, which is the case if p is odd, or p = 2
and k even. Then
Frobpa˜k − a˜pk = (−1)k−1
∮
1
zpkY pk
(
exp
(
pk δX
)− 1) dlog z (3.21)
Our goal now is to control the order at p of the contribution of each term in the
expansion,
exp
(
pk δX
)− 1 =
∞∑
r=1
(pk)r
r!
(
δX
)r
(3.22)
exploiting the fact that all power series involved have coefficients in Op. To this end,
we use the well-known (or easily checked) estimate,
ordp(r!) =
∞∑
j=1
⌊ r
pj
⌋
≤ r
∞∑
j=1
1
pj
− 1
p− 1 =
r − 1
p− 1 (3.23)
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in which equality holds if and only if r = ps is a prime power. Therefore,
ordp
((pk)r
r!
) ≥ r(α+ 1)− r − 1
p− 1 (3.24)
Now if p > 2,
r − 1
p− 1 ≤
r − 1
2
≤ r − 2 (3.25)
where the latter inequality holds if in addition r ≥ 3. In that case then
r(α+ 1)− r − 1
p− 1 ≥ 2(α + 1) + (r − 2)α ≥ 2(α + 1) (3.26)
If p is still odd, but r = 2, we have r−1
p−1
= 1
p−1
< 1, and since the left-hand side of
(3.24) has to be integral, it can be no less than 2(α+ 1) (in fact, it is equal to that).
If p = 2, and α ≥ 1 (i.e., k is even), and also r ≥ 3, then
r(α+ 1)− r − 1
p− 1 = 2(α + 1) + (r − 2)(α + 1)− r + 1
≥ 2(α + 1) + 2(r − 2)− r + 1 = 2(α+ 1) + r − 3
≥ 2(α + 1)
(3.27)
Summarizing, when p > 2, α ≥ 0, and r ≥ 2, or when p = 2, α ≥ 1, and r ≥ 3,
ordp
((pk)r
r!
) ≥ 2(α + 1) (3.28)
Therefore, modp2(α+1), we can ignore the contribution of those terms to (3.21), since
all power series involved have integral coefficients.
To begin dealing with the remaining terms, we observe that when r = 1, we may
improve the manifest order at p by “integrating by parts” (in other words, using∮
δ(· · · ) dlog z = 0, and that δ is a derivation)
∮
1
zpkY pk
(pk) δX dlog z =
∮
δ(zY )
zpk+1Y pk+1
(pk)2X dlog z (3.29)
which vanishes mod p2(α+1) since X still has coefficients in Op. (This is the place where
the original 2-function property enters in the crucial way. Note also that this step can
only be taken exactly once, i.e., it cannot be repeated for s-functions with s > 2.)
When p = 2, r = 2 (but still α ≥ 1), we find ord2((2k)2/2) = 2(α+ 1)− 1, so what
we have to show is that ∮
1
z2kY 2k
(δX)2 dlog z = 0 mod 2 (3.30)
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To see this, using def. (3.4), we first reduce mod2,
(δX)2 =
∑
i
i2x2i z
2i =
∑
i odd
x2i z
2i (3.31)
and then integrate by parts each term in (3.30)∮
1
z2kY 2k
z2i dlog z =
∮
1
z2kY 2k
1
2i
δz2i dlog z = −k
i
∮
δ(zY )
z2k+1Y 2k+1
z2i dlog z (3.32)
which vanishes mod2 if α ≥ 1, and i is odd.
Finally, we consider the situation (−1)pk = −(−1)k, which happens when p = 2,
and k is odd (i.e., α = 0). This leads to a sign change in (3.21), so we have to study
exp
(
2k δX
)
+ 1 = 2 +
∞∑
r=1
(2k)r
r!
(
δX
)r
(3.33)
When r is not a power of 2, (in particular, r ≥ 3), we easily see that
ord2
((2k)r
r!
) ≥ 2 (3.34)
so we can ignore those terms. When r = 2s is a power of 2, we are confronted with
the fact that ord2
(
(2k)2
s
/(2s!)
)
= 1. So to verify (3.10) in this case, we remain with
showing that ∮
1
z2kY 2k
(
1 +
∞∑
s=0
(2k)2
s
2 · (2s!)(δX)
2s
)
, (3.35)
which we now know is integral, in fact vanishes mod2. Referring back to eq. (3.4), we
find mod2,
(δX)2
s
=
∞∑
i=1
i2
s
x2
s
i z
i 2s (3.36)
and we can again ignore the terms with i even. On the other hand, when i is odd, we
have from eq. (3.5)
xi = ai mod 2 (3.37)
In fact, since δW =
∑
i
ai
i
zi is a 1-function, we have for all s, for i odd, and mod2,
(xi)
2s = (ai)
2s = (Frob2)
s(ai) = ai 2s mod 2 (3.38)
So what remains of (3.35) becomes
∮
1
z2kY 2k
(
1 +
∞∑
s=0
∑
i odd
ai 2sz
i 2s
)
dlog z =
∮
1
z2kY 2k
(
1 +
∞∑
j=1
ajz
j
)
dlog z
=
∮
1
z2kY 2k
(
1− δ2W ) dlog z
(3.39)
30
These manipulations were valid mod2, but we now claim that the RHS of (3.39) in
fact vanishes identically in Kp (we’re at p = 2). Indeed,
1
2k
δ
( 1
z2kY 2k
)
= − 1
z2kY 2k
− 1
z2kY 2k+1
δY
= − 1
z2kY 2k
(1− δ2W )
(3.40)
Thus we see that the integrand at the end of (3.39) is in fact a total derivative, and
therefore its constant term vanishes. This completes the proof.
4 Multi-dimensional Framing
Theorem 8 shows that replacing z with z˜ = −z exp(−δW ) transforms a 2-function W
into another 2-function W˜ related to W via
Y˜ := exp
(−δ˜W˜ ) = exp(δW ) =: Y −1 (4.1)
Since replacing W˜ with −W˜ clearly also preserves 2-integrality, we learn that δW itself
integrates to a 2-function with respect to z˜ = −z exp(−δW ). This can be iterated to
conclude
Theorem 14. LetW ∈ zK[[z]] be a 2-function, Y := exp(−δW ). For integer “framing
parameter” f ∈ Z, let
zf := z(−Y )f (4.2)
Then δW , viewed as a formal power series in zf , is the logarithmic derivative of a
2-function Wf ∈ zfK[[zf ]].
The point is that while the “elementary” framing operation studied so far is invo-
lutive, i.e., ˜˜z = z, ˜˜W =W , framing in the sense of Theorem 14 defines an action of the
group of integers on the set of 2-functions with coefficients in K. We have W˜ = −W1,
etc..
More explicitly, framing identifies
δfWf := zf
dWf
dzf
= z
dW
dz
=: δW (4.3)
Given (4.2), we have
z
zf
dzf
dz
= 1− fδ2W (4.4)
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so that
δWf =
z
zf
dzf
dz
δW = δW (1− fδ2W ) (4.5)
Thus, we can write the relation between W and Wf more succinctly as
Wf =W − f
2
(
δW
)2
(4.6)
and Theorem 14 says that if W is a 2-function of z, then Wf is a 2-function of zf for
any f ∈ Z.
The generalization to the multi-variable case is now clear: If z1, z2, . . . , zn are n
independent formal variables, we continue the Frobenius endomorphism at prime p to
the ring of formal power series K[[z1, . . . , zn]] via Frobp(z
i) = (zi)p for each i. We de-
note by (z)K[[z1, . . . , zn]] the maximal ideal generated by the zi (and (z)O[[z1, . . . , zn]]
that with integral coefficient etc.). We say that V ∈ (z)K[[z1, . . . , zn]] is an s-function
if
1
ps
Frobp Vp − Vp ∈ (z)Op[[z1, . . . , zn]] (4.7)
for all p as before, see (2.11).
Now let W ∈ (z)K[[z1, . . . , zn]] be a 2-function with coefficients in K, and let
κ = (κij) ∈ Zn2 , κij = κji be a symmetric matrix with rational integer coefficients.10
We then define framing of W with respect to κ by the pair of formulas
ziκ = σi z
i exp
(−∑kκikδkW ) (4.8)
δ
(κ)
i Wκ = δiW (4.9)
where δj := z
j d
dzj
, δ
(κ)
j := z
j
κ
d
dzjκ
, and σi ∈ {±1} is a sign inserted to guarantee integral-
ity at p = 2, and determined by the diagonal elements of κ,
σi := (−1)κii (4.10)
To see that this multi-dimensional framing is well defined, we first note that
∑
k κ
ikδkW
is a 1-function, and hence by Lemma 7, ziκ ∈ ziOD[[z1, . . . , zn]]. Moreover,
zj
ziκ
dziκ
dzj
= ∆ij −
∑
k
κikδjδkW
= ∆ij mod (z)OD[[z1, . . . , zn]]
(4.11)
10It appears possible that with some extra care, this can be generalized to algebraic integer κij ,
but we have not studied this question in any detail.
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where ∆ij = 1 if i = j, and 0 otherwise is the unit matrix. As a consequence, the relation
(4.8) can be inverted to find zi ∈ ziκOD[[z1κ, . . . znκ ]]. To see that (4.9) is integrable with
respect to the zjκ, we observe that as a consequence of (4.11), the (formal) one-form
∑
i
δ
(κ)
i Wκ
dziκ
ziκ
=
∑
i
δiW
(dzi
zi
−
∑
j,k
κikδjδkW
dzj
zj
)
=
∑
i
(
δiW −
∑
j,k
κjkδjWδiδkW
)dzi
zi
= δi
(
W − 1
2
∑
j,k
κjkδjWδkW
)dzi
zi
(4.12)
is exact in virtue of the symmetry of κij. In other words, we have,
Wκ =W − 1
2
∑
j,k
κjkδjWδkW (4.13)
viewed as a formal power series in the variables (ziκ), obtained by inverting (4.8).
The following is obvious from (4.8), (4.9):
Proposition 15. Let κ and κ′ be two symmetric integral matrices. Then
(
(zκ)κ′
)i
=
ziκ+κ′ and
(Wκ)κ′ = Wκ+κ′ (4.14)
In other words, the group of framing transformation in n variables is the additive group
of symmetric integral n× n matrices.
It appears to be true that whenever W ∈ (z)K[[z1, . . . , zn]] is a 2-function, then
for every symmetric integral matrix κ, Wκ ∈ (zκ)K[[z1κ, . . . , znκ ]] is also a 2-function. In
view of Proposition 15, it suffices to establish this for the generators of the group of
framing transformations, in other words for
(i) “single variable framing”, κii = 1 for some i, all other κjk = 0, and
(ii) “exchange framing”, κij = 1 = κji for some fixed i 6= j, all other κkl = 0.
We are able to prove (i) for all primes p, and case (ii) for all primes except p = 2. The
last remaining case appears to depend on an improvement of the estimates of Lemma
13 that is as yet missing.
Proposition 16. For every 2-function W , and κ of type (i), Wκ is also a 2-function.
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Proof. Clearly, it is enough to treat the case i = 1. Writing
K[[z1, . . . , zn]] = K[[z2, . . . , zn]][[z1]] (4.15)
etc., we viewW as a 2-function with coefficients inK[[z2, . . . , zn]], albeit with in general
non-zero constant coefficient, let us call it a0 ∈ K[[z2, . . . , zn]].
Indeed, for every prime p, the pair Kp[[z
2, . . . , zn]] ⊃ Op[[z2, . . . , zn]] satisfies the
hypotheses of section 3 and we have
1
p2
FrobpWp −Wp ∈ Op[[z2, . . . , zn]][[z1]] (4.16)
Namely (W −a0)p ∈ z1Kp[[z2, . . . , zn]] is a 2-function without constant coefficient, and
1
p2
Frobp(a0)p − (a0)p ∈ Op[[z2, . . . , zn]] (4.17)
Moreover, for κii = 1, all other κjk = 0, we see that zjκ = z
j for j = 2, . . . , n, while
z1κ = z˜
1 in the notation of Lemma 13 (notice that σ1 = −1). As a consequence,
(W − a0)κ = − ˜(W − a0) (4.18)
is a 2-function with coefficients in K[[z2, . . . , zn]]. The claim follows by adding back
the constant coefficient, which is unchanged and therefore still satisfies (4.17).
Proposition 17. For every 2-function W , and κ of type (ii), Wκ is a 2-function at
all odd primes.
Proof. We can assume i = 1 and j = 2, and by relaxing the coefficients analogous to
the proof of the previous proposition, we might as well pretend that n = 2.
Under the substitution
z1 = w1w2 , z2 =
w1
w2
(4.19)
the ring of formal power series K[[z1, z2]] is identified isomorphically with the ring(
K[w2, (w2)−1][[w1]]
)
+
of formal powers series in w1 with coefficients that are Laurent
polynomials in w2, and the following restrictions on the w1,2-degrees m1,2, indicated by
the subscript +:
m1 ≥ |m2| and m1 ≡ m2 mod 2 . (4.20)
These conditions ensure that substituting back,
w1 =
(
z1z2
)1/2
, w2 =
(z1
z2
)1/2
(4.21)
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returns a power series in z1, z2. The conditions (4.20) also guarantee that formal manip-
ulations in w1,2 are equivalent to those in z1,2. For all p, the Frobenius endomorphism
lifts to w1, w2 as
Frobp(w
1,2) = (w1,2)p (4.22)
(This lift is not unique at p = 2, but this is not the origin of our problems there.) The
logarithmic derivatives with respect to the w1,2 are related to those w.r.t. z1,2 as
γ1 := w
1 d
dw1
= z1
d
dz1
+ z2
d
dz2
= δ1 + δ2
γ2 := w
2 d
dw2
= z1
d
dz1
− z2 d
dz2
= δ1 − δ2
(4.23)
so that framing w.r.t. κ is diagonal in the w1,2: With
w1κ = −w1 exp
(−1
2
γ1W
)
w2κ = −w2 exp
(
1
2
γ2W
) (4.24)
we recover
z1κ = w
1
κw
2
κ = w
1w2 exp
(−(1
2
γ1 − 12γ2)W
)
= z1 exp(−δ2W )
z2κ =
w1κ
w2κ
=
w1
w2
exp
(−(1
2
γ1 +
1
2
γ2)W
)
= z2 exp(−δ1W )
(4.25)
If now W is a 2-function in K[[z1, z2]], eq. (4.22) allows us to view it as a 2-function
in
(
K[w2, (w2)−1][[w1]]
)
+
. Thanks to (4.20), we can continue to use the Lagrange
formula to invert the transformation (4.24) so that the proof of Lemma 13 (used as in
the previous proposition, for each variable separately) still goes through, for all primes
p 6= 2. This shows that Wκ is a 2-function in
(
K[w2κ, (w
2
κ)
−1][[w1κ]]
)
+
. Substituting
w1κ = (z
1
κz
2
κ)
1/2, w2κ = (z
1
κ/z
2
κ)
1/2, we conclude that Wκ is a 2-function in K[[z
1
κ, z
2
κ]] at
all primes p 6= 2.
Remark 18. Because of the 1
2
in the framing (4.24) of the w1,2-variables, the proof
of Lemma 13 does not directly apply at p = 2 for the two variables separately. A
promising line of attack is to use multivariate Lagrange inversion in the z1,2 variables,
but we have not been able to carry this to the end so far.
5 2-functions from algebraic cycles on Calabi-Yau threefolds
In the first part of this section, we recall the standard setup of the B-model of mirror
symmetry. Namely, following [20, 21], we describe the variation of Hodge structure
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attached to a family of complex Calabi-Yau threefolds, and the special properties of
that variation around a point of maximal degeneration. In particular, we review the in-
terpretation of the canonical coordinate (a.k.a. the mirror map), as well as the Yukawa
coupling, as extension classes in the category of mixed Hodge structures. The com-
parison with the p-adic analogue of this interpretation is the first ingredient in the
integrability proofs of [1, 2, 3]. (The second ingredient is the identification of the
limiting behaviour of these extension classes in the complex and p-adic setup, see [3].)
In the second part of this section, we describe, following [11, 5], the extension of the
B-model by a family of algebraic cycles varying inside the family of threefolds. This
includes the extension of the local system and the relation between the superpotential
and the Griffiths infinitesimal invariant characterizing the extension of Hodge structure.
Finally, we add the assumption that the maximal degeneration of our family is
defined over the integers. This assumption implies that the local period ring is the
ring of power series with rational coefficients. The limit of the algebraic cycle then
is defined over an algebraic number field, which leads to an extension of the residue
field of the period ring. Our main integrality statement is that the superpotential is
a 2-function (with coefficients in the extended residue field). The statement will be
proven in the two subsequent sections.
5.1 Variation of Hodge structure
Let B be a smooth quasi-projective complex curve and let π : Y → B be a smooth
family of projective Calabi-Yau threefolds parametrized by B. We assume (for conve-
nience) that the generic member of the family Yb = π
−1(b) (b a point in B) is simply
connected, has middle-dimensional Betti number b3(Yb) = 4, and that there is no
torsion in cohomology (ever).
To such a family is associated a polarized, integral variation of pure Hodge structure
(VHS) H of weight 3 over B. The data for the VHS arises as follows.
(1) The local system is the higher direct image HZ = R3π∗Z of the constant sheaf
Z on Y . The fibers (HZ)b of this local system are the middle-dimensional integral
cohomology groups H3(Yb,Z). Under our assumptions, HZ is torsion free of rank 4.
(2) The decreasing Hodge filtration F 0 ⊃ F 1 ⊃ F 2 ⊃ F 3 on HZ ⊗ OB = H = F 0
originates in the natural filtration on the relative de Rham complex (Ω∗(Y/B), d). The
fibers of F s are (F s)b = ⊕s′≥sH3−s′(Ωs′(Yb)). The assumption that Yb is Calabi-Yau
implies that F 3 has rank one.
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(3) The anti-symmetric polarization form 〈·, ·〉 : HZ⊗HZ → Z(−3) is induced from the
cup-product on cohomology, and extended linearly toH. Here, Z(−3) = (2πi)−3Z →֒ C
denotes the trivial, constant VHS of weight 6 on R6π∗Z⊗OB.
We will denote as usual by ∇ the Gauss-Manin connection on H as a vector bundle,
characterized by the property that its horizontal sections are precisely the sections of
R3π∗C = HC = HZ ⊗ C. The connection preserves the polarization and together with
the Hodge filtration enjoys Griffiths transversality, that is ∇F s ⊂ F s−1 ⊗ Ω1(B).
Now let us assume that our curve B is embedded into a larger, smooth and projec-
tive curve B¯, and that our family can be continued to a semi-stable map π¯ : Y¯ → B¯.
Fix a boundary point a ∈ B¯ \ B, and restrict to a simply connected neighborhood U¯
of a in B¯ such that U = U¯ \ {a} ⊂ B. We denote the restricted data by the same
letters as above. Let M : (HZ)b → (HZ)b be the local monodromy operator of the local
system around a. By the monodromy theorem, M is quasi-unipotent. We assume that
M is in fact unipotent, and define its logarithm N = logM : (HQ)b → (HQ)b, where
HQ = HZ ⊗Q.
In this situation, the monodromy weight filtration, W∗, is the unique increasing
filtration on HQ such that W−1 = 0, W6 = HQ, NWk ⊂ Wk−2, and that for k =
0, 1, 2, 3, Nk induces an isomorphism GrW3+k
∼=−→ GrW3−k between the graded pieces,
GrWk = Wk/Wk−1.
Because of the monodromy, the local system HZ can not be continued from U
across a to U¯ . However, because the monodromy is unipotent, the vector bundle
H = HZ ⊗ OU has a (Deligne) canonical continuationH¯ → U¯ . The characteristic
property of the continuation is that the flat connection acquires a first order pole at a
with residue (conjugate to) −N/(2πi). It can be explicitly constructed as follows. One
picks a local coordinate z on U¯ vanishing at the boundary point a, and then introduces
on H → U the “un-twisted” connection
∇c = ∇+ N
2πi
dz
z
(5.1)
This connection has no monodromy (the ∇c-horizontal sections are of the form
exp
(− log z
2pii
N
)
g for ∇-horizontal section g), which allows continuation of H to U¯ as
a “constant” bundle. The continued connection is ∇¯ = ∇c − N
2pii
dz
z
. This explicit con-
struction will enter later in the definition of the limiting mixed Hodge structure, and
the comparison with the p-adic setup.
A result of central importance for the present description of the VHS in the neigh-
borhood of a is the nilpotent orbit theorem, which guarantees that not only H, but in
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fact the entire Hodge filtration can be continued across the boundary point. We will
denote it by F¯ ∗.
Now, the key assumption that makes such a family Y → B interesting for us is that
the distinguished boundary point a be a point of maximal degeneration. By definition,
this means that the local monodromy operator M is unipotent of maximal rank 3. In
other words, (M−id)4 = 0, but (M−id)3 6= 0. The logarithm N ofM is then nilpotent
of rank 3.
Under the assumption that the monodromy is maximally unipotent, the monodromy
weight filtration W∗ on HQ pairs up with the Hodge filtration F ∗ on H to define
a variation of mixed Hodge structure in a punctured neighborhood U of a in B as
above [21], to which we restrict the following discussion.11 This mixed Hodge structure
is Hodge-Tate, meaning that the pure Hodge structures induced on the even graded
pieces GrW2s are constant of Hodge type (s, s), while the odd pieces Gr
W
2s−1 all vanish.
In our case, the GrW2s are all constant of rank 1, and have Hodge structure isomorphic
to Z(−s), see [20].
The full variation of mixed Hodge structure over U then has a composition series
L0 → L2 → L4 → L6 with successive quotients of Tate type. For example, L2 =
W2 ⊗OU as a mixed Hodge structure fits into the exact sequence
Z(0) α−→ L2 β−→ Z(−1) (5.2)
that can be described explicitly as follows [21]. Let g0 = α(1) be an integral gener-
ator of W0 ⊂ W2 (i.e., a primitive monodromy invariant section of HZ), and g1 be
a complementary integral generator of W2. Thus, g1 is a multi-valued ∇-horizontal
section on which the monodromy acts as N(g1) = mg0 for some non-zero integer m.
Specifying the two-step Hodge filtration on L2 is equivalent to giving a generator e1
of F 1 ⊂ L2 = (Zg0 + Zg1) ⊗ OU . The image of this section under β must generate
Z(−1), whose Hodge filtration consists only of an F 1. So the image cannot vanish, and
we can normalize e1 such that β(e1) = 1. By the nilpotent orbit theorem mentioned
above, F 1 can be continued across a. This implies that e1 can be chosen such that it
is single-valued on U and has a limit at a. Since β(g1) = (2πi)
−1, and β(g0) = 0, this
means that we can write
e1 = (2πi)g1 −m log q g0 (5.3)
11 We emphasize that we are not here talking about the “nilpotent orbit”, which is a different
VMHS obtained by extending back the limiting Hodge filtration F¯ ∗a as a ∇c-constant filtration F ∗nilp
on H. The theorem is important, but the nilpotent orbit itself will not play a role in our discussion.
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for some holomorphic function q on U¯ with a simple zero at a. A change of basis
g1 → g1 + g0 can be compensated by a change of q by an m-th root of unity, so that
the invariant characterizing the extension (5.2) is the class
qm ∈ Ext1VMHS(Z(−1),Z(0)) = O∗U (5.4)
The subsequent extensions can be discussed along similar lines [21], but we will
only present, illustrated with explicit formulas, the final result under the two additional
assumptions that (i) the monodromy is small, i.e.,m = 1, and (ii) the polarization form
is unimodular. We can then complete (g0, g1) to a “good integral basis” (gs)s=0,1,2,3 of
HZ such that gs ∈ (W2s ∩ HZ) (locally around some base point b ∈ U , or as multi-
valued sections) and that is primitive in the sense that the matrix I ∈ Mat4×4(Z(−3))
representing the polarization in this basis has the form
I =
1
(2πi)3


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 (5.5)
i.e., 〈g0, g3〉 = −〈g3, g0〉 = 〈g1, g2〉 = −〈g2, g1〉 = (2πi)−3, while all other pairings
vanish.
The assumption that the monodromy is small implies that we can pick g2 such that
M(g2) = g2 + κg1 with κ ∈ Z (i.e., the coefficient of g0 in M(g2) can be eliminated by
a suitable choice of g2). The condition that 〈M(g3),M(gi)〉 = 〈g3, gi〉 for i = 0, 1, 2, 3
is then seen to imply that there exists an integer λ such that the matrix representing
M in this basis takes the form
M =


1 0 0 0
1 1 0 0
0 κ 1 0
λ −κ −1 1

 (5.6)
Thus the matrix representing N takes the form
N =


0 0 0 0
1 0 0 0
−κ
2
κ 0 0
− γ
12
−κ
2
−1 0

 (5.7)
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where γ = −12λ− 2κ.
The extension
Z(−2)→ L6/L2 → Z(−3) (5.8)
dual to (5.2) w.r.t. the polarization, can then be described as follows. Following com-
mon practice, we let e3 be a (single-valued) generator of F 3 normalized such that
〈g0, e3〉 = 1 (the non-vanishing of 〈g0, e3〉 follows from the non-degeneracy of the polar-
ization), and e2 be a complementary generator of F 2 such that e2 = (2πi)2g2 mod L2.
Under these conditions, and with the monodromy (5.6) (i.e., g3 → g3 − g2 modW2),
we must have
e3 = (2πi)3g3 + (2πi)
2 log q∨ g2 mod L2 (5.9)
where q∨ is a holomorphic function on U¯ with a simple zero at the puncture. Since
F 3 must be orthogonal to F 1 w.r.t. 〈·, ·〉, we find by pairing e3 with e1 from (5.3) that
q∨ = q. Then, pairing (5.9) with g1, we find that
q = exp 2πi
〈g1, e3〉
〈g0, e3〉 (5.10)
This is the standard formula for the so-called canonical coordinate on the neighborhood
U¯ of the maximal degeneracy point a. (Given that q has a simple zero at a, it is indeed
a good local coordinate to use.)
The canonical coordinate is useful to describe the remainder of the mixed Hodge-
Tate structure, as follows. We introduce the logarithmic vector field δ = d
d log q
= q d
dq
and denote its contraction with the Gauss-Manin connection by ∇t = ∇(δ). Following
(5.9), we write
e3 = (2πi)3g3 + (2πi)
2 log q g2 − 2πiAg1 − Bg0 (5.11)
for some locally holomorphic functions (periods) A = (2πi)2〈g2, e3〉 and B =
(2πi)3〈g3, e3〉. We then define e2 = ∇te3 and note that e2 ∈ F 2 by Griffiths transver-
sality. Since ∇t(gi) = 0, we find
e2 = (2πi)2g2 − (2πi)δAg1 − δBg0 (5.12)
which shows consistency with our previous definition. Then F 3 ⊥ F 2, i.e.〈e2, e3〉 = 0
implies
A− δA log q − δB = 0 (5.13)
40
This relation allows us to express A and B in terms of the single function (the prepo-
tential)
F = 1
2
(
B + log q A
)
(5.14)
Namely
A = δF
B =2F − log q δF
(5.15)
A short calculation then shows that
∇te2 = −δ3F
(
(2πi)g1 − log q g0
)
= −Ce1 (5.16)
where C = δ3F , and e1 is from (5.3). Finally,
∇te1 = −g0 = −e0 (5.17)
Thus, the connection matrix in the basis (e0, e1, e2, e3) takes the form
∇t =


0 0 0 0
−1 0 0 0
0 −C 0 0
0 0 1 0

 (5.18)
The most non-trivial entry of this matrix is the “normalized Yukawa coupling in canon-
ical coordinates”, C = δ3F . From (5.12), we recognize
exp δA ∈ ExtVMHS(Z(−2),Z(−1)) (5.19)
as the class of the extension Z(−1) → L4/L0 → Z(−2), and C as the logarithmic
derivative of this class [21]. The nilpotent orbit theorem guarantees that exp(δA) is
holomorphic and has a zero of order κ at a. Alternatively, we can write C as the
contraction of the third iterate of the infinitesimal period mapping
〈∇3·, ·〉 ∈ Sym3T ∗B ⊗ (F 3 ⊗ F 3)∗ (5.20)
with δ3 ⊗ e3 ⊗ e3, which is perhaps the more frequent interpretation [20]. Namely,
C = 〈∇t3e3, e3〉 (5.21)
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All this data can be conveniently summarized in terms of the expansion of the prepo-
tential (viewed as a locally holomorphic function on U) in the canonical coordinate q.
The monodromy (5.6) dictates that the prepotential be of the form
F = κ
6
(log q)3 − κ
4
(2πi)(log q)2 − γ
24
(2πi)2 log q + ϕ¯ (5.22)
where by the nilpotent orbit theorem ϕ¯ is holomorphic on U¯ . The periods are
〈g0, e3〉 = 1
(2πi)〈g1, e3〉 = log q
(2πi)2〈g2, e3〉 = A = δF = κ
2
(log q)2 − κ
2
(2πi) log q − γ
24
(2πi)2 + δϕ¯
(2πi)3〈g3, e3〉 = B = 2F − log q δF = −κ
6
(log q)3 − γ
24
(2πi)2 log q + 2ϕ¯− log q δϕ¯
(5.23)
and the Yukawa coupling
C = κ + δ3ϕ¯ (5.24)
5.2 The limiting mixed Hodge structure
To describe in greater detail the relation between the canonical coordinate q and a
general local coordinate z, we return to the continuation of the Hodge bundle discussed
around eq. (5.1).
We repeat that the local system HZ can not be continued to U¯ because of the
monodromy N : (HQ)b → (HQ)b (b ∈ U). However, in conjunction with the choice of
the local coordinate z, the local system can be used to induce an integral structure
on the fiber V = H¯a of the continued Hodge bundle at a. If g is a local section of
HZ ⊂ H away from the puncture, the combination g¯ = exp
(− log z
2pii
N
)
g is horizontal
with respect to the untwisted connection ∇c = ∇ + N
2pii
dz
z
. It thus becomes a section
of H¯ in a neighborhood of a, and we put
Ψz(g) = exp
(
− log z
2πi
N
)
g
∣∣∣
a
∈ V (5.25)
Putting VZ = Im(Ψz), the isomorphism V ∼= VZ ⊗ C defines an integral structure on
V . (Following common practice, we partially suppress the dependence on z in the
notation.)
Using Ψz, we can also carry the monodromy N and associated filtration W∗ over to
VQ = VZ⊗Q. Together with the Hodge filtration F¯ ∗a (which we recall does not depend
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on the choice of z), this defines a mixed Hodge structure on V = H¯a, known as the
limiting mixed Hodge structure (LMHS). It will play a central role in the following, so
we illustrate it with a few formulae.
Starting from (5.23), we can express the (multi-valued) basis of integral sections
(gs) (s = 0, 1, 2, 3) in terms of the sections (e
s)s=0,1,2,3 of H, the prepotential, and log q:
g0 = e
0
(2πi)g1 = e
1 + log q e0
(2πi)2g2 = e
2 + δ2F e1 + δF e0
= e2 +
(
κ log q − κ
2
(2πi) + δ2ϕ¯
)
e1
+
(κ
2
(log q)2 − κ
2
(2πi) log q − γ
24
(2πi)2 + δϕ¯
)
e0
(2πi)3g3 = e
3 − log q e2 + (δF − log q δ2F)e1 + (2F − log q δF)e0
= e3 − log q e2 +
(
−κ
2
(log q)2 − γ
24
(2πi)2 + δϕ¯− log q δ2ϕ¯
)
e1
+
(
−κ
6
(log q)3 − γ
24
(2πi)2 log q + 2ϕ¯− log q δϕ¯
)
e0
(5.26)
(Using (5.18), it is easy to check that the gs are horizontal.) Then, in correspondence
with our (multi-valued) basis (gs), we introduce
g¯s = exp
(− log z
2πi
N
)
gs (5.27)
which by construction can be continued as sections of H¯ → U¯ . This untwisting amounts
simply to the replacement of log q with log q/z in (5.26),12 so that we have
g¯0 = e
0
(2πi)g¯1 = e
1 + log
q
z
e0
(2πi)2g¯2 = e
2 +
(
κ log
q
z
− κ
2
(2πi) + δ2ϕ¯
)
e1
+
(κ
2
(log
q
z
)2 − κ
2
(2πi) log
q
z
− γ
24
(2πi)2 + δϕ¯
)
e0
(2πi)3g¯3 = e
3 − log q
z
e2 +
(
−κ
2
(log
q
z
)2 − γ
24
(2πi)2 + δϕ¯− log q
z
δ2ϕ¯
)
e1
+
(
−κ
6
(log
q
z
)3 − γ
24
(2πi)2 log
q
z
+ 2ϕ¯− log q
z
δϕ¯
)
e0
(5.28)
12In contrast, the formation of the nilpotent orbit (see footnote 11 on page 38) amounts to keeping
only the logarithmic terms.
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And indeed, since q and z both vanish to first order at a, lim q/z = c 6= 0 exists, which
leads to the limiting period matrix
Π = (Πst) :=


1 0 0 0
log c
2pii
1
2pii
0 0
κ
2
(log c)2
(2pii)2
− κ
2
log c
2pii
− γ
24
κ log c
(2pii)2
− κ
2
1
2pii
1
(2pii)2
0
−κ
6
(log c)3
(2pii)3
− γ
24
log c
2pii
+ 2ζ
(2pii)3
κ
2
(log c)2
(2pii)3
− γ
24
1
2pii
− log c
(2pii)3
1
(2pii)3

 (5.29)
with limz→0(g¯s − Πstet) = 0. Here ζ = limz→0 ϕ¯ is a complex number and the only
entry that is not determined by considerations of local monodromy.
5.3 Algebraic cycles and extensions
The starting point of this section was a smooth family π : Y → B of Calabi-Yau three-
folds over a quasi-projective complex curve B, admitting a semi-stable compactification
π¯ : Y¯ → B¯, with a distinguished boundary point a ∈ B¯\B of maximal degeneration. A
natural extension of this situation, considered in [5], is by a complex algebraic surface
i : C → Y , with the following properties:
(i) The composition π ◦ i : C → B is a semi-stable flat family of curves, and the situa-
tion admits a semi-stable compactification over B¯.
(ii) On a dense open subset, i :
◦
C → Y is a smooth immersion, and π ◦ i :
◦
C →
◦
B
is a smooth family. In other words, in the generic member Yb := π
−1(b) of the fam-
ily, ib : Cb = (π ◦ i)−1(b) → Yb is an immersed curve. It is important that we allow
the fibers Cb to be reducible. We assume that the irreducible components of Cb are
homologically equivalent to each other in Yb. In other words, writing Cb = ∪kCb,k, we
assume that [ib(Cb,k)]− [ib(Cb,k′)] = 0 ∈ H2(Yb,Z).
(iii) There exists an embedded surface C¯0 →֒ Y¯ such that the composition C¯0 → B¯ is
a smooth family, with irreducible fibers. We denote these fibers by Cb,0 and assume
that for generic b, some fixed positive multiple of Cb,0 is homologically equivalent to
the components of Cb in Yb.
In the following, we’ll pretend that this multiple is 1. Moreover, we shall restrict to
a simply connected neighborhood U¯ of a such that U = U¯ \ {a} ⊂
◦
B and such that for
b ∈ U , the components Cb,k are all smooth. We allow ourselves to drop a subset of the
components of C → U (wihtout new notation), in order to satisfy conditions further
specified below. We also assume that Ca,0 is smooth.
To this configuration (Y, C) → U is now attached a variation of mixed Hodge
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structure Hˆ, which can be thought of as an extension of a pure Hodge structure I of
weight 4 by the pure Hodge structure H of weight 3 attached to Y → U . It looks as
follows.
(1) The local system IZ = (π ◦ i)∗Z is free of rank equal to the number of components
of Cb. Its fibers are H
0(Cb,Z) ∼= H2(Cb,Z) by Poincare´ duality on Cb. The extension
of local systems
HZ → HˆZ → IZ (5.30)
can be identified at each fiber as the exact sequence in relative homology
0→ H3(Yb,Z)→ Hˇ3(Yb, Cb,Z)→ H2(Cb,Z)→ 0 (5.31)
Here, we have “based” the relative homology group by letting
Hˇ3(Yb, Cb,Z) := H3(Yb, Cb ∪ Cb,0,Z) (5.32)
and we have identified H2(Cb,Z) ∼= Ker(H2(Cb ∪ Cb,0,Z) → H2(Yb,Z)) in an obvious
way (i.e., by using that Cb,0 is homologous to all the irreducible components of Cb).
The identification of the extension of local systems with (5.31) is induced by Poincare´
duality from the exact sequence in cohomology
0→ H3(Yb,Z)→ Hˇ3(Yb \ Cb,Z)→ H0(Cb,Z)→ 0 (5.33)
(2) Although born as an H0, I = IZ ⊗ OU in fact has weight 4 as a consequence of
the embedding in Yb, and is purely of Hodge type (2, 2). (By Poincare´ duality on Yb,
the components of Cb are represented by 4-cochains or “currents” with delta-function
support on the Cb,k). As a consequence, the Hodge filtration Fˆ
∗ on Hˆ = HˆZ ⊗ OU
satisfies Fˆ s/Fˆ s+1 = F s/F s+1 except for s = 2, and we have Fˆ 2/F 2 = I.
(3) The polarization does not extend in a canonical way to all of Hˆ. However, given
that F 2 ⊥ F 2, and the above properties of the Hodge filtration, it makes sense to
extend the pairing with F 2 as a bilinear form from H × F 2 to Hˆ × F 2. (Namely, we
define the pairing to be 0 on (Hˆ/H) × F 2 = (Fˆ 2/F 2) × F 2.) Doing so13 allows us
to identify extensions of Hodge structure in Ext1VMHS(Z(−2),H) with J ∼= (F 2)∗/HZ
(Abel-Jacobi map).
Needless to say, the Gauss-Manin connection extends to Hˆ with horizontal sections
HˆC, and Griffiths transversality ∇Fˆ s ⊂ Fˆ s−1 ⊗ ΩU .
13Geometrically, this is accomplished by integrating three-forms representing elements of F 2 against
three-chains of boundary Cb,k − Cb,0, see [11, 5].
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As before, the monodromy theorem guarantees that the extended monodromy op-
erator Mˆ : HˆZ → HˆZ is quasi-unipotent. It preserves HZ and agrees with M there.
On the quotient, IZ, the monodromy is of finite order14, which we denote by r. In
other words, r is the smallest positive integer such that Mˆ r is unipotent, and we define
Nˆ = log Mˆ r. Note that Nˆ |HQ = rN . We assume (possibly after dropping some of the
fibers) that all the orbits of Mˆ on IZ are of the same order, and denote the number of
orbits by dˆ.
We may trivialize this finite monodromy of IZ by passing to an r-fold cover (Uˆ →
U) ⊂ ( ¯ˆU → U¯) branched at a. We won’t introduce new notation for those parts of the
data that pull back trivially to Uˆ , but for the local system IˆZ whose rank drops from
rdˆ to dˆ. The extension of variation of Hodge structures is now of the form
H id−→ Hˆ β−→ Z(−2)dˆ (5.34)
To describe it explicitly, we first extend our basis (gs)s=0,...,3 with gs ∈ W2s ⊂ Wˆ2s and
monodromy (5.6) by a collection of complementary generators (hk)k=1,...,dˆ. We pause
to explain certain (“torsion”) subtleties that arise in the choice of the hk.
Because Nˆ projects to 0 on IˆQ, the extension of the monodromy filtration is “con-
centrated in the middle”. Namely, Wˆ∗ satisfies Wˆk = Wk for k < 3, Wˆk/Wˆ3 = Wk/W3
for k > 3, and Wˆ3/Wˆ2 ∼= IˆQ. However, we can not necessarily assume that the extend-
ing generators hk are both integral generators of HˆZ/HZ and contained in Wˆ3 ⊂ HˆQ:
The image of integral extending generators under monodromy might be contained in
W2, and obtaining generators of Wˆ3 might require a change of basis that is rational but
not in general integral. This point was emphasized in [22], and explicit examples illus-
trating the phenomenon can be found in [23]. For simplicity, we will here assume that
the hk are both in Wˆ3 and that their images under β generate (2πi)
−2Zdˆ ⊂ Iˆ = IˆZ⊗OU .
This assumption does however not remove the subtleties completely. Monodromy
acts by Nˆ(hk) = akg0 ∈ Wˆ1 = W0, with ak ∈ Z. The hk are canonical up to the
addition of integral multiples of g1 and g0, which changes the integers ak by integral
multiples of r · m. (Recall that N(g1) = mg0, and so Nˆ(g1) = rm g0.) Thus, even
assuming that the monodromy is small (m = 1), we cannot take ak = 0 in general.
We do not wish to assume r = 1 because it would exclude most of the examples of [5].
(Although the proofs are not significantly more complicated without the assumption.)
In opposition, we extend our basis (es)s=0,...,3 with e
s ∈ F s ⊂ Fˆ s by a collection
14This follows from the nilpotent orbit theorem because I is Hodge-Tate.
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of complementary generators (fk)k=1,...,dˆ of Fˆ
2 that agree with ((2πi)2hk) modH, in
other words, that (2πi)2β(hk) = β(fk). The Hodge structure is specified by lifting
this relation between the hk and fk to Hˆ. In this process, the F 2-part of fk remains
arbitrary, so that we can choose the fk such that (cf., (5.26)),
(2πi)2hk = fk + Vke1 +Wke0 (5.35)
where the Wk and Vk are locally holomorphic functions on U , and the nilpotent orbit
theorem guarantees that the fk continue across a.
To analyze the behaviour of (5.35) at the point a of maximal degeneration more
precisely, we use the canonical coordinate q on U¯ (see eq. (5.10)), or rather, its lift
q = qˆr to
¯ˆ
U . Since ∇thk = 0 = ∇te0, ∇te1 = −e0, and ∇tfk ∈ Fˆ 1, we must have
Vk = δWk (5.36)
and
∇tfk = −δVk e1 = −δ2Wk e1 (5.37)
where δ = q d
dq
as before. The monodromy Nˆ(hk) = akg0 = ake
0 implies that Wk must
be of the form (cf., (5.22))
Wk = ak(2πi) log q1/r + w¯k (5.38)
where w¯k is single valued on Uˆ , and the nilpotent orbit theorem implies that it continues
holomorphically to
¯ˆ
U .
In eq. (5.35), the combination
νˆk = Vke1 +Wke0 ∈ H ∩W2 (5.39)
can be viewed as the normal function that generally classifies extensions of Hodge
structures by algebraic cycles of this type, see [11]. More precisely, the normal function
is the image νk of νˆk in the intermediate Jacobian J = HZ\H/F 2. As explained in [22],
the maximal degeneration of H at a makes the lift (5.39) well-defined modulo HZ∩W2
instead of HZ. We also note that in terms of the pairing on Hˆ × F 2 discussed above,
we have
Wk = (2πi)2〈hk, e3〉 (5.40)
which is the definition of the “superpotential” (the truncated normal function) used in
[11].
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Lastly, the (Griffiths) infinitesimal invariant, which is the analogue of the Yukawa
coupling (5.21) characterizing the variation of Hodge structure locally is the combina-
tion15
Dk = 〈∇t2νˆk, e3〉 = δ2Wk (5.41)
Finally, if we choose as in subsection 5.2 a general local coordinate z vanishing to first
order at a, we can define the limiting Hodge structure by untwisting the local system
a` la (5.25), (5.28),
(2πi)2h¯k = fk +
(ak
r
(2πi) + δw¯k
)
e1 +
(
ak(2πi) log
q1/r
z1/r
+ w¯k
)
e0 (5.42)
5.4 Integrality statements
We started the discussion with a family of Calabi-Yau varieties Y → B over a com-
plex curve B, admitting a semi-stable compactification Y¯ → B¯. Assuming that the
boundary point a ∈ B¯ \ B is a point of maximal degeneration, we reviewed how the
variation of Hodge structure is encoded locally in a set of holomorphic functions of
a local coordinate z. Among these functions are the canonical coordinate q and the
normalized Yukawa coupling C. We then extended this family of varieties by a family
of algebraic cycles C ⊂ Y varying continuously with Y over B, and reviewed how
the associated extension of Hodge structure can be encoded in another holomorphic
function, the infinitesimal invariant Dk. (Here, k is an index labelling components of
the generic fiber of C, see previous subsection for precise definitions.)
We now add the assumption that the maximal degeneration is defined over the
integers, and that z is an integral coordinate on B (we give the precise definitions
momentarily). This implies that the functions q and C, when expanded around z = 0,
are power series with rational coefficients. It was proven in [1, 3] that for all primes
p > 3 for which the reduction modp is smooth, the canonical coordinate q(z) has
p-integral coefficients, and that when the normalized Yukawa coupling is re-written
as a power series in q, the coefficients satisfy congruence relations equivalent to the
statement that the non-constant part of C is the third logarithmic derivative of a 3-
function at p in the sense of section 2.
15Formally, the Griffiths infinitesimal invariant is the class of ∇νˆ ∈ F 1 in Ker(∇∧)/(Im(∇), where
the equivalence accounts for the a priori ambiguity of fk in F
2. Maximal degeneration provides a
canonical lift, and the expression (5.41) is this “normalized canonical representative of the Griffiths
infinitesimal invariant in canonical coordinates”.
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In [4], it was shown that under the assumption that the degeneration of the cycle C
is also defined over the integers, the infinitesimal invariant is the second derivative of
a 2-function at p. The main result of the remainder of this paper is the generalization
to the situation in which the cycle is not defined over Q.
To give precise definitions and state the results, we liberate the notation from the
previous subsection, and rephrase the assumptions in scheme-theoretic language. The
semi-stable map of complex algebraic varieties π¯ : Y¯ → B¯ can be viewed as a semi-
stable morphism of schemes over SpecC. We assume that the field of definition of
this morphism is Q, which means that there exists a semi-stable morphism π¯Q : Y¯Q →
B¯Q over SpecQ together with an isomorphism π¯Q ×SpecQ SpecC ∼= π¯. We mention
that while it is in general not easy to identify the (smallest) field of definition of
any given scheme, from the point of view of Q, the important property of Y¯ is that
Y¯Q ×SpecQ Spec Q¯ remains irreducible as a scheme over Q, where Q¯ is the algebraic
closure of Q. We also assume that the boundary point a is rational, which means that
it is the complexification of a section aQ : SpecQ→ B¯Q.
An important consequence of these assumptions is that the singular fiber of the
family, Y¯a = Y¯ ×B¯ SpecC (where SpecC a→ B¯) is also defined over Q. Furthermore,
letting z be a rational local coordinate on B¯ vanishing at a (namely, given an iden-
tification of a neighborhood of aQ in B¯Q with SpecQ[[z]]), the localization of Y¯ at a,
Y¯ ×B¯ SpecC[[z]] is also defined over Q.16
We can not, in general, maintain these assumptions after extension by the algebraic
cycle (i : C → Y ) ⊂ (C¯ → Y¯ ). Following the assumptions of subsection 5.3, and
with similar notational conventions, we denote the localization of (Y¯ , C¯) to the formal
neighborhood D¯ = SpecC[[z]] of a by the same letters. This formal neighborhood (or
its underlying rational analogue) takes the place of the complex neighborhood U¯ from
subsection 5.3. We allow the finite part of the Stein factorization of the map C¯ → D¯
to be branched at a with ramification index r, and denote the r-fold cover z = zˆr of
D¯ by
¯ˆ
D = SpecC[[zˆ]]. This corresponds to the monodromy of order r on IZ from
subsection 5.3. In that subsection, we had allowed the fibers of C → Uˆ to have dˆ ≥ 1
irreducible components. We now specify that C¯ → ¯ˆD should be the complexification of
a scheme that is irreducible over SpecQ, but whose field of definition K (the smallest
16It is an interesting question whether all maximal degenerations of complex algebraic families of
Calabi-Yau 3-folds are necessarily defined over Q. Mirror symmetry seems to strongly suggest that
this is true, but we cannot imagine any reason for this statement from the point of view of the B-model.
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intermediate field such that further extension leaves components of the fiber irreducible)
can be a finite extension of Q. We emphasize that K need not be Galois over Q and
that its degree, d = [K : Q] need not equal dˆ. Rather, the complex cycles of subsection
5.3 each corresponds to a different embedding K →֒ C, which could be permuted by
the monodromy of order r around a (see [5, 23] for examples of this phenomenon).
In the algebraic setup, the irreducibility of the cycle implies that, after localization
to a, the extension classes Vk from (5.35) for different values of k fit together to a single
formal power series on the “extended disk”
¯ˆ
DK = SpecK[[zˆ]]. The same is true for
their derivatives, Dk, but not the superpotential Wk itself, which generically includes
(apart from the log-term) a (conjecturally) transcendental constant, see [22, 23]. We
shall denote these functions by V, D. We continue to denote by q, C the localization of
the Hodge theoretic extension classes from subsection 5.1 to the formal neighborhood
of a, possibly pulled back to
¯ˆ
D. We have
Lemma 19. q ∈ zQ[[z]] ⊂ zC[[z]], C ∈ Q[[q]] ⊂ C[[z]], and D ∈ qˆK[[qˆ]] ⊂⊂⊂ zˆC[[zˆ]].
Remark 20. The first of these statements depends crucially on the assumption of small-
ness of monodromy over Z, i.e., m = 1 in (5.4). (In general, we can only prove that
qm ∈ zQ[[z]], see [3].) An equivalent statement is q′(0) ∈ Q, which we will assume in
the following.
It might happen that D has coefficients in a subfield of K, for instance if the
algebraic cycle is rationally equivalent to a cycle defined over Q.
In order to formulate the main integrality statements, we have to continue our fam-
ilies from the generic point SpecQ →֒ SpecZ to some larger set of “good” primes. We
exclude any primes at which YQ → DQ or CQ → DQ are not smooth, or their com-
pactifications are not semi-stable, all divisors of r, as well as those of the discriminant
of the extension K/Q. In order to apply the p-adic Hodge theory (section 6), we also
need to exclude all prime p ≤ dim(Y/B) + 1 (in our case, this excludes 2 and 3). We
now let (N) ⊂ SpecZ be the union of all these excluded points and assume that there
exist schemes over S := SpecZ[N−1] = SpecZ \ (N) whose base change to C gives rise
to the complex varieties from above. We also assume that the coordinate z has been
chosen such that it is integral everywhere on S.
The following result was proven in [1, 3].17
17A comment for readers on return from one of the later sections: The theorems state that the
power series q, C, D as defined via complex Hodge theory have the indicated integrality property,
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Theorem 21. For all primes (p) ∈ S (i.e., those with (p,N) = 1), we have q ∈ zZp[[z]],
and there exists a formal power series ψp(q) ∈ qZp[[q]] such that
C(qp)− C(q) = δ3ψp (5.43)
In the terminology of section 2, the non-singular part of the prepotential (5.22) (without
the constant term) is a 3-function at p.
In this paper, we extend the generalization of the integrality result [4] to the situ-
ation with a non-trivial residue field.
Theorem 22. For all primes (p,N) = 1, there exists a formal power series ωp(q) ∈
qˆOp[[qˆ]] such that, in the notation of section 2, we have
FrobpD −D = δ2ωp (5.44)
In other words, the non-singular part of the superpotential (without the constant term)
is a 2-function at p with coefficients in K ⊂ Kp.
Remark 23. Theorem 22 provides an answer of sorts to the question of existence of
analytic 2-functions that we have posed in subsection 2.2. To explain this, we recall that
the Picard-Fuchs operator18 annihilating the periods, which in the canonical coordinate
takes the form
P := δ2C−1δ2 (5.45)
is a differential operator with algebraic coefficients when written in a global algebraic
coordinate z over B. Application to the superpotential (5.40), (5.41) does not return
0 in general. Let us define instead for each k,
jk :=
d
dz
(
δC−1δ2Wk
)
(5.46)
Then the jk are local power series that determine Wk up to periods, i.e., up to the
constant and logarithmic terms in (5.38). On general grounds, the jk are the local
expansions of algebraic functions over the moduli space, explicitly calculated in [11, 5].
In other words, the Wk are at the same time (explicitly) 2-functions in the variable q,
and (explicitly) analytic in z. We believe that this deserves further attention.
though the proofs depend on p-adic methods. The outcome of section 6 is that the complex power
series essentially agree with the p-adic ones. Section 7 establishes integrality of the p-adic series. We
felt that carrying the weight of subscripts C, Q, Zp offered additional clarity only rather temporarily.
18As before, we only make statements for one-dimensional moduli spaces, but they all admit fairly
obvious generalizations.
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6 The (extended) p-adic B-model
The purpose of this section is to review the strategy of the integrality proofs of [1, 3, 4],
and to explain some background on p-adic Hodge theory and its comparison with the
more familiar complex Hodge theory.
Theorems 21 and 22 make integrality statements about formal power series that are
attached to families of complex algebraic varieties (Y, C) → B by a Hodge theoretic
construction described in subsections 5.1 and 5.3. The relevant assumption is that
the complex algebraic varieties in fact come from a more abstract scheme that pro-
vides an underlying algebraic integral structure, locally around the point of maximal
degeneration.
It is important to note that these power series cannot entirely be attached to the
algebraic structure alone. One of the two main ingredients of the variation of Hodge
structure is the topological integral structure (the local systems HZ ⊂ HˆZ), and to
define this topological integral structure, we require the fine topology of the complex
numbers. In the way we have explained, the power series arise as “periods” during
the pairing between the algebraic and topological cohomology groups (see eq. 5.23).
Adding the algebraic cycle leads to an extension of the “local period ring” from Q[[z]]
to K[[zˆ]].
The clue for an explanation of the integrality is included in the formulation of the
theorems, via their reference to a (“good”) prime number (p) and an identification of
the periods as power series with p-adic coefficients. The main idea of [1] is to relate these
power series with the “periods” in the p-adic world, i.e., with the coefficients involved
in the comparison between the algebraic (deRham) cohomology and topological (e´tale
or crystalline) cohomology. The p-adic integrality of the power series then follows from
the properties of these p-adic theories. We will present the relevant calculations in the
next section, and here attempt to convey an idea of the underlying concepts.
The crux is that a priori, the complex and p-adic definitions of the periods have
little to do with each other: As we just mentioned, the topological integral structure
in the complex setting comes from viewing the algebraic varieties as complex (in fact,
real) topological manifolds. In contrast, in the p-adic setting, the role of the topolog-
ical integral structure is played by the Frobenius symmetry acting on the algebraich
cohomology groups. (We will explain this in more detail below.) Thus, a major step
of the integrality proof is to show that the functions defined in the complex and p-adic
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setting in fact agree.
The identification between the complex and p-adically defined functions in turn
divides in two parts. One first verifies that the functions satisfy the same differential
relations in the neighborhood of the point of maximal degeneration. This is essentially
a consequence of the fact that the differential equation satisfied by the periods (the
homogeneous and inhomogeneous Picard-Fuchs equations) have rational and algebraic
coefficients respectively. Then, one remains with checking that the initial conditions
at the point of maximal degeneration also agree. This part (which is technically the
hardest and will not be reviewed here) involves a comparison between the complex and
p-adic Hodge structures in the strict degeneration limit.
6.1 Logarithmic de Rham cohomology over Q
To begin with, we isolate those parts of the complex Hodge theory that can be defined
purely algebraically, and which we can then complete to the p-adic setting (instead
of to C). For our purposes, it will be sufficient to work over the formal disk D¯ =
SpecQ[[z]], thought of as a rational neighborhood of a = (z) in B¯ as explained above.
Thus, π¯ : Y¯ → D¯ is a semi-stable morphism such that π : Y → D (with D =
SpecQ[[z, z−1]] = D¯\a) is a smooth family of Calabi-Yau schemes of relative dimension
3, a ∼= SpecQ →֒ D¯ is the closed point and Y¯a = Y¯ ×D¯ SpecQ is the singular fiber.
In this setting, the rational analogue of the continued Hodge bundle H¯ → D¯ can
be defined, without reference to topology, via logarithmic de Rham cohomology19
H¯ = H3log(Y¯ /D¯) = R3π¯∗
(
(Ω∗Y¯ /D¯(log(Y¯a)), d)
)
(6.1)
H¯ is a vector bundle over D¯ and comes equipped with (see [24], and [3] for more
complete information)
∗ a decreasing filtration H¯ = F¯ 0 ⊃ · · · ⊃ F¯ 3 by subbundles F¯ s → D¯ with rankF¯ 3 = 1
∗ a flat logarithmic connection∇ : H¯ → H¯⊗Ω1
D¯
(log a) satisfying Griffiths transversality
∇F¯ s ⊂ F¯ s−1 ⊗ Ω1
D¯
(log a)
∗ a perfect pairing 〈·, ·〉 : H¯ × H¯ → H6log(Y¯ /D¯) ∼= OD¯ with 〈F¯ s, F¯ 4−s〉 = 0
We denote the fiber of H¯ at a by V := H¯a which at this point is a Q-vector space of
dimension 4. By the assumption of semi-stability, the residue NdR = Resa(∇) : V → V
of the connection is nilpotent. Since, after complexification, NdR is related to the
19In potential conflict with previous or later notation, all schemes are taken over Q in this subsec-
tion, unless stated or implied otherwise by context.
53
logarithm of the monodromy of the local system from section 5.1 by NdR = − 12piiN
(see eq. (5.1)), and we have assumed that the complex degeneration has maximal
unipotent monodromy, it follows that NdR has maximal rank 3, and, just as in the
complex case, induces a weight filtration W∗ on V .
This weight filtration can be used to reconstruct a basis of (“algebraically rational”)
sections (es) of H¯ over D¯: We begin by letting e0 be a parallel section of H¯ = F¯ 0 whose
restriction to a generates the one-dimensional subspace W0 := Ker(NdR) = Im(N
3
dR)
of V . Note that e0 is unique up to a rational number and generates a one-dimensional
subbundle of H¯. We then let e1 be a section of F¯ 1 such that
NdR(e
1(a)) = −e0(a) (6.2)
and ∇e1 ∈ e0 ⊗ Ω1(log a). In other words, the image of e1 in the quotient H¯/e0 is
parallel w.r.t. the induced connection. Writing
∇e1 = −e0 ⊗ d log qQ (6.3)
determines a “rational flat coordinate” qQ ∈ OD¯ up to a (multiplicative) integration
constant. More precisely, the condition (6.2) implies that d log qQ ∈
(
1 + zQ[[z]]
)
dz
z
,
which we can integrate to a local coordinate qQ on D¯ that is well-defined up to overall
normalization. We write ∇tQ for the contraction with the corresponding logarithmic
vector field qQ
d
dqQ
which is independent of that normalization.
To obtain the other half of the basis, we first normalize the pairing 〈·, ·〉 by choosing
a constant (∇-parallel) section 16 ofH6log(Y¯ /D¯). This trivialization allows us to identify
e3 as a section of the rank-one subbundle F¯ 3 such that 〈e0, e3〉 = 16. Finally, we put
e2 := ∇tQe3, so that by compatibility of the pairing with the connection we obtain in
the familiar fashion
〈e1, e2〉 = 〈e1,∇tQe3〉 = −〈∇tQe1, e3〉 = 〈e0, e3〉 = 16 (6.4)
Thus, we learn that (es) is a symplectic basis of H¯ over D¯. One also checks as usual
that ∇tQe2 is proportional to e1, and defines the “rational Yukawa coupling” CQ ∈ OD¯
by
∇tQe2 = −e1 ⊗ CQ (6.5)
We emphasize that the seeming ease in obtaining the basis (es) is a consequence of
solving the differential equation of parallelism over the field of rational numbers. Com-
plexification of the basis will yield a basis of the complex Hodge bundle that agrees
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with the one used in subsection 5.1, up to the normalization of e0 and 16. The nor-
malization of e0 (though not that of 16) drops out of (6.5), and both are fixed by the
topological integrality that underlies the complex VHS, and which is expressed through
relations of the type (5.26). With this out of the way, the single remaining difficulty
in identifying CQ, obtained from the local solutions of the differential equation, with
the complex power series from section 5.1 is the proper normalization of qQ. Under
our standing assumption that q′C(0) ∈ Q, the results so far imply that qQ = qC up to a
rational factor, thus proving the first statement in Lemma 19.
The extension by the algebraic cycle is readily included. As explained in subsection
5.4, we first pass to an r-fold of D¯,
¯ˆ
D := SpecQ[[zˆ]] → D¯ with z = zˆr, such that the
composition π¯ ◦ i : C¯ → ¯ˆD is unramified and irreducible over Q. An important novelty
is that we do not assume C¯ to be defined over Q. Namely, C¯ could become reducible
after base change to the algebraic closure Q¯. This affords C¯Q¯ = C¯ ×SpecQ Spec Q¯
with an action of the absolute Galois group Gal(Q¯/Q) and we can identify the field
of definition, K, as the number field invariant under the subgroup of Gal(Q¯/Q) that
fixes the components of C¯Q¯.
We then define the “extended and continued rational Hodge bundle” via
¯ˆH = Hˇ3log
(
(Y¯ \ C¯)/ ¯ˆD) (6.6)
This fits into an exact sequence
H¯ → ¯ˆH → ¯ˆI (6.7)
with H¯ from (6.1) and
¯ˆI = (π¯ ◦ i)∗(OC¯) (6.8)
¯ˆI is a vector bundle over ¯ˆD of rank equal to the degree d = [K : Q]. In particular,
defining Vˆ :=
¯ˆHa we can write the extension of the fiber at a as
V → Vˆ → K (6.9)
where we view K either as a Q-vector space of dimension d, or a K-vector space
of dimension 1. The latter point of view is more convenient to study the differential
equations, so we adopt it in what follows. In other words, we now study the differential
equation over the “disk with scalar extension”,
¯ˆ
DK =
¯ˆ
D ×SpecQ SpecK = SpecK[[zˆ]].
We note that for reasons of degree, the extension of the filtration satisifies
¯ˆ
F 2/F¯ 2 =
¯ˆI (6.10)
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and that the residue NˆdR of the extended Gauss-Manin connection acts trivially on the
quotient K = Vˆ /V in (6.9).
Lemma 24. There exists a section f of
¯ˆ
F 2 that satisfies
∇tQf ∈ e1 ⊗O ¯ˆDK (6.11)
and whose restriction to the closed point a ∈ ¯ˆDK generates K.
Proof. Indeed, by Griffiths transversality and parellelism of the image in
¯ˆI, we have
∇tQ ¯ˆF 2 ⊂ F¯ 1, which is spanned by (es) wih s > 0. Since ∇tQ maps F¯ 2 surjectively onto
H¯/F¯ 2, we can use the freedom (6.10) to fix f such that (6.11) is satsified. (See (5.35)
for the complex analogue of this construction.)
In close analogy to the absolute case, f is unique up to multiplication by a non-zero
constant, and, defining the “K-rational Griffiths infinitesimal invariant” DK ∈ O ¯ˆDK
by
∇tQf = −e1 ⊗DK , (6.12)
we can choose the normalization of f such that after complexification and choice of
embedding K →֒ C, DK agrees with Dk from (5.37), (5.41).
At this point, the proof of Lemma 19 is complete.
6.2 Fontaine-Lafaille modules
The de Rham cohomology over Q that we described in the previous subsection can be
endowed with further structure in several different ways. One possibility is to complete
our schemes with respect to the standard Archimedean norm, and after algebraic clo-
sure we obtain the standard topology of a family of complex manifolds Y¯C → D¯C, later
extended by the algebraic cycle C¯C ⊂ Y¯C. The cohomology (relative to DC) of the con-
stant sheaf of integers over this topology is well-behaved outside of the boundary point
aC = D¯C \DC. The resulting local system enriches the de Rham cohomology HC → DC
(resp. HˆC → DˆC) to the variation of Hodge structure (localized in the neighborhood of
aC) that we described in section 5.1.
20 As we have alluded to before, as far as the calcu-
lation of invariants through the solution of differential equations is concerned, the main
import of the topological integral structure is the proper normalization of the sections
20except that there were no C-subscripts in that section to reduce cluttering.
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e0 and 16 (and later f), and the multiplicative normalization of the canonical coordi-
nate qQ (which is equivalent to an additive normalization of e
1). This normalization
can be accomplished by interpreting the power series as representatives of extension
classes in the category of mixed Hodge structures.
As an alternative to the complex topology, we can, for each “good” prime p ∈ S,
complete our family with respect to the p-adic topology. This process is less familiar
to some, but we are unable to overburden this paper with a full recollection. The
ultimate idea is that the algebraic de Rham cohomology over Qp can be provided with
an additional “integral” substructure by identifying it as the cohomology of a constant
sheaf with respect to a somewhat subtle “crystalline” topology on the geometry in
question, tensored with a suitable “period ring”. The main feature at the end of this
process is the identification of the cohomology as a module over the absolute Galois
group Gal(Q¯p/Qp), which ends up taking the role played by the singular cohomology in
the more familiar complex case. (See also [4] and [25] for some additional information.)
We actually do not need the full machinery of this theory, ref. [24], but only the
action of the Frobenius element on the de Rham cohomology, which can be defined
already from the scheme over Zp. In the situation relevant to us, the notion that is
the p-adic analogue of the complex variation of Hodge structure is identified [3] as a
Fontaine-Lafaille module over a p-adic scheme. For the continuation of our semi-stable
morphism Y¯ → D¯ over Q to a p-adic family Y¯p → D¯p, this amounts to the following.
Among the early steps, one needs to equip the p-adic disk D¯p = SpecQp[[z]] with
a continuous lift of the Frobenius endomorphism z 7→ zp at the closed point ap ∈ D¯p.
(Recall that by assumption, z is integral at p ∈ S.) Very concretely, we have Frobp(x) =
x for x ∈ Zp and Frobp(z) = zp(1+p η(z)) for some, not necessarily zero, η(z) ∈ Zp[[z]].
It might seem that this step involves some abitrary choices beyond those present in
the rational or complex algebraic setting. This is however not the case, as emphasized
in [3], different lifts being related by canonical isomorphisms. In fact, the endpoint
of the p-adic construction is precisely the identification of a canonical coordinate qp
in which Frobenius acts by Frobp(qp) = (qp)
p, as assumed in the statements of the
Theorems 21 and 22. To account for the existence of this integral structure on the
disk, it is convenient to substitute SpecZp[[z]] (with distinguished ap = (z)) for D¯p in
the following.
Let us now denote by H¯p → D¯p the vector bundle (as before, of rank 4) of loga-
rithmic de Rham cohomology over Zp. As over Q, it continues to possess a filtration
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F¯ ∗, flat connection ∇ and pairing 〈·, ·〉 with similar properties as before. The essential
new ingredient is a canonical lift of the Frobenius morphism,
Φp : (Frobp)
∗H¯p → H¯p (6.13)
that is parallel in the sense that
∇ ◦ Φp = Φp ◦ ∇ , (6.14)
compatible with the filtration in the sense that
Φp(Frob
∗
p F¯
s) ⊂ psH¯p and
∑
s
p−sΦp(Frob
∗
p F¯
s) = H¯ , (6.15)
and with the pairing in the sense that
〈Φp ◦ Frob∗p(u),Φp ◦ Frob∗p(v)〉 = p3 Frob∗p〈u, v〉 (6.16)
This last equation being a transcription of the statement that
H6log(Y¯p/D¯p)
∼= Zp(−3) (6.17)
is an instance of a Fontaine-Lafaille module of the type
Zp(−k) =
(
F¯ k = OD¯p , F¯ k+1 = 0,Φp = pk · id
)
, (6.18)
which is the p-adic version of the Hodge-Tate structure Z(−k).
A central observation of [3] in this context is that, in the category of Fontaine-
Lafaille modules over the punctured disk Dp = Spec
(
Zp((t))
)
,
Ext1MF(Dp)(Zp(−k),Zp(−k + 1)) ∼= Oˆ∗(Dp) (6.19)
where Oˆ∗(Dp) is the p-adic completion of O∗(Dp), the invertible functions on Dp. This
statement is the analogue of (5.4) in the complex case and implies that the power series
parameterizing extensions of Fontaine-Lafaille modules have integral coefficients, pro-
vided of course that they are calculated with respect to an integral basis and coordinate.
As a final ingredient, we require the residue NdR of the flat connection at ap in order
to induce a weight filtration on the limiting Fontaine-Lafaille module Vp = V ⊗Qp at
ap. Notice that the F-L structure on Vp (especially the Frobenius) depends on the
choice of coordinate (namely, through the choice of Frobenius, Frobp) on D¯p.
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Given all this, it is shown in [3] that the Fontaine-Lafaille module
Lp = (H¯p,Φp, F¯ ∗, 〈·, ·〉) (6.20)
coming from our Calabi-Yau threefold family has a composition series very much anal-
ogous to that discussed in section 5.1 in the complex case. We shall not retrace these
steps here. The essential result is the identification of the p-adic canonical coordi-
nate, qp, and the p-adic Yukawa coupling, Cp as representatives of extensions classes in
the category MF(Dp) of Fontaine-Lafaille modules over Dp, with respect to a distin-
guished basis of sections (esp ∈ F¯ s) of the Hodge filtration. This data satisfies the same
differential equations as over Q (and C).
To include the algebraic cycle, we turn to working over the extended disk at p,
¯ˆ
DKp = SpecOp[[zˆ]]. Notice that in this case, Frobenius (still denoted Frobp) acts non-
trivially already on the residues at ap, cmp. eq. (2.8). With the extended Hodge bundle
¯ˆHp → ¯ˆDKp , the p-adic continuation of eq. (6.7) (whose complex version is eq. (5.34))
takes the form
¯ˆIp := ¯ˆHp/H¯p ∼= Op(−2) (6.21)
where
Op(−2) =
(
F¯ 2 = O ¯ˆ
DKp
, F¯ 3 = 0,Φp = p
2 · Frobp
)
(6.22)
is the Fontaine-Lafaille module of rank 1 over
¯ˆ
DKp with Frobenius inherited from Kp.
On the preimage of
¯ˆIp in ¯ˆHp, this lifts to
Φp = p
2 · Frobp modF¯ 2 (6.23)
so that similarly to Q or C, we can obtain a section fp whose restriction to ap generates
Vˆp/Vp ∼= Kp and such that
Φp(fp)− p2fp ∈ SpanO ¯ˆ
DKp
(e0p, e
1
p) (6.24)
This allows us to identify the p-adic infinitesimal invariant Dp,
∇tpfp = −Dpe1p (6.25)
as the derivative of the extension class
νp ∈ Ext1MF(DˆKp )(Op(−2),Lp) (6.26)
in the category of Fontaine-Lafaille modules over the punctured extended p-adic disk
(cmp. (5.41)). Specifically,
Dp = 〈∇2tpνp, e3p〉 = −〈∇tpνp, e2p〉 (6.27)
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6.3 Identification of extension classes
We have now defined the p-adic power series qp, Cp, and Dp parameterizing the compo-
sition of the (extended) Fontaine-Lafaille module associated to our Calabi-Yau scheme
(with cycle) over the disk. For clarity, we let qC, CC and DC be the complex power
series that were introduced in section 5 without the subscript. (We’ll also add that
subscript to the cohomology basis to write (esC, fC).)
Proposition 25. In Q[[z]], Q[[q]], and K[[qˆ]] respectively,
qp = qC
Cp = CC
Dp = DC
(6.28)
Proof. We notice that these power series satisfy the same differential equation over C
and Qp (or Kp in the extended case of D) as they do over Q (or K). In particular, these
differential equations imply that d log qp = d log qC and that the other two equations
hold up to an overall factor (in Q∗ or K∗, respectively). To show equality, we need to
compare the normalization of the cohomology bases (esC, fC) of the VHS and (e
s
p, fp)
of the F-L structure. Again by virtue of the differential equations, and duality with
respect to the pairing, it is in fact sufficient to establish equality for the subvariations
spanned by (e0, e1) in the two cases. We refer to section 4 of [3] for the proof of this
statement.
7 Integrality Proofs
By using the results reviewed in the previous section, Theorems 21 and 22 follow from
a couple lines of simple algebra. Thanks to Proposition 25, it is enough to verify the
p-adic integrality of the p-adically defined functions. We shall drop the subscript p
from most of the notation in what follows.
We recapitulate some notation:
K is an algebraic extension of Q, O the ring of integers in K. p is a rational prime,
and Op the p-adic completion of O. Frobp is Frobenius as defined in subsection 2.1.
D¯ is a formal disk over Zp,
¯ˆ
DK its r-fold cover, extended over Op. Given a local
coordinate z (i.e., an identification D¯ ∼= SpecZp[[z]]), we obtain an endomoprhism of
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D¯ lifting Frobenius by putting
Frob(z)p (z) = z
p (7.1)
We have added the superscript to emphasize the dependence on the local coordinate.
One is tempted to drop it when z is clear from the context. But we will do so only after
replacing z with the canonical coordinate q. In the lift to
¯ˆ
DK , Frob(z)p acts non-trivially
also on the coefficients in the residue “product-of-fields” Kp.
¯ˆH is a bundle of Op-modules over ¯ˆDK , with a filtration ¯ˆF ∗ by bundles of Op sub-
modules.
Φ
(z)
p is a bundle map (Frob
(z)
p )
∗ ¯ˆH → ¯ˆH lifting Frob(z)p to the extended Hodge bundle.
We usually identify Φ
(z)
p with Φ
(z)
p ◦ (Frob(z)p )∗.
Φ
(z)
p preserves the weight filtration and is divisible by ps on
¯ˆ
F s. Φ
(z)
p is also compat-
ible with the pairing 〈·, ·〉 : H¯ × H¯ → Zp(−3) (namely, with Φ(z)p = p3id on Zp(−3)).
7.1 Integrality of cohomology basis
The first item on the list is to verify that the basis element e0, which is defined in 6.1 as
the parallel section of the rational bundle H¯ with (e0)a ∈ W0 = Ker(NdR), is p-adically
integral, i.e., continues to a section e0p ∈ F¯ 0H¯p. To see this (cf. Lemma 7 of [3]), one
first notices that (e0)a is eigenvector of (Φ
(z)
p )a with eigenvalue of square 1 (this follows
from the invariance of the pairing and NdR ◦ (Φ(z))a = p · (Φ(z))a ◦NdR). Then, letting
e˜0 be any section of F¯ 0H¯p with (e˜0)a = (e0)a, one observes that
lim
k→∞
(
Φ(z)
)2k
(e˜0) (7.2)
is a parallel and integral section that agrees with (e0)a at a. By uniqueness of the
solution of the differential equation, this is e0.
The integrality of the remainder of the cohomology basis follows from its construc-
tion via duality and taking derivative with respect to the canonical coordinate, whose
integrality is established next.
7.2 Integrality of mirror map
qp is the class of the extension
Zp(0)→ L2 → Zp(−1) (7.3)
in the category of Fontaine-Lafaille modules over the formal disk SpecZp[[z]] over Zp.
Lemma 5 of [3] (a.k.a. the Dwork integrality Lemma) implies qp ∈ zZp[[z]].
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7.3 Integrality of Griffiths-Yukawa coupling
The rest of the Fontaine-Lafaille structure and the integrality of the Yukawa coupling
is best analyzed in the canonical coordinate q. From now on, we drop the superscript
from Frobenius. The following calculation first appeared in [1].
We let (psmst ) be the matrix representing Frobenius with respect to the basis (e
s).
Namely, we write
Φp((Frobp)
∗(es)) = ps
s∑
t=0
mste
t (7.4)
By the above, mst ∈ Zp[[z]].
In the same basis, the Gauss-Manin connection contracted with the canonical vector
field t = q∂q has the representation
∇t =


0 0 0 0
−1 0 0 0
0 −C 0 0
0 0 1 0

 (7.5)
We already know that C ∈ Zp[[z]]. Since C is the logarithmic derivative of the extension
class of L4/L0 in ExtMF(Zp(−2),Zp(−1)) (cf., (5.19) for the corresponding complex
statement), Dwork’s lemma implies that Frobp(C)− C = δϕ for some ϕ ∈ Zp[[q]]. We
wish to improve this to the statement that
Frobp(C)− C = δ3ψ (7.6)
for ψ ∈ Zp[[q]]. To evaluate
∇tΦp = pΦp∇t (7.7)
we calculate
∇tΦp = δ


m00 0 0 0
pm10 pm
1
1 0 0
p2m20 p
2m21 p
2m22 0
p3m30 p
3m31 p
3m32 p
3m33

+


m00 0 0 0
pm10 pm
1
1 0 0
p2m20 p
2m21 p
2m22 0
p3m30 p
3m31 p
3m32 p
3m33

 ·


0 0 0 0
−1 0 0 0
0 −C 0 0
0 0 1 0


= δ


m00 0 0 0
pm10 pm
1
1 0 0
p2m20 p
2m21 p
2m22 0
p3m30 p
3m31 p
3m32 p
3m33

+


0 0 0 0
−pm11 0 0 0
−p2m21 −p2Cm22 0 0
−p2m31 −p3Cm32 p3m33 0


(7.8)
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and
pΦp∇t = p


0 0 0 0
−1 0 0 0
0 −Frobp(C) 0 0
0 0 1 0

 ·


m00 0 0 0
pm10 pm
1
1 0 0
p2m20 p
2m21 p
2m22 0
p3m30 p
3m31 p
3m32 p
3m33


=


0 0 0 0
−pm00 0 0 0
−p2 Frobp(C)m10 −p2 Frobp(C)m11 0 0
p3m20 p
3m21 p
3m22 0


(7.9)
The compatibility of Φp with the pairing in cohomology takes the form
mtsI
ss′mt
′
s′ = p
3I tt
′
(7.10)
where
I =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 (7.11)
Now, by equating the diagonal terms in (7.8) and (7.9), we find that δmss = 0 for
s = 0, 1, 2, 3. At the top of the first lower diagonal, we learn that
δm10 = m
1
1 −m00 (7.12)
Since m10 ∈ Zp[[q]] (in particular, it contains no negative powers of q), evaluation at
q = 0 shows that the constant m11 − m00 in fact vanishes. Continuing down, we find
that m00 = m
1
1 = m
2
2 = m
3
3.
Putting t = 0, t′ = 3 in (7.10), we find that 1 = m00m
3
3 = (m
0
0)
2. Let us assume that
m00 = 1. (The case m
0
0 = −1 can be treated mutatis mutandis.) Then the remaining
entries of (7.10) become m32 +m
1
0 = 0 and m
2
0 +m
2
1m
3
2 −m31 = 0.
Returning to (7.12), we see that m10 is a constant. In fact, by the results of section
6.3, this constant is 0.
Finally, the lower left 2× 2 square of (7.8) and (7.9) becomes
δm21 = C − Frobp(C)
δm20 = m
2
1
δm31 = m
2
1
δm30 = m
3
1 +m
2
0
(7.13)
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Put together, this gives
Frobp(C)− C = −1
2
δ3m30 (7.14)
The claim follows since p 6= 2. This ends the proof of Theorem 21.
7.4 Integrality of infinitesimal invariant
This calculation takes place over the extended disk in canonical coordinates, localized
at p in the sense of (2.1),
¯ˆ
DKp := SpecOp[[qˆ]].
By eq. (6.24), we can write
Φp(f) = p
2f + p2n0e
0 + p2n1e
1 (7.15)
with n0, n1 ∈ Op[[qˆ]]. On the other hand (cf. (5.37), (6.25)), we have
∇tf = −De1 (7.16)
The equality (7.7) becomes
∇tΦpf − pΦp∇tf = p2(δn0 − n1)e0 + p2(δn1 −D + Frobp(D))e1 = 0 (7.17)
(where we used m11 = 1 and m
1
0 = 0 from the previous subsection). As a result,
δn0 = n1
δn1 = D − Frobp(D)
(7.18)
and by combining the two, we find
Frobp(D)−D = −δ2n0 (7.19)
This concludes the proof of Theorem 22.
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