There is some ambiguity in the 3D shape of 
Introduction
Humans can estimate the 3D structure of an object in a single glance. We utilize this ability to grasp objects, avoid obstacles, create 3D models using CAD, and so on. This is possible because we have gained prior knowledge about the shapes of 3D objects.
Can machines also acquire this ability? This problem is called single-view 3D object reconstruction in computer vision. A straightforward approach is to train a reconstructor using 2D images and their corresponding ground truth 3D models [3, 5, 9, 13, 16, 27, 30] . However, creating 3D annotations requires extraordinary effort from professional 3D designers. Another approach is to train a reconstructor using a single view or multiple views of an object without explicit 3D supervision [15, 17, 18, 31, 36] . We call this approach view-based training. This approach typically requires annotations of silhouettes of objects and viewpoints, which are relatively easy to obtain.
Because a ground truth 3D shape is not given in viewbased training, there is some ambiguity in the possible shapes. In other words, several different 3D shapes can be projected into the same 2D view, as shown in the up- Figure 1 . When a 3D reconstructor is trained using only a single view per object, because of ambiguity in the 3D shape of an object, it reconstructs a shape which only fits the observed view and looks incorrect from unobserved viewpoints (upper). By introducing a discriminator that learns prior knowledge of correct views, the reconstructor is able to generate a shape that is viewed as reasonable from any viewpoint (lower).
per half and lower half of Figure 1 . To reduce this ambiguity, twenty or more views per object are typically used in training [18, 36] . However, this is not practical in many cases in terms of feasibility and scalability. When creating a dataset by taking photos, if an object is moving or deforming, it is difficult to take photos from many viewpoints. In addition, when creating a dataset using a large number of photos from the Internet, it is not always possible to collect multiple views of an object. Therefore, it is desirable that a reconstructor can be trained using a few views or even a single view of an object.
In this work, we focus on training a reconstructor using a single view or a few views for single-view 3D object reconstruction. In this case, the ambiguity in shapes in training is not negligible. The upper half of Figure 1 shows the result of single-view 3D reconstruction using a conventional approach [18] . Although this method originally uses multiple views per object for training, a single view is used in this experiment. As a result, the reconstructed shape looks Work Class A Class B (a) [13, 37] Predicted 3D shapes Their corresponding ground truth 3D shapes (b) [9, 34] Predicted 3D shapes 3D shape collections (c) Ours
Views of predicted 3D shapes from observed viewpoints Views of predicted 3D shapes from random viewpoints (d) -Views of predicted 3D shapes Views in a training dataset correct when viewed from the same viewpoint as the input image, however, it looks incorrect from other viewpoints. This is because the reconstructor is unaware of unobserved views and generates shapes that only fit the observed views. How can a reconstructor overcome shape ambiguity and correctly estimate shapes? The hint is shown in Figure 1 . Humans can recognize that the three views of the chair in the upper-right of Figure 1 are incorrect because we have prior knowledge of how a chair looks, having seen many chairs in the past. If machines also have knowledge regarding the correct views, they would use it to estimate shapes more accurately.
We implement this idea on machines by using a discriminator and adversarial training [7] . One can see from the upper half of Figure 1 that, with the conventional method, views of estimated shapes from observed viewpoints converge to the correct views, while unobserved views do not always become correct. Therefore, we train the discriminator to distinguish the observed views of estimated shapes from the unobserved views. This results in the discriminator obtaining knowledge regarding the correct views. By training the reconstructor to fool the discriminator, reconstructed shapes from all viewpoints become indistinguishable and to be viewed as reasonable from any viewpoint. The lower half of Figure 1 shows the results from the proposed method.
Learning prior knowledge of 3D shapes using 3D models was tackled in other publications [9, 34] . In contrast, we focus on prior knowledge of 2D views rather than 3D shapes. Because our method does not require any 3D models for training, ours can scale to various categories where 3D models are difficult to obtain.
The major contributions can be summarized as follows.
• In view-based training of single-view 3D reconstruction, we propose a method to predict shapes which are viewed as reasonable from any viewpoint by learning prior knowledge of object views using a discriminator. Our method does not require any 3D models for training.
• We conducted experiments on both synthetic and natural image datasets and we observed a significant performance improvement for both datasets. The advantages and limitations of the method are also examined via extensive experimentation.
Related work
A simple and popular approach for learning-based 3D reconstruction is to use 3D annotations. Recent studies focus on integrating multiple views [3, 16] , memory efficiency problem of voxels [30] , point cloud generation [5] , mesh generation [8, 32] , advanced loss functions [13] , and neural network architectures [27] .
To reduce the cost of 3D annotation, view-based training has recently become an active research area. The key of training is to define a differentiable loss function for view reconstruction. A loss function of silhouettes using chamfer distance [17] , differentiable projection of voxels [31, 33, 36, 38] , point clouds [11, 23] , and meshes [18] is proposed. Instead of using view reconstruction, 3D shapes can be reconstructed via view synthesis [29] .
As mentioned in the previous section, it is not easy to train reconstructors using a small number of views. For this problem, some methods use human knowledge of shapes as regularizers or constraints. For example, the graph Laplacian of meshes was regularized [15, 32] , and shapes were assumed to be symmetric [15] . Instead of using manually-designed constraints, others attempted to acquire prior knowledge of shapes from data. Learning categoryspecific mean shapes [15, 17] is an example. Adversarial training is another way to learn shape priors. Yang et al. [37] and Jiang et al. [13] used discriminators on an estimated shape and its corresponding ground truth shape to make the estimated shapes more realistic. Gwak et al. [9] and Wu et al. [34] used discriminators on generated shapes and a shape collection. In contrast, our method does not require 3D models to learn prior knowledge. Table 1 lists a summary of these discriminators.
3. View-based training of single-view 3D object reconstructors with view prior learning
In this section, we introduce a simple view-based method to train 3D reconstructors based on [18] . Then, we describe our main technique, called view prior learning (VPL) . We also explain a technique to further improve reconstruction accuracy by applying internal pressure to shapes. Figure 2 shows the architecture of our method.
For training, our method requires a dataset that contains single or multiple views of objects, and their silhouette and viewpoint annotations, similar to previous studies [15, 18, 31, 36] . Additionally, ours can also use class Figure 2 . Architecture of the proposed method. The main point of our method is the use of discrimination loss to learn priors of views. While the discriminator aims to minimize discrimination loss, the encoder and decoders try to maximize it using a gradient reversal layer. labels of views if they are available. After training, reconstruction is performed without silhouette, viewpoint, and class label annotations.
View-based training for 3D reconstruction
In this section, we describe our baseline method for 3D reconstruction. We extend a method which uses silhouettes in training [18] to handle textures using a texture decoder and perceptual loss [14] .
Overview. The common approach to view-based training of 3D reconstructors is to minimize the difference between views of a reconstructed shape and views of a ground truth shape. Let x ij be the view of an object o i from a viewpoint v ij , N o be the number of objects in the training dataset, N v be the number of viewpoints per object, R(·) be a reconstructor that takes an image and outputs a 3D model, P (·, ·) be a renderer that takes a 3D model and a viewpoint and outputs the view of the given model from the given viewpoint, and L v (·, ·) be a function that measures the difference between two views. Then, reconstruction loss is defined as
We call the case where N v = 1 single-view training. In this case, the reconstruction loss is simplified to
. We call the case where 2 ≤ N v multi-view training.
3D representation and renderer. Some works use voxels as a 3D representation in view-based training [31, 36] . However, voxels are not well suited to view-based training because using high-resolution views of voxels is difficult as voxels are memory inefficient. Recently, this problem was overcome by Kato et al. [18] by using a mesh as a 3D representation and a differentiable mesh renderer. Following this work, we also use a mesh and their renderer 1 .
Reconstructor. In this work, a 3D model is represented by a pair of a shape and a texture. Our reconstructor R(·) uses an encoder-decoder architecture. An encoder Enc(·) encodes an input image, and a shape decoder Dec s (·) and texture decoder Dec t (·) generate a 3D mesh and a texture image, respectively. Following recent learning-based mesh reconstruction methods [15, 18, 32] , we generate a shape by moving the vertices of a pre-defined mesh. Therefore, the output of the shape decoder is the coordinates of the estimated vertices. The details of the encoder and the decoders are described in the supplementary material.
View comparison function. Color images (RGB channels) and silhouettes (alpha channels) are processed separately in L v (·, ·). Let x andx = P (R(x), v) be a ground truth view and an estimated view, x c ,x c be the RGB channels of x,x, and x s ,x s be the alpha channels of x,x. The silhouette at the i-th pixel x s i is set to one if an object exists at the pixel and to zero if the pixel is part of the background. x s can take a value between zero and one owing to anti-aliasing of the renderer. To compare color images x c ,x c , we use perceptual loss L p [14] with additional feature normalization. Let F m (·) be the m-th feature map of N f maps in a pre-trained CNN for image classification. In addition, let C m , H m , W m be the channel size, height, and width of F m (·), respectively. Specifically, we use the five feature maps after convolution layers of AlexNet [20] for 
We also use negative intersection over union (IoU) of silhouettes, as was used in [18] . Let be an elementwise product. This loss is defined as
The total reconstruction loss is
Training. We optimize R(·) using mini-batch gradient descent. Figure 2 shows the architecture of single-view training. In multi-view training, we randomly take two views of an object in one minibatch. The architecture for computing L r in this case is shown in Figure 3 .
View prior learning
As described in Section 1, in view-based training, a reconstructor can generate a shape that looks unrealistic from unobserved viewpoints. In order to reconstruct a shape that is viewed as realistic from any viewpoint, it is necessary to (1) learn the difference between correct views and incorrect views, and (2) tell the reconstructor how to modify incorrect views. In view-based training, reconstructed views from observed viewpoints converge to the real views in a training dataset by minimizing the reconstruction loss, and views from unobserved viewpoints do not always become correct. Therefore, the former can be regarded as correct and realistic views, and the latter can be regarded as incorrect and unrealistic views. Based on this assumption, we propose to train a discriminator that distinguishes estimated views at observed viewpoints from estimated views at unobserved viewpoints to learn the correctness of views. The discriminator can pass this knowledge to the reconstructor by backpropagating the gradient of the discrimination loss into the reconstructor via estimated views and shapes as with adversarial training in image generation [7] and domain adaptation [6] .
Concretely, let Dis(·, ·) be a trainable discriminator that takes a view and its viewpoint and outputs the probability that the view is correct, and V be the set of all viewpoints in the training dataset. Using cross-entropy, we define view disrcimination loss as
In minibatch training, we sample one random view for each reconstructed object to compute L d .
Stability of training.
Although adversarial training is generally not stable, training of our proposed method is stable. It is known that training of GANs fails when the discriminator is too strong to be fooled by the generator. This problem is explained from the distinction of the supports of real and fake samples [1] . However, in our case, it is very difficult to distinguish views correctly in the earlier training stage because view reconstruction is not accurate and views are incorrect from any viewpoint. Even in the later stage, the reconstructor can easily fool the discriminator by slightly breaking the correct views. Therefore, the discriminator cannot be dominant in our method.
Optimization of the reconstructor. The original procedure of adversarial training requires optimizing a discriminator and a generator iteratively [7] . Subsequently, Ganin et al. [6] proposed to train a generator using the reversed gradient of discrimination loss. The proposed gradient reversal layer does nothing in the forward pass, although it reverses the sign of gradients and scales them λ d times in the backward pass. This layer is posed on the right before a discriminator. Because this optimization procedure is not iterative, the training time is shorter than in iterative optimization. Furthermore, we experimentally found that the performance of the gradient reversal and iterative optimization are nearly the same in our problem. Therefore, we use the gradient reversal layer for training the reconstructor.
Image type for the discriminator. The discriminator can take both RGBA images and silhouette images. We give it RGBA images when texture prediction is conducted, otherwise we give it silhouettes.
Class conditioning. In addition, a discriminator can be conditioned on class labels using the conditional GAN [24] framework. When class labels are known, view discrimination becomes easier and the discriminator becomes more reliable. We use the projection discriminator [26] for class conditioning. Note that the test phase does not require class labels even in this case.
Another possible discriminator. We propose to train a discriminator on views of reconstructed shapes at observed and unobserved viewpoints. Another possible approach is to distinguish reconstructed views from real views in a training dataset. In fact, this discriminator does not work well because generating a view that is difficult to distinguish from the real view is very difficult. This is caused by the limitation of the representation ability of the reconstructor and renderer. Table 1 shows a summary of the discriminators we have explained thus far.
Internal pressure
One of the most popular methods in multi-view 3D reconstruction is visual hull [21] . In visual hull, a point inside all silhouettes is assumed to be inside the object. In other words, in terms of shape ambiguity, visual hull produces the shape with the largest volume. Following this policy, we inflate the volume of the estimated shapes by giving them internal pressure in order to maximize their volume. Concretely, we add a gradient along the normal of the face for each vertex of a triangle face. Let p i be one of the vertices of a triangle face, and n be the normal of the face. We add a loss term L p that satisfies
Summary
In addition to using reconstruction loss L r = L s +λ c L c , we propose to use view discrimination loss L d to reconstruct realistic views and internal pressure loss L p to inflate reconstructed shapes. The total loss is
The hyperparameters of loss weighting are λ c , λ p , and λ d . Because λ d is used in the gradient reversal layer, it does not appear in L. The entire architecture is shown in Figure 2 .
Experiments
We tested our proposed view prior learning (VPL) on synthetic and natural image datasets. We conducted an extensive evaluation of our proposed method using a synthetic dataset because it consists of a large number of objects with accurate silhouette and viewpoint annotations.
As a metric of the reconstruction accuracy, we used intersection over union (IoU) of a predicted shape and a ground truth that was used in many previous publications [3, 5, 15, 16, 18, 27, 30, 31, 36] . To fairly compare our results with those in the literature, we computed IoU after converting a mesh into a volume of 32 3 voxels 2 .
Synthetic dataset
As a synthetic dataset, we used ShapeNet [2] , a largescale dataset of 3D CAD models. We use 43, 784 objects in thirteen categories from ShapeNet. By using ShapeNet and 2 Another popular metric is the chamfer distance of point clouds. However, this metric is not suitable for use in view-based learning. Because it commonly assumes that points are distributed on surfaces, it is influenced by invisible structures inside shapes, which are impossible to learn in view-based training. This problem does not arise when using IoU because it commonly assumes that the interior of a shape is filled. a renderer, a dataset of views, silhouettes, viewpoints, and ground truth 3D shapes can be synthetically created. We used ground truth 3D shapes only for validation and testing. We used rendered views and train/val/test splits provided by Kar et al. [16] . In this dataset, each 3D model is rendered from twenty random viewpoints. Each image has a resolution of 224 × 224. We augmented the training images by random color channel flipping and horizontal flipping, as was used in [16, 27] 3 . We use all or a subset of views for training, and all views were used for testing.
We used Batch Normalization [12] and Spectral Normalization [25] in the discriminator. The parameters were optimized with the Adam optimizer [19] . The architecture of the encoder and decoders, hyperparameters, and optimizers are described in the supplementary material. The hyperparameters were tuned using the validation set. We used Equation 3 as the view comparison function for silhouettes.
Single-view training
At first, we trained reconstructors in single-view training described in Section 3.1. Namely, we used only one randomly selected view out of twenty views for each object in training. Figure 4 shows examples of reconstructed shapes with and without VPL. When viewed from the original viewpoints (b), the estimated shapes appear valid in all cases. However, without VPL, the shapes appear incorrect when viewed from other viewpoints (c-e). For example, the backrest of the chair is too thick, the car is completely broken, and the airplane has a strange prominence in the center. When VPL is used, the shapes look reasonable from any viewpoint. These results clearly indicate that the discriminator informed the reconstructor regarding knowledge of feasible views. Table 2 shows a quantitative evaluation of single-view training. VPL provides significantly improved reconstruction performance. This improvement is further boosted when the discriminator is class conditioned. We can tell that conducting texture prediction also helps train accurate reconstructors.
VPL is particularly effective with the phone, display, bench, and sofa categories. In contrast, VPL is not effective with the lamp category. Typical examples in these categories are shown in the supplementary material. In the case of phone and display categories, because the silhouettes are very simple, the shapes are ambiguous and various shapes can fit into one view. Although integrating texture prediction reduces the ambiguity, VPL is much more effective. In the case of bench and sofa categories, learning their long shapes is difficult without considering several views. Because the shapes in the lamp category are diverse and the training dataset is relatively small, the discriminator cannot learn meaningful priors.
Multi-view training
Second, we trained reconstructors using multi-view training as described in Section 3.1. Namely, we used two or more views out of twenty views for each object in training. Table 3 shows the relationship between the reconstruction accuracy and the number of views per object N v used for training. Texture prediction was not conducted in this experiment, and the difference between the proposed method and the baseline is the use of VPL with class conditioning. Our proposed method outperforms the baseline in all cases, which indicates that VPL is also effective in multi-view training. The effect of VPL increases as N v decreases, as expected. Figure 5 shows reconstructed shapes with texture prediction when N v = 2. When VPL is used, the shape details become more accurate.
Discriminator and optimization
We discussed two types of discriminators in the last paragraph of Section 3.2 and emphasized the importance of discriminating between estimated views rather than estimated views and real views. We validated this statement with an experiment. We ran experiments in single-view training using the discriminator of Table 1 (d). We also tested the iterative optimization used in GAN [7] instead of using a gradient reversal layer [6] . However, in both cases, we were unable to observe any meaningful improvements from the baseline by tuning λ d . This fact indicates that the discriminator in Figure 1 (d) does not work well in practice, and discriminating estimated views is key to effective training.
Comparison with manually-designed priors
Our proposed internal pressure (IP) loss and some regularizers and constraints used in [15, 32] were designed using human knowledge regarding shapes. Table 4 shows a comparison with VPL. This experiment was conducted in singleview training without texture prediction. This result shows that IP loss improves performance. The symmetricity constraint also improves the performance, however, some objects in ShapeNet are actually not symmetric. By regularizing the graph Laplacian and the edge length of meshes, although the visual quality of the generated meshes became better, improvement of IoU was not observed.
VPL cannot be compared with the learning-based 3D shape priors detailed by Gwak et al. [9] and Wu et al. [34] because these methods require additional 3D models for training, and their methods are applicable to voxels rather than meshes.
Comparison with state-of-the-arts
Our work also shows the effectiveness of view-based training. Table 5 shows the reconstruction accuracy (IoU) on the ShapeNet dataset using our method and that presented in re-VPL   CC  TP  airplane  bench  dresser   car  chair  display  lamp  speaker  rifle  sofa  table  phone .403 IP & Symmetricity [15] .420 IP & Regularizing graph Laplacian [15, 32] .403 * IP & Regularizing edge length [32] .403 *
IP & View prior learning (ours)
.505 24 .635 PSGN [5] 24 .640 VTN [27] 24 .641 Table 5 . Comparison of our method and state-of-the-art methods on ShapeNet (3D-R2N2) dataset using IoU. Although supervision is weaker, our proposed method outperforms the other models trained using 3D models. Models denoted with the same symbol use the same rendered images.
cent papers 45 . Our method outperforms existing view-based 4 The most commonly used dataset of ShapeNet for 3D reconstruction was provided by Choy et al. [3] . However, we found that this dataset is not training methods [18, 36] . The main differences between our baseline and [18] are the internal pressure and the training dataset. Because the resolution of our training images (224 × 224) is larger than theirs (64 × 64) and the elevation range in the viewpoints ([−20
is wider than that of theirs (30 • only), more accurate and detailed 3D shapes can be learned in our experiments.
It may be surprising that our view-based method outperforms reconstructors trained using 3D models. Although view-based training is currently less popular than 3D-based training, one can say that view-based training has much room for further study.
Natural image dataset
If a 3D model is available, we can synthetically create multiple views with accurate silhouette and viewpoint annotations. However, in practical applications, it is not always possible to obtain many 3D models, and datasets must be created using natural images. In this case, generally, multiview training is not possible, and silhouette and viewpoint annotations are noisy. Therefore, to measure the practicality of a given method, it is important to evaluate such a case.
Thus, we used the PASCAL dataset preprocessed by Tulsiani et al. [31] . This dataset is composed of images in PASCAL VOC [4] , annotations of 3D models, silhouettes, and viewpoints in PASCAL 3D+ [ 35] , and additional images in ImageNet [28] with silhouette and viewpoint annotations automatically created using [ 22] . We conducted single-view training because there is only one view per object. Because this dataset is not large, the variance in the training results is not negligible. Therefore, we report the mean accuracy from five runs with different random seeds. We used the pre-trained ResNet-18 model [ 10] as the encoder as with [15, 31] . The parameters were optimized with suitable for view-based training because there are large occluded regions in the views owing to the narrow range of elevation in the viewpoints. Therefore, we used a dataset by Kar et al . [16] , in which images were rendered from a variety of viewpoints. A comparison of the results from both datasets is not so unfair because the performance of 3D-R2N2 [ 3] is close in both datasets.airplane car chair mean Category-agnostic models DRC [31] . the Adam optimizer [19] . The architecture of decoders, discriminators, and other hyperparameters are described in the supplementary material. We constrained estimated shapes to be symmetric, as was the case in a previous study [15] . We used Equation 4 as the view comparison function for silhouettes. Table 6 shows the reconstruction accuracy on the PAS-CAL dataset. Our proposed method consistently outperforms the baseline and provides state-of-the-art performance for this dataset, which validates the effectiveness of our proposed method. Category-specific models outperform category-agnostic models because the object shapes in these three categories are not very similar and multitask learning is not beneficial. The performance difference when texture prediction is used is primarily caused by the relative weight of the internal pressure loss. Figure 6 shows typical improvements that can be gained using our method. Improvements are prominent on the wings of the airplane, the tires of the car, and the front legs of the chair when viewed from unobserved viewpoints.
In this experiment, internal pressure loss plays an important role because observed viewpoints are not diverse. Figure 7 shows a reconstructed shape without internal pressure. The trunk of the car is hollowed, and this hollow cannot be filled by VPL because there are few images taken from viewpoints such as (c-e) in the dataset.
Conclusion
In this work, we proposed a method to learn prior knowledge of views for view-based training of 3D object reconstructors. We verified our approach in single-view training on both synthetic and natural image datasets. We also found that our method is effective, even when multiple views are available for training. The key to our success involves us- ing a discriminator with two estimated views from observed and unobserved viewpoints. Our data-driven method works better than existing manually-designed shape regularizers. We also showed that view-based training works as well as methods that use 3D models for training. The experimental results clearly validate these statements. Our method significantly improves reconstruction accuracy, especially in single-view training. This is important progress because it is easier to create a single-view dataset than to create a multi-view dataset. This fact may enable 3D reconstruction of diverse objects beyond the existing synthetic datasets. The most important limitation of our method is that it requires silhouette and viewpoint annotations. Training end-to-end 3D reconstruction, viewpoint prediction, and silhouette segmentation would be a promising future direction.
