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Abstract
In this paper, we initiate the study of a class Dmp (H) of noncommutative domains of n-tuples of bounded
linear operators on a Hilbert space H, where m  2, n  2, and p is a positive regular polynomial in n
noncommutative indeterminates. These domains are defined by certain positivity conditions on p, i.e.,
Dmp (H) :=
{
X := (X1, . . . ,Xn): (1 − p)k(X,X∗) 0 for 1 k m
}
.
Each such a domain has a universal model (W1, . . . ,Wn) of weighted shifts acting on the full Fock space
F 2(Hn) with n generators. The study of Dmp (H) is close related to the study of the weighted shifts
W1, . . . ,Wn, their joint invariant subspaces, and the representations of the algebras they generate: the do-
main algebra An(Dmp ), the Hardy algebra F∞n (Dmp ), and the C∗-algebra C∗(W1, . . . ,Wn). A good part of
this paper deals with these issues.
The main tool, which we introduce here, is a noncommutative Berezin type transform associated with
each n-tuple of operators in Dmp (H). The study of this transform and its boundary behavior leads to Fatou
type results, functional calculi, and a model theory for n-tuples of operators in Dmp (H). These results extend
to noncommutative varieties Vm
p,Q(H) ⊂ Dmp (H) generated by classesQ of noncommutative polynomials.
When m 2, n 2, p = Z1 + · · · + Zn, and Q= 0, the elements of the corresponding variety Vmp,Q(H)
can be seen as multivariable noncommutative analogues of Agler’s m-hypercontractions.
Our results apply, in particular, when Q consists of the noncommutative polynomials ZiZj − ZjZi ,
i, j = 1, . . . , n. In this case, the model space is a symmetric weighted Fock space F 2s (Dmp ), which is identi-
fied with a reproducing kernel Hilbert space of holomorphic functions on a Reinhardt domain in Cn, and the
universal model is the n-tuple (Mλ1 , . . . ,Mλn) of multipliers by the coordinate functions. In this particular
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already existent in the literature.
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0. Introduction
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0,
and consider a polynomial q = q(Z1, . . . ,Zn) = ∑ cαZα in noncommutative indeterminates
Z1, . . . ,Zn, where we denote Zα := Zi1 . . .Zik if α = gi1 . . . gik ∈ F+n , i1, . . . , ik ∈ {1, . . . , n},
and Zg0 := I . We associate with q the operator
q(X,X∗) :=
∑
cαXαX
∗
α,
where X := (X1, . . . ,Xn) ∈ B(H)n and B(H) is the algebra of all bounded linear operators on
a Hilbert space H. Let p = p(Z1, . . . ,Zn) =∑aαZα , aα ∈ C, be a positive regular polynomial,
i.e., aα  0, ag0 = 0, and agi > 0, i = 1, . . . , n. Given m,n ∈ {1,2, . . .}, we define the noncom-
mutative domain
Dmp (H) :=
{
X := (X1, . . . ,Xn) ∈ B(H)n: (1 − p)k(X,X∗) 0 for 1 k m
}
.
In the last fifty years, these domains have been studied in several particular cases. Most of all,
we should mention that the study of the closed operator unit ball[
B(H)]−1 := {X ∈ B(H): I −XX∗  0}
(which corresponds to the case m = 1, n = 1, and p = Z) has generated the celebrated Sz.-Nagy–
Foias theory of contractions on Hilbert spaces and has had profound implications in function
theory, interpolation, prediction theory, scattering theory, and linear system theory (see [11,21,
22,51], etc.). The case when m = 1, n  2, and p = Z1 + · · · + Zn, corresponds to the closed
operator ball[
B(H)n]−1 := {(X1, . . . ,Xn) ∈ B(H)n: I −X1X∗1 − · · · −XnX∗n  0}
and its study has generated a free analogue of Sz.-Nagy–Foias theory (see [10,13,19,23,30–43,46,
47], etc.). The commutative case, which corresponds to the subvariety of [B(H)n]1 determined
by the commutators ZiZj − ZjZi , i, j = 1, . . . , n, was considered by Drurry [20], extensively
studied by Arveson [7,8], and considered by the author [39] in connection with noncommutative
Poisson transforms. More general subvarieties in [B(H)n]1, determined by classes of noncom-
mutative polynomials, were considered by the author in [43,46]. The study of the unit ball
[B(H)n]1 was extended, in [45], to noncommutative domains Dmp (H) (respectively subvarieties)
when m = 1, n 1, and p is any positive regular noncommutative polynomial (respectively free
holomorphic function in the sense of [44]).
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and p is any positive regular noncommutative polynomial. What makes the case m  2 quite
different from the case m = 1 is that Dmp (H) is not a ball-like domain, when m  2. This can
be seen even in the single variable case (n = 1) (see [1,2,26,27]). We introduce a class of non-
commutative Berezin transforms associated with any n-tuple of operators in Dmp (H). The study
of these transforms and their boundary behavior leads to Fatou type results, functional calculi,
and a model theory for n-tuples of operators in Dmp (H). Our results extend to noncommutative
varieties Vm
p,Q(H) generated by classes Q of noncommutative polynomials, i.e.,
Vmp,Q(H) :=
{
(X1, . . . ,Xn) ∈ Dmp (H): q(X1, . . . ,Xn) = 0, q ∈Q
}
.
In Section 1, we associate with each m,n ∈ {1,2, . . .} and each positive regular noncommu-
tative polynomial p = p(Z1, . . . ,Zn) =∑aαZα , a noncommutative domain Dmp (H) ⊂ B(H)n
and a unique n-tuple (W1, . . . ,Wn) of weighted shifts acting on the full Fock space F 2(Hn) with
n generators. They will play the role of the universal model for the elements of Dmp (H). We
also introduce the n-tuple (Λ1, . . . ,Λn) associated with Dmp (H), which turns out to be the uni-
versal model associated with the noncommutative domain Dm
p˜
(H), where p˜ = p˜(Z1, . . . ,Zn) =∑
aα˜Zα and α˜ denotes the reverse of α = gi1 · · ·gik , i.e., α˜ := gik · · ·gi1 .
In Section 2, we introduce a noncommutative Berezin transform BT associated with each n-
tuple of operators T := (T1, . . . , Tn) ∈ Dmp (H) with the joint spectral radius rp(T1, . . . , Tn) < 1.
More precisely, the map BT :B(F 2(Hn)) → B(H) is defined by〈
BT [g]x, y
〉
:=
〈(
I −
∑
|α|1
aα˜Λ
∗
α ⊗ Tα˜
)−m(
g ⊗Δ2T ,m,p
)(
I −
∑
|α|1
aα˜Λα ⊗ T ∗α˜
)−m
(1 ⊗ x), 1 ⊗ y
〉
,
where ΔT,m,p := [(1−p)m(T ,T ∗)]1/2 and x, y ∈H. We remark that in the particular case when:
m = 1, n = 1, p = Z, H = C, and T = λ ∈ D, we recover the Berezin transform [12] of a
bounded linear operator on the Hardy space H 2(D), i.e.,
Bλ[g] =
(
1 − |λ|2)〈gkλ, kλ〉, g ∈ B(H 2(D)),
where kλ(z) := (1 − λz)−1 and z,λ ∈ D. The noncommutative Berezin transform will play an
important role in this paper.
First, we show that the Berezin transform has an extension B˜T : B(F 2(Hn)) → B(H) to any
n-tuple T ∈ Dmp (H). This is used to prove that the restriction of B˜T to the operator system S :=
span{WαW ∗β ; α,β ∈ F+n } is a unital completely contractive linear map such that
B˜T
[
WαW
∗
β
]= TαT ∗β , α,β ∈ F+n ,
when T := (T1, . . . , Tn) ∈ Dmp (H) is a pure n-tuple of operators (i.e. pk(T ,T ∗) → 0 strongly
as k → ∞). We obtain a similar result for n-tuple of operators with the radial property, i.e.,
(rT1, . . . , rTn) ∈ Dmp (H) for any r ∈ (δ,1] and some δ ∈ (0,1). In this case, we show that
Ψ (g) := lim BrT [g], g ∈ S,
r→1
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B(H) such that Ψ (WαW ∗β ) = TαT ∗β , α,β ∈ F+n .
In Section 3, we introduce the Hardy algebra F∞n (Dmp ) (respectively R∞n (Dmp )) associated
with the noncommutative domain Dmp and prove some basic properties. We mention that an n-
tuple of operators T := (T1, . . . , Tn) ∈ Dmp (H) is called completely non-coisometric (c.n.c.) if
there is no vector h ∈ H, h 
= 0, such that 〈pk(T ,T ∗)h,h〉 = ‖h‖2 for any k = 1,2, . . . . The
main result of Section 3 is an F∞n (Dmp )-functional calculus for (c.n.c.) n-tuples of operators in
the noncommutative domain Dmp (H). More precisely, we show that if T := (T1, . . . , Tn) is a
c.n.c. n-tuple of operators in a noncommutative domain Dmp (H) with the radial property, then
Φ(g) := SOT- lim
r→1g(rT1, . . . , rTn), g = g(W1, . . . ,Wn) ∈ F
∞
n
(
Dmp
)
,
exists in the strong operator topology and defines a map Φ :F∞n (Dmp ) → B(H) with the following
properties:
(i) Φ(g) = SOT- limr→1 BrT [g], where BrT is the Berezin transform at rT ∈ Dmp (H);
(ii) Φ is WOT-continuous (respectively SOT-continuous) on bounded sets;
(iii) Φ is a unital completely contractive homomorphism.
In Section 4, we find all the eigenvectors for W ∗1 , . . . ,W ∗n , where (W1, . . . ,Wn) is the uni-
versal model associated with the noncommutative domain Dmp . As consequences, we identify
the w∗-continuous multiplicative linear functional on the Hardy algebra F∞n (Dmp ) and find the
joint right spectrum of (W1, . . . ,Wn). We introduce the symmetric weighted Fock space F 2s (Dmp )
and identify it with H 2(D1f,◦(C)), the reproducing kernel Hilbert space with reproducing kernel
Kp : D1p,◦(C)× D1p,◦(C) → C defined by
Kp(μ,λ) := 1
(1 −∑aαμαλα)m for all λ,μ ∈ D1p,◦(C),
where
D1p,◦(C) :=
{
λ = (λ1, . . . , λn) ∈ Cn:
∑
aα|λα|2 < 1
}
⊂ Dmp (C),
λα := λi1 · · ·λim if α = gi1 · · ·gim ∈ F+n , and λg0 = 1.
We show that the algebra H∞(D1p,◦(C)) of all multipliers of the Hilbert space H 2(D1p,◦(C))
is reflexive and coincides with the weakly closed algebra generated by the identity and the mul-
tipliers Mλ1, . . . ,Mλn by the coordinate functions. Moreover, the multipliers Mλ1, . . . ,Mλn can
be identified with the operators L1, . . . ,Ln, where
Li := PF 2s (Dmp )Wi |F 2s (Dmp ), i = 1, . . . , n,
and (W1, . . . ,Wn) is the universal model associated with the noncommutative domain Dmp . Sec-
tion 4 will play an important role in connecting the results of the present paper to analytic function
theory on Reinhardt domains in Cn, as well as, to model theory for commuting n-tuples of oper-
ators.
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p,Q(H) ⊂ Dmp (H) determined by sets
Q of noncommutative polynomials. We associate with each such a variety a universal model
(B1, . . . ,Bn) ∈ Vmp,Q(NQ), which is the compression of (W1, . . . ,Wn) to an appropriate sub-
spaceNQ of the full Fock space F 2(Hn). We introduce the constrained noncommutative Berezin
transform BcT :B(NQ) → B(H) and use it to obtain analogues of the results of Section 2, for sub-
varieties. We also show that, if the constants belong to the subspace NQ, then the C∗-algebra
C∗(B1, . . . ,Bn) is irreducible and all the compacts operators in B(NQ) are contained in the op-
erator space span{BαB∗β : α,β ∈ F+n }. These results are vital for the development of model theory
on noncommutative varieties.
In Section 6, we obtain dilation and model theorems for the elements of the noncommutative
variety Vm
p,Q(H). First, we prove that an n-tuple of operators T := (T1, . . . , Tn) ∈ B(H)n is a
pure element of Vm
p,Q(H) if and only if
T ∗i =
(
B∗i ⊗ ID
)∣∣H, i = 1, . . . , n,
where H is an invariant subspace under each operator B∗i ⊗ ID , i = 1, . . . , n, D := Δp,m,TH,
and Δp,m,T := [(1 − p)m(T ,T ∗)]1/2.
When (T1, . . . , Tn) ∈ Vmp,Q(H) is an n-tuple of operators (on a separable Hilbert space H)
with the radial property and Q is a set of homogeneous noncommutative polynomials, we
show that there exists a ∗-representation π :C∗(B1, . . . ,Bn) → B(Kπ ) on a separable Hilbert
space Kπ , which annihilates the compact operators and
p
(
π(B),π(B)∗
)= IKπ , where π(B) := (π(B1), . . . , π(Bn)),
such that T ∗i = V ∗i |H for i = 1, . . . , n, where the operators
Vi :=
[
Bi ⊗ ID 0
0 π(Bi)
]
, i = 1, . . . , n,
are acting on the Hilbert space K˜ := (NQ ⊗ D) ⊕ Kπ and H is identified with a ∗-cyclic co-
invariant subspace of K˜ under each operator Vi , i = 1, . . . , n.
In the single variable case, when m  2, n = 1, p = Z, and Q = 0, the corresponding vari-
ety coincides with the set of all m-hypercontractions studied by Agler in [1,2], and recently by
Olofsson [26,27]. When m 2, n 2, p = Z1 + · · · + Zn, and Q= 0, the elements of the cor-
responding domain Dmp (H) can be seen as multivariable noncommutative analogues of Agler’s
m-hypercontractions.
In the particular case when Qc coincides with the set of polynomials ZiZj − ZjZi , i, j =
1, . . . , n, we can combine the results of Sections 4 and 6 to recover several results concerning
model theory for commuting n-tuples of operators. The case m 2, n 2, p = Z1 + · · · + Zn,
and Q =Qc, was studied by Athavale [9], Müller [24], Müller, Vasilescu [25], Vasilescu [52],
and Curto, Vasilescu [14]. Some of these results concerning model theory were extended by
S. Pott [48] to positive regular polynomials in commuting indeterminates.
We should mention that most of the results of this paper are presented in a more general set-
ting, namely, when the polynomial p is replaced by a positive regular free holomorphic function
(see Section 1 for terminology). In a future paper, we expect to use these results to obtain func-
tional models for the elements of the noncommutative domain Dmp (H) (respectively subvariety
Vm (H)), based on characteristic functions.
p,Q
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In this section, we associate with each positive regular free holomorphic function f on
[B(H)n]ρ , ρ > 0, and each m,n ∈ {1,2, . . .}, a noncommutative domain Dmf (H) ⊂ B(H)n and
a unique n-tuple (W1, . . . ,Wn) of weighted shifts. This n-tuple of operators will play the role
of the universal model for the elements of Dmf (H). We also introduce the n-tuple (Λ1, . . . ,Λn)
associated with Dmf (H), which turns out to be the universal model for the elements of the non-
commutative domain Dm
f˜
.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en,
where n ∈ {1,2, . . .}. We consider the full Fock space of Hn defined by
F 2(Hn) :=
⊕
k0
H⊗kn ,
where H⊗0n := C1 and H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left
creation operators Si :F 2(Hn) → F 2(Hn), i = 1, . . . , n, by
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn),
and the right creation operators Ri :F 2(Hn) → F 2(Hn), i = 1, . . . , n, by Riϕ := ϕ ⊗ ei , ϕ ∈
F 2(Hn).
The algebra F∞n and its norm closed version, the noncommutative disc algebra An, were
introduced by the author [34] in connection with a multivariable noncommutative von Neu-
mann inequality. F∞n is the algebra of left multipliers of F 2(Hn) and can be identified with
the weakly closed (or w∗-closed) algebra generated by the left creation operators S1, . . . , Sn act-
ing on F 2(Hn), and the identity. The noncommutative disc algebraAn is the norm closed algebra
generated by S1, . . . , Sn, and the identity. For basic properties concerning the noncommutative
analytic Toeplitz algebra F∞n we refer to [4,15–18,32,33,35–37,39].
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length
of α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · ·gik , where i1, . . . , ik ∈{1, . . . , n}. If X := (X1, . . . ,Xn) ∈ B(H)n, where B(H) is the algebra of all bounded linear
operators on the Hilbert space H, we denote Xα := Xi1 · · ·Xik and Xg0 := IH.
We say that f = f (X1, . . . ,Xn) :=∑α∈F+n aαXα , aα ∈ C, is a free holomorphic function on
the noncommutative ball [B(H)n]ρ for some ρ > 0, where[
B(H)n]
ρ
:= {(X1, . . . ,Xn) ∈ B(H)n: ∥∥X1X∗1 + · · · +XnX∗n∥∥< ρ},
if the series
∑∞
k=0
∑
|α|=k aαXα is convergent in the operator norm topology for any (X1, . . . ,
Xn) ∈ [B(H)n]ρ . According to [44], f is a free holomorphic function on [B(H)n]ρ if and only
if
lim sup
k→∞
( ∑
|α|=k
|aα|2
)1/2k
 1
ρ
.
Throughout this paper, we assume that aα  0 for any α ∈ F+n , ag0 = 0, and agi > 0, i = 1, . . . , n.
A function f satisfying all these conditions on the coefficients is called a positive regular free
holomorphic function on [B(H)n]ρ for some ρ > 0.
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representation f (X1, . . . ,Xn) :=∑α∈F+n aαXα , aα ∈ C. Then there exists r ∈ (0,1) such that‖f (rS1, . . . , rSn)‖ < 1 and, for any m = 1,2, . . . ,
[
1 − f (rS1, . . . , rSn)
]−m = ∞∑
k=0
∑
|α|=k
b(m)α r
|α|Sα,
where b(m)g0 = 1 and
b(m)α =
|α|∑
j=1
∑
γ1···γj=α
|γ1|1,...,|γj |1
aγ1 · · ·aγj
(
j +m− 1
m− 1
)
if |α| 1. (1.1)
Proof. Due to the Schwartz type lemma for free holomorphic functions on the open unit ball
[B(H)n]1 (see [44]), there exists r > 0 such that f (rS1, . . . , rSn) is in the noncommutative
disc algebra An and ‖f (rS1, . . . , rSn)‖ < 1. Therefore, the operator I − f (rS1, . . . , rSn) is in-
vertible with its inverse g(rS1, . . . , rSn) := [I − f (rS1, . . . , rSn)]−1 in An ⊂ F∞n . Assume that
g(rS1, . . . , rSn) has the Fourier representation
∑
α∈F+n b
(1)
α r
|α|Sα for some constants b(1)α ∈ C.
Consequently, using the fact that r |α|b(1)α = PCS∗αg(rS1, . . . , rSn)(1), we deduce that
g(rS1, . . . , rSn) = I + f (rS1, . . . , rSn)+ f (rS1, . . . , rSn)2 + · · ·
= I +
∞∑
k=1
∑
|α|=k
( |α|∑
j=1
∑
γ1···γj=α
|γ1|1,...,|γj |1
aγ1 · · ·aγj
)
r |α|Sα.
Due to the uniqueness of the Fourier representation of the elements in F∞n , we deduce relation
(1.1), when m = 1. Now, we proceed by induction over m. Assume that relation (1.1) holds for
m and let us prove it for m+ 1. Notice that
[
I − f (rS1, . . . , rSn)
]−(m+1)
= [I − f (rS1, . . . , rSn)]−m[I − f (rS1, . . . , rSn)]−1
=
{
I +
∑
|ω|1
[ |ω|∑
j=1
∑
ξ1···ξj=ω
|ξ1|1,...,|ξj |1
aξ1 · · ·aξj
(
j +m− 1
m− 1
)]
r |ω|Sω
}
×
{
I +
∑
|σ |1
[ |σ |∑
k=1
∑
1···k=σ|1|1,...,|k |1
a1 · · ·ak
]
r |σ |Sσ
}
= I +
∑
|γ |1
[ |γ |∑
k=1
∑
1···k=γ|1|1,...,|k |1
a1 · · ·ak +
|γ |∑
j=1
∑
ξ1···ξj=γ
|ξ |1,...,|ξ |1
aξ1 · · ·aξj
(
j +m− 1
m− 1
)
1 j
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ωσ=γ
|ω|1,|σ |1
|ω|∑
j=1
|σ |∑
k=1
∑
ξ1···ξj=γ
|ξ1|1,...,|ξj |1
×
∑
1···k=γ|1|1,...,|k |1
(
j +m− 1
m− 1
)
aξ1 · · ·aξj a1 · · ·ak
]
r |γ |Sγ .
If we look closer to the sums in the brackets, we notice that each product aη1 · · ·aηp , where
η1 · · ·ηp = γ with η1, . . . , ηp ∈ F+n and |η1|  1, . . . , |ηp|  1, occurs p + 1 times. This is be-
cause
aη1 · · ·aηp
=
⎧⎨⎩
a1 · · ·ak if (η1, . . . , ηp) = (1, . . . , k),
aξ1 · · ·aξj a1 · · ·ak if (η1, . . . , ηp) = (ξ1, . . . , ξj , 1, . . . , k) and j = 1, . . . , p − 1,
aξ1 · · ·aξj if (η1, . . . , ηp) = (ξ1, . . . , ξj ).
Moreover, at each occurrence, the product aη1 · · ·aηp has a coefficient which is equal to⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(
m− 1
m− 1
)
if (η1, . . . , ηp) = (1, . . . , k),(
j +m− 1
m− 1
)
if (η1, . . . , ηp) = (ξ1, . . . , ξj , 1, . . . , k) and j = 1, . . . , p − 1,(
p +m− 1
m− 1
)
if (η1, . . . , ηp) = (ξ1, . . . , ξj ).
Hence, we deduce that the coefficient of aη1 · · ·aηp is equal to
p∑
j=0
(
j +m− 1
m− 1
)
=
(
p +m
m
)
.
The latter equality can be easily deduced using the well-known relation(
j +m
m
)
=
(
j +m− 1
m
)
+
(
j +m− 1
m− 1
)
for any j = 1, . . . , p. Therefore, we have [I − f (rS1, . . . , rSn)]−(m+1) =∑|γ |1 b(m+1)γ r |γ |Sγ ,
where
b(m+1)γ =
|γ |∑
p=1
∑
η1···ηp=γ
|η1|1,...,|ηp |1
aη1 · · ·aηp
(
p +m
m
)
if |γ | 1.
This completes the induction and the proof. 
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the representation f (X1, . . . ,Xn) :=∑α∈F+n aαXα , aα ∈ C, and let g := 1 − (1 − f )m, m =
1,2, . . . , have the representation g(X1, . . . ,Xn) :=∑γ∈F+n c(m)γ Xγ , aγ ∈ C. Then the following
relations hold:
b
(m)
β =
∑
γα=β
α∈F+n ,|γ |1
b(m)α c
(m)
γ if |β| 1 and m = 1,2, . . . , (1.2)
and
b(m)α = b(m−1)α +
∑
γ σ=α
σ∈F+n ,|γ |1
b(m)σ aγ if m 2 and α ∈ F+n . (1.3)
Proof. Since{
I − [I − f (rS1, . . . , rSn)]m}[I − f (rS1, . . . , rSn)]−m = [I − f (rS1, . . . , rSn)]−m − I
and using Lemma 1.1, we have( ∞∑
k=0
∑
|α|=k
b(m)α r
|α|Sα
)( ∞∑
p=1
∑
|γ |=p
b(m)γ r
|γ |Sγ
)
=
∞∑
q=1
∑
|β|=q
b
(m)
β r
|β|Sβ.
Hence, using the uniqueness of the Fourier representation for the elements in F∞n , we obtain
relation (1.2). To prove (1.3), assume that m 2 and notice that[
I − f (rS1, . . . , rSn)
]−m − f (rS1, . . . , rSn)[I − f (rS1, . . . , rSn)]−m − I
= [I − f (rS1, . . . , rSn)]−m+1 − I.
Consequently, we have
∞∑
k=0
∑
|α|=k
b(m)α r
|α|Sα =
( ∞∑
q=1
∑
|γ |=q
b(m)γ r
|γ |Sγ
)( ∞∑
p=0
∑
|σ |=p
b(m)σ r
|σ |Sσ
)
+
∞∑
k=0
∑
|α|=k
b(m−1)α r |α|Sα.
Using again the uniqueness of the Fourier representation for the elements in F∞n , we deduce
relation (1.3). This completes the proof. 
According to Lemma 1.1, we have b(m)α > 0 for any α ∈ F+n and m = 1,2, . . . . We define now
the diagonal operators Di :F 2(Hn) → F 2(Hn), i = 1, . . . , n, by setting
Dieα :=
√√√√b(m)α
b
(m)
g α
eα, α ∈ F+n .
i
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b(m)giα 
∑
γ σ=giα
σ∈F+n , |γ |1
b(m)σ aγ  agi b(m)α .
Since agi > 0 for each i = 1, . . . , n, we deduce that
‖Di‖ = sup
α∈F+n
√√√√b(m)α
b
(m)
giα
 1√
agi
, i = 1, . . . , n.
Now we define the weighted left creation operators Wi :F 2(Hn) → F 2(Hn), i = 1, . . . , n, asso-
ciated with the positive regular free holomorphic f by setting Wi := SiDi , where S1, . . . , Sn are
the left creation operators on the full Fock space F 2(Hn). Therefore, we have
Wieα =
√
b
(m)
α√
b
(m)
giα
egiα, α ∈ F+n , (1.4)
where the coefficients b(m)α , α ∈ F+n , are given by relation (1.1).
Throughout this paper, we denote by id the identity map acting on the algebra of all bounded
linear operators an a Hilbert space.
Theorem 1.3. Let f be a positive regular free holomorphic function on [B(H)n]ρ , ρ > 0, and
m = 1,2, . . . . The weighted left creation operators W1, . . . ,Wn associated with f and m, and
defined by relation (1.4) have the following properties:
(i) ∑|β|1 aβWβW ∗β  I , where the convergence is in the strong operator topology;
(ii) (id − Φf,W )m(I) = PC, where PC is the orthogonal projection of F 2(Hn) on C, and the
map Φf,W : B(F 2(Hn)) → B(F 2(Hn)) is defined by
Φf,W (X) =
∑
|α|1
aαWαXW
∗
α ,
where the convergence is in the weak operator topology;
(iii) limp→∞ Φpf,W (I) = 0 in the strong operator topology;
(iv) ∑β∈F+n b(m)β Wβ [(id −Φf,W )m(I)]W ∗β = I , where the coefficients b(m)β are defined by (1.1),
and the convergence is in the strong operator topology.
Proof. Using relation (1.1), a simple calculation reveals that
Wβeγ =
√
b
(m)
γ√
b
(m)
eβγ and W ∗β eα =
⎧⎨⎩
√
b
(m)
γ√
b
(m)
α
eγ if α = βγ, (1.5)
βγ 0 otherwise
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WβW
∗
β eα =
{
b
(m)
γ
b
(m)
α
eα if α = βγ,
0 otherwise.
(1.6)
Since the case m = 1 was considered in [45], we assume that m 2. Notice that(
I −
∑
1|β|N
aβWβW
∗
β
)
eα = 1
b
(m)
α
KN,αeα,
where KN,α = b(m)α if α = g0, and
KN,α = b(m)α −
∑
βγ=α, 1|β|N
aβb
(m)
γ if |α| 1.
Due to relation (1.3), if 1 |α|N , we have
KN,α = b(m−1)α  b(m)α .
On the other hand, since aβ  0, b(m)γ  0 for any α,γ ∈ F+n , we have KN,α  b(m)α if |α|  1.
Hence, we deduce that 0  KN,α  b(m)α , whenever |α| > N . On the other hand, notice that
if 1  N1  N2  |α|, then KN2,α  KN1,α . Consequently, {I −
∑
1|β|N aβWβW ∗β }∞N=1 is
a decreasing sequence of positive diagonal operators which converges in the strong operator
topology. Hence, we deduce that
∑
|β|1 aβWβW ∗β  I , where the convergence is in the strong
operator topology.
We prove now part (ii). By (1.6), the subspaces Ceα , α ∈ F+n , are invariant under WβW ∗β ,
β ∈ F+n , and, therefore, they are also invariant under (id−Φf,W )m(I). Consequently, it is enough
to show that (id −Φf,W )m(I)1 = 1 and〈
(id −Φf,W )m(I)eα, eα
〉= 0
for any α ∈ F+n with |α|  1. The first equality is obvious due to (1.6). Using Lemma 1.2, we
deduce that
〈
(id −Φf,W )m(I)eα, eα
〉= 〈eα − ∑
|β|1
c
(m)
β WβW
∗
β eα, eα
〉
= 1
b
(m)
α
(
b(m)α −
∑
βγ=α, |β|1
c
(m)
β b
(m)
γ
)
= 0
if α ∈ F+n with |α| 1. Therefore, (id −Φf,W )m(I) = PC.
To prove part (iii), notice that relation (1.6) implies Φpf,W (I)eα = 0 if p > |α|. This shows
that limp→∞ Φpf,W (I)eα = 0 for any α ∈ F+n . By part (i), we have ‖Φpf,W (I)‖ 1 for any p ∈ N.
Now item (iii) follows.
1014 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057It remains to prove (iv). To this end, notice that
PCW
∗
β eα =
{ 1√
bβ
if α = β,
0 otherwise,
(1.7)
and therefore
∑
β∈F+n bβWβPCW
∗
β eα = eα . Using part (ii), we complete the proof. 
We can also define the weighted right creation operators Λi : F 2(Hn) → F 2(Hn) by setting
Λi := RiGi , i = 1, . . . , n, where R1, . . . ,Rn are the right creation operators on the full Fock
space F 2(Hn) and each diagonal operator Gi , i = 1, . . . , n, is defined by
Gieα :=
√√√√b(m)α
b
(m)
αgi
eα, α ∈ F+n ,
where the coefficients b(m)α , α ∈ F+n , are given by relation (1.1). In this case, we have
Λβeγ =
√
b
(m)
γ√
b
(m)
γ β˜
eγ β˜ and Λ
∗
βeα =
⎧⎨⎩
√
b
(m)
γ√
b
(m)
α
eγ if α = γ β˜,
0 otherwise
(1.8)
for any α,β ∈ F+n , where β˜ denotes the reverse of β = gi1 · · ·gik , i.e., β˜ = gik · · ·gi1 . Using
Lemma 1.2 and (1.8), we deduce that(
I −
∑
1|β|N
aβ˜ΛβΛ
∗
β
)
eα = 1
b
(m)
α
K˜N,αeα,
where K˜N,α = b(m)α if α = g0, and
K˜N,α = b(m)α −
∑
γ β˜=α, 1|β˜|N
aβ˜b
(m)
γ if |α| 1.
As in the case of weighted left creation operators, one can show that∑
|β|1
aβ˜ΛβΛ
∗
β  I and (id −Φf˜ ,Λ)m(I) = PC, (1.9)
where f˜ (X1, . . . ,Xn) := ∑|α|1 aα˜Xα , α˜ denotes the reverse of α, and Φf˜ ,Λ(X) :=∑
|α|1 aα˜ΛαXΛ∗α , X ∈ B(F 2(Hn)), with the convergence is in the weak operator topology.
Since
PCΛ
∗
βeα =
{ 1√
b
(m)
α
if α = β˜,
0 otherwise,
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β∈F+n
b
(m)
β˜
Λβ
[
(id −Φ
f˜ ,Λ
)m(I)
]
Λ∗β = I,
where the convergence is in the strong operator topology. Therefore, we obtain a result similar to
Theorem 1.3 for the n-tuple (Λ1, . . . ,Λn).
A linear map ϕ :B(H) → B(H) is called power bounded if there exists a constant M > 0 such
that ‖ϕk‖M for any k ∈ N := {1,2, . . .}.
Lemma 1.4. Let ϕ :B(H) → B(H) be a power bounded, positive linear map and let D ∈ B(H)
be a positive operator. If m ∈ N, then
(id − ϕ)m(D) 0 if and only if (id − ϕ)k(D) 0, k = 1,2, . . . ,m.
Proof. One implication is obvious. Assume that m 2 and (id−ϕ)m(D) 0. Due to the identity
(id − ϕ)k(D) =
k∑
p=0
(−1)p
(
k
p
)
ϕp(D), k ∈ N,
and the fact that ϕ is a positive linear map, we deduce that xj := 〈ϕj (id − ϕ)m−1(D)h,h〉 is a
real number for any h ∈H and j = 0,1, . . . . Note that, we have
xj − xj+1 =
〈
ϕj (id − ϕ)m(D)h,h〉 0.
Therefore, {xj }∞j=0 is a decreasing sequence of real numbers.
On the other hand, using the fact that ϕ is a power bounded linear map, there exists a constant
M > 0 such that ‖ϕk‖M for any k ∈ N. Therefore, we have∣∣∣∣∣
p∑
j=0
xj
∣∣∣∣∣=
∣∣∣∣∣
p∑
j=0
〈(
ϕj − ϕj+1)(id − ϕ)m−2(D)h,h〉∣∣∣∣∣
= ∣∣〈(id − ϕ)m−2(D)h,h〉− 〈ϕp+1(id − ϕ)m−2(D)h,h〉∣∣

∣∣〈(id − ϕp+1)(id − ϕ)m−2(D)h,h〉∣∣
 (1 +M)∥∥(id − ϕ)m−2(D)∥∥‖h‖2 < ∞
for any p = 0,1, . . . . Hence, we deduce that xj  0 for any j = 0,1, . . . . In particular, we have
x0 := 〈(id − ϕ)m−1(D)h,h〉  0 for any h ∈H. Therefore, (id − ϕ)m−1(D)  0. Iterating this
process, one can show that (id −ϕ)k(D) 0 for any k = 1,2, . . . ,m. The proof is complete. 
Corollary 1.5. If ϕ is a positive linear map on B(H) such that ϕ(I) I and (id − ϕ)m(I) 0
for some m ∈ N, then
0 (id − ϕ)m(I) (id − ϕ)m−1(I ) · · · (id − ϕ)(I ) I.
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we define the noncommutative domain
Dmf (H) :=
{
X := (X1, . . . ,Xn) ∈ B(H)n: (id −Φf,X)k(I ) 0 for 1 k m
}
,
where Φf,X :B(H) → B(H) is defined by Φf,X(Y ) := ∑|α|1 aαXαYX∗α , Y ∈ B(H), and
the convergence is in the week operator topology. For the next result, we need to denote by
(W
(f )
1 , . . . ,W
(f )
n ) the weighted left creation operators (W1, . . . ,Wn) associated with D(m)f . The
notation (Λ(f )1 , . . . ,Λ
(f )
n ) is now clear.
Theorem 1.6. Let (W(f )1 , . . . ,W
(f )
n ) (respectively (Λ(f )1 , . . . ,Λ(f )n )) be the weighted left (re-
spectively right) creation operators associated with the noncommutative domain Dmf . Then thefollowing statements hold:
(i) (W(f )1 , . . . ,W
(f )
n ) ∈ Dmf (F 2(Hn));
(ii) (Λ(f )1 , . . . ,Λ(f )n ) ∈ Dmf˜ (F 2(Hn));
(iii) U∗Λ(f )i U = W(f˜ )i , i = 1, . . . , n, where U ∈ B(F 2(Hn)) is the unitary operator defined by
equation Ueα := eα˜ , α ∈ F+n ;
(iv) W(f )i Λ(f )j = Λ(f )j W(f )i for i, j = 1, . . . , n.
Proof. Items (i) and (ii) follow from Theorem 1.3, Lemma 1.4, and relation (1.9). Using relation
(1.5) when f is replaced by f˜ , we obtain
W
(f˜ )
i eγ =
√
b
(m)
γ˜√
b
(m)
γ˜ gi
egiγ .
On the other hand, due to relation (1.8), we deduce that
U∗Λ(f )i Ueγ = U∗
(√
b
(m)
γ˜√
b
(m)
γ˜ gi
eγ˜ gi
)
=
√
b
(m)
γ˜√
b
(m)
γ˜ gi
egiγ .
Therefore, U∗Λ(f )i U = W(f˜ )i , i = 1, . . . , n.
Now, using relation (1.4), (1.8), we obtain
ΛjW
(f )
i eα =
√
b
(m)
α√
b
(m)
giα
Λ
(f )
j (egiα) =
√
b
(m)
α√
b
(m)
giαgj
egiαgj
for any α ∈ F+n and i, j = 1, . . . , n. Similar calculations reveal that Λ(f )j W(f )i eα = W(f )i Λ(f )j eα ,
which proves (iv). The proof is complete. 
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In this section, we introduce a noncommutative Berezin transform associated with each n-
tuple of operators T := (T1, . . . , Tn) in the noncommutative domain Dmf (H), and present some
of its basic properties.
Let f be a positive regular free holomorphic function on a noncommutative ball [B(H)n]ρ ,
ρ > 0, with representation f (X1, . . . ,Xn) :=∑|α|1 aαXα . Let T := (T1, . . . , Tn) ∈ B(H)n be
an n-tuple of operators such that the series
∑
|α|1 aαTαT ∗α is WOT-convergent, and consider the
bounded linear map Φf,T :B(H) → B(H), given by
Φf,T (X) :=
∑
|α|1
aαTαXT
∗
α , X ∈ B(K), (2.1)
where the convergence is in the week operator topology. The joint spectral radius of T ∈ Dmf (H)
is defined by
rf (T1, . . . , Tn) := lim
k→∞
∥∥Φkf,T (I )∥∥1/2k.
We recall that the model n-tuple (Λ1, . . . ,Λn) associated with Dmf was defined in Section 1.
According to the results of that section, the series
∑
|α|1 aα˜ΛαΛ∗α is SOT-convergent and, there-
fore, so is the series
∑
|α|1 aα˜Λα ⊗ T ∗α˜ . Notice also that∥∥∥∥∑
|α|1
aα˜Λα ⊗ T ∗α˜
∥∥∥∥ ∥∥∥∥∑
|α|1
aα˜ΛαΛ
∗
α
∥∥∥∥∥∥∥∥∑
|α|1
aα˜Tα˜T
∗
α˜
∥∥∥∥
and ∥∥∥∥( ∑
|α|1
aα˜Λα ⊗ T ∗α˜
)k∥∥∥∥ ∥∥Φkf˜ ,Λ(I )∥∥1/2∥∥Φkf,T (I )∥∥1/2, k ∈ N, (2.2)
where f˜ (X1, . . . ,Xn) :=∑|α|1 aα˜Xα and Φf˜ ,Λ(Y ) :=∑|α|1 aα˜ΛαYΛ∗α . Hence, we deduce
that
r
( ∑
|α|1
aα˜Λα ⊗ T ∗α˜
)
 r
f˜
(Λ1, . . . ,Λn)rf (T1, . . . , Tn),
where r(A) denotes the usual spectral radius of an operator A. Due to the results of Section 1,
we have ‖Φ
f˜ ,Λ
(I )‖ 1, which implies r
f˜
(Λ1, . . . ,Λn) 1. Consequently, we have
r
( ∑
|α|1
aα˜Λα ⊗ T ∗α˜
)
 rf (T1, . . . , Tn).
Therefore, if rf (T1, . . . , Tn) < 1, then the operator(
I −
∑
|α|1
aα˜Λα ⊗ T ∗α˜
)−1
=
∞∑
k=0
( ∑
|α|1
aα˜Λα ⊗ T ∗α˜
)k
(2.3)
is well defined, where the convergence is in the operator norm topology.
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tative Berezin transform at T as the map BT : B(F 2(Hn)) → B(H) defined by〈
BT [g]x, y
〉 := 〈(I − ∑
|α|1
aα˜Λ
∗
α ⊗ Tα˜
)−m(
g ⊗Δ2T ,m,f
)
×
(
I −
∑
|α|1
aα˜Λα ⊗ T ∗α˜
)−m
(1 ⊗ x),1 ⊗ y
〉
, (2.4)
where ΔT,m,f := [(id−Φf,T )m(I )]1/2 and x, y ∈H. We remark that in the particular case when:
n = 1, m = 1, f (X) = X,H= C, and T = λ ∈ D, we recover the Berezin transform of a bounded
linear operator on the Hardy space H 2(D), i.e.,
Bλ[g] =
(
1 − |λ|2)〈gkλ, kλ〉, g ∈ B(H 2(D)),
where kλ(z) := (1 − λz)−1 and z,λ ∈ D.
The noncommutative Berezin transform will play an important role in this paper. We will
present some of its basic properties in this section. First, we need a few preliminary results about
positive linear maps on B(H).
Lemma 2.1. Let ϕ :B(H) → B(H) be a linear map and k, q ∈ N. Then
q∑
p=0
(
p + k − 1
k − 1
)
ϕp(id − ϕ)k = id −
k−1∑
j=0
(
q + j
j
)
ϕq+1(id − ϕ)j . (2.5)
Proof. Since
∑q
p=0 ϕp(id − ϕ) = id − ϕq+1, Eq. (2.5) holds for k = 1. We proceed now by
induction over k. Assume that (2.5) holds for k = m. Since ϕ(id − ϕ) = (id − ϕ)ϕ and(
p +m
m
)
−
(
p +m− 1
m
)
=
(
p +m− 1
m− 1
)
,
we have
q∑
p=0
(
p +m
m
)
ϕp(id − ϕ)m+1
=
q∑
p=0
(
p +m
m
)
ϕp(id − ϕ)m −
q∑
p=0
(
p +m
m
)
ϕp+1(id − ϕ)m
= (id − ϕ)m +
q∑
p=1
[(
p +m
m
)
−
(
p +m− 1
m
)]
ϕp(id − ϕ)m −
(
q +m
m
)
ϕq+1(id − ϕ)m
=
q∑
p=0
(
p +m− 1
m− 1
)
ϕp(id − ϕ)m −
(
q +m
m
)
ϕq+1(id − ϕ)m.
Using the induction hypothesis, we complete the proof. 
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be a positive operator such that (id − ϕ)m(D)  0 for some m ∈ N. Then the following limit
exists for any h ∈H and k = 0,1, . . . ,m− 1:
lim
p→∞p
k
〈
ϕp(id − ϕ)k(D)h,h〉= { limp→∞〈ϕp(D)h,h〉 if k = 0,
0 if k = 1,2, . . . ,m− 1.
Proof. For each h ∈H, p = 0,1, . . . , and r = 0,1, . . . ,m, denote x(r)p := 〈ϕp(id − ϕ)r(D)h,h〉
and notice that, due to Lemma 1.4, x(r)p  0. When k = 0,1, . . . ,m − 1, using the same lemma,
we obtain
x(k)p − x(k)p+1 =
〈
ϕp(id − ϕ)k+1(D)h,h〉 0.
Therefore, {x(k)p }∞p=0 is a decreasing sequence of positive numbers. In particular, when k = 0, we
deduce that limp→∞〈ϕp(D)h,h〉 exists.
It remains to prove that
lim
p→∞p
k
〈
ϕp(id − ϕ)k(D)h,h〉= 0 (2.6)
for any k = 1, . . . ,m− 1. As an intermediate step, we will also prove that
∞∑
p=1
pr−1x(r)p < ∞ (2.7)
for r = 1, . . . ,m. Notice that this relation holds true if r = 1, due to the fact that the series
∞∑
p=1
〈
ϕp(id − ϕ)(D)h,h〉= 〈Dh,h〉 − lim
p→∞
〈
ϕp(D)h,h
〉
is convergent. We proceed now by induction over r . Assume that 1N m−1 and that relation
(2.7) holds for r = N , i.e., ∑∞p=1 pN−1x(N)p < ∞. We shall prove first that relation (2.6) holds
for k = N . Due to the Cauchy criterion, we have
yq := qN−1x(N)q + (q + 1)N−1x(N)q+1 + · · · + (2q − 1)N−1x(N)2q−1 → 0, as q → ∞.
Since {x(N)q }∞q=1 is a decreasing sequence of positive numbers, we have qNx(N)2q−1  yq . Now, it is
clear that (2q − 1)Nx(N)2q−1 → 0 as q → ∞. On the other hand, since (2q)Nx(N)2q  (2q)Nx(N)2q−1,
we have (2q)Nx(N)2q → 0 as q → ∞. Consequently, relation (2.6) holds for k = N .
Now, we prove that if (2.6) holds for k = N (where 1N m − 1) and relation (2.7) holds
for r = N , then (2.7) holds also for r = N + 1. Notice that
q∑
p=1
pNx(N+1)p =
q∑
p=1
pN
〈
ϕp(id − ϕ)N+1(D)h,h〉
=
q∑
rNx(N)r −
q∑
pNx
(N)
p+1r=1 p=1
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q∑
p=1
[
(p + 1)N − pN ]x(N)p+1 − (q + 1)Nx(N)q+1
 x(N)1 +N
q∑
p=1
(p + 1)N−1x(N)p+1 − (q + 1)Nx(N)q+1.
Using our assumptions, we conclude that (2.7) holds for r = N+1. This completes the proof. 
Let f be a positive regular free holomorphic function on a noncommutative ball [B(H)n]ρ ,
ρ > 0. In what follows we introduce the noncommutative Berezin kernel associated with any
n-tuple of operators T := (T1, . . . , Tn) in the noncommutative domain Dmf (H), and present some
of its basic properties.
Lemma 2.3. Let T := (T1, . . . , Tn) ∈ Dmf (H) and let K(m)f,T :H→ F 2(Hn) ⊗ Δf,m,T (H) be the
map defined by
K
(m)
f,T h :=
∑
α∈F+n
√
b
(m)
α eα ⊗Δf,m,T T ∗α h, h ∈H, (2.8)
where Δf,m,T := [(I − Φf,T )m(I )]1/2, the positive map Φf,T is defined by (2.1) and the coeffi-
cients b(m)α are given by (1.1). Then
(i) K(m)∗f,T K(m)f,T = IH −Qf,T , where Qf,T := SOT- limk→∞ Φkf,T (I );
(ii) K(m)f,T T ∗i = (W ∗i ⊗ IH)K(m)f,T , i = 1, . . . , n, where (W1, . . . ,Wn) is the n-tuple of weighted left
creation operators associated with the noncommutative domain Dmf .
Proof. Since Φf,T (I )  I and Φf,T (·) is a positive linear map, it is easy to see that
{Φpf,T (I )}∞p=1 is a decreasing sequence of positive operators and, consequently, Qf,T :=
SOT- limp→∞ Φpf,T (I ) exists. Due to relation (1.1) and using Lemma 2.1, we deduce that
〈∑
β∈F+n
b
(m)
β TβΔ
2
f,m,T T
∗
β h,h
〉
= 〈Δ2f,m,T h,h〉+ ∞∑
m=1
∑
|β|=m
〈
b
(m)
β TβΔ
2
f,m,T T
∗
β h,h
〉
= 〈Δ2f,m,T h,h〉+ ∞∑
m=1
∑
|β|=m
〈( |β|∑
j=1
(
j +m− 1
m− 1
) ∑
γ1···γj=β
|γ1|1,...,|γj |1
aγ1 · · ·aγj
)
× Tγ1···γjΔ2f,m,T T ∗γ1···γj h,h
〉
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p=1
(
p +m− 1
m− 1
) ∑
|α1|1,...,|αp |1
aα1 · · ·aαpTα1 · · ·TαpΔ2f,m,T T ∗αp · · ·T ∗α1
= lim
k→∞
k∑
p=0
(
p +m− 1
m− 1
)〈{
Φ
p
f,T
[
(I −Φf,T )m
]
(I )
}
h,h
〉
= ‖h‖2 − lim
k→∞
m−1∑
j=0
(
k + j
j
)〈
Φk+1f,T
[
(I −Φf,T )j
]
(I )h,h
〉
for any h ∈H. Now, applying Lemma 2.2 to Φf,T , we deduce that∑
β∈F+n
b
(m)
β TβΔ
2
f,m,T T
∗
β = IH −Qf,T . (2.9)
Due to the above calculations, we have∥∥K(m)f,T h∥∥2 = ∑
β∈F+n
b
(m)
β
〈
TβΔ
2
f,m,T T
∗
β h,h
〉= ‖h‖2 − ∥∥Q1/2f,T h∥∥2
for any h ∈H. Therefore, K(m)f,T is a contraction and
K
(m)∗
f,T K
(m)
f,T = IH −Qf,T . (2.10)
On the other hand, one can show that
K
(m)
f,T T
∗
i =
(
W ∗i ⊗ IH
)
K
(m)
f,T , i = 1, . . . , n, (2.11)
where (W1, . . . ,Wn) is the n-tuple of weighted left creation operators associated with the non-
commutative domain Dmf . Indeed, notice that, due to relation (1.5), we have
W ∗i eα =
⎧⎨⎩
√
b
(m)
γ√
b
(m)
α
eγ if α = giγ,
0 otherwise.
Hence, we deduce that
(
W ∗i ⊗ IH
)
K
(m)
f,T h =
∑
α∈F+n
√
b
(m)
α W
∗
i eα ⊗Δf,m,T T ∗α h
=
∑
γ∈F+n
√
b
(m)
giγ
√
b
(m)
γ√
b
(m)
giγ
eγ ⊗Δf,m,T T ∗giγ h
= K(m)f,T T ∗i h
for any h ∈H and i = 1, . . . , n, which proves our assertion. 
1022 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057We can define now the extended noncommutative Berezin transform B˜T at any T ∈ Dmf (H)
by setting
B˜T [g] := K(m)∗f,T (g ⊗ IH)K(m)f,T , g ∈ B
(
F 2(Hn)
)
, (2.12)
where the noncommutative Berezin kernel K(m)f,T :H→ F 2(Hn)⊗H is defined by
K
(m)
f,T h =
∑
α∈F+n
√
b
(m)
α eα ⊗Δf,m,T T ∗α h, h ∈H, (2.13)
the defect operator ΔT,m,f := [(id −Φf,T )m(I )]1/2, and the coefficients b(m)α , α ∈ F+n , are given
by relation (1.1).
Proposition 2.4. The noncommutative Berezin transforms B˜T and BT coincide for any n-tuple
of operators T := (T1, . . . , Tn) ∈ Dmf (H) with joint spectral radius rf (T1, . . . , Tn) < 1.
Proof. Due to Lemma 1.1 and relation (2.3), the operator (I −∑|α|1 aα˜Λα ⊗ T ∗α˜ )−m has the
Fourier representation is
∑
β∈F+n (Λβ ⊗ bβ˜T ∗β˜ ). Consequently, using relations (1.8) and (2.13),
we obtain
K
(m)
f,T h =
∑
α∈F+n
√
b
(m)
α eα ⊗Δf,m,T T ∗α h
= 1 ⊗Δf,m,T h+
∑
|β|1
b
(m)
β˜
Λβ(1)⊗Δf,m,T T ∗β˜ h
= (IF 2(Hn) ⊗ΔT,m,f )
(
I −
∑
|α|1
aα˜Λα ⊗ T ∗α˜
)−m
(1 ⊗ h)
for any h ∈H. Taking into account relations (2.4) and (2.12), we complete the proof. 
Let us recall some definitions concerning completely bounded maps on operator spaces. We
identify Mk(B(H)), the set of k × k matrices with entries in B(H), with B(H(k)), where H(k)
is the direct sum of k copies of H. If X is an operator space, i.e., a closed subspace of B(H),
we consider Mk(X ) as a subspace of Mk(B(H)) with the induced norm. Let X ,Y be operator
spaces and u :X → Y be a linear map. Define the map uk :Mk(X ) → Mk(Y) by
uk
([xij ]k) := [u(xij )]k.
We say that u is completely bounded if ‖u‖cb := supk1 ‖uk‖ < ∞. When ‖u‖cb  1 (respec-
tively uk is an isometry for any k  1) then u is completely contractive (respectively isometric).
We call u completely positive if uk is positive for all k  1. For more information on completely
bounded maps and the classical von Neumann inequality [53], we refer to [28,29].
Let f (X1, . . . ,Xn) := ∑|α|1 aαXα be a positive regular free holomorphic function on[B(H)n]ρ , ρ > 0, and let T := (T1, . . . , Tn) be an n-tuple of operators in the noncommuta-
tive domain Dm(H). Recall that the positive linear map Φf,T :B(H) → B(H) is defined byf
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proof of Lemma 2.3, we saw that Qf,T := SOT- limk→∞ Φkf,T (I ) exists. We call an n-tuple T
pure (or of class C·0) if Qf,T = 0. We remark that if ‖Φf,T (I )‖ < 1, then T is of class C·0.
This is due to the fact that ‖Φkf,T (I )‖  ‖Φf,T (I )‖k . Note also that, due to Theorem 1.6, the
model n-tuple W := (W1, . . . ,Wn) is in the noncommutative domain Dmf (F 2(Hn)) and, due to
Theorem 1.3, it is of class C·0.
We introduce the domain algebra An(Dmf ) associated with the noncommutative domain Dmf
to be the norm closure of all polynomials in the weighted left creation operators W1, . . . ,Wn and
the identity. Using the weighted right creation operators associated with Dmf , one can define the
corresponding domain algebra Rn(Dmf ).
Theorem 2.5. Let T := (T1, . . . , Tn) be a pure n-tuple of operators in the noncommuta-
tive domain Dmf (H). Then the restriction of the noncommutative Berezin transform B˜T to
span{WαW ∗β ; α,β ∈ F+n } is a unital completely contractive linear map such that
B˜T
[
WαW
∗
β
]= TαT ∗β , α,β ∈ F+n .
In particular, the restriction of B˜T to the domain algebra An(Dmf ) is a completely contractive
homomorphism.
Proof. According to Lemma 2.3, K(m)f,T is an isometry if and only if T := (T1, . . . , Tn) ∈ Dmf (H)
is a pure n-tuple. Part (ii) of the same lemma and relation (2.12) imply
B˜T
[
WαW
∗
β
]= K(m)∗f,T [WαW ∗β ⊗ IH)K(m)f,T = TαT ∗β , α,β ∈ F+n .
Now, one can easily deduce that B˜T is a unital completely contractive linear map. This completes
the proof. 
We say that an n-tuple of operators X := (X1, . . . ,Xn) ∈ Dmf (H) has the radial property with
respect to Dmf (H) if there exists δ ∈ (0,1) such that rX := (rX1, . . . , rXn) ∈ Dmf (H) for any
r ∈ (δ,1).
Proposition 2.6. Any noncommutative domain Dmf (H) contains a ball [B(H)n]γ , γ > 0, and,
therefore, n-tuples of operators with the radial property.
Proof. Since f = ∑|α|1 aαXα is a free holomorphic function on a certain ball [B(H)n]δ ,
δ > 0, we have lim supk→∞(
∑
|α|=k |aα|2)1/2k < ∞. Consequently, there exists a constant M > 0
such that |aα| Mk for any α ∈ F+n with |α| = k. Let r ∈ (0,1) be such that Mr < 1 and let
(X1, . . . ,Xn) ∈ [B(H)n]r . Then we have
∥∥Φf,X(I )∥∥ ∞∑
k=1
Mk
∥∥∥∥∑
|α|=k
XαX
∗
α
∥∥∥∥ ∞∑
k=1
Mkr2k = r
2M
1 − r2M ,
which converges to zero as r → 0. Since f k , k = 1, . . . ,m, is a free holomorphic function with
f k(0) = 0, a similar result holds. Therefore, there exists a ball [B(H)n]γ , γ > 0, such that
1024 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057‖Φf,X(I )‖, . . . ,‖Φfm,X(I )‖ are as small as needed for any X ∈ [B(H)n]γ . On the other hand,
we have Φkf,X(I ) = Φfk,X(I ) and
(id −Φf,X)m(I) = I −
m∑
k=1
(−1)k−1
(
m
k
)
Φfk,X(I ).
Now, it is clear that (I −Φf,X)m(I) 0 for any X in an appropriate ball [B(H)n]γ , γ > 0. The
proof is complete. 
We remark that one can easily prove that if p is a positive regular noncommutative polynomial
and T := (T1, . . . , Tn) ∈ B(H)n is such that (id − Φp,T )k  cI for some c > 0 and any 1 
k m, then (T1, . . . , Tn) ∈ Dmp (H) has the radial property.
The next result extends Theorems 3.7 and 3.8 from [39] to our more general setting. We only
sketch the proof.
Theorem 2.7. Let T := (T1, . . . , Tn) be an n-tuple of operators with the radial property in the
noncommutative domain Dmf (H) and let S := span{WαW ∗β ; α,β ∈ F+n }. Then there is a unital
completely contractive linear map Ψf,m,T :S → B(H) such that
Ψf,m,T (g) = lim
r→1 BrT [g], g ∈ S, (2.14)
where the limit exists in the norm topology of B(H), and
Ψf,m,T
(
WαW
∗
β
)= TαT ∗β , α,β ∈ F+n .
In particular, the restriction of Ψf,m,T to the domain algebraAn(Dmf ) is a completely contractive
homomorphism. If, in addition, T is a pure n-tuple, then
lim
r→1 BrT [g] = B˜T [g], g ∈ S.
Proof. Since 0 < r < 1, (rT1, . . . , rTn) ∈ Dmf (H) is a pure n-tuple. Indeed, it is enough to see
that Φkf,rT (I ) rkΦkf,T (I ) rkI for k ∈ N. Therefore, due to relation (2.10), Kf,rT is an isom-
etry. Now, Lemma 2.3 implies
K
(m)∗
f,rT
[
WαW
∗
β ⊗ IH
)
K
(m)
f,rT = r |α|+|β|TαT ∗β , α,β ∈ F+n . (2.15)
Hence, we deduce that ∥∥∥∥ ∑
α,β∈Λ
cα,βTαT
∗
β
∥∥∥∥ ∥∥∥∥ ∑
α,β∈Λ
cα,βWαW
∗
β
∥∥∥∥ (2.16)
for any finite set Λ ⊂ F+n and cα,β ∈ C. For each g ∈ S , let {qk(Wi,W ∗i )}∞k=0 be a se-
quence of polynomials of the form
∑
α,β∈Λ cα,βWαW ∗β which converges to g, as k → ∞.
Define Ψf,m,T (g) := limk→∞ qk(Ti, T ∗). The von Neumann type inequality (2.16) shows thati
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duce that Ψf,m,T is a unital completely contractive linear map. To prove the second part of the
theorem, one has to use the relation
BrT [g] = K(m)∗f,rT (g ⊗ IH)K(m)f,rT , g ∈ S,
and standard approximation arguments (see [39]). 
We say that a noncommutative domain Dmf has the radial property if each n-tuple X ∈ Dmf (H)
has the radial property, where H is a separable infinite-dimensional Hilbert space. Notice that,
if m = 1, then the noncommutative domain D1f has always the radial property. When m 1, we
have the following class of noncommutative domains with the radial property.
Example 2.8. If p(X1, . . . ,Xn) := a1X1 + · · · + anXn, ai > 0, then the noncommutative do-
main Dmp (H), m = 1,2, . . . , has the radial property. Indeed, let X := (X1, . . . ,Xn) ∈ Dmp (H),
0 < r  1, and note that
(id −Φp,rX)k(I ) =
[
(id −Φp,X)+ (1 − r)Φp,X
]k
(I )
=
k∑
j=0
(
k
j
)
(1 − r)k−jΦk−jp,X (id −Φp,X)j (I )
for any k = 1, . . . ,m. By Corollary 1.5, we have (id − Φp,X)j (I )  0 for j = 1, . . . ,m. Now,
using the fact that Φjp,X is a positive linear map, we deduce that (id − Φp,rX)k(I )  0 for j =
1, . . . ,m and r ∈ (0,1], which proves our assertion.
Assume that p is a regular positive noncommutative polynomial and Dmp is a noncommutative
domain with the radial property. Under these conditions, one can prove the following.
Corollary 2.9. An n-tuple of operators (T1, . . . , Tn) ∈ B(H)n is in the noncommutative domain
Dmp (H) if and only if there exists a completely positive linear map Ψ : C∗(W1, . . . ,Wn) → B(H)
such that Ψ (WαW ∗β ) = TαT ∗β , α,β ∈ F+n . In particular, the result holds if p = a1X1 +· · ·+anXn
with ai > 0.
Proof. The direct implication is due to Theorem 2.7 and Arveson’s extension theorem [5]. For
the converse, use Theorem 1.6, and notice that Ψ [(I − Φp,W )k(I )] = (I − Φf,p)k(I ) for k =
1, . . . ,m. 
3. The Hardy algebra F∞n (Dmf ) and a functional calculus
In this section, we introduce the Hardy algebra F∞n (Dmf ) (respectively R∞n (Dmf )) associated
with the noncommutative domain Dmf and present some basic properties. The main result is an
F∞n (Dmf )-functional calculus for completely noncoisometric n-tuples of operators in the non-
commutative domain Dmf .
Let f be a positive regular free holomorphic function on a noncommutative ball [B(H)n]ρ ,
ρ > 0, with representation f (X1, . . . ,Xn) := ∑|α|1 aαXα . As preliminaries, we need some
1026 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057inequalities concerning the coefficients b(m)α associated with f (see Section 1). According to
Lemma 1.1, if |α| 1 and |β| 1, then we have
b(m)α b
(m)
β =
|α|∑
j=1
|β|∑
k=1
(
j +m− 1
m− 1
)(
k +m− 1
m− 1
)
×
[ ∑
γ1···γj=α
|γ1|1,...,|γj |1
∑
σ1···σk=β|σ1|1,...,|σk |1
aγ1 · · ·aγj aσ1 · · ·aσk
]
and
b
(m)
αβ =
|α|+|β|∑
p=1
(
p +m− 1
m− 1
)[ ∑
1···p=αβ
|1|1,...,|p |1
a1 · · ·ap
]
.
Note that, for any j = 1, . . . , |α| and k = 1, . . . , |β|,(
j +m− 1
m− 1
)(
k +m− 1
m− 1
)
M|β|,m
(
j + k +m− 1
m− 1
)
,
where M|β|,m :=
( |β|+m−1
m−1
)
. A closer look at the above-mentioned equalities reveals that
b(m)α b
(m)
β M|β|,mb
(m)
αβ , α ∈ F+n . (3.1)
Similarly, we obtain
b(m)α b
(m)
β M|α|,mb
(m)
αβ , β ∈ F+n .
Let ϕ(W1, . . . ,Wn) =∑β∈F+n cβWβ be a formal sum with the property that
∑
β∈F+n
|cβ |2 1
b
(m)
β
< ∞,
where the coefficients bβ , β ∈ F+n , are given by relation (1.1). Using relations (1.5) and (3.1),
one can see that
∑
β∈F+n cβWβ(p) ∈ F 2(Hn) for any p ∈ P , where P is the set of all polynomial
in F 2(Hn). Indeed, for each γ ∈ F+n , we have
∑
β∈F+n cβWβ(eγ ) =
∑
β∈F+n cβ
√
b
(m)
γ
b
(m)
βγ
eβγ and, due
to inequality (3.1), we deduce that
∑
+
|cβ |2 b
(m)
γ
b
(m)
βγ
M|γ |,m
∑
+
|cβ |2 1
b
(m)
β
< ∞.
β∈Fn β∈Fn
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sup
p∈P, ‖p‖1
∥∥∥∥∑
β∈F+n
cβWβ(p)
∥∥∥∥< ∞,
then there is a unique bounded operator acting on F 2(Hn), which we denote by ϕ(W1, . . . ,Wn),
such that
ϕ(W1, . . . ,Wn)p =
∑
β∈F+n
cβWβ(p) for any p ∈ P .
The set of all operators ϕ(W1, . . . ,Wn) ∈ B(F 2(Hn)) satisfying the above-mentioned proper-
ties is denoted by F∞n (Dmf ). When f = X1 + · · · + Xn and m = 1, F∞n (Dmf ) coincides with
the noncommutative analytic Toeplitz algebra F∞n , which was introduced in [34] in connection
with a noncommutative multivariable von Neumann inequality. As in this particular case, one
can prove that F∞n (Dmf ) is a Banach algebra, which we call Hardy algebra associated with the
noncommutative domain Dmf .
In a similar manner, using the weighted right creation operators (Λ1, . . . ,Λn) associated
with Dmf , one can define the corresponding the Hardy algebra R∞n (D
m
f ). More precisely, if
g(Λ1, . . . ,Λn) =∑β∈F+n cβ˜Λβ is a formal sum with the property that ∑β∈F+n |cβ |2 1b(m)β < ∞,
where the coefficients b(m)α , α ∈ F+n , are given by relation (1.1), and such that
sup
p∈P, ‖p‖1
∥∥∥∥∑
β∈F+n
cβ˜Λβ(p)
∥∥∥∥< ∞,
then there is a unique bounded operator on F 2(Hn), which we denote by g(Λ1, . . . ,Λn), such
that
g(Λ1, . . . ,Λn)p =
∑
β∈F+n
cβ˜Λβ(p) for any p ∈P .
The set of all operators g(Λ1, . . . ,Λn) ∈ B(F 2(Hn)) satisfying the above-mentioned properties
is denoted by R∞n (Dmf ).
Proposition 3.1. Let f be a positive regular free holomorphic function on a noncommutative
ball [B(H)n]ρ , ρ > 0, and let Dmf be the associated noncommutative domain. Then the following
statements hold:
(i) F∞n (Dmf )′ = U∗(F∞n (Dmf˜ ))U = R∞n (Dmf ), where ′ stands for the commutant and U ∈
B(F 2(Hn)) is the unitary operator defined by Ueα = eα˜ , α ∈ F+n ;
(ii) F∞n (Dmf )′′ = F∞n (Dmf ) and R∞n (Dmf )′′ = R∞n (Dmf ).
Proof. Let (W(f )1 , . . . ,W
(f )
n ) (respectively (Λ(f )1 , . . . ,Λ(f )n )) be the weighted left (respectively
right) creation operators associated with the noncommutative domain Dm. Due to Theorem 1.6,f
1028 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057part (iii), we have U∗(F∞n (Dmf˜ ))U = R∞n (Dmf ). On the other hand, since W
(f )
i Λ
(f )
j = Λ(f )j W(f )i
for any i, j = 1, . . . , n, it is clear that R∞n (Dmf ) ⊆ F∞n (Dmf )′. To prove the reverse inclusion,
let A ∈ F∞n (Dmf )′. Since A(1) ∈ F 2(Hn), we have A(1) =
∑
β∈F+n cβ˜
1√
b
(m)
β˜
eβ˜ for some coef-
ficients {cβ}β∈F+n with
∑
β∈F+n |cβ |2 1b(m)β < ∞. On the other hand, since AW
(f )
i = W(f )i A for
i = 1, . . . , n, relations (1.5) and (1.8) imply
Aeα =
√
b
(m)
α AWα(1) =
√
b
(m)
α WαA(1)
=
∑
β∈F+n
cβ˜
√
b
(m)
α√
b
(m)
αβ˜
eαβ˜ =
∑
β∈F+n
cβ˜Λβ(eα)
for any α ∈ F+n . Therefore, A(q) =
∑
β∈Fn cβ˜Λβ(q) for any polynomial q in the full Fock space
F 2(Hn). Since A is a bounded operator, g(Λ1, . . . ,Λn) :=∑β∈Fn cβ˜Λβ is in R∞n (Dmf ) and A =
g(Λ1, . . . ,Λn). Therefore, R∞n (Dmf ) = F∞n (Dmf )′. The item (ii) follows easily applying part (i).
This completes the proof. 
An obvious consequence of Proposition 3.1 is that F∞n (Dmf ) is WOT-closed (respectively w∗-
closed) in B(F 2(Hn)).
Let Qk , k  0, be the orthogonal projection of F 2(Hn) on the subspace span{eα: |α| = k}.
For each integer j , define the completely contractive projection Φj :B(F 2(Hn)) → B(F 2(Hn))
by
Φj(A) :=
∑
kmax{0,−j}
QkAQk+j .
According to Lemma 1.1 from [15], the Cesaro operators on B(F 2(Hn)) defined by
Σk(A) :=
∑
|j |<k
(
1 − |j |
k
)
Φj(A), k  1,
are completely contractive and Σk(A) converges to A in the strong operator topology. Now,
let A ∈ F∞n (Dmf ) have the Fourier representation
∑
α∈F+n aαWα . Due to the definition of the
weighted left creation operators (see (1.4)), one can check that
Qk+jAQj =
( ∑
|α|=k
aαWα
)
Qj, k  0, j  0,
and QjAQk+j = 0 if k  1 and j  0. Therefore,
Σk(A) =
∑ (
1 − |α|
k
)
aαWα|α|k−1
G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057 1029converges to A, as k → ∞, in the strong operator topology. Therefore, we have proved the
following result.
Proposition 3.2. The algebra F∞n (Dmf ) is the sequential SOT- (respectively WOT-, w∗-) closure
of all polynomials in W1, . . . ,Wn, and the identity.
Now, we have all the ingredients to extend the corresponding results from [17,45], to our more
general setting. More precisely, one can similarly prove that the following statements hold:
(i) The Hardy algebra F∞n (Dmf ) is inverse closed.
(ii) The only normal elements in F∞n (Dmf ) are the scalars.
(iii) Every element A ∈ F∞n (Dmf ) has its spectrum σ(A) 
= {0} and it is injective.
(iv) The algebra F∞n (Dmf ) contains no non-trivial idempotents and no nonzero quasinilpotent
elements.
(v) The algebra F∞n (Dmf ) is semisimple.
(vi) If A ∈ F∞n (Dmf ), n 2, then σ(A) = σe(A).
We recall that an n-tuple (T1, . . . , Tn) ∈ Dmf (H) has the radial property with respect to Dmf (H)
if there exists a constant δ ∈ (0,1) such that (rT1, . . . , rTn) ∈ Dmf (H) for any r ∈ (δ,1).
Lemma 3.3. Let (T1, . . . , Tn)be an n-tuple of operators with the radial property in the noncom-
mutative domain Dmf (H). Then
g(rT1, . . . , rTn)K
(m)∗
f,T = K(m)∗f,T
(
g(rW1, . . . , rWn)⊗ IH
) for any r ∈ (δ,1) (3.2)
and g(W1, . . . ,Wn) =∑β∈F+n cβWβ in F∞n (Dmf ), where
g(rT1, . . . , rTn) :=
∞∑
k=0
∑
|α|=k
cαr
|α|Tα,
with the convergence in the operator norm topology.
Proof. According to relations (1.6) and (3.1), the operators {Wβ}|β|=k have orthogonal ranges
and
‖Wβx‖ 1√
b
(m)
β
M|β|,m‖x‖, x ∈ F 2(Hn),
where M|β|,m :=
( |β|+m−1
m−1
)
. Consequently, we deduce that∥∥∥∥∑
|β|=k
bβWβW
∗
β
∥∥∥∥ ( k +m− 1m− 1
)
for any k = 0,1, . . . . (3.3)
Since g(W1, . . . ,Wn) ∈ F∞n (Dmf ), we have
∑
β∈F+n |cβ |2 1bβ < ∞. Hence and using (3.3), we
deduce that, for 0 < t < 1,
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k=0
tk
∥∥∥∥∑
|β|=k
cβWβ
∥∥∥∥ ∞∑
k=0
tk
( ∑
|β|=k
|cβ |2 1
b
(m)
β
)1/2∥∥∥∥∑
|β|=k
b
(m)
β WβW
∗
β
∥∥∥∥1/2

∞∑
k=0
( ∑
|β|=k
|cβ |2 1
b
(m)
β
)1/2
tk
(
k +m− 1
m− 1
)1/2

( ∑
β∈F+n
|cβ |2 1
bβ
)1/2( ∞∑
k=0
t2k
(
k +m− 1
m− 1
))1/2
< ∞,
which proves that
g(tW1, . . . , tWn) := lim
k→∞
k∑
p=0
∑
|α|=p
t |α|cαWα (3.4)
is in the noncommutative domain algebra An(Dmf ), where the convergence is in the opera-
tor norm. Consequently, Theorem 2.7 implies that g(rT1, . . . , rTn) := ∑∞k=0∑|α|=k cαr |α|Tα
is convergent in the operator norm topology. On the other hand, due to Lemma 2.3, we have
TiK
(m)∗
f,T = K(m)∗f,T (Wi ⊗ IH) for any i = 1, . . . , n. Now, one can deduce (3.2). This completes
the proof. 
In what follows we show that the restriction of the noncommutative Berezin transform to
the Hardy algebra F∞n (Dmf ) provides a functional calculus associated with each pure n-tuple of
operators in the noncommutative domain Dmf (H).
Theorem 3.4. Let T := (T1, . . . , Tn) be a pure n-tuple of operators in the noncommutative do-
main Dmf (H) and define the map
ΨT :F
∞
n
(
Dmf
)→ B(H) by ΨT (g) := B˜T [g],
where B˜T is the noncommutative Berezin transform at T ∈ Dmf (H). Then
(i) ΨT is WOT-continuous (respectively SOT-continuous) on bounded sets;
(ii) ΨT is a unital completely contractive homomorphism and ΨT (Wα) = Tα for α ∈ F+n .
If, in addition, the universal model (W1, . . . ,Wn) has the radial property with respect to
Dmf (F
2(Hn)), then
ΨT (g) = SOT- lim
r→1g(rT1, . . . , rTn)
for any g :=∑β∈F+n cβWβ in F∞n (Dmf ), where g(rT1, . . . , rTn) :=∑∞k=0∑|α|=k cαr |α|Tα and
the convergence is in the operator norm topology.
Proof. According to Section 2 (see relation (2.11)), we have
ΨT (g) = K(m)∗(g ⊗ I )K(m), g ∈ F∞n
(
Dmf
)
, (3.5)f,T f,T
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in functional analysis, we deduce part (i).
Now, we prove part (ii). Since T is a pure n-tuple of operators, by Lemma 2.3, K(m)f,T is an
isometry. Consequently, relation (3.5) implies∥∥[ΨT (gij )]k∥∥ ∥∥[gij ]k∥∥
for any operator-valued matrix [gij ]k in Mk(F∞n (Dmf )), which proves that ΨT is a unital com-
pletely contractive linear map. Due to Theorem 2.5, ΨT is a homomorphism on polynomials in
F∞n (Dmf ). By Proposition 3.2, the polynomials in W1, . . . ,Wn and the identity are sequentially
WOT-dense in F∞n (Dmf ). On the other hand, due to part (i), ΨT is WOT-continuous on bounded
sets. Now, one can use the principle of uniform boundedness to deduce that ΨT is also a homo-
morphism on F∞n (Dmf ).
Now, we prove the last part of this theorem. Assume that the model n-tuple (W1, . . . ,Wn) has
the radial property with respect to Dmf (F 2(Hn)). First, we show that
g(W1, . . . ,Wn) = SOT- lim
t→1g(tW1, . . . , tWn) (3.6)
for any g(W1, . . . ,Wn) :=∑β∈F+n cβWβ ∈ F∞n (Df ). According to Lemma 3.3,
g(tW1, . . . , tWn) := lim
k→∞
k∑
k=0
∑
|α|=p
t |α|cαWα (3.7)
is in the noncommutative domain algebra An(Dmf ), where the convergence is in the oper-
ator norm topology. Fix now γ,σ,  ∈ F+n and consider the polynomial p(W1, . . . ,Wn) :=∑
β∈F+n ,|β||γ | cβWβ . Since W
∗
β eγ = 0 for any β ∈ F+n with |β| > |γ |, we have
g(rW1, . . . , rWn)
∗eα = p(rW1, . . . , rWn)∗eα
for any α ∈ F+n with |α|  |γ | and any r ∈ [0,1]. On the other hand, since rW :=
(rW1, . . . , rWn) ∈ Dmf (F 2(Hn)) for r ∈ (δ,1), Lemma 2.3 implies
K
(m)
f,rWp(rW1, . . . , rWn)
∗ = [p(W1, . . . ,Wn)∗ ⊗ IF 2(Hn)]K(m)f,rW
for any r ∈ (δ,1). Using all these facts, careful calculations reveal that
〈
K
(m)
f,rWg(rW1, . . . , rWn)
∗eγ , eσ ⊗ e
〉
= 〈K(m)f,rWp(rW1, . . . , rWn)∗eγ , eσ ⊗ e 〉
= 〈[(p(W1, . . . ,Wn)∗ ⊗ IF 2(Hn))]K(m)f,rW eγ , eσ ⊗ e 〉
=
∑
+
r |β|
√
b
(m)
β
〈
p(W1, . . . ,Wn)
∗eβ, eσ
〉〈
W ∗β eγ ,Δf,rW e
〉
β∈Fn
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∑
β∈F+n
r |β|
√
b
(m)
β
〈
g(W1, . . . ,Wn)
∗eβ, eσ
〉〈
W ∗β eγ ,Δf,rW e
〉
= 〈[g(W1, . . . ,Wn)∗ ⊗ IF 2(Hn)]K(m)f,rW eγ , eσ ⊗ e 〉
for any r ∈ (δ,1) and γ,σ,  ∈ F+n . Hence, since g(rW1, . . . , rWn) and g(W1, . . . ,Wn) are
bounded operators, we deduce that
K
(m)
f,rWg(rW1, . . . , rWn)
∗ = [g(W1, . . . ,Wn)∗ ⊗ IF 2(Hn)]K(m)f,rW .
Since the n-tuple rW := (rW1, . . . , rWn) ∈ D(m)f (F 2(Hn)) is pure, the Berezin kernel K(m)f,rW is
an isometry and, therefore, the equality above implies∥∥g(rW1, . . . , rWn)∥∥ ∥∥g(W1, . . . ,Wn)∥∥ for any r ∈ (γ,1). (3.8)
Hence, and due to the fact that g(W1, . . . ,Wn)eα = limr→1 g(rW1, . . . , rWn)eα for any α ∈ F+n ,
an approximation argument implies relation (3.6).
According to Lemma 3.3, we have
g(rT1, . . . , rTn)K
(m)∗
f,T = K(m)∗f,T
(
g(rW1, . . . , rWn)⊗ IH
)
for any r ∈ (δ,1). (3.9)
On the other hand, since the map Y → Y ⊗ IH is SOT-continuous on bounded sets, relations
(3.6) and (3.8) imply that
SOT- lim
r→1
[
g(rW1, . . . , rWn)⊗ IH
]= g(W1, . . . ,Wn)⊗ IH. (3.10)
Hence, using relation (3.9) and that K(m)f,T is an isometry, we deduce that
SOT- lim
r→1g(rT1, . . . , rTn) = K
(m)∗
f,T
[
g(W1, . . . ,Wn)⊗ IH
]
K
(m)
f,T = B˜T [g]. (3.11)
This completes the proof. 
We need now the following technical result concerning the Berezin transform and the radial
property.
Lemma 3.5. If T := (T1, . . . , Tn) ∈ Dmf (H) and the universal model (W1, . . . ,Wn) have the
radial property, then there exists δ ∈ (0,1) such that the noncommutative Berezin kernel satisfies
the relation
K
(m)∗
f,rT
(
g(W1, . . . ,Wn)⊗ IH
)= g(rT1, . . . , rTn)K(m)∗f,rT (3.12)
for any g(W1, . . . ,Wn) ∈ F∞n (Dmf ) and r ∈ (δ,1).
If, in addition, T := (T1, . . . , Tn) ∈ Dmf (H) is a pure n-tuple of operators, then
BrT [g] = B˜T [gr ], r ∈ (δ,1),
where gr(W1, . . . ,Wn) := g(rW1, . . . , rWn).
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K
(m)∗
f,rT
[
p(W1, . . . ,Wn)⊗ IH
]= p(rT1, . . . , rTn)K(m)∗f,rT (3.13)
for any polynomial p(W1, . . . ,Wn) and r ∈ (δ,1). Since rT := (rT1, . . . , rTn) ∈ D(m)f (H), rela-
tion (3.7) and Theorem 2.7 imply
lim
k→∞
∑
|α|k
t |α|r |α|cαTα = gt (rT1, . . . , rTn) for any t ∈ [0,1), r ∈ (δ,1),
where the convergence is in the operator norm topology. Using relation (3.13), when
p(W1, . . . ,Wn) :=
k∑
q=0
∑
|α|=q
t |α|cαWα,
and taking the limit as k → ∞, we get
K
(m)∗
f,rT
[
gt (W1, . . . ,Wn)⊗ IH
]= gt (rT1, . . . , rTn)K(m)∗f,rT for r ∈ (δ,1). (3.14)
On the other hand, let us prove that
lim
t→1gt (rT1, . . . , rTn) = g(rT1, . . . , rTn), (3.15)
where the convergence is in the operator norm topology. Notice that, if  > 0, there is m0 ∈ N
such that
∞∑
k=m0
rk
(
k +m− 1
m− 1
)
<

4M
, where M := ∥∥g(W1, . . . ,Wn)(1)∥∥.
Since (T1, . . . , Tn) ∈ D(m)f (H), Theorem 2.7 and relation (3.3) imply∥∥∥∥∑
|β|=k
bαTβT
∗
β
∥∥∥∥ ∥∥∥∥∑
|β|=k
bαWβW
∗
β
∥∥∥∥ ( k +m− 1m− 1
)
.
Now, we can deduce that
∞∑
k=m0
rk
∥∥∥∥∑
|β|=k
cβTβ
∥∥∥∥ ∞∑
k=m0
rk
( ∑
|β|=k
|cα|2 1
bβ
)1/2∥∥∥∥∑
|β|=k
bβTβT
∗
β
∥∥∥∥1/2
M
∞∑
k=m0
rk
(
k +m− 1
m− 1
)
<

4
.
Consequently, there exists 0 < d < 1 such that
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∞∑
k=0
∑
|α|=k
t |α|r |α|cαTα −
∞∑
k=0
∑
|α|=k
r |α|cαTα
∥∥∥∥∥
 
2
+
∥∥∥∥∥
m0−1∑
k=1
rk
(
tk − 1) ∑
|β|=k
cβTβ
∥∥∥∥∥
 
2
+M
m0−1∑
k=1
rk
(
tk − 1)(k +m− 1
m− 1
)
< 
for any t ∈ (d,1). Hence, we deduce (3.15). Using relations (3.10), (3.15), and taking the limit in
(3.14), as t → 1, we obtain (3.12). Now, assume that T is a pure n-tuple. Based on Proposition 2.4
and relations (2.12), (3.2), and (3.12), we deduce that BrT [g] = BT [gr ] for r ∈ (δ,1). The proof
is complete. 
Using Theorem 3.4 and Lemma 3.5, we can deduce the following Fatou type result.
Corollary 3.6. Let T := (T1, . . . , Tn) ∈ Dmf (H) be a pure n-tuple of operators and assume that
(W1, . . . ,Wn) has the radial property. Then
SOT- lim
r→1 BrT [g] = B˜T [g] for any g ∈ F
∞
n
(
Dmf
)
.
Proof. Recall that Φf,T (X) :=∑|α|1 aαTαXT ∗α , where the series is WOT-convergent. Since
the sequence
∑
1|α|k aαr2|α|WαW ∗α is bounded and SOT-convergent to Φf,rW (I), as k → ∞,
the proof of Theorem 2.5 implies
Φf,rT (I ) = K(m)∗f,T
[
Φf,rW (I)⊗ IH
]
K
(m)
f,T
and, consequently,
(I −Φf,rT )m(I ) = K(m)∗f,T
[
(I −Φf,rW )m(I)⊗ IH
]
K
(m)
f,T .
Since (W1, . . . ,Wn) has the radial property, so does (T1, . . . , Tn). Using now Theorem 3.4 and
Lemma 3.5, we can complete the proof. 
An n-tuple T := (T1, . . . , Tn) ∈ Dmf (H) is called completely non-coisometric (c.n.c) with
respect to the noncommutative domain Dmf (H) if there is no vector h ∈ H, h 
= 0, such that
〈Φkf,T (I )h,h〉 = ‖h‖2 for any k = 1,2, . . . . Due to relation (2.10), we have∥∥K(m)f,T h∥∥2 = ‖h‖2 − ∥∥Q1/2f,T h∥∥2, h ∈H,
where Qf,T := SOT- limk→∞ Φkf,T (I ). Notice that T is c.n.c. if and only if the noncommutative
Berezin kernel K(m)f,T is one-to-one.
Now, we can present an F∞n (Dmf )-functional calculus for c.n.c. n-tuples of operators in the
noncommutative domain Dm(H).f
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has the radial property. If T := (T1, . . . , Tn) ∈ Dmf (H) is a completely non-coisometric n-tuple
of operators with the radial property, then
Φ(g) := SOT- lim
r→1gr(T1, . . . , Tn), g = g(W1, . . . ,Wn) ∈ F
∞
n
(
Dmf
)
,
exists in the strong operator topology and defines a map Φ :F∞n (Dmf ) → B(H) with the following
properties:
(i) Φ(g) = SOT- limr→1 BrT [g], where BrT is the noncommutative Berezin transform at rT ∈
Dmf (H);
(ii) Φ is WOT-continuous (respectively SOT-continuous) on bounded sets;
(iii) Φ is a unital completely contractive homomorphism.
Proof. Let δ ∈ (0,1) be such that (rT1, . . . , rTn) ∈ Dmf (H) and (rW1, . . . , rWn) ∈ Dmf (F 2(Hn))
for any r ∈ (δ,1). Due to (3.8) and taking the limit in relation (3.2), as r → 1, we deduce that
the map G : rangeK(m)∗f,T →H given by Gy := limr→1 gr(T1, . . . , Tn)y, y ∈ rangeK(m)∗f,T , is well
defined, linear, and∥∥GK(m)∗f,T ϕ∥∥ lim sup
r→1
∥∥gr(W1, . . . ,Wn)∥∥∥∥K(m)∗f,T ϕ∥∥ ∥∥g(W1, . . . ,Wn)∥∥∥∥K(m)∗f,T ϕ∥∥
for any ϕ ∈ F 2(Hn)⊗H.
Now, assume that T = (T1, . . . , Tn) ∈Df (H) is c.n.c. Since the Berezin kernel K(m)f,T is one-
to-one, its range is dense in H. Consequently, the map G has a unique extension to a bounded
linear operator on H, denoted also by G, with ‖G‖ ‖g(W1, . . . ,Wn)‖. Let us show that
lim
r→1gr(T1, . . . , Tn)h = Gh for any h ∈H. (3.16)
Let {yk}∞k=1 be a sequence of vectors in the range of K∗f,T , which converges to y. According to
Theorem 2.7 and relations (3.7), (3.8), we have∥∥gr(T1, . . . , Tn)∥∥ ∥∥gr(W1, . . . ,Wn)∥∥ ∥∥g(W1, . . . ,Wn)∥∥
for any r ∈ (δ,1). Let {yk}∞k=1 be a sequence of vectors in the range of K(m)∗f,T , which converges
to y, and notice that∥∥Gh− gr(T1, . . . , Tn)h∥∥ ‖Gh−Gyk‖ + ∥∥Gyk − gr(T1, . . . , Tn)yk∥∥
+ ∥∥gr(T1, . . . , Tn)yk − gr(T1, . . . , Tn)h∥∥
 2
∥∥g(W1, . . . ,Wn)∥∥‖h− yk‖ + ∥∥Gyk − gr(T1, . . . , Tn)yk∥∥.
Since limr→1 gr(T1, . . . , Tn)yk = Gyk , relation (3.16) follows. Due to Lemma 3.5, we have
gr(T1, . . . , Tn) = K(m)∗f,rT
[
g(W1, . . . ,Wn)⊗ IH
]
K
(m)
f,rT , (3.17)
which together with (3.16) imply part (i) of the theorem.
Now let us prove part (ii). Due to relation (3.17), we have∥∥gr(T1, . . . , Tn)∥∥ ∥∥g(W1, . . . ,Wn)∥∥
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and using part (i), we obtain
Φ(g)K
(m)∗
f,T = K(m)∗f,T (g ⊗ I ), g ∈ F∞n
(
Dmf
)
. (3.18)
Let {gi} be a bounded net in F∞n (Dmf ) such that gi → g ∈ F∞n (Dmf ) in the weak (respectively
strong) operator topology. Then gi ⊗ I converges to g ⊗ I in the same topologies. By (3.18),
we have Φ(gi)K(m)∗f,T = K(m)∗f,T (gi ⊗ I ). Since the range of K(m)∗f,T is dense in H and {Φ(gi)}
is bounded, an approximation argument shows that Φ(gi) → Φ(g) in the weak (respectively
strong) operator topology.
To prove (iii), note that (3.17) and the fact that Kf,rT is an isometry for r ∈ (δ,1) imply∥∥[gij (rT1, . . . , rTn)]k∥∥ ∥∥[gij ]k∥∥
for any operator-valued matrix [gij ]k ∈ Mk(F∞n (Dmf )) and r ∈ (δ,1). Hence, and due to the
fact that Φ(gij ) = SOT- limr→1 gij (rT1, . . . , rTn), we deduce that Φ is completely contrac-
tive map. On the other hand, due to Theorem 2.7, Φ is a homomorphism on polynomials in
W1, . . . ,Wn and the identity. Since these polynomials are sequentially WOT-dense in F∞n (Dmf )
(see Proposition 3.2) and Φ is WOT-continuous on bounded sets, we deduce part (iii). The proof
is complete. 
Consider the particular case when the domain Dmp , m 1, is determined by the noncommuta-
tive polynomial p = a1Z1 +· · ·+ anZn, ai > 0. Due to Example 2.8, Dmp has the radial property.
Therefore, according to Theorem 3.7, there is an F∞n (Dmp )-functional calculus for any c.n.c. n-
tuple of operators in Dmp (H). When m  2, n = 1, and p = Z, we obtain a functional calculus
for Agler’s m-hypercontractions. On the other hand, if m = 1, n = 1, and p = Z1 + · · · + Zn,
we obtain the F∞n -functional calculus for row contractions [35]. Moreover, if m = 1, n = 1, and
p = Z, we obtain the Nagy–Foias H∞-functional calculus for c.n.c. contractions. We remark
that the H∞-functional calculus works for a larger class of contractions (see [51]).
4. Weighted shifts, symmetric weighted Fock spaces, and multipliers
In this section, we find all the eigenvectors for W ∗1 , . . . ,W ∗n , where (W1, . . . ,Wn) is the uni-
versal model associated with the noncommutative domain Dmf . As consequences, we identify the
w∗-continuous multiplicative linear functional on the Hardy algebra F∞n (Dmf ) and find the joint
right spectrum of (W1, . . . ,Wn). We introduce the symmetric weighted Fock space F 2s (Dmf ) and
identify it with a reproducing kernel Hilbert space H 2(D1f,◦(C)). We also show that the algebra
of all its multipliers is reflexive. This section plays an important role in connecting the results of
the present paper to analytic function theory on Reinhardt domains in Cn, as well as, to model
theory for commuting n-tuples of operators.
Let f =∑|α|1 aαXα be a positive regular free holomorphic function on [B(H)n], ρ > 0,
and define
D1f,◦(C) :=
{
λ = (λ1, . . . , λn) ∈ Cn:
∑
|α|1
aα|λα|2 < 1
}
⊂ Dmf (C),
where λα := λi1 · · ·λim if α = gi1 · · ·gim ∈ F+n , and λg0 = 1.
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right) creation operators associated with the noncommutative domain Dmf . The eigenvectors for
W ∗1 , . . . ,W ∗n (respectively Λ∗1, . . . ,Λ∗n) are precisely the vectors
zλ :=
(
I −
∑
|α|1
aα˜λαΛα
)−m
(1) ∈ F 2(Hn) for λ = (λ1, . . . , λn) ∈ D1f,◦(C),
where α˜ denotes the reverse of α. They satisfy the equations
W ∗i zλ = λizλ, Λ∗i zλ = λizλ for i = 1, . . . , n,
and each vector zλ is cyclic for R∞n (Dmf ).
If λ := (λ1, . . . , λn) ∈ D1f,◦(C) and ϕ(W1, . . . ,Wn) :=
∑
β∈F+n cβWβ is in the Hardy algebra
F∞n (Dmf ), then
∑
β∈F+n |cβ ||λβ | < ∞ and the map
Φλ :F
∞
n (Df ) → C, Φλ
(
ϕ(W1, . . . ,Wn)
) := ϕ(λ),
is w∗-continuous and multiplicative. Moreover, ϕ(W1, . . . ,Wn)∗zλ = ϕ(λ)zλ and
ϕ(λ) = 〈ϕ(W1, . . . ,Wn)1, zλ〉= 〈ϕ(W1, . . . ,Wn)uλ,uλ〉,
where uλ := zλ‖zλ‖ .
Proof. Since
∑
|α|1 aα˜ΛαΛ∗α is SOT-convergent and, for any λ = (λ1, . . . , λn) ∈ D1f,◦(C),∥∥∥∥∑
|α|1
aα˜λα˜Λα
∥∥∥∥ ∥∥∥∥∑
|α|1
aα˜ΛαΛ
∗
α
∥∥∥∥( ∑
|α|1
aα|λα|2
)1/2

( ∑
|α|1
aα|λα|2
)1/2
< 1,
the operator (I − ∑|α|1 aα˜λα˜Λα)−m is well defined. Due to the results of Section 1 (see
Lemma 1.1), we have (
I −
∑
|α|1
aα˜λα˜Λα
)−m
=
∑
β∈F+n
b
(m)
β˜
λβ˜Λβ,
where the coefficients bβ , β ∈ F+n , are defined by relation (1.1). Hence, and using relation (1.8),
we obtain
zλ =
(
I −
∑
|α|1
aα˜λαΛα
)−m
(1) =
∑
β∈F+n
b
(m)
β˜
λβ˜Λβ(1) =
∑
β∈F+n
√
b
(m)
β λβeβ. (4.1)
The fact that zλ ∈ F 2(Hn) is a cyclic vector for R∞n (Df ) is obvious.
1038 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057Now, notice that if λ = (λ1, . . . , λn) ∈ D1f,◦(C), then λ is of class C·0 with respect to D1f,◦(C).
Using relation (2.9) in our particular case, we get(
1 −
∑
|α|1
aα|λα|2
)m( ∑
β∈F+n
b
(m)
β |λβ |2
)
= 1.
Consequently, we have
‖zλ‖ = 1√
(1 −∑|α|1 aα|λα|2)m . (4.2)
Due to relation (1.5), we have
W ∗i eα =
⎧⎨⎩
√
b
(m)
γ√
b
(m)
α
eγ if α = giγ,
0 otherwise.
A simple computation shows that W ∗i zλ = λizλ for i = 1, . . . , n. Similarly, one can use relation
(1.8) to prove that Λ∗i zλ = λizλ for i = 1, . . . , n.
Conversely, let z = ∑β∈F+n cβeβ ∈ F 2(Hn) and assume that W ∗i z = λiz, i = 1, . . . , n, for
some n-tuple (λ1, . . . , λn) ∈ Cn. Using the definition of the weighted left creation operators
W1, . . . ,Wn, we deduce that
cα = 〈z, eα〉 =
〈
z,
√
b
(m)
α Wα(1)
〉
=
√
b
(m)
α
〈
W ∗α z,1
〉=√b(m)α λα〈z,1〉
= c0
√
b
(m)
α λα
for any α ∈ F+n , whence z = a0
∑
β∈F+n
√
b
(m)
β λβeβ . Since z ∈ F 2(Hn), we must have∑
β∈F+n
b
(m)
β |λβ |2 < ∞.
On the other hand, relation (1.1) implies(
k∑
j=0
( ∑
|α|1
aα|λα|2
)j)m

∑
β∈F+n
b
(m)
β |λβ |2 < ∞
for any k ∈ N. Letting k → ∞ in the relation above, we must have ∑|α|1 aα|λα|2 < 1, whence
(λ1, . . . , λn) ∈ D1f,◦(C). A similar result can be proved for the weighted right creation operators
Λ1, . . . ,Λn if one uses relation (1.8).
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the Hardy algebra F∞n (Dmf ), we have
∑
β∈F+n |cβ |2 1b(m)β < ∞ (see Section 3). As shown above,
if λ = (λ1, . . . , λn) ∈ D1f,◦(C), then
∑
β∈F+n b
(m)
β |λβ |2 < ∞. Applying Cauchy’s inequality, we
have ∑
β∈F+n
|cβ ||λβ |
( ∑
β∈F+n
|cβ |2 1
b
(m)
β
)1/2( ∑
β∈F+n
b
(m)
β |λβ |2
)1/2
< ∞.
Note also that 〈
ϕ(W1, . . . ,Wn)1, zλ
〉= 〈∑
β∈F+n
cβ
1√
b
(m)
β
eβ,
∑
β∈F+n
√
b
(m)
β λβeβ
〉
=
∑
β∈F+n
cβλβ = ϕ(λ1, . . . , λn).
Now, for each β ∈ F+n , we have〈
ϕ(W1, . . . ,Wn)
∗zλ,
1√
b
(m)
α
eβ
〉
= 〈zλ,ϕ(W1, . . . ,Wn)Wβ(1)〉
= λβϕ(λ) =
〈
ϕ(λ)zλ,
1√
b
(m)
α
eβ
〉
.
Hence, we deduce that
ϕ(W1, . . . ,Wn)
∗zλ = ϕ(λ)zλ. (4.3)
One can easily see that〈
ϕ(W1, . . . ,Wn)uλ,uλ
〉= 1‖zλ‖2 〈zλ,ϕ(W1, . . . ,Wn)∗zλ〉
= 1‖zλ‖2
〈
zλ,ϕ(λ)zλ
〉= ϕ(λ).
The fact that the map Φλ is multiplicative and w∗-continuous is now obvious. This completes
the proof. 
As in [17], in the particular case when m = 1 and f = X1 +· · ·+Xn, one can similarly prove
(using Theorem 4.1) the following.
Proposition 4.2. A map ϕ :F∞n (Dmf ) → C is a w∗-continuous multiplicative linear functional if
and only if there exists λ ∈ D1f,◦(C) such that
ϕ(A) = ϕλ(A) := 〈Auλ,uλ〉, A ∈ F∞n (Df ),
where uλ := zλ .‖zλ‖
1040 G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057We recall that the joint right spectrum σr(T1, . . . , Tn) of an n-tuple (T1, . . . , Tn) of opera-
tors in B(H) is the set of all n-tuples (λ1, . . . , λn) of complex numbers such that the right ideal
of B(H) generated by the operators λ1I − T1, . . . , λnI − Tn does not contain the identity oper-
ator. We recall [47] that (λ1, . . . , λn) /∈ σr(T1, . . . , Tn) if and only if there exists δ > 0 such that∑n
i=1(λiI − Ti)(λiI − T ∗i ) δI .
Theorem 4.1 implies the following result. Since the proof is similar to the proof of [37, The-
orem 5.1], we shall omit it.
Proposition 4.3. If (W1, . . . ,Wn) are the weighted left creation operators associated with the
noncommutative domain Dmf , then the right joint spectrum σr(W1, . . . ,Wn) coincide with D1f (C).
Now, we define the symmetric weighted Fock space associated with the noncommutative
domain Dmf . We need a few definitions. For each λ = (λ1, . . . , λn) ∈ Cn and each n-tuple k :=
(k1, . . . , kn) ∈ Nn0, where N0 := {0,1, . . .}, let λk := λk11 · · ·λknn . For each k ∈ N0, we denote
Λk :=
{
α ∈ F+n : λα = λk for all λ ∈ Cn
}
.
For each k ∈ Nn0, define the vector
wk := 1
γ
(m)
k
∑
α∈Λk
√
b
(m)
α eα ∈ F 2(Hn), where γ (m)k :=
∑
α∈Λk
b(m)α
and the coefficients b(m)α , α ∈ F+n , are defined by relation (1.1). Note that the set {wk: k ∈ Nn0}
consists of orthogonal vectors in F 2(Hn) and ‖wk‖ = 1√
γ
(m)
k
. We denote by F 2s (Dmf ) the closed
span of these vectors, and call it the symmetric weighted Fock space associated with the non-
commutative domain Dmf .
If Q is a set of noncommutative polynomials, we define the subspace MQ of F 2(Hn) by
setting
MQ := span
{
Wαq(W1, . . . ,Wn)Wβ(1): q ∈Q, α,β ∈ F+n
}
.
Theorem 4.4. Let f = ∑|α|1 aαXα be a positive regular free holomorphic function on[B(H)n]ρ , ρ > 0, and let Qc be the set of all polynomials of the form
ZiZj −ZjZi, i, j = 1, . . . , n.
Then the following statements hold:
(i) F 2s (Dmf ) = span{zλ: λ ∈ D1f,◦(C)} =NQc := F 2(Hn)MQc .
(ii) The symmetric weighted Fock space F 2s (Dmf ) can be identified with the Hilbert space
H 2(D1f,◦(C)) of all functions ϕ : D1f,◦(C) → C which admit a power series representation
ϕ(λ) =∑k∈N0 ckλk with
‖ϕ‖2 =
∑
|ck|2 1
γ
(m)
< ∞.
k∈N0 k
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on D1f,◦(C) given by
ϕ(λ) := 〈ϕ, zλ〉 =
∑
k∈N0
ckλ
k, λ = (λ1, . . . , λn) ∈ D1f,◦(C),
and ∣∣ϕ(λ)∣∣ ‖ϕ‖2√
(1 −∑|α|1 aα|λα|2)m , λ = (λ1, . . . , λn) ∈ D1f,◦(C).
(iii) The mapping Kf : D1f,◦(C)× D1f,◦(C) → C defined by
Kf (μ,λ) := 1
(1 −∑|α|1 aαμαλα)m for all λ,μ ∈ D1f,◦(C)
is positive definite, and Kf (μ,λ) = 〈zλ, zμ〉.
Proof. First, we prove that
span
{
zλ: λ ∈ D1f,◦(C)
}⊆ F 2s (Dmf )⊆NQc .
Notice that the first inclusion is due to that fact that zλ =∑k∈Nn0 λkγkwk for λ ∈ D1f,◦(C). To
prove the second inclusion, note that, due to relation (1.5), we have
〈
wk,Wγ (WjWi −WiWj)Wβ(1)
〉= 1
γk
〈 ∑
α∈Λk
√
b
(m)
α eα,
1√
b
(m)
γgj giβ
eγgj giβ −
1√
b
(m)
γgigj β
eγgigj β
〉
= 0
for any k ∈ Nn0 , α,β ∈ F+n , i, j = 1, . . . , n. This shows that wk ∈NQc and proves our assertion.
To complete the proof of part (i), it is enough to show that
NQc ⊆ span
{
zλ: λ ∈ D1f,◦(C)
}
.
To this end, assume that there is a vector x := ∑β∈F+n cβeβ ∈ NQc and x ⊥ zλ for all λ ∈
D1f,◦(C). Then, using (4.1), we obtain〈∑
β∈F+n
cβeβ, zλ
〉
=
∑
k∈Nn0
( ∑
β∈Λk
cβ
√
b
(m)
β
)
λk = 0
for any λ ∈ D1f,◦(C). Since D1f,◦(C) contains an open ball in Cn, we deduce that∑
cβ
√
b
(m)
β = 0 for all k ∈ Nn0 . (4.4)β∈Λk
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So we can assume that β0 = γgjgiω and β = γgigjω for some γ,ω ∈ F+n and i 
= j , i, j =
1, . . . , n. Since x ∈NQc = F 2(Hn)MQc , we must have〈
x,Wγ (WjWi −WiWj)Wω(1)
〉= 0,
which implies
cβ0√
b
(m)
β0
= cβ√
b
(m)
β
.
Since any element γ ∈ Λk can be obtained from β0 by successive transpositions, repeating the
above argument, we deduce that
cβ0√
b
(m)
β0
= cγ√
b
(m)
γ
for all γ ∈ Λk.
Setting t := cβ0/
√
b
(m)
β0
, we have cγ = t
√
b
(m)
γ , γ ∈ Λk, and relation (4.4) implies t = 0 (remem-
ber that bβ > 0). Therefore, cγ = 0 for any γ ∈ Λk and k ∈ Nn0, so x = 0. Consequently, we have
span{zλ: λ ∈ D1f,◦(C)} =NQc .
Now, let us prove part (ii) of the theorem. Since the set {wk: k ∈ Nn0} consists of orthogonal
vectors in F 2(Hn) with ‖wk‖ = 1/
√
γ
(m)
k , and F
2
s (Dmf ) the closed span of these vectors, any
ϕ ∈ F 2s (Dmf ) has a unique representation ϕ =
∑
k∈N0 ckw
k with ‖ϕ‖2 =∑k∈N0 |ck|2 1γ (m)k < ∞.
Note that 〈
wk, zλ
〉= 1
γk
〈∑
β∈Λk
√
b
(m)
β eβ, zλ
〉
= 1
γk
∑
β∈Λk
b
(m)
β λβ = λk
for any λ ∈ D1f,◦(C) and k ∈ Nn0. Hence, every element ϕ =
∑
k∈N0 ckw
k in F 2s (Dmf ) has a func-
tional representation on D1f,◦(C) given by
ϕ(λ) := 〈ϕ, zλ〉 =
∑
k∈N0
ckλ
k, λ = (λ1, . . . , λn) ∈ D1f,◦(C),
and, due to (4.2), ∣∣ϕ(λ)∣∣ ‖ϕ‖2‖zλ‖ = ‖ϕ‖2√
(1 −∑|α|1 aα|λα|2)m .
The identification of F 2s (Dmf ) with H 2(D1f,◦(C)) is now clear.
As in the proof of Theorem 4.1, we deduce that(
I −
∑
|α|1
aα˜λα˜Λα
)−m
=
∑
+
b
(m)
β˜
λβ˜Λββ∈Fn
G. Popescu / Journal of Functional Analysis 254 (2008) 1003–1057 1043if (λ1, . . . , λn) ∈ D1f,◦(C). Similarly, if (μ1, . . . ,μn) ∈ D1f,◦(C) = D1f,◦(C)∩D1f˜ ,◦(C), we deduce
that
∑
β∈F+n
bβμβλβ =
(
I −
∑
|α|1
aαμαλα
)−m
.
Since
Kf (μ,λ) =
∑
β∈F+n
b
(m)
β μβλβ = 〈zλ, zμ〉,
the result in part (iii) follows. The proof is complete. 
Let Jc be the w∗-closed two-sided ideal of the Hardy algebra F∞n (Dmf ) generated by the
commutators
WiWj −WjWi, i, j = 1, . . . , n.
Since WiWj −WjWi ∈ Jc and every permutation of k objects is a product of transpositions, it is
clear that WαWβ −WβWα ∈ Jc for any α,β ∈ F+n . Consequently, Wγ (WαWβ −WβWα)Wω ∈ Jc
for any α,β, γ,ω ∈ F+n . Since the polynomials in W1, . . . ,Wn are w∗ dense in F∞n (Dmf ), we
deduce that Jc coincides with the w∗-closure of the commutator ideal of F∞n (Dmf ).
Define the operators on F 2s (Dmf ) by
Li := PF 2s (Df )Wi |F 2s (Df ), i = 1, . . . , n,
where W1, . . . ,Wn are the weighted left creation operators associated with Dmf . Let
ϕ(W1, . . . ,Wn) ∈ F∞n
(
Dmf
)
and denote Mϕ := PF 2s (Dmf )ϕ(W1, . . . ,Wn)|F 2s (Dmf ). According to Theorems 4.1 and 4.4, the vector
zλ is in F 2s (Dmf ) for λ ∈ D1f,◦(C), and ϕ(W1, . . . ,Wn)∗zλ = ϕ(λ)zλ. Consequently, we have
[Mϕψ](λ) = 〈Mϕψ,zλ〉
= 〈ϕ(W1, . . . ,Wn)ψ, zλ〉
= 〈ψ,ϕ(W1, . . . ,Wn)∗zλ〉
= 〈ψ,ϕ(λ)zλ〉= ϕ(λ)ψ(λ)
for any ψ ∈ F 2s (Dmf ) and λ ∈ D1f,◦(C). Therefore, the operators in PF 2s (Dmf )F∞n (Dmf )|F 2s (Dmf ) are
“analytic” multipliers of F 2s (Dmf ). Moreover,
‖Mϕ‖ = sup
{‖ϕf ‖2: f ∈ F 2s (Dmf ), ‖f ‖ 1}.
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H∞(D1f,◦(C)) be the algebra of all multipliers of the Hilbert space H 2(D1f,◦(C)). In what fol-
lows, we show that the algebra H∞(D1f,◦(C)) is reflexive.
First, we need to recall some definitions. If A ∈ B(H) then the set of all invariant subspaces
of A is denoted by LatA. For any U ⊂ B(H) we define
Lat U =
⋂
A∈U
LatA.
If S is any collection of subspaces of H, then we define AlgS by setting
AlgS := {A ∈ B(H): S ⊂ LatA}.
We recall that the algebra U ⊂ B(H) is reflexive if U = Alg Lat U .
Theorem 4.5. The algebra H∞(D1f,◦(C)) is reflexive and coincides with the weakly closed alge-
bra generated by the operators L1, . . . ,Ln and the identity.
Proof. First we show that H∞(D1f,◦(C)) is included in the weakly closed algebra generated by
the operators L1, . . . ,Ln and the identity. Suppose that g =∑k∈N0 ckwk is a bounded multiplier,
i.e., Mg ∈ B(F 2s (Df )). As in Section 3, using Cesaro means, one can find a sequence of poly-
nomials pm =∑ c(m)k wk such that Mpm converges to Mg in the strong operator topology and,
consequently, in the WOT-topology. Since Mpm is a polynomial in L1, . . . ,Ln and the identity,
our assertion follows.
Now, let X ∈ B(F 2s (Dmf )) be an operator that leaves invariant all the invariant subspaces under
each operator L1, . . . ,Ln. Due to Theorem 4.1, we have L∗i zλ = λizλ for any λ ∈ D1f,◦(C) and
i = 1, . . . , n. Since X∗ leaves invariant all the invariant subspaces under L∗1, . . . ,L∗n, the vector
zλ must be an eigenvector for X∗. Consequently, there is a function ϕ : D1f,◦(C) → C such that
X∗zλ = ϕ(λ)zλ for any λ ∈ D1f,◦(C). Notice that, if f ∈ F 2s (Dmf ), then, due to Theorem 4.4, Xf
has the functional representation
(Xf )(λ) = 〈Xf,zλ〉 =
〈
f,X∗zλ
〉= ϕ(λ)f (λ) for all λ ∈ D1f,◦(C).
In particular, if f = 1, then the functional representation of X(1) coincide with ϕ. Consequently,
ϕ admits a power series representation on D1f,◦(C) and can be identified with X(1) ∈ F 2s (Dmf ).
Moreover, the equality above shows that ϕf ∈ H 2(D1f,◦(C)) for any f ∈ F 2s (Dmf ). This shows
that ϕ is in H∞(D1f,◦(C)) and completes the proof of reflexivity. Hence, H∞(D1f,◦(C)) is a
WOT-closed algebra containing L1, . . . ,Ln and the identity. This implies the second part of the
theorem. 
5. Noncommutative varieties, Berezin transforms, and universal models
In this section, we consider noncommutative varieties Vm
f,Q(H) ⊂ Dmf (H) determined by
sets Q of noncommutative polynomials, and associate with each such a variety a universal
model (B1, . . . ,Bn) ∈ Vm (NQ), where NQ is an appropriate subspace of the full Fock space.f,Q
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the results of Section 2, for subvarieties. We also show that, under a natural condition, the C∗-
algebra C∗(B1, . . . ,Bn) is irreducible and all the compacts operators in B(NQ) are contained
in the operator space span{BαB∗β : α,β ∈ F+n }. These results are vital for the development of a
model theory on noncommutative varieties.
Let f :=∑|α|1 aαXα be a positive regular free holomorphic function on [B(H)n]ρ , ρ > 0,
and let W1, . . . ,Wn be the weighted left creation operators associated with the noncommutative
domain Dmf . Let Q be a family of noncommutative polynomials and define the noncommutative
variety
Vmf,Q(H) :=
{
(X1, . . . ,Xn) ∈ Dmf (H): q(X1, . . . ,Xn) = 0 for any q ∈Q
}
.
We associate with Vm
f,Q the operators B1, . . . ,Bn defined as follows. Consider the subspaces
MQ := span
{
Wαq(W1, . . . ,Wn)Wβ(1): q ∈Q, α,β ∈ F+n
} (5.1)
andNQ := F 2(Hn)MQ. We assume thatNQ 
= {0}. It is easy to see thatNQ is invariant under
each operator W ∗1 , . . . ,W ∗n and Λ∗1, . . . ,Λ∗n. Define Bi := PNQWi |NQ and Ci := PNQΛi |NQ
for i = 1, . . . , n, where PNQ is the orthogonal projection of F 2(Hn) onto NQ. Notice that
q(B1, . . . ,Bn) = 0 for any q ∈ Q. By taking the compression to the subspace NQ, in Theo-
rem 1.3, we obtain similar results, where the universal model (W1, . . . ,Wn) is replaced by the
n-tuple (B1, . . . ,Bn). In particular, we deduce that (B1, . . . ,Bn) ∈ Vmf,Q(NQ) is a pure n-tuple
of operators which will play the role of universal model for the noncommutative variety Vm
f,Q.
For each n-tuple T := (T1, . . . , Tn) ∈ Vmf,Q(H) with rf (T1, . . . , Tn) < 1, we introduce the
constrained noncommutative Berezin transform at T as the map BcT : B(NQ) → B(H) defined
by
〈
BcT [g]x, y
〉 := 〈(I − ∑
|α|1
aα˜C
∗
α ⊗ Tα˜
)−m(
g ⊗Δ2T ,m,f
)
×
(
I −
∑
|α|1
aα˜Cα ⊗ T ∗α˜
)−m
(1 ⊗ x),1 ⊗ y
〉
, (5.2)
where ΔT,m,f := [(id − Φf,T )m(I )]1/2 and x, y ∈H. We define the extended constrained non-
commutative Berezin transform B˜cT at any T ∈ Vmf,Q(H) by setting
B˜cT [g] := K(m)∗f,T ,Q(g ⊗ IH)K(m)f,T ,Q, g ∈ B(NQ), (5.3)
where the constrained noncommutative Berezin kernel associated with the n-tuple T ∈ Vm
f,Q(H)
is the bounded operator K(m)
f,T ,Q :H→NQ ⊗Δf,m,TH defined by
K
(m)
f,T ,Q := (PNQ ⊗ IΔf,m,TH)K
(m)
f,T ,
where K(m) is the Berezin kernel associated with T ∈ Dm(H).f,T f
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noncommutative Berezin transforms B˜cT and B
c
T coincide for any n-tuple of operators T :=
(T1, . . . , Tn) ∈ Vmf,Q(H) with joint spectral radius rf (T1, . . . , Tn) < 1.
Theorem 5.1. Let f be a positive regular free holomorphic function on [B(H)n]ρ , ρ > 0, and
let Q be a family of noncommutative polynomials such that NQ 
= {0}. If T := (T1, . . . , Tn)
is a pure n-tuple of operators in the noncommutative variety Vm
f,Q(H), then the restriction of
the constrained noncommutative Berezin transform B˜cT to span{BαB∗β : α,β ∈ F+n } is a unital
completely contractive linear map such that
B˜cT
(
BαB
∗
β
)= TαT ∗β , α,β ∈ F+n .
Proof. Using Lemma 2.3, we have
〈
K
(m)
f,T x,Wαq(W1, . . . ,Wn)Wβ(1)⊗ y
〉= 〈x,Tαq(T1, . . . , Tn)TβK(m)∗f,T (1 ⊗ y〉= 0
for any x ∈H, y ∈ Δf,m,TH, and q ∈Q. Hence, we deduce that
rangeK(m)f,T ⊆NQ ⊗Δf,m,TH. (5.4)
Due to the definition of the constrained Berezin kernel associated with the n-tuple T ∈ Vm
f,Q(H),
and using Lemma 2.3 and relation (5.4), we obtain
K
(m)
f,T ,QT
∗
α =
(
B∗α ⊗ IH
)
K
(m)
f,T ,Q, α ∈ F+n . (5.5)
Since (5.4) holds and K(m)f,T is an isometry, so is K(m)f,T ,Q. Consequently, using relation (5.5), we
deduce that
B˜cT
(
BαB
∗
β
)= K(m)∗
f,T ,Q
(
BαB
∗
β ⊗ IH
)
K
(m)
f,T ,Q = TαT ∗β , α,β ∈ F+n .
Now, one can easily deduce that B˜cT is a unital completely contractive linear map on
span{BαB∗β : α,β ∈ F+n }. The proof is complete. 
We recall that an n-tuple of operators T := (T1, . . . , Tn) ∈ Vmf,Q(H) has the radial prop-
erty with respect to the noncommutative variety Vm
f,Q(H) if there is δ ∈ (0,1) such that
rT := (rT1, . . . , rTn) ∈ Vmf,Q(H) for any r ∈ (δ,1).
Theorem 5.2. Let f be a positive regular free holomorphic function on [B(H)n]ρ , ρ > 0, and let
Q be a set of homogeneous polynomials. Let T := (T1, . . . , Tn) be an n-tuple of operators with
the radial property in the noncommutative variety Vm
f,Q(H) and let S := span{BαB∗β; α,β ∈ F+n }.
Then there is a unital completely contractive linear map Ψf,T ,Q :S → B(H) such that
Ψf,T ,Q(g) = lim BcrT [g], g ∈ S, (5.6)
r→1
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in addition, T is a pure n-tuple of operators, then
lim
r→1 B
c
rT [g] = B˜cT [g], g ∈ S,
where the limit exists in the norm topology of B(H).
Proof. Let δ ∈ (0,1) be such that rT := (rT1, . . . , rTn) ∈ Dmf (H) for any r ∈ (δ,1). Since Q
consists of homogeneous polynomials we also have rT ∈ Vm
f,Q(H). Moreover, we can show, as
in the proof of Theorem 5.1, that rangeK(m)f,rT ⊆NQ ⊗H for any r ∈ (δ,1), where K(m)f,rT is the
Berezin kernel associated with rT ∈ Dmf (H). Moreover,
K
(m)
f,rT ,Qr
|α|T ∗α =
(
B∗α ⊗ IH
)
K
(m)
f,rT ,Q, α ∈ F+n ,
where K(m)
f,rT ,Q := (PNQ ⊗ IH)K(m)f,rT is the constrained Berezin kernel and Bi := PNQWi |NQ ,
i = 1, . . . , n. Since rT is pure, K(m)
f,rT ,Q is an isometry. Consequently, as in the proof of Theo-
rem 2.7, we deduce that there is a unique unital completely contractive linear map Ψp,T ,Q : S →
B(H) such that Ψp,T ,Q(BαB∗β) = TαT ∗β , α,β ∈ F+n . The rest of the proof is similar to that of
Theorem 2.7. We shall omit it. 
Assume now that p is a positive regular noncommutative polynomial and let Dmp be the non-
commutative domain it generates. The next result will play an important role in Section 6, where
we develop a model theory on noncommutative subvarieties of Dmp .
Theorem 5.3. Let Q be a set of noncommutative polynomials such that 1 ∈ NQ, and let
(B1, . . . ,Bn) be the universal model associated with the noncommutative variety Vmp,Q. Then
all the compact operators in B(NQ) are contained in the operator space
span
{
BαB
∗
β : α,β ∈ F+n
}
.
Moreover, the C∗-algebra C∗(B1, . . . ,Bn) is irreducible.
Proof. Since 1 ∈NQ andNQ is an invariant subspace W ∗i , i = 1, . . . , n, we use Theorem 1.3 to
obtain
(id −Φp,B)m(INQ) = PNQ
[
(id −Φp,W )m(IF 2(Hn))
]∣∣NQ = PNQPC|NQ = PNQC ,
where PNQ
C
is the orthogonal projection of NQ onto C. Fix
g(W1, . . . ,Wn) :=
∑
|α|m
dαWα and ξ :=
∑
β∈F+n
cβeβ ∈NJ ⊂ F 2(Hn),
and note that
P
NQg(B1, . . . ,Bn)∗ξ =
〈
ξ, g(B1, . . . ,Bn)(1)
〉
.C
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q(B1, . . . ,Bn)P
NJ
C
g(B1, . . . ,Bn)
∗ξ = 〈ξ, g(B1, . . . ,Bn)(1)〉q(B1, . . . ,Bn)(1) (5.7)
for any polynomial q(B1, . . . ,Bn). Hence, we deduce that the operator q(B1, . . . ,Bn)PNJC g(B1,
. . . ,Bn)
∗ has rank one and, since PNQ
C
= (id − Φp,B)m(INQ), it is in the operator space
span{BαB∗β : α,β ∈ F+n }. On the other hand, due to the fact that the set of all vectors of the form∑
|α|m dαBα(1) with m ∈ N, dα ∈ C, is dense in NQ, relation (5.7) implies that all compact
operators in B(NQ) are included in the operator space span{BαB∗β : α,β ∈ F+n }.
To prove the last part of this theorem, let M 
= {0} be a subspace of NQ ⊆ F 2(Hn), which
is jointly reducing for each operator Bi , i = 1, . . . , n. Let ϕ ∈M, ϕ 
= 0, and assume that ϕ =
c0 +∑|α|1 cαeα. If cβ is a nonzero coefficient of ϕ, then PCB∗βϕ = 1√
b
(m)
β
cβ . Indeed, since
1 ∈NQ, one can use relation (1.5) to deduce that
〈
PCB
∗
βϕ,1
〉= 〈PNJ W ∗βϕ,1〉= 〈W ∗βϕ,1〉= 1√
b
(m)
β
cβ.
Since 〈PCB∗βϕ, eγ 〉 = 0 for any γ ∈ F+n with |γ | 1, our assertion follows. On the other hand,
since PNQ
C
= (id−Φp,B)m(INQ) andM is reducing for B1, . . . ,Bn, we deduce that cβ ∈M, so
1 ∈M. Using once again that M is invariant under the operators B1, . . . ,Bn, we have E ⊆M.
On the other hand, since E is dense in NQ, we deduce thatNQ ⊂M. Therefore NQ =M. This
completes the proof. 
We say that two n-tuples of operators (T1, . . . , Tn), Ti ∈ B(H), and (T ′1, . . . , T ′n), T ′i ∈ B(H′),
are unitarily equivalent if there exists a unitary operator U :H→H′ such that
Ti = U∗T ′i U for any i = 1, . . . , n.
If (B1, . . . ,Bn) is the universal model associated with the noncommutative variety Vmp,Q, then
the n-tuple (B1 ⊗ IH, . . . ,Bn ⊗ IH) is called constrained weighted shift with multiplicity dimH.
Using Theorem 5.3, one can easily prove that two constrained weighted shifts associated with
the noncommutative variety Vm
p,Q are unitarily equivalent if and only if their multiplicities are
equal.
We remark that all the results of this section are true in the commutative case, i.e., when
Qc := {ZiZj −ZjZi : i, j = 1, . . . , n}.
According to the results of Section 4 (see Theorem 4.4 and the remarks preceding Theorem 4.5),
the space NQc coincides with the symmetric weighted Fock space F 2s (Dmf ), which can be
identified with the Hilbert space H 2(D1f,◦(C)). Moreover, under this identification, the opera-
tors Bi , i = 1, . . . , n, become the multipliers Mλi by the coordinate functions on the Hilbert
space H 2(D1 (C)).f,◦
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In this section, we obtain dilation and model theorems for the elements of the noncommutative
variety Vm
f,Q(H) ⊂ Dmf (H) generated by a set Q of noncommutative polynomials.
We recall that NQ := F 2(Hn)MQ, where the subspace MQ is defined by (5.1). We keep
the notations of the previous sections. Our first dilation result on noncommutative varieties is the
following.
Theorem 6.1. Let f be a positive regular free holomorphic function on [B(H)n]ρ , ρ > 0, and
letQ be a family of noncommutative polynomials such thatNQ 
= {0}. If T := (T1, . . . , Tn) is an
n-tuple of operators in the noncommutative variety Vm
f,Q(H), then there exists a Hilbert space K
and n-tuple (U1 . . . ,Un) ∈ Vmf,Q(K) with Φf,U (IK) = IK and such that
(i) H can be identified with a co-invariant subspace of K˜ := (NQ ⊗ Δf,m,TH) ⊕K under the
operators
Vi :=
[
Bi ⊗ IΔf,m,TH 0
0 Ui
]
, i = 1, . . . , n,
where Δf,m,T := [(id −Φf,T )m(I )]1/2;
(ii) T ∗i = V ∗i |H for i = 1, . . . , n.
Moreover, K = {0} if and only if (T1, . . . , Tn) is pure n-tuple of operators in Vmf,Q(H), i.e.,
Φkf,T (I ) → 0 strongly, as k → 0.
Proof. We recall that the operator Qf,T := SOT- limk→∞ Φkf,T (I ) is well defined. We use it to
define
Y :H→K := Q1/2f,TH by Yh := Q1/2f,T h, h ∈H.
For each i = 1, . . . , n, let Li : Q1/2f,TH→K be given by
LiYh := YT ∗i h, h ∈H. (6.1)
Note that Li , i = 1, . . . , n, are well defined due to the fact that
‖LiYh‖2 =
〈
TiQf,T T
∗
i h, h
〉
 1
agi
〈
Φf,T (Qf,T )h,h
〉
= 1
agi
∥∥Q1/2f,T h∥∥2 = 1agi ‖Yh‖2.
Since f is positive regular free holomorphic function, we have agi 
= 0 for any i = 1, . . . , n.
Consequently, Li can be extended to a bounded operator onK, which will also be denoted by Li .
Now, setting Ui := L∗i , i = 1, . . . , n, relation (6.1) implies
Y ∗Ui = TiY ∗, i = 1, . . . , n. (6.2)
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Y ∗Φf,U (IK)Y = Φf,T
(
YY ∗
)= YY ∗.
Hence, 〈
Φf,U (IK)Yh,Yh
〉= 〈Yh,Yh〉, h ∈H,
which implies Φf,U (IK) = IK. Now, using relation (6.2), we obtain
Y ∗q(U1, . . . ,Un) = q(T1, . . . , Tn)Y ∗ = 0, q ∈Q.
Since Y ∗ is injective on K = YH, we have q(U1, . . . ,Un) = 0 for any q ∈ Q. Let V :H →
[NQ ⊗H] ⊕K be defined by
V :=
[
K
(m)
f,T ,Q
Y
]
.
Notice that V is an isometry. Indeed, due to relations (2.10) and (5.4), we have
‖V h‖2 = ∥∥K(m)
f,T ,Qh
∥∥2 + ‖Yh‖2
= ‖h‖2 − SOT- lim
k→∞
〈
Φkf,T (I )h,h
〉+ ‖Yh‖2 = ‖h‖2
for any h ∈H. Now, using relations (5.5), (6.1), and (6.2), we obtain
V T ∗i h = K(m)f,T ,QT ∗i h⊕ YT ∗i h =
(
B∗i ⊗ IH
)
K
(m)
f,T ,Qh⊕U∗i Yh
=
[
B∗i ⊗ IΔf,m,TH 0
0 U∗i
]
V h
for any h ∈H and i = 1, . . . , n. Identifying H with VH we complete the proof of (i) and (ii).
The last part of the theorem is obvious. 
We need the following result concerning power bounded positive linear maps on B(H).
Lemma 6.2. Let ϕ : B(H) → B(H) be a power bounded positive linear map and let D ∈ B(H)
be a positive operator such that ϕ(D)D. If m 1, then
(id − ϕ)m(D) = 0 if and only if ϕ(D) = D.
In particular, if ϕ is a positive linear map such that ϕ(I)  I and (id − ϕ)m(I) = 0, then
ϕ(I) = I .
Proof. According to Lemma 2.1, we have
q∑(p +m− 1
m− 1
)
ϕp(id − ϕ)m(D) = D −
m−1∑(q + j
j
)
ϕq+1(id − ϕ)j (D)p=0 j=0
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D = lim
q→∞
m−1∑
j=0
(
q + j
j
)
ϕq+1(id − ϕ)j (D).
Using Lemma 2.2, we deduce that D = limq→∞ ϕq(D). Since ϕ is a positive linear map and
ϕ(D)D, we have
D = lim
q→∞ϕ
q(D) · · · ϕ2(D) ϕ(D)D.
Hence, we deduce that ϕ(D) = D. The converse is obvious. 
Let C∗(Γ ) be the C∗-algebra generated by a set of operators Γ ⊂ B(K) and the identity.
A subspace H ⊂ K is called ∗-cyclic for Γ if K = span{Xh,X ∈ C∗(Γ ),h ∈ H}. The main
result of this section is the following model theorem for the elements of a noncommutative variety
Vm
p,Q(H).
Theorem 6.3. Let p be a positive regular noncommutative polynomial and let Q be a set of
homogeneous polynomials. Let H be a separable Hilbert space, and T := (T1, . . . , Tn) be an
n-tuple of operators in the noncommutative variety Vm
p,Q(H) with the radial property, i.e.,
rT := (rT1, . . . , rTn) ∈ Vmp,Q(H) for any r ∈ (δ,1)
and some δ ∈ (0,1).
Then there exists a ∗-representation π : C∗(B1, . . . ,Bn) → B(Kπ ) on a separable Hilbert
space Kπ , which annihilates the compact operators and
Φp,π(B)(IKπ ) = IKπ ,
such that:
(i) H can be identified with a ∗-cyclic co-invariant subspace of K˜ := (NQ ⊗ Δp,m,TH) ⊕Kπ
under each operator
Vi :=
[
Bi ⊗ IΔp,m,TH 0
0 π(Bi)
]
, i = 1, . . . , n,
where Δp,m,T := [(id −Φp,T )m(I )]1/2;
(ii) T ∗i = V ∗i |H for i = 1, . . . , n.
Proof. Applying Arveson extension theorem [5] to the map Ψp,T ,Q of Theorem 5.2, we
find a unital completely positive linear map Ψp,T ,Q : C∗(B1, . . . ,Bn) → B(H) such that
Ψp,T ,Q(BαB∗β) = TαT ∗β for α,β ∈ F+n . Let π˜ : C∗(B1, . . . ,Bn) → B(K˜) be a minimal Stine-
spring dilation [49] of Ψp,T ,Q. Then
Ψp,T ,Q(X) = PHπ˜(X)|H, X ∈ C∗(B1, . . . ,Bn),
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Consequently, H is an invariant subspace under each π˜ (Bi)∗, i = 1, . . . , n, and
π˜(Bi)
∗|H= Ψp,T ,Q
(
B∗i
)= T ∗i , i = 1, . . . , n. (6.3)
Since 1 ∈ NQ, Theorem 5.3 implies that all the compact operators C(NQ) in B(NQ) are
contained in the C∗-algebra C∗(B1, . . . ,Bn). Due to standard theory of representations of C∗-
algebras [6], representation π˜ decomposes into a direct sum π˜ = π0 ⊕π on K˜=K0 ⊕Kπ , where
π0, π are disjoint representations of C∗(B1, . . . ,Bn) on the Hilbert spaces
K0 := span
{
π˜(X)K˜: X ∈ C(NQ)
}
and Kπ :=K⊥0 ,
respectively, such that π annihilates the compact operators in B(NQ), and π0 is uniquely deter-
mined by the action of π˜ on the ideal C(NQ) of compact operators. Since every representation
of C(NQ) is equivalent to a multiple of the identity representation, we deduce that
K0 NQ ⊗ G, π0(X) = X ⊗ IG, X ∈ C∗(B1, . . . ,Bn), (6.4)
for some Hilbert space G. Using Theorem 5.3 and its proof, one can easily see that
K0 := span
{
π˜ (X)K: X ∈ C(NQ)
}
= span{π˜(BβPNQC B∗α)K: α,β ∈ F+n }
= span{π˜ (Bβ)[(id −Φp,π˜(B))m(IK)]K: β ∈ F+n }.
According to Theorem 5.3, the operator (id −Φp,B)m(INQ) = PNQC is a projection of rank one
in C∗(B1, . . . ,Bn). Hence, we deduce that (id −Φp,π(B))m(IKπ ) = 0 and
dimG = dim[rangeπ(PNQ
C
)]
.
Since the Stinespring representation π˜ is minimal, we can use the proof of Theorem 5.3 to deduce
that
range π˜
(
P
NQ
C
)= span{π˜(PNQ
C
)
π˜
(
B∗β
)
h: β ∈ F+n ,h ∈H
}
.
On the other hand, it is easy to see that
〈
π˜
(
P
NQ
C
)
π˜
(
B∗α
)
h, π˜
(
P
NQ
C
)
π˜
(
B∗β
)
k
〉
= 〈h,Tα[(id −Φp,T )m(IH)]T ∗β h〉= 〈Δp,m,T T ∗α h,Δp,m,T T ∗β k〉
for any h, k ∈ H and α,β ∈ F+n . This implies the existence of a unitary operator Λ :
range π˜ (PNQ
C
) → Δp,m,TH defined by
Λ
[
π˜
(
P
NQ)π˜(B∗α)h] := Δp,m,T T ∗α h, h ∈H, α ∈ F+n .C
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dim
[
rangeπ
(
P
NQ
C
)]= dimΔp,m,TH= dimG.
Using relations (6.3) and (6.4), and identifying G with Δp,m,TH, we obtain the required dilation.
On the other hand, due to the fact that (id − Φp,π(B))m(IKπ ) = 0, we can use Lemma 6.2 to
deduce that Φp,π(B)(IKπ ) = IKπ . The proof is complete. 
A few remarks are needed. A closer look at Theorem 6.3 reveals that one can replace the
polynomial p with a positive regular free holomorphic function f and obtain a model theorem
for any n-tuple (T1, . . . , Tn) ∈ Vmf,Q(H) with the radial property. More precisely, one can show
that there is a ∗-representation π˜ :C∗(B1, . . . ,Bn) → B(Kπ ) such thatH is an invariant subspace
under each operator π˜(Bi)∗ and T ∗i = π˜(Bi)∗|H for i = 1, . . . , n.
On the other hand, notice that using the proof of Theorem 6.3 and due to the standard theory of
representations of C∗-algebras, one can deduce the following Wold type decomposition for non-
degenerate ∗-representations of the C∗-algebra C∗(B1, . . . ,Bn), generated by the constrained
weighted shifts associated with Vm
p,Q, and the identity.
Corollary 6.4. Let p be a positive regular noncommutative polynomial and let Q be a set of
noncommutative polynomials such that 1 ∈NQ. Let (B1, . . . ,Bn) be the universal model associ-
ated with the noncommutative variety V(m)
p,Q. If π :C∗(B1, . . . ,Bn) → B(K) is a nondegenerate
∗-representation of C∗(B1, . . . ,Bn) on a separable Hilbert space K, then π decomposes into a
direct sum
π = π0 ⊕ π1 on K=K0 ⊕K1,
where π0 and π1 are disjoint representations of C∗(B1, . . . ,Bn) on the Hilbert spaces
K0 := span
{
π(Bβ)
[
(id −Φp,π(B))m(IK)
]K: β ∈ F+n } and K1 :=K⊥0 ,
respectively, where π(B) := (π(B1), . . . , π(Bn)). Moreover, up to an isomorphism,
K0 NQ ⊗ G, π0(X) = X ⊗ IG for X ∈ C∗(B1, . . . ,Bn),
where G is a Hilbert space with dimG = dim{range[(id − Φp,π(B))m(IK)]}, and π1 is a ∗-
representation which annihilates the compact operators and
Φp,π1(B)(IK1) = IK1 .
If π ′ is another nondegenerate ∗-representation of C∗(B1, . . . ,Bn) on a separable Hilbert
space K′, then π is unitarily equivalent to π ′ if and only if dimG = dimG′ and π1 is unitar-
ily equivalent to π ′1.
We remark that under the hypotheses and notations of Corollary 6.4, and setting Vi := π(Bi),
i = 1, . . . , n, the following statements are equivalent:
(i) V := (V1, . . . , Vn) is a constrained weighted shift in the noncommutative variety Vm (K);p,Q
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(iii) K= span{Vβ [(id −Φp,V )m(I)]K: β ∈ F+n };
(iv) ∑β∈F+n b(m)β Vβ [(id−Φp,V )m(I)]V ∗β = IK, where b(m)β are the coefficients defined by (1.1).
We mention that, under the additional condition that
span
{
BαB
∗
β : α,β ∈ F+n
}= C∗(B1, . . . ,Bn),
the map Ψp,T ,Q in the proof of Theorem 6.3 is unique. The uniqueness of the minimal Stinespring
representation [49] and the above-mentioned Wold type decomposition imply the uniqueness of
the minimal dilation of Theorem 6.3.
Corollary 6.5. Let V := (V1, . . . , Vn) ∈ Vmp,Q(K) be the dilation of T := (T1, . . . , Tn) ∈
Vm
p,Q(H), given by Theorem 6.3. Then,
(i) V is a constrained weighted shift if and only if T is a pure n-tuple of operators;
(ii) Φp,V (IK˜) = IK˜ if and only if Φp,T (IH) = IH.
Proof. According to Theorem 6.3, we have
Φkp,T (IH) = PH
[
Φkp,B(INQ)⊗ IΔp,m,TH 0
0 IKπ
] ∣∣∣∣H for k = 1,2, . . . ,
which implies
SOT- lim
k→∞Φ
k
p,T (IH) = PH
[
0 0
0 IKπ
] ∣∣∣∣H.
Consequently, T is pure if and only if PHPKπ |H= 0. The latter condition is equivalent to H⊥
(0 ⊕Kπ ), which, according to Theorem 6.3, is equivalent to H⊂NQ⊗Δp,m,TH. On the other
hand, since NQ⊗Δp,m,TH is reducing for V1, . . . , Vn, and K˜ is the smallest reducing subspace
for V1, . . . , Vn, which containsH, we must have K˜=NQ⊗Δp,m,TH. Therefore, item (i) holds.
To prove part (ii), note that
(id −Φp,V )m(IK˜) =
[ [(id −Φp,B)m(INQ)] ⊗ IΔp,m,TH 0
0 0
]
.
Hence, we deduce that (id −Φp,V )m(IK˜) = 0 if and only if[
(id −Φp,B)m(INQ)
]⊗ I
Δp,m,TH = 0.
On the other hand, we know that (id −Φp,B)m(INQ) = PNQC . Consequently,
(id −Φp,V )m(IK˜) = 0
if and only if Δp,m,T = 0. Now, using Lemma 6.2, we obtain the equivalence in part (ii). The
proof is complete. 
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Remark 6.6.
(i) In the particular case when m = 1, n = 1, p = X, and Q = 0, we obtain the classical iso-
metric dilation theorem for contractions obtained by Sz.-Nagy (see [50,51]).
(ii) When m = 1, n 2, p = X1 + · · ·+Xn, andQ= 0 we obtain the noncommutative dilation
theorem for row contractions (see [13,23,31]).
(iii) In the single variable case, when m  2, n = 1, p = X, and Q = 0, the corresponding
domain coincides with the set of all m-hypercontractions studied by Agler in [1,2], and
recently by Olofsson [26,27].
(iv) When m  2, n  2, p = X1 + · · · + Xn, and Q = 0, the elements of the correspond-
ing domain Dmp (H) can be seen as multivariable noncommutative analogues of Agler’s
m-hypercontractions.
(v) In the particular case when Qc consists of the polynomials ZiZj − ZjZi , i, j = 1, . . . , n,
we recover several results concerning model theory for commuting n-tuples of operators.
The case n  2, m  2, p = X1 + · · · + Xn, and Q = Qc, was studied by Athavale [9],
Müller [24], Müller, Vasilescu [25], Vasilescu [52], and Curto, Vasilescu [14].
(vi) When p is a positive regular noncommutative polynomial andQ consists of the polynomials
WiWj −WjWi, i, j = 1, . . . , n,
we obtain the dilation theorem of S. Pott [48].
(vii) When m = 1, n 1, and p is any positive regular noncommutative polynomial we find the
dilation theorem obtained in [45] (see also [3]).
We expect to use the results of the present paper to obtain functional models for the elements
of the noncommutative domain Dmf (H) (respectively subvariety Vmf,Q(H)), based on character-
istic functions.
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