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Abstract
A new refined weighted Hardy inequality for p  2 is proved and discussed. The inequality is reversed for 1 < p  2, which
means that for p = 2 we have equality. The main tool in the proofs are some new results for superquadratic and subquadratic
functions.
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1. Introduction
In 1920 in the paper [5], G.H. Hardy announced his famous inequality
∞∫
0
(
1
x
x∫
0
f (t) dt
)p
dx 
(
p
p − 1
)p ∞∫
0
f p(x) dx, p > 1, (1.1)
where f is a nonnegative measurable function and the constant ( p
p−1 )
p is the best possible. The prehistory of (1.1)
up to the time when Hardy finally proved (1.1) in 1925 in [6] can be found in [10]. After that the inequality has been
developed and applied in almost unbelievable ways. See for instance the books [11,12] and [14] devoted to this subject
and also the recent historical article [10] and references given therein.
In particular, Hardy [7] (see also [8, Theorem 330, p. 245]) proved a generalized form of (1.1), namely that if
p  1, k = 1, and F(x) is defined by
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⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x∫
0
f (t) dt, k > 1,
∞∫
x
f (t) dt, k < 1,
(1.2)
then
∞∫
0
x−kFp(x) dx 
(
p
|k − 1|
)p ∞∫
0
xp−kf p(x) dx. (1.3)
The constant ( p|k−1| )
p is the best possible. Furthermore, Hardy [7] (see also [8, Theorem 347, p. 256]) also pointed
out that if k and F satisfy the conditions of the above result, then (1.3) holds in the reversed direction if 0 < p  1. In
particular, this means that for p = 1 we have equality in (1.3) for both cases.
In 1977, Imoru [9] using mainly a convexity argument generalized the results of Shum [15] by obtaining for p  1
the following refinements of (1.3):
b∫
0
g(x)−kFp(x) dg(x) + p
k − 1g(b)
1−kFp(b)
(
p
k − 1
)p b∫
0
g(x)p−kf p(x) dg(x) (1.4)
for p  1, k > 1, 0 < b < ∞, and
∞∫
b
g(x)−kFp(x) dx + p
1 − k g(b)
1−kFp(b)
(
p
1 − k
)p ∞∫
b
g(x)p−kf p dg(x) (1.5)
for p  1, k < 1, 0 < b < ∞. The inequalities (1.4)–(1.5) are reversed if 0 < p  1.
In a recent paper, Oguntuase and Persson [13] obtained a unified refinements of Hardy’s inequalities for all p
(p ∈R\{0}) which has the results in [9] and [15] as special cases.
In this paper we prove a new refined weighted Hardy inequality for p  2, which holds in the reversed direction for
1 < p  2 and, hence, in fact we have equality for p = 2. This means that the crucial “breaking point” is p = 2 instead
of the usual situation for Hardy type inequalities when this crucial breaking point is p = 1 (see e.g. (1.4)–(1.5)).
Our main tool in the proofs is to use the notion of superquadratic and subquadratic functions introduced by
Abramovich, Jameson and Sinnamon in [2] (see also [3]):
Definition 1. (See [2, Definition 2.1].) A function ϕ : [0,∞) → R is superquadratic provided that for all x  0 there
exists a constant Cx ∈R such that
ϕ(y) − ϕ(x) − ϕ(|y − x|) Cx(y − x)
for all y  0.
We say that f is subquadratic if −f is superquadratic.
The paper is organized as follows: In Section 2 we present and prove some inequalities involving superquadratic
and subquadratic functions of independent interest. In Section 3 our new refined Hardy type inequalities and their
proofs are presented. Section 4 is devoted to some concluding remarks and examples.
Notations. Throughout this paper, all functions are assumed to be measurable and expressions of the form 0 · ∞, ∞∞ ,
and 00 are taken to be equal to zero. In addition, by a weight function u we mean a nonnegative measurable function
on the actual interval.
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First, we state the following refinement of Jensen’s inequality in [2], which is very useful in the proofs of our
results.
Lemma 2.1. (See [2, Theorem 2.3].) Let (Ω,μ) be a probability measure space. The inequality
ϕ
(∫
Ω
f (s) dμ(s)
)

∫
Ω
ϕ
(
f (s)
)
dμ(s) −
∫
Ω
ϕ
(∣∣∣∣f (s) −
∫
Ω
f (s) dμ(s)
∣∣∣∣
)
dμ(s) (2.1)
holds for all probability measures μ and all nonnegative μ-integrable functions f if and only if ϕ is superquadratic.
Moreover, (2.1) holds in the reversed direction if and only if ϕ is subquadratic.
Proof. See [2] and [3] for details. 
Definition 2. A function f : [0,∞) → R is superadditive provided f (x + y) f (x) + f (y) for all x, y  0. If the
reverse inequality holds, then f is said to be subadditive.
Lemma 2.2. (See [2, Lemma 3.1].) Suppose ϕ : [0,∞) → R is continuously differenciable and ϕ(0)  0. If ϕ′ is
superadditive or ϕ
′(x)
x
is nondecreasing, then ϕ is superquadratic.
Proof. See [2] for details. 
Remark 2.1. According to Lemmas 2.1 and 2.2 it yields that if p  2 in Lemma 2.1, then(∫
Ω
f (s) dμ(s)
)p

∫
Ω
(
f (s)
)p
dμ(s) −
∫
Ω
∣∣∣∣f (s) −
∫
Ω
f (s) dμ(s)
∣∣∣∣
p
dμ(s) (2.2)
holds and the reversed inequality holds when 1 < p  2 (see also [1, Example 1, p. 1448]).
Proposition 2.1. Let 0 < b∞, u : (0,∞) →R be a nonnegative weight function such that the function x → u(x)
x2
is
locally integrable on (0,∞), and define the weight function v by
v(t) = t
b∫
t
u(x)
x2
dx, t ∈ (0, b).
(a) If the real-valued function ϕ is superquadratic on (a, c), 0 a < c∞, then
b∫
0
u(x)ϕ
(
1
x
x∫
0
f (t) dt
)
dx
x
+
b∫
0
b∫
t
ϕ
(∣∣∣∣∣f (t) − 1x
x∫
0
f (t) dt
∣∣∣∣∣
)
u(x)
x2
dx dt 
b∫
0
v(x)ϕ
(
f (x)
) dx
x
(2.3)
holds for all f with a < f (x) < c, 0 < x  b.
(b) If the real-valued function ϕ is subquadratic on (a, c), 0 a < c∞, then (2.3) holds in the reversed direction.
Proof. (a) By applying the refined Jensen’s inequality (2.1) and Fubini’s theorem to the first term on the left-hand
side of (2.3) we have that
b∫
0
u(x)ϕ
(
1
x
x∫
0
f (t) dt
)
dx
x

b∫
0
u(x)
x2
x∫
0
ϕ
(
f (t)
)
dt dx −
b∫
0
u(x)
x2
x∫
0
ϕ
(∣∣∣∣∣f (t) − 1x
x∫
0
f (t) dt
∣∣∣∣∣
)
dt dx
=
b∫
ϕ
(
f (t)
) b∫ u(x)
x2
dx dt −
b∫ b∫
ϕ
(∣∣∣∣∣f (t) − 1x
x∫
f (t) dt
∣∣∣∣∣
)
u(x)
x2
dx dt0 t 0 t 0
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b∫
0
v(t)ϕ
(
f (t)
) dt
t
−
b∫
0
b∫
t
ϕ
(∣∣∣∣∣f (t) − 1x
x∫
0
f (t) dt
∣∣∣∣∣
)
u(x)
x2
dx dt,
from which (2.3) follows.
(b) This is similar to the proof of (a) and the only difference is that in this case the inequality sign is reversed. The
proof is complete. 
Proposition 2.2. Let 0 b < ∞, u : (b,∞) →R be a nonnegative locally integrable function on (b,∞), and define
the function v by
v(t) = 1
t
t∫
b
u(x) dx, t ∈ (b,∞).
(a) If the real-valued function ϕ is superquadratic on (a, c), 0 a < c∞, then the inequality
∞∫
b
u(x)ϕ
(
x
∞∫
x
f (t)
dt
t2
)
dx
x
+
∞∫
b
t∫
b
ϕ
(∣∣∣∣∣f (t) − x
∞∫
x
f (t)
dt
t2
∣∣∣∣∣
)
u(x)dx
dt
t2

∞∫
b
v(x)ϕ
(
f (x)
) dx
x
(2.4)
holds for all f with a < f (x) < c, 0 x  b.
(b) If the real-valued function ϕ is subquadratic on (a, c), 0 a < c∞, then (2.3) holds in the reversed direction.
Proof. The proof is similar to that of Proposition 2.1 so we omit the details. 
3. The refined Hardy-type inequalities
Our first result reads:
Theorem 3.1. Let p > 1, k > 1, 0 < b ∞, and let the function f be locally integrable on (0, b) such that 0 <∫ b
0 x
p−kf p(x) dx < ∞.
(i) If p  2, then
b∫
0
x−k
( x∫
0
f (t) dt
)p
dx + k − 1
p
b∫
0
b∫
t
∣∣∣∣∣ pk − 1
(
t
x
)1− k−1
p
f (t) − 1
x
x∫
0
f (t) dt
∣∣∣∣∣
p
x
p−k− k−1
p dx t
k−1
p
−1
dt

(
p
k − 1
)p b∫
0
[
1 −
(
x
b
) k−1
p
]
xp−kf p(x) dx. (3.1)
(ii) If 1 < p  2, then inequality (3.1) holds in the reversed direction.
Remark 3.1. Note that (3.1) with b = ∞ means that if p  2, then the classical Hardy inequality (1.3) for k > 1 can
be refined by adding a second term on the left-hand side. In fact, this factor is so big that the inequality holds in the
reversed direction for 1 < p  2 so that, in particular, for p = 2 we have the following identity:
∞∫
0
x−k
( x∫
0
f (t) dt
)2
dx + k − 1
2
∞∫
0
∞∫
t
(
2
k − 1
(
t
x
)1− k−12
f (t) − 1
x
x∫
0
f (t) dt
)2
x2−k−
k−1
2 dx t
k−1
2 −1 dt
=
(
2
k − 1
)2 ∞∫
0
x2−kf 2(x) dx.
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b∫
0
(
1
x
x∫
0
f (t) dt
)p
dx
x
+
b∫
0
b∫
t
∣∣∣∣∣f (t) − 1x
x∫
0
f (t) dt
∣∣∣∣∣
p
dx
x2
dt 
b∫
0
(
1 − x
b
)
f p(x)
dx
x
. (3.2)
Denote the first and second terms on the left-hand side of (3.2) by I1 and I2 and the right-hand side by I3, respec-
tively. Replace the parameter b by a = b k−1p and choose for f the function x 	→ f (x pk−1 )x pk−1 −1. Thereafter, use the
substitutions y = x pk−1 and s = t pk−1 . Then
I1 =
a∫
0
(
1
x
x∫
0
f
(
t
p
k−1
)
t
p
k−1 −1 dt
)p
dx
x
=
(
k − 1
p
)p a∫
0
(
1
x
x
p
k−1∫
0
f (s) ds
)p
dx
x
=
(
k − 1
p
)p+1 b∫
0
y−k
( y∫
0
f (s) ds
)p
dy, (3.3)
I2 =
a∫
0
a∫
t
∣∣∣∣∣f (t pk−1 )t pk−1 −1 − 1x
x∫
0
f
(
t
p
k−1
)
t
p
k−1 −1 dt
∣∣∣∣∣
p
dx
x2
dt
=
(
k − 1
p
)p+1 b∫
0
a∫
s
k−1
p
∣∣∣∣∣ pk − 1f (s)s1−
k−1
p − 1
x
x
p
k−1∫
0
f (s) ds
∣∣∣∣∣
p
dx
x2
s
k−1
p
−1
ds
=
(
k − 1
p
)p+2 b∫
0
b∫
s
∣∣∣∣∣ pk − 1f (s)s1−
k−1
p − 1
y
k−1
p
y∫
0
f (s) ds
∣∣∣∣∣
p
y
1−k
p
−1
dy s
k−1
p
−1
ds
=
(
k − 1
p
)p+2 b∫
0
b∫
s
∣∣∣∣∣ pk − 1f (s)
(
s
y
)1− k−1
p − 1
y
y∫
0
f (s) ds
∣∣∣∣∣
p
y
p−k− k−1
p dy s
k−1
p
−1
ds (3.4)
and
I3 =
a∫
0
(
1 − x
a
)
f p
(
x
p
k−1
)
xp(
p
k−1 −1) dx
x
=
(
k − 1
p
) b∫
0
(
1 −
[
y
b
] k−1
p
)
yp−kf p(y) dy. (3.5)
The proof of (3.1) follows by combining (3.2)–(3.5).
(ii) The proof for the case 1 < p  2 is similar and the only difference is that in this case all the inequalities signs
are reversed. 
In the next result we state the dual of Theorem 3.1.
Theorem 3.2. Let p > 1, k < 1, 0  b < ∞, and let the function f be locally integrable on (b,∞) and such that
0 <
∫∞
xp−kf p(x) dx < ∞.b
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∞∫
b
x−k
( ∞∫
x
f (t) dt
)p
dx + 1 − k
p
∞∫
b
t∫
b
∣∣∣∣∣ p1 − k
(
t
x
) 1−k
p
+1
f (t) − 1
x
∞∫
x
f (t) dt
∣∣∣∣∣
p
x
1−k
p
+p−k
dx t
k−1
p
−1
dt

(
p
1 − k
)p ∞∫
b
[
1 −
(
b
x
) 1−k
p
]
xp−kf p(x) dx. (3.6)
(iv) If 1 < p  2, then inequality (3.6) holds in the reversed direction.
Remark 3.2. Note that (3.6) with b = 0 means that if p  2, then the classical Hardy inequality (1.3) for k < 1 can
be refined by adding a second term on the left-hand side. In fact, this factor is so big that the inequality holds in the
reversed direction for 1 < p  2 so that, in particular, for p = 2 we have the following identity:
∞∫
0
x−k
( ∞∫
x
f (t) dt
)2
dx + 1 − k
2
∞∫
0
t∫
0
(
2
1 − k
(
t
x
) 1−k
2 +1
f (t) − 1
x
∞∫
x
f (t) dt
)2
x
1−k
2 +2−k dx t
k−1
2 −1 dt
=
(
2
1 − k
)2 ∞∫
0
x2−kf 2(x) dx.
Proof. (iii) By applying Proposition 2.2 with the superquadratic function ϕ(x) = xp, p  2 and u(x) ≡ 1, we find
that
∞∫
b
(
x
∞∫
x
f (t)
dt
t2
)p
dx
x
+
∞∫
b
t∫
b
∣∣∣∣∣f (t) − x
∞∫
x
f (t)
dt
t2
∣∣∣∣∣
p
dx
dt
t2

∞∫
b
(
1 − b
x
)
f p(x)
dx
x
. (3.7)
Again, denote the first and second terms on the left-hand side of (3.7) by I1 and I2 and the right-hand side by I3, re-
spectively. Then, in (3.7) replace the parameter b by a = b 1−kp and the function f by x 	→ f (x p1−k )x p1−k +1. Thereafter,
use the substitutions y = x p1−k and s = t p1−k . Then
I1 =
∞∫
a
(
x
∞∫
x
f
(
t
p
1−k
)
t
p
1−k +1 dt
t2
)p
dx
x
=
(
1 − k
p
)p ∞∫
a
(
x
∞∫
x
p
1−k
f (s) ds
)p
dx
x
=
(
1 − k
p
)p+1 ∞∫
b
y−k
( ∞∫
y
f (s) ds
)p
dy, (3.8)
I2 =
∞∫
a
t∫
a
∣∣∣∣∣f (t p1−k )t p1−k +1 − x
∞∫
x
f
(
t
p
1−k
)
t
p
1−k +1 dt
t2
∣∣∣∣∣
p
dx
dt
t2
=
(
1 − k
p
)p+1 ∞∫
b
s
1−k
p∫
a
∣∣∣∣∣ p1 − k f (s)s1+
1−k
p − x
∞∫
x
p
1−k
f (s) ds
∣∣∣∣∣
p
dx s
k−1
p
−1
ds
=
(
1 − k
p
)p+2 ∞∫ s∫ ∣∣∣∣∣ p1 − k f (s)s1+
1−k
p − y 1−kp
∞∫
f (s) ds
∣∣∣∣∣
p
y
1−k
p
−1
dy s
k−1
p
−1
dsb b y
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(
1 − k
p
)p+2 ∞∫
b
s∫
b
∣∣∣∣∣ p1 − k f (s)
(
s
y
)1+ 1−k
p − 1
y
∞∫
y
f (s) ds
∣∣∣∣∣
p
y
1−k
p
+p−k
dy s
k−1
p
−1
ds (3.9)
and
I3 =
∞∫
a
(
1 − a
x
)
f p
(
x
p
1−k
)
xp(
p
1−k +1) dx
x
= 1 − k
p
∞∫
b
[
1 −
(
b
y
) 1−k
p
]
yp−kf p(y) dy. (3.10)
The proof of (3.7) follows by combining (3.8)–(3.10).
(iv) The proof for the case 1 < p  2 is similar and the only difference is that in this case all the inequalities signs
are reversed. 
4. Concluding remarks and examples
Example 4.1. In Proposition 2.1, by putting u(x) ≡ 1 we obtain the weight function v to be equal to
v(x) =
{
1 − x
b
, b < ∞,
1, b = ∞.
Hence for b < ∞, inequality (2.3) takes the form
b∫
0
ϕ
(
1
x
x∫
0
f (t) dt
)
dx
x
+
b∫
0
b∫
t
ϕ
(∣∣∣∣∣f (t) − 1x
x∫
0
f (s) ds
∣∣∣∣∣
)
dx
x2
dt 
b∫
0
(
1 − x
b
)
ϕ
(
f (x)
) dx
x
and
∞∫
0
ϕ
(
1
x
x∫
0
f (t) dt
)
dx
x
+
∞∫
0
∞∫
t
ϕ
(∣∣∣∣∣f (t) − 1x
x∫
0
f (s) ds
∣∣∣∣∣
)
dx
x2
dt 
∞∫
0
ϕ
(
f (x)
) dx
x
when b = ∞.
Example 4.2. Also by putting u(x) ≡ 1 in Proposition 2.2 yields
v(x) =
{
1 − x
b
, b > 0,
1, b = 0
and so for the case b > 0, inequality (2.4) becomes
∞∫
b
ϕ
(
x
∞∫
x
f (t)
dt
t2
)
dx
x
+
∞∫
b
t∫
b
ϕ
(∣∣∣∣∣f (t) − x
∞∫
x
f (s)
ds
s2
∣∣∣∣∣
)
dx
dt
t2

∞∫
b
(
1 − b
x
)
ϕ
(
f (x)
) dx
x
while for b = 0 it reads
∞∫
0
ϕ
(
x
∞∫
x
f (t)
dt
t2
)
dx
x
+
∞∫
0
t∫
0
ϕ
(∣∣∣∣∣f (t) − x
∞∫
x
f (s)
ds
s2
∣∣∣∣∣
)
dx
dt
t2

∞∫
0
ϕ
(
f (x)
) dx
x
.
Remark 4.1. Note that the inequalities pointed out in Examples 4.1 and 4.2 are refined versions of some results in [4].
By using Theorem 3.1 with k = p we obtain:
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If p  2, then
b∫
0
(
1
x
x∫
0
f (t) dt
)p
dx + p − 1
p
b∫
0
b∫
t
∣∣∣∣∣ pp − 1
(
t
x
) 1
p
f (t) − 1
x
x∫
0
f (t) dt
∣∣∣∣∣
p
1
x
p−1
p
dx
1
t
1
p
dt

(
p
p − 1
)p b∫
0
[
1 −
(
x
b
) p−1
p
]
f p(x) dx.
The inequality sign is reversed if 1 < p  2.
Remark 4.2. For p = 2 and b = ∞ we obtain the following identity for all f ∈ L2(0,∞):
∞∫
0
(
1
x
x∫
0
f (t) dt
)2
dx + 1
2
∞∫
0
b∫
t
(
2
√
t
x
f (t) − 1
x
x∫
0
f (t) dt
)2
dx√
x
dt√
t
= 4
∞∫
0
f 2(x) dx.
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