ABSTRACT. An advective Cahn-Hilliard model motivated by thin film formation is studied in this paper. The one-dimensional evolution equation under consideration includes a transport term, whose presence prevents from identifying a gradient flow structure. Existence and uniqueness of solutions, together with continuous dependence on the initial data and an energy equality are proved by combining a minimizing movement scheme with a fixed point argument. Finally, it is shown that, when the contribution of the transport term is small, the equation possesses a global attractor and converges, as the transport term tends to zero, to a purely diffusive Cahn-Hilliard equation.
INTRODUCTION
In this paper we study a perturbation of a Cahn-Hilliard-type equation with an advective term. Given L, T > 0 , we consider a one-dimensional evolution equation of the form Proposed to describe the evolution of the concentrations of two immiscible fluids, equation (1.1) has been extensively studied, since the seminal paper [6] , from the physical, chemical, and mathematical points of view. Variations of this model have been proposed to describe different phenomena and modes of phase separation (see, e.g., [28] and the references therein). In particular, introducing a skewness in the wells of W has the effect of selecting a preferred state of the system that minimizes the potential energy. This, in turn, can be further tailored to model a variability of the optimal configuration in space by considering a potential W that depends on the spatial variable x . When the fluids under consideration are subject to stirring, advection becomes significant and it can be incorporated in the equation by introducing the transport term −βu x in (EQ β ), see, e.g., [29] . Despite its relevance for applications, the results on equation (EQ β ) are mainly numerical (see, e.g., [25, 12, 26] ), whereas, to the best of our knowledge, a full analytical treatment is still missing. We propose in this paper a first step toward a comprehensive analysis of equation (EQ β ) by setting up a functional framework in which we prove existence and uniqueness of solutions, continuous dependence on the initial data, and an energy equality, for every T > 0 and for every β 0 ; additionally, for β β 0 (L) , where β 0 is a threshold depending only on the size of the system L, we prove the existence of an attractor for (EQ β ), the convergence to the solution of (EQ 0 ) for β → 0 , and we quantify the distance between such two solutions, in an appropriate metric, in terms of β .
Our main motivation for investigating equation (EQ β ) is in connection with the mechanism of the Langmuir-Blodgett (LB) transfer. Based on the pioneering results of I. Langmuir [23] and K. B. Blodgett [5] , the LB transfer is a way to depose a thin film made of amphiphilic molecules on a solid substrate. The breadth of applications that involve LB films is incredibly wide [30, 32] . Many aspects of the physical process of the film formation are interesting for scientists, in particular those related to pattern formation [7, 31, 35] . LB films are obtained by pulling a solid substrate out of the so-called Langmuir-Blodgett trough, which contains a monolayer of amphiphilic molecules floating free at the surface of a liquid subphase. Depending on its area density, the monolayer can exist in two different phases, the so-called liquid-expanded (LE) and liquid-condensed (LC) phases. We are interested in the situation in which the density is kept constant during the process and the monolayer is in the LE phase. During the transfer of the amphiphilic molecules onto the substrate, the system can undergo a phase transition into the LC phase, which is energetically favoured due to the interaction with the substrate. However, different scenarios are observed experimentally depending on the transfer velocity, which plays the role of the main control parameter: the transfer of a homogeneous LC phase takes place if the velocity is sufficiently small, whereas, if the substrate is pulled out sufficiently fast, alternating patterns of LE and LC phases emerge [7] . The use of a prestructured substrate can also give more control over the pattern formation.
In [19, 34] an evolution equation in the form of a generalized Cahn-Hilliard equation has been proposed to govern the deposition process, starting form a more general model which takes into account also the hydrodynamics of the thin liquid layer [20] . with ζ 0 > 0 fixed, describes the presence of a meniscus of width l s located at a point x s . The space-dependent term ζ introduces a skewness in the two wells of the potential: before the meniscus (x < x s ) it has essentially no influence ( ζ ∼ 0 ) and the two wells c = −1 (pure LE phase) and c = 1 (pure LC phase) are at the same level; after the meniscus, the LC phase is preferred. In [19, 34] and by an initial condition c(z, 0) =ĉ 0 (z) . The parameter c 0 ∈ R represents the (constant) concentration of amphiphiles at the surface of the liquid trough, which is modeled as the interface {x = 0}; by consistency we assumeĉ 0 (0) = c 0 . In view of the periodicity conditions in the variable y , we will consider in the following a reduced problem in dimension 1. It is convenient to shift the map c in order to have zero Dirichlet boundary condition at x = 0: we consider the translation u(x, t) := c(x, t) − c 0 , as well as the translation of the initial datum u 0 (x) :=ĉ 0 (x) − c 0 , for
With these positions the evolution equation (1.2) takes the form
This reduces the equation to the form (EQ β ), with the particular choice of the potential
The numerical analysis in [19] (see also [21] for the analysis of the bifurcation structure, and [34, 36] for the case of a prestructured substrate) highlights the presence of three different regimes, according to the magnitude of the extraction speed β : for β smaller than a first threshold, the concentration of the amphiphiles moves from the first to the second potential well, corresponding to a transition from the LE phase to the LC phase; for β bigger than a second threshold, the concentration remains basically unvaried, so that the film is deposed in a homogeneous LE phase; for intermediate values of β , the concentration varies forming regular patterns, alternating LE and LC phases. In this work we begin laying the theoretical foundations for the analysis of (EQ β ). The result of this paper is twofold.
First, in Theorem 2.4 we prove existence and uniqueness of a weak solution (see Definition 2.1) to (EQ β ), satisfying an energy equality. Existence of solutions to advectivediffusion equations with the structure in (EQ β ) has been already established by means of Galerkin methods (see, e.g., [25, 29] ). The novelty of our approach is in the fact that it provides a new variational discretization and approximation of solutions to (EQ β ). Indeed, the proof strategy for Theorem 2.4 relies on the combination of a minimizing movement scheme with a fixed point argument. To be precise, by decoupling the advective and the diffusive terms in (EQ β ) we first show in Section 4 existence of solutions for the weak formulation of a Cahn-Hilliard equation with a forcing term. The existence of weak solutions for the advective Cahn-Hilliard equation in (EQ β ) is obtained in Section 5 by a fixed point argument.
Our second contribution is the analysis of the regime " β small". For β smaller than a constant β 0 dependent only on L , we prove in Theorem 6.5 that the equation has a global attractor, in the framework of the classical theory of semigroups (see e.g. [17, 22] ). We point out that related existence results of global attractors have been obtained in [15] for a non-local Cahn-Hilliard equation without advective term, in [13, 14] for a Cahn-Hilliard equation coupled with a Navier-Stokes system, and in [18] for a nonlocal Cahn-Hilliard equation with a reaction term. Attractors for the viscous and standard Cahn-Hilliard equation with non-constant mobility have been analyzed in [16, 33] . The case of a doubly nonlinear Cahn-Hilliard-Gurtin system has been studied in [27] (see also [1] for the case of a doubly nonlinear equation with non-monotone perturbations), whereas that of a logarithmic potential is the subject of [8] . A thorough analysis of nonlocal convective Cahn-Hilliard equations with reaction terms has been undertaken in [10] .
Finally, in Theorem 6.6 we provide a quantitative estimate of the distance of solutions to (EQ β ) from those of (EQ 0 ) in terms of the advection velocity β . In accordance with the numerical results in [34] , we conjecture the existence of three analogous regimes for (EQ β ) . The case β > β 0 is expected to be related to pattern formation, and, together with the higher dimensional setting, will be the subject of a forthcoming paper.
Structure of the paper. The plan of the paper is the following. In Section 2, we present the functional setting in which we study the problem and, after introducing a suitable notion of weak solution, we state the main existence result. We also explain the strategy of the proof. In Section 4, we describe the minimizing movement scheme, exploiting the gradient flow structure that is highlighted in Section 3; here we adapt the general results of [3] to the case of time-dependent energies, and, to this end, [2] will be a fundamental reference. In Section 5, we will apply a fixed point argument to construct the sought weak solution to (1.2a) and complete the proof of Theorem 2.4. Section 6 is devoted to the analysis of the regime where the parameter β is small. Finally, we collect in Appendix A the statements of some technical lemmas which we use throughout the paper.
Notation. For a function
, we will usually denote its partial derivatives by u (x, t) := ∂u ∂x (x, t) andu(x, t) := ∂u ∂t (x, t) . We will also denote by u(t) the function u(·, t) for t fixed.
FUNCTIONAL SETTING, WEAK FORMULATION, AND EXISTENCE RESULT
In this section, we discuss the functional framework to solve equation (EQ β ) and we state our existence result. After presenting the precise assumptions on the potential W , we introduce the functions spaces in which we set the evolution problem and formulate, in Definition 2.1, the notion of weak solution. Then we state Theorem 2.4 about the existence, uniqueness, and continuous dependence from initial data of weak solutions, and the energy equality. An equivalent definition of weak solutions is presented in Proposition 2.5: this will be more convenient for the proof of our main theorem. Finally, in Subsection 2.2 we outline the strategy for the proof of Theorem 2.4.
We assume that the potential
and that it satisfies, for every x ∈ [0, L] and s ∈ R , We consider the initial/boundary value probleṁ 
Functional setup.
We now introduce the function spaces in which we rigorously set the weak formulation of problem (2.2). We set
endowed with the scalar product and norm
obtained as the restriction to V of the scalar product on
(which is, in turn, equivalent to the standard scalar product of H 1 (0, L) ). We denote by V the dual space of V and by ·, · V ,V the duality pairing between V and V , for which we will provide a convenient expression in (2.10). With this notation, we are in a position to give the definition of weak solution to (2.2). .2)). Let u 0 ∈ V be a given initial datum. A function u is a weak solution to (2.2) 
, and the following conditions hold:
4) (ws3) for every ψ ∈ V and almost every t ∈ (0, T ) we have
(2.5) (ws4) for almost every t ∈ (0, T ) , u satisfies the boundary conditions
Remark 2.2. Notice that the higher order boundary conditions in (2.2b) are implicitly contained in the weak formulation: indeed, we are imposing also that the function µ(t) defined in (2.4) satisfies the boundary conditions µ(0, t) = 0 (which follows from the requirement µ(t) ∈ V ) and µ (L, t) = 0 in a weak sense (as the test functions in (2.5) do not necessarily vanish at x = L ). In other words, for almost every t ∈ (0, T ) the function µ(t) is a weak solution to The first main result of the paper is the following. 
the following energy equality holds true for almost every t ∈ (0, T ):
where µ is defined in (2.4). Finally, the solution u depends continuously on the initial data, in the following sense: given any M > 0, there exists a constant C M (depending on M and on L, β , T , W ) such that for every initial data u 0 ,ū 0 ∈ V with u 0 V , ū 0 V M the corresponding weak solutions u,ū satisfy, for all t ∈ [0, T ],
The proof of the theorem is given in Section 5.
As V and V are Hilbert spaces, it is possible to introduce a representation for the elements of V which will be useful later on to rephrase the Definition 2.1 of weak solution in a way that is more convenient for the proof of Theorem 2.4. According to the Riesz Representation Theorem, for every ϕ ∈ V there exists a unique element z ϕ ∈ V such that
The scalar product in V can be expressed through the one in V as
Notice that (2.10) allows us to characterize z ϕ as the weak solution to
The standard identification of functions in L 2 (0, L) with elements of its dual space (L 2 (0, L)) , given by the Riesz Representation Theorem, can be formally expressed by the map Q :
In particular, each function of L 2 (0, L) can be seen as a linear map acting on V , that is, as an element in V . In the following, we will always implicitly identify u ∈ L 2 (0, L) with the corresponding element Qu ∈ V , without indicating the map Q. Hence, from (2.13), for
(2.14)
Notice also that it immediately follows that
where the second inclusion is defined by (2.14).
The following proposition provides an equivalent formulation of the weak equation (2.5) in terms of the functions z introduced in (2.10). Proposition 2.5. Let u 0 ∈ V , and let u satisfy conditions (ws1), (ws2) and (ws4) in Definition 2.1. Then condition (ws3) holds if and only if for almost every
Proof. We have to show the equivalence of (2.5) and (2.16), under the assumptions (2.4) and (2.6). By taking the scalar product in V of (2.16) with any test function ψ ∈ V , we have for
which is (2.5). Conversely, assuming that (2.5) holds and reversing the previous chain of equalities we find that for almost every t
which implies (2.16).
Remark 2.6. The dual space V can be identified with the space
of functionals that vanish on constant functions of H 1 (0, L) . Indeed, the restriction map
is an isometry between the two spaces (considering on H 1 (0, L) the norm (2.3) and on W the corresponding dual norm).
2.2.
Strategy for the proof of Theorem 2.4. Our approach to prove the existence of a weak solution is structured in two steps and consists in the combination of a minimizing movement scheme and of a fixed point argument. To briefly explain the strategy, we consider the function space Y := L 2 (0, T ; V ) and we carry out the following program. Let u 0 ∈ V be a given initial datum.
Step 1. For every fixed q ∈ Y , we construct in Proposition 4.4 a function u q ∈ Y solvinġ
in the weak sense, namely, recalling Proposition 2.5,
and attaining the initial datum u q (x, 0) = u 0 (x). Notice that by construction u q (0, t) = 0 for all t , since u q ∈ Y . The solution u q will be sought for by showing that equation (2.17), for fixed q , possesses in fact a gradient flow structure (see Section 3), which can be approximated by a minimizing movements scheme. In Proposition 4.6 we show that the function u q obtained in this way is unique.
Step 2. We show in Section 5 that the map S : Y → Y , q → S(q) := u q (where u q is the function constructed in the previous step), has a fixed point, by applying Shaefer's Fixed Point Theorem. The fixed point solves
which is the weak formulation of (2.17) for q = u q , by Proposition 2.5.
DECOUPLING OF DIFFUSIVE AND ADVECTIVE EFFECTS
In this section we show that for every fixed q ∈ L 2 (0,
where W is the potential satisfying assumptions (2.1). Notice that in (3.1) the functions u, q (t) ∈ L 2 (0, L) are implicitly identified with elements in V , according to (2.14). In the following proposition we highlight the relation between the evolution equation (2.17) and the gradient flow of the functional Ψ q with respect to the metric structure of V , namelyu
where ∂ V denotes the subdifferential of Ψ q in the space V with respect to its first variable; that is, ∂ V Ψ q (u, t) is the set of all elements g ∈ V such that
(see, e.g., [11, Definition 4 .48]).
and that the function
belongs to the space V . Then for a.e. t ∈ (0, T ) there holds
Proof. Fix t ∈ (0, T ) such that q(t) ∈ V , and let u be as in the statement of the theorem. Given g ∈ ∂ V Ψ q (u, t) , we have that for every w ∈ V and for every ε > 0
Dividing by ε and letting ε → 0 + , we obtain
In view of Lemma 3.2 below, we find that if
By (2.10)-(2.11) this identity can be rewritten as
and in turn by (2.14)
To conclude the proof it is sufficient to show that (3.2) holds if we replace z w by any function ψ ∈ V . This is a consequence of the observation that the set {z w :
Setting w h = −η h , one has that w h ∈ V and z w h = η h , hence z w h → ψ in V .
Lemma 3.2.
Let u satisfy the assumptions of Proposition 3.1. The following identity holds:
Proof. By integration by parts we have, for all w ∈ V ,
which is (3.3).
MINIMIZING MOVEMENTS
Throughout this section, q is a fixed element in L 2 (0, T ; V ) , β > 0 , and u 0 ∈ V is a given initial datum. We will exploit the variational structure of the equatioṅ
which was pointed out in the previous section, in order to construct, in Proposition 4.4, a weak solution u(x, t) to (4.1) satisfying the initial condition u(x, 0) = u 0 (x), as the limit of a standard minimizing movement scheme. We name it variational solution in Definition 4.5, and in Proposition 4.6 we show that it is unique. 
where, recalling the definition of Ψ q in (3.1),
The functions u k τ are well-defined in view of the following lemma. Lemma 4.1. The minimum problem (4.2) has a solution u k τ ∈ V . Proof. Let {v n } n ⊂ V be a minimizing sequence such that
By definition of Ψ q , we have v n ∈ V for every n . In view of (2.1b) we deduce the lower bound
where we have used (2.15) to estimate
Combining (4.3) and (4.4) and using Young's inequality we obtain for every ε > 0
Moreover by choosing ε > 0 small enough, depending on L and β , we have by Poincaré inequality (recalling that v n (0) = 0 )
In view of (4.6) and (4.7), estimate (4.5) can be written as
and yields the uniform bound sup n v n V < ∞ . Therefore there exists v ∈ V such that, up to subsequences, v n v weakly in V and uniformly in [0, L]; in particular, v n → v in V . The minimality of v in problem (4.2) follows then by the lower semicontinuity of Ψ q with respect to the above convergences.
In the following lemma we compute the Euler-Lagrange equations satisfied by u k τ and we deduce its regularity properties. 
with boundary conditions
In addition,
where C is a uniform constant depending only on L, and
Proof. We fix w ∈ V and ε ∈ R . By using u k τ + εw as a competitor in the minimum problem (4.2) solved by u k τ we havê
so that dividing by ε and letting ε → 0 we obtain that for every
where we have defined δu
)/τ to simplify the notation. We observe that by (2.11), (2.10), and (2.14) 14) and similarly
Notice that the map t → z q (t) is measurable from (0, T ) to V , thanks to Lemma A.2 applied to q , thus the map t →´L 0 z q (t) (x)w(x) dx is measurable as well, and
(4.16) In view of estimate (4.16) and Fubini's theorem, the third term in (4.13) becomes
Therefore, by combining (4.13), (4.14) and (4.17), we deduce that for every
In particular, u k τ is a weak solution to the equation We turn to the proof of the H 4 -regularity of u k τ , together with the bounds (4.10)-(4.11) and the last two conditions in (4.9). In the following estimates, C will denote a positive constant depending possibly only on L , and which might change from line to line. Notice
We can now estimate the right-hand side of (4.18) in H 1 (0, L) as follows. Using the regularity assumption on W it is straightforward to obtain that
where K is the constant defined in (4.12). By (2.12),
and in turn
By (2.10)-(2.12) there holds
Combining (4.19), (4.20) , and the first equality in (4.21), we see that the right-hand side of the first equation in (4.18) is in H 1 (0, L) , and therefore u k τ ∈ H 3 (0, L) and the estimate (4.10) holds.
We can now further improve the regularity of u k τ by a bootstrap argument. Indeed, the regularity of W , (4.10), and (4.19) yield Finally, it is straightforward to check that
and since the function´k k−1 z q (tτ ) dt vanishes in x = 0 and has first derivative vanishing in x = L , we conclude by (2.12) that
Thus, the regularity of u k τ and (4.8) yield the last two conditions in (4.9).
We next introduce the piecewise affine and the piecewise constant interpolants of the functions u k τ :
Notice that u τ (0, t) = 0 for all t , and, in particular, u τ (t) ∈ V for all t . In addition,
By Lemma 4.2 we deduce the following uniform estimates.
Lemma 4.3. Let u τ andũ τ be defined as in (4.24a) and (4.24b), respectively. There exist constants M 1 and
Proof. By minimality of u k τ and using u
Iterating this estimate it follows that
namely, by (2.1b),
for every k = 1, . . . , N . Young's inequality implieŝ
which, combined with (4.29), yields, in view of (2.15),
where the integral on the right-hand side is finite since q ∈ L 2 (0, T ; V ) . It follows that
Therefore estimates (4.25) and (4.26) are a direct consequence of (4.30), by definition of u τ . Notice now that the constant K defined in (4.12), which in principle depends on the L ∞ -norm of u k τ , is uniformly bounded with respect to τ and k by a constant M 2 as in the statement, in view of (4.30). Then property (4.27) follows by integrating (4.10) in the interval ((k − 1)τ, kτ ) , summing over k , and using (4.25)-(4.26). Similarly, (4.28) follows by integrating (4.11) in ((k − 1)τ, kτ ) and summing over k .
The uniform estimates obtained in Lemma 4.3 allow us to extract a subsequence of {u τ } converging, as τ → 0 , to a limit function u ∞ . In turn, by passing to the limit in the equation (4.8) satisfied by u k τ , we deduce that u ∞ actually solves problem (4.1) in a weak sense. This is the content of the following proposition.
Proposition 4.4. There exists a map
such that, up to the extraction of a (not relabeled) subsequence, the following convergences hold true as τ → 0 :
In addition, u ∞ solves for almost every
Proof. We divide the proof of the proposition into two steps.
Step 1: compactness. In view of (4.26) we obtain for all 0 s t T 32) which shows that the family of functions {u τ } τ is uniformly equicontinuous from [0, T ] to V . In addition, {u τ (t)} τ is relatively compact in V for all t ∈ [0, T ] : indeed, by (4.25) the functions u τ (t) are equibounded in V , and thus up to subsequences they converge strongly in L 2 (0, L) and, in turn, in V . Hence by Ascoli-Arzelà Theorem we can extract a (not relabeled) subsequence such that (i) holds. Since the sequence (u τ ) τ is uniformly bounded in H 1 (0, T ; V ) by (4.26), it follows thaṫ
and u ∞ ∈ H 1 (0, T ; V ). Properties (ii) and (iii) are consequences of the uniform estimate (4.25).
Notice that for all t ∈ (0, T ] we haveũ τ (t) = u k τ = u τ (kτ ) for some k ∈ {1, . . . , N } , hence by (4.32) and (i)
This identifies the pointwise limit ofũ τ ; then estimate (4.27) implies (iv) and yields the regularity u ∞ ∈ L 2 (0, T ; H 3 (0, L)).
Step 2: derivation of the equation for u ∞ . We turn to the proof of (4.31). We can rewrite the discrete equation (4.8) using the interpolants u τ ,ũ τ in the form
for almost every (x, t) ∈ (0, L) × (0, T ). Notice that by (4.23) the last term in (4.34) can be written as βz rτ (t) , where
Then by testing (4.34) with an arbitrary function
In order to pass to the limit as τ → 0 in (4.35), observe first that by (iv) we haveũ τ u ∞ weakly in L 2 (0, T, H 1 (0, L)). By (4.30), for every fixed t ∈ [0, T ] the sequence (ũ τ (t)) τ is uniformly bounded in V , so that we have alsoũ
. In view of all these convergences we can then pass to the limit as τ → 0 in (4.35): 
with u q (x, 0) = u 0 (x) and u q (0, t) = u q (L, t) = 0 .
Proof. Let u 1 , u 2 be two solutions of (4.36), corresponding to the same q , satisfying the assumptions in the statement, and let w := u 1 − u 2 . Then w solves the equation
with w(x, 0) = 0, w(0, t) = w (L, t) = 0. Multiplying (4.37) by z w(t) and integrating in (0, L) we obtain that for a.e. t ∈ (0, T )
where the first equality is a consequence of Lemma A.3 and of [24, Theorem 8 .60], and we integrated by parts twice in the last passage. Observe now that, using the smoothness (2.1a) of the potential W and the fact that
Inserting (4.39) in (4.38), and recalling (2.12), we obtain
where we used Young's inequality in the second passage. Since w(t) (and therefore z w(t) ) vanishes for t = 0 , by Grönwall's Lemma we conclude that z w(t) = 0 and, in turn, w(t) = 0 for all t ∈ [0, T ] .
PROOF OF THEOREM 2.4
In this section we give the main argument for the proof of Theorem 2.4. We divide the proof into three parts: in the first, we show the existence of a weak solution by means of a fixed point argument, and the uniqueness of such solution; subsequently we prove the energy equality (2.8), and finally we show the continuous dependence on initial data and the estimate (2.9).
Fixed point argument.
Let u 0 ∈ V be a given initial datum. Thanks to the results in the previous section, we can define a map S :
, where u q is the unique variational solution to (4.1) with initial datum u 0 constructed in Proposition 4.4. Notice that the uniqueness of the variational solution is a consequence of Proposition 4.6, hence the map S is well defined. We now prove the existence of a weak solution to (2.2) by showing that the map S has a fixed point.
Step 1: continuity and compactness of S . Let q n → q in L 2 (0, T ; V ) . The estimates proved in Lemma 4.3 on u (n) τ and onũ
(where the superscript (n) indicates that these functions are the piecewise affine and piecewise constant interpolants corresponding to q n , respectively) are uniform in n , since they depend on n only through the L 2 (0, T ; V ) norm of q n . Hence, passing to the limit as τ → 0 as in Proposition 4.4, we obtain that the sequence
, and converges weakly to S(q) in the same spaces.
By Aubin-Lions-Simon Theorem (see [24, Theorem 8 
, we can repeat the previous argument to deduce that (S(q n )) n is uniformly bounded in
. In turn, as before the compact embedding given by Aubin Theorem yields that a subsequence of S(q n ) converges strongly in L 2 (0, T ; V ), thus proving the compactness of the map S .
Step 2: fixed point. In order to apply Shaefer's Fixed Point Theorem to the map S , we still need to check that the set
. Let q ∈ Λ ; by using the identity u q = q/λ in equation (4.31) solved by u q we obtain
Multiplying (5.1) by q , and integrating in (0, L), we havê
Notice that we integrated by parts in the first term, with the boundary terms vanishing as q(0, t) = 0 , q (L, T ) = λu q (L, t) = 0 . Using the equality −z q(t) = q(t) , we can integrate by parts also the right-hand side of (5.2), and we obtain
Notice that, since q = λu q , we have in particular q ∈ H 1 (0, T ; V ). Therefore by Lemma A.3 the first integral on the left-hand side of (5.3) can be written as |z q(t) (x)| 2 dx . Moreover, recalling (2.1b) we have the estimate
while by Young and Poincaré inequalities
Hence, inserting (5.4) and (5.5) in (5.3) we obtain
Grönwall's Lemma then yields
where the constant C on the right-hand side is independent of q ∈ Λ , as q(0) = λu q (0) = λu 0 . Integrating (5.6) in [0, T ] and using (5.7) we deduce the estimate
from which we finally get that q L 2 (0,T ;V ) is uniformly bounded for q ∈ Λ . Hence the set Λ is bounded, as claimed. We can then invoke Shaefer's Fixed Point Theorem to obtain the existence of an element q ∈ L 2 (0, T ; V ) such that q = S(q) = u q . By construction, u q belongs to the space
for almost every (x, t) ∈ (0, L) × (0, T ), and attains the boundary and initial conditions
and since by Lemma A.2 the maps t → zu
Therefore, in view of Proposition 2.5, all the conditions in Definition 2.1 are satisfied and u q is a weak solution to the problem (2.2) in [0, T ] corresponding to the initial datum u 0 .
Step 3: uniqueness. Let u 1 , u 2 be two weak solutions to (2.2), corresponding to the same initial datum, satisfying the assumptions in the statement, and let w := u 1 − u 2 . Then w solves the equation
where we repeatedly integrated by parts and we used Lemma A.3 in the last passage, as w ∈ H 1 (0, T ; V ). By the regularity (2.1a) of the potential W , and observing that
C|w(x, t)| .
This estimates gives in turn ˆL
Hence, by combining (5.9) and (5.10) we have
where we used Young's inequality in the last line. Since w(t) vanishes for t = 0, by Grön-wall's Lemma we conclude that z w(t) ≡ 0 and, in turn, that w(t) ≡ 0 for all t . This concludes the proof of uniqueness of the weak solution.
Energy equality.
We now turn to the proof of the energy equality (2.8). By taking ψ = µ(t) as test function in the weak formulation (2.5) (which is admissible since µ(t) ∈ V for almost every t ∈ (0, T ) ), we find
To conclude, we only need to show that for almost every t ∈ (0, T )
, we start by considering the increment of the energy from t − h to t :
which, by adding and subtracting u (x, t) in the first integral and ∂ s W (x, u(x, t)) in the second, becomes ˆL
where R
(1)
Integrating by parts in the first integral then yields
By adding and subtracting u (x, t − h) and ∂ s W (x, u(x, t − h)) instead, an analogous computation gives
where R if we prove that, taking the limit h → 0, 
and therefore
where the integral of the difference quotient of u is uniformly bounded by [4, Chapter 1, Theorem 3.3]. The previous estimate implies equi-integrability and therefore convergence (5.13a) follows by Vitali's Convergence Theorem. The proof of (5.13b) is analogous. For (5.13c) we only need that E(u(t)) ∈ L 1 (0, T ) ; in turn, this follows easily from the condition u ∈ C([0, T ]; V ) , see Remark 2.3. Finally, to show (5.13d), we first observe that by the regularity (2.1a) of the potential W and the uniform bound
(which follows also from Remark 2.3), we can find a constant
Therefore we can estimate In view of (5.12), the convergences in (5.13) imply that
for every nonnegative v ∈ W 1,∞ (R) with compact support in (0, T ) ; since both the positive and negative parts of a Lipschitz function are Lipschitz continuous, we obtain (5.11).
Remark 5.1 (Improved estimates)
. We now show how to obtain uniform bounds in the space V for every weak solution u(t) , depending on the H 1 -norm of the corresponding initial datum u 0 . We can estimate the right-hand side of the energy equality (2.8) by means of Poincaré and Young inequalities, to obtain that
that is, in view of (2.1b),
Hence Grönwall's Lemma yields for all t ∈ [0, T ]
In particular, using (2.1b) once more, we conclude that
5.3. Continuous dependence on initial data. We conclude the proof of Theorem 2.4 by showing that estimate (2.9) holds. We fix two initial data u 0 ,ū 0 ∈ V with u 0 V , ū 0 V M , where M is a fixed constant, and consider the difference w(t) := u(t) −ū(t) of the corresponding weak solutions. We first observe that, denoting by µ andμ the functions associated to u andū according to (2.4), respectively, and by µ w := µ −μ their difference, we have that
16) and, since by the properties of weak solutions all the functions u(t) ,ū(t), µ(t) ,μ(t) belong to the space V , it is easily seen that the right-hand side of (5.16) vanishes at x = 0. By the regularity properties of weak solutions, this implies that w (t) ∈ V and is therefore an admissible test function in the weak equation (2.5). As both functions u andū satisfy (2.5), by subtracting the two resulting equations tested with −w (t) we have
By introducing for notational convenience the function
The left-hand side of (5.18) is 19) which can be proved in the same way as (5.11), using convergence (5.14) to obtain the limit of the incremental quotients. We now estimate the terms on the right-hand side of (5.18) containing the function ν(t) . Notice first that, as u,ū ∈ L ∞ (0, T ; V ), we can bound 20) and similarly
The constant C appearing in (5.20) and (5.21) is bounded by the C 3 -norm of the potential W on the compact set
and therefore, in view of estimate (5.15), depends ultimately only on the fixed parameters of the problem (L , β , T , W ) and on the energy of the initial data E(u 0 ) , E(ū 0 ) , which is in turn bounded uniformly by the constant M . Then for the L 2 -norm of ν(t) we have, by (5.20) , 22) while for the norm of ν(t) in V we have, by (5.21),
(where the norm ofū(t) in V can be bounded using (5.15) by a constant with the same properties as before). By inserting (5.19), (5.22) , and (5.23) into (5.18) we end up with
V , and Grönwall's Lemma yields
As observed before, the constant C appearing in the previous estimate depends only on L, β , T , W , and on the uniform bound M on the V -norm of u 0 andū 0 . This remark completes the proof of the continuous dependence of the solution on the initial datum.
THE CASE β SMALL
In this section, we first show in Theorem 6.5 the existence of a global attractor for weak solutions u to (2.2). In Theorem 6.6 we prove that, as β → 0 , solutions to (2.2) converge to that of a Cahn-Hilliard-type equation, with a quantitative estimate of the convergence rate in terms of β . 6.1. Preliminary results on global attractors. We first recall for the reader's convenience some basic notation and results from the classical theory of attractors for semigroups (see [17, 22] ). In what follows, let (X, d) be a complete metric space. Definition 6.1 (Semigroup). A family G = {g t : t ∈ [0, ∞)} of maps g t : X → X is a (continuous) semigroup if the following conditions are satisfied:
(sg1) g t1 (g t2 (x)) = g t1+t2 (x) for all t 1 , t 2 0 and x ∈ X ; (sg2) g 0 (x) = x for all x ∈ X ; (sg3) the mapping (t,
The following definition gathers some basic properties of semigroups.
Definition 6.2 (Properties of semigroups). Let
is bounded for every bounded set B ⊂ X . G is point dissipative if there exists a bounded set B 0 ⊂ X which attracts each point of the space, i.e., for every x ∈ X there holds g t (x) ∈ B 0 for every t t x , for some t x 0 .
G is compact if for every t > 0 the operator g t is compact, i.e., for every bounded set B ⊂ X its image g t (B) is precompact.
A set E ⊂ X is invariant for the semigroup G if g t (E) = E for all t > 0 . The ω -limit of a set E ⊂ X is defined as the set ω(E) := w ∈ X : ∃{x k } ⊂ E and t k → ∞ with g t k (x k ) → w .
We finally recall the notion of global attractor.
Definition 6.3 (Global attractor)
. A set A ⊂ X is the global attractor for a semigroup G if it is the minimal closed set which attracts all bounded subsets of X , namely for every bounded B ⊂ X there holds dist(g t (B); A ) → 0 as t → +∞ .
The following classical result provides a criterion for the existence of a global attractor (see for instance [22] ).
Theorem 6.4 (Existence of the global attractor).
Suppose that the semigroup G is bounded, point dissipative, and compact. Then G has a global attractor A , which is compact and invariant. The global attractor A is unique, and given by the set A := {ω(B) : B is a bounded subset of X}.
Additionally, A is the maximal compact invariant subset of X .
Existence of the global attractor.
We proceed by adapting the formalism introduced in Subsection 6.1 to our setting. Thanks to Theorem 2.4, for β 0 the equation (2.2) defines a continuous semigroup G β on the space V . Indeed, for every initial datum u 0 ∈ V we proved in Theorem 2.4 existence and uniqueness of a weak solution in [0, T ] starting from u 0 , for every T > 0 ; by the arbitrariness of T > 0, this provides existence and uniqueness of a continuous map u : [0, +∞) → V , u(0) = u 0 , satisfying the following properties:
loc (0, +∞; V ) ; (sgb3) for every ψ ∈ V and almost every t > 0 we have
(sgb4) for almost every t > 0 , u satisfies the boundary conditions u(0, t) = 0, u (L, t) = 0.
Then it is easily seen that the family G β = {g t : t ∈ [0, ∞)} , where, for every u 0 ∈ V and t 0 , g t (u 0 ) is the value u(t) of the unique weak solution starting from u 0 , is a continuous semigroup. In particular, condition (sg3) in Definition 6.1 is a direct consequence of (2.9).
We are now in a position to prove the existence of a global attractor.
Theorem 6.5. For every β < L −3 , the semigroup G β has a global attractor.
Proof. The proof consists in showing that for β small enough the semigroup G β satisfies the conditions of Theorem 6.4 characterizing the existence of a global attractor. For convenience of the reader, we subdivide the proof into two steps.
Step 1: G β is bounded and point dissipative. Let u 0 ∈ V , let u be the weak solution to (2.2) with initial datum u 0 provided by Theorem 2.4, and fix t ∈ [0, +∞) . We first observe that, by (2.1b) and using Young's and Poincaré's inequalities, we can estimate
By plugging this estimate into the energy equality (2.8) we obtain
with the positions
Notice that C β > 0 for β < 1 L 3 ; therefore Grönwall's inequality implies
for every t ∈ [0, +∞). The fact that G β is point dissipative and bounded follows then by (6.2) and (2.7).
Step 2: G β is compact. Let B ⊂ V be a bounded set of initial data, and consider the family S := {u(·) : u(0) ∈ B} of the weak solutions starting from a point in B . We first remark that the set S is bounded in
, for every T > 0. This follows from the construction of the weak solution that was performed in Sections 4 and 5: indeed, every weak solution u fulfills by construction estimates (4.26)- (4.27) , that is,
where M depends on β , L, T , W , E(u(0)) , and u L 2 (0,T ;V ) . As these quantities are uniformly bounded with respect to u ∈ S thanks to the assumption that u(0) V are uniformly bounded (recall also (5.15)), we can conclude that the set S is bounded in
By Aubin-Lions-Simon Theorem (see [24, Theorem 8 .62]), for every T > 0 the space
, and therefore by a diagonal argument we can extract a subsequence {u j } j ⊂ S such that
In view of Remark 2.3, u ∈ C(0, ∞; V ) . Up to further subsequences, we can also assume that
The goal is now to show that the convergence u j (t) → u(t) in V holds for every t > 0 . We first claim that
Indeed, for any given T > 0 and for all 0 s t T we have
which shows that the sequence of functions {u j } j is uniformly equicontinuous from [0, T ] to V . In addition, by (5.15) the functions u j (t) are equibounded in V , and therefore {u j (t)} j is relatively compact in V for all t ∈ [0, T ]. Hence by Ascoli-Arzelà Theorem we can extract a further subsequence such that
for some v ∈ C(0, T ; V ) . In view of (6.3) and the fact that u ∈ C(0, ∞; V ) , we necessarily have u = v and the convergence (6.5) holds for the full sequence (u j ) j . Finally, for every t > 0 the sequence (u j (t)) j is bounded in V , and therefore by (6.5) it converges weakly in V to u(t). Then the claim (6.4) is proved. The final step amounts to show that the convergence in (6.4) is actually strong in the space V . To this aim, we introduce the functions µ j and µ associated to u j and u by (2.4), respectively, and we notice that, by (6.3) and the continuity of ∂ s W , we have
In particular, the convergences (6.3) and (6.6) guarantee that for every t > 0 lim j→∞ˆt 0ˆL 0 u j (x, τ )µ j (x, τ ) dxdτ =ˆt 0ˆL 0
u (x, τ )µ(x, τ ) dxdτ .
(6.7)
We now let E(u(t)) := E(u(t)) + βˆt
where E is defined in (2.7). By the energy equality (2.8), the map t → E(u j (t)) is monotone non-increasing for every j . Moreover, by (6.3) and (6.7) there holds E(u j (t)) → E(u(t)) for almost every t > 0 . Therefore by monotonicity and continuity of E(u(·)) we have E(u j (t)) → E(u(t)) for every t > 0.
By using again (6.7) this yields E(u j (t)) → E(u(t)) for every t > 0 and, in turn,
W (x, u(x, t)) − W (x, u j (x, t)) dx (6.8)
for every t > 0. Since the weak convergence in V implies uniform convergence in [0, L] , by continuity of the potential W it is easily seen that the condition (6.4) implies that the limit on the right-hand side of (6.8) is zero for every t > 0, and therefore u j (t) V → u(t) V for every t > 0. This information, combined with (6.4), allows us to conclude that u j (t) → u(t) strongly in V for every t > 0. This concludes the proof of the compactness of G β .
6.3. Further characterization of solutions. In the limit β → 0 we can show that weak solutions to (2.2) are close, in the norm of the space V , to the weak solution of the limit problem with β = 0, corresponding to the same initial datum. More precisely, the following result holds true.
Theorem 6.6. Let u 0 ∈ V be a fixed initial datum, and let T > 0 , β 0 > 0 be given. For β ∈ (0, β 0 ) , we denote by u β the unique weak solution to (2.2) in [0, T ] corresponding to u 0 , constructed in Theorem 2.4. Moreover, we denote byū the unique weak solution with the same initial datum u 0 corresponding to β = 0. Then there exists a constant C > 0 (depending on L , W , T , β 0 , and on u 0 V ) such that for all β ∈ (0, β 0 ) and t ∈ [0, T ] u β (t) −ū(t) V Cβ. (6.9)
Proof. We proceed similarly to the proof of the continuous dependence of solutions on the initial data, see Subsection 5.3. We first observe that the difference of the two solutions w := u β −ū solves ẇ(t), ψ V ,V = −(µ w (t), ψ) V − βˆL 0 u β (x, t)ψ(x) dx (6.10)
for every test function ψ ∈ V , where we denoted by µ w := µ β −μ the difference of the maps µ β andμ associated to u β andū according to (2.4), respectively. Notice that − w (x, t) = µ w (x, t) − ν(x, t),
where we defined ν(x, t) := ∂ s W (x, u β (x, t)) − ∂ s W (x,ū(x, t)). From (6.11) it is easily seen that w (t) ∈ V and is therefore an admissible test function in the weak equation (6.10):
− ẇ(t), w (t) V ,V = (µ w (t), w (t)) V + βˆL 0 u β (x, t)w (x, t) dx . for another constant C 2 depending on the same quantities as C 1 . Therefore (6.13) yields
and, as w(0) = 0 , an application of Grönwall's Lemma yields (6.9).
APPENDIX A.
We collect here a few results of technical nature which are needed throughout the paper. The following lemma will be instrumental in the proof of Proposition 4.4. g τ (x, t)ϕ(x, t) dxdt lim sup
, and the right-hand side can be made arbitrarily small as ε → 0 . This shows that g τ 0 weakly in L 2 ((0, L) × (0, T )) and (A.1) holds.
We discuss in the following two lemmas the dependence on t of the function z ϕ(t) introduced in (2.10), when ϕ depends on t .
Lemma A.2. Let q ∈ L 2 (0, T ; V ) and let z q(t) be defined by (2.10). Then the map t → z q(t) belongs to L 2 (0, T ; V ) .
In the previous chain of equalities we used several times the property that the Bochner integral commutes with linear operators, see for instance [24, Theorem 8.13 ]. This proves claim (A.3).
