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Abstract
Movie and game production is very laborious, frequently involving hun-
dreds of person-years for a single project. At present this work is difficult
to fully automate, since it involves subjective and artistic judgments.
Broadly speaking, in this thesis we explore an approach that works
with the artist, accelerating their work without attempting to replace them.
More specifically, we describe an “example-based” approach, in which
artists provide examples of the desired shapes of the character, and the
results gradually improve as more examples are given. Since a charac-
ter’s skin shape deforms as the pose or expression changes, or particular
problem will be termed character deformation.
The overall goal of this thesis is to contribute a complete investiga-
tion and development of an example-based approach to character defor-
mation. A central observation guiding this research is that character ani-
mation can be formulated as a high-dimensional problem, rather than the
two- or three-dimensional viewpoint that is commonly adopted in com-
puter graphics. A second observation guiding our inquiry is that statisti-
cal learning concepts are relevant. We show that example-based character
animation algorithms can be informed, developed, and improved using
these observations.
This thesis provides definitive surveys of example-based facial and
body skin deformation.
This thesis analyzes the two leading families of example-based charac-
ter deformation algorithms from the point of view of statistical regression.
In doing so we show that a wide variety of existing tools in machine learn-
ing are applicable to our problem. We also identify several techniques
that are not suitable due to the nature of the training data, and the high-
dimensional nature of this regression problem. We evaluate the design
decisions underlying these example-based algorithms, thus providing the
groundwork for a ”best practice” choice of specific algorithms.
This thesis develops several new algorithms for accelerating example-
based facial animation. The first algorithm allows unspecified degrees of
freedom to be automatically determined based on the style of previous,
completed animations. A second algorithm allows rapid editing and con-
trol of the process of transferring motion capture of a human actor to a
computer graphics character.
The thesis identifies and develops several unpublished relations be-
tween the underlying mathematical techniques.
Lastly, the thesis provides novel tutorial derivations of several mathe-
matical concepts, using only the linear algebra tools that are likely to be
familiar to experts in computer graphics.
Portions of the research in this thesis have been published in eight pa-
pers, with two appearing in premier forums in the field.
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Chapter 1
Introduction
1.1 Problem Statement and Motivations
Computer animation is one of the most demanding and labour intensive
digital professions. As a general estimate, the creation of a computer-
animated movie may require several hundred people working for a period
of several years.
The first several decades of computer graphics research largely focused
on fundamental questions such as rendering and geometrical representa-
tion. There was a large gap between the capabilities of early graphics al-
gorithms and the expressive or photo-real animations desired by artists.
This effort has largely succeeded, and now even graphics professionals
sometimes have difficulty telling which parts of an image are computer-
generated.
Unfortunately this success has not been accompanied by a dramatic
reduction in the amount of human labor required. In fact it is difficult to
assess the efficiency gains – computers have become vastly faster, but on
the other hand expected image complexity has risen in parallel. In any
case, human labour is the primary cost in producing a visual effects movie
or game. As a result the industry is increasingly migrating to countries
with lower wages [112].
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Improving on this state of affairs is challenging. Many artists probably
believe that their craft is one that will never be automated, since it requires
artistic judgement. For example, the following might be typical tasks for
an artist:
• Make a sky look more “threatening”.
• Make a character look exhausted.
• Edit a captured movement to make it appear as though the character
is intoxicated.
We agree that these tasks involved perceptual and other “soft” criteria that
are outside the realm of complete automation in the near future.
In this thesis, rather than pursuing automation, we will explore a example-
based approach. Character animation will be the particular problem do-
main considered.
The example-based approach builds on examples of shapes or motion
that are manually created by the artist. It exploits the plentiful storage
available on modern computers. More importantly, this approach allows
substantial artistic input and guidance. It is an “artist in the loop” ap-
proach that is fundamentally different from research that produces char-
acter movement and deformation entirely using physical simulation. The
example-based approach and term have become widespread in computer
graphics research in the past 15 years. The author’s publication [139] is
one of the early milestones of this approach, having received more than
500 citations.1
The challenge in this approach will be to find algorithms that can as-
semble a set of examples into a manipulable, efficient, and comprehensible
“model”.
Two insights form the basis for our research:
1It was also perhaps the first paper to consider character deformation as a high-
dimensional problem.
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1. This “example-based” approach resembles the non-parametric con-
cept in statistics and machine learning. Hence, concepts and tech-
niques from statistical learning may be applied to our problem.
2. Our specific problems of facial and body animation are more usefully
posed in an abstract high-dimensional “expression” or “pose” space,
rather than the 3-D space (+ time) usually considered in computer
graphics.
Following from these insights, we will show that example-based fa-
cial and body animation can be usefully considered from the viewpoint
of regression, and that associated concepts improve both our understand-
ing of the problem and the quality of the algorithms. We will show that
this viewpoint leads to algorithms that allow input and guidance from an
artist. The results also improve as more examples are given.
While our approach can be considered as non-parametric regression,
it has one key difference: the data is constructed by an artist. This has
several implications:
• Since the data is hand-crafted, it will be very limited in quantity –
perhaps on the order of ten examples, rather than the thousands
or millions of data points expected in some machine learning ap-
proaches. Thus, we will require methods that generalize from lim-
ited examples.
• Our algorithms will have the artist “in the loop” – the artist might ad-
just a particular example at any time, and expected to rapidly see the
resulting model or animation. Thus, approaches that require lengthy
training times may not be suitable.
• The nature of “noise” in the data is different. In the case of artist-
constructed examples, we usually assume that the data is as intended,
or nearly so. In other words, there is no noise in the data. However,
even artists make mistakes. When this happens, the error is often
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large or detectable, as happens when two parameters are entered in
reverse order, or a model is saved twice under different names (du-
plicated data).
1.2 Research Goals
The preceding comments describe our general philosophy and approach.
Applying this thinking to the character animation problem, we have the
following specific research objectives:
1. To survey statistical learning concepts that are likely to be applicable
to the character animation problem.
2. To analyze facial and body models from a high-dimensional view-
point.
3. To survey facial animation and body deformation from our example-
based perspective, and demonstrate the applicability of associated
statistical learning concepts.
4. To develop new algorithms for character animation that apply statis-
tical learning to our problem.
5. Lastly, to solidify what we have learned by surveying the relation-
ships between several particular techniques.
1.3 Contributions
The contributions of the thesis include new algorithms, new analysis and
identification of relationships, and definitive surveys, as well as tutorial
introductions to some concepts.
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Chapters 3 and 7 provide surveys of facial and body deformation re-
spectively, while indicating relevant learning concepts and methods. Por-
tions of both chapters have appeared in publications.
Chapters 4, 5, and 9 introduce new algorithms, portions of which have
appeared in four associated publications. In particular chapter 5 describes
the first space-time approach to the important expression cloning problem.
Chapters 6 and 9 complete the thesis research contributions with new
analysis and identification of some relationships between several of the
underlying mathematical algorithms employed in the thesis.
Throughout the thesis, character deformation is viewed and analyzed
as a high-dimensional interpolation or regression problem. Section 3.6 and
chapter 6 are focused on the issues arising from this high-dimensional for-
mulation. A survey of statistical learning concepts that are relevant to the
character deformation problem is provided in Appendix A.
In addition to the research contributions, the thesis also makes several
tutorial contributions. In chapter 8 radial basis functions and splines are
related through the Green’s function. We give a novel intuitive explana-
tion of this relationship using only the linear algebra that is familiar to
graphics people. A more standard derivation involving variational calcu-
lus is provided in Appendix B. A derivation of a discrete Poisson problem
using a linear algebra-based approach is given in Appendix A. Chapter 3
compares PCA and blendshapes, and uses the relationship to provide an
expression of the PCA “prior” for blendshape models.
Specific contributions are listed in chapter order in Section 1.4 below.
1.4 Organization of the Thesis
The thesis investigates an example-based approach to several problems
in character animation, including problems of both facial and body ani-
mation. The thesis is divided into separate sections for the face and the
body, together with a third section that identifies some relations between
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the underlying algorithms.
Because each of these topics has its own extensive related literature, the
related work is surveyed together with the topic in each chapter. Chap-
ter 2 provides a brief and general overview of character deformation al-
gorithms. An appendix provides a survey of required mathematical and
machine learning concepts that may be less familiar to readers in the com-
puter graphics field.
Chapters begin with a statement of context and how the chapter fits in
with the thesis as a whole, followed by an introduction to the contents of
the chapter. A chapter summary recaps the main contents and contribu-
tion of each chapter.
The contents and specific contributions of each chapter are listed next:
• Chapter 2 provides a brief and general overview of character skin
deformation algorithms, focusing on existing approaches that are al-
ternative to the example-based approach championed in this thesis.
• Chapter 3 gives a comprehensive survey and analysis of blendshape
facial models, including an exploration of blendshapes as a parame-
terization, and a thorough comparison to principal component anal-
ysis (PCA).
Part of the work in this chapter was published in the following pa-
pers:
J.P. Lewis, Ken Anjyo, Taehyun Rhee, Mengjie Zhang, Frederic Pighin,
Zhigang Deng, Survey and Theory of Blendshape Facial Animation
Computer Graphics Forum, submitted for publication, 2015.
J.P. Lewis, Ken Anjyo, Taehyun Rhee, Mengjie Zhang, Frederic Pighin,
Zhigang Deng, Practice and Theory of Blendshape Facial Models,
Eurographics 2014.
• Chapter 4 introduces an inverse kinematic-like editing algorithm for
blendshape facial models. The algorithm allows editing to be guided
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by training data from previous animations.
The major result in section 4.3 is original unpublished work. Other
parts of the work in this chapter were published in the following
papers:
Ken Anjyo, Hideki Todo, J.P. Lewis A Practical Approach to Direct
Manipulation Blendshapes, Journal of Graphics Tools, Volume 16, Issue
3, 2012.
Ozan Cetinaslan, Vernica Orvalho, John Lewis, Sketch-Based Con-
trollers for Blendshape Facial Animation, Eurographics 2015.
• Chapter 5 introduces the first space-time algorithm for the expres-
sion cloning problem. This algorithm brings the power of Poisson
editing to motion capture retargeting.
This chapter is original research. Part of the work in this chapter was
published in the following paper:
Yeongho Seol, J.P. Lewis, Jaewoo Seo, Byungkuk Choi, Ken Anjyo,
Junyong Noh, Spacetime Expression Cloning for Blendshapes
ACM Transactions on Graphics, April 2012.
• Chapter 6 analyzes high-dimensional aspects of the facial modeling
and animation problem, and arrives at the conclusion that the popu-
lar maximum a posteriori (MAP) estimate is not justified in the case
of Gaussian distributions in high dimensions.
This chapter is original research. Part of the work in this chapter was
published in the following paper:
J.P. Lewis, Zhenyao Mo, Ken Anjyo, Taehyun Rhee, Probable and
improbable faces, Mathematical Progress in Expressive Image Synthesis,
Springer, 2014.
• Chapter 7 puts the pose-space deformation algorithm in its proper
place as a form of non-parametric regression, and makes connections
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to core concepts in statistical learning. This chapter provides survey
and analysis.
• Chapter 8 describes the implementation of example-based skinning
using scattered interpolation algorithms, including some algorith-
mic and numerical issues. This chapter is tutorial in nature, and the
selection of topics is based on practical experience with the algorithm
presented in chapter 7. A more comprehensive survey of scattered
interpolation for computer graphics is provided in the author’s re-
cent ACM courses [137, 107, 9].
• Chapter 9 explores several further relationships:
– We show a close relationship between radial basis function re-
gression and Gaussian processes.
– We explore a relationship between the eigen-expansion of the
radial basis kernel and PCA, leading to a hybrid scheme that
provides a superresolution for PCA.
– We develop a partial relationship between PCA and splines,
motivated by the goal of developing a unified model that has
the best properties of both.
This chapter is primarily analysis and interpretation. Portions of the
work in this chapter were published in the following papers:
J.P. Lewis, Ken Anjyo, Taehyun Rhee, Superresolution from Princi-
pal Component Models by RKHS Sampling, in Mathematical Progress
in Expressive Image Synthesis II, Springer, 2015.
J.P. Lewis, Taehyun Rhee, Mengjie Zhang, Principal Component Anal-
ysis and Laplacian Splines: Steps toward a Unified Model, in Waka-
yama et al., The Impact of Applications on Mathematics, Springer, 2014.
Chapter 2
Background
This chapter provides a brief review of the subject of deformation for
computer graphics character animation. The focus here is on existing ap-
proaches that are alternative to the example-based approach championed
in this thesis. Research that specifically underlies the contributions of the
thesis is surveyed in more detail in the appropriate location, primarily in
Chapters 3 (faces) and 7 (body).
For a tutorial survey of concepts from machine learning that may be
less familiar in graphics, including indication of places where they ap-
pear in the thesis, please refer to Appendix A. Particular definitions are
expanded as needed in later chapters.
2.1 Deformation for Character Animation
The movement of a computer graphics character is controlled by the ani-
mator using a set of high level control parameters. A character “rig” is a
relatively small set of parameters that provide as much control as possible
[173, 157]. Examples include:
• the joint angles of an abstract skeleton
• weights on a basis representing facial expressions
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• the vertices of a coarse cage surrounding the model.
Given these parameters, the animation software must calculate the shape
of the moving skin of the character. This problem is sometimes referred to
as mesh deformation.
For our purpose, deformation algorithms may be categorized into generic
techniques, custom parametric methods, physically-based methods, bone-
based skinning methods, facial animation methods, and the example-based
methods explored in this thesis. This categorization is based in part on
historical usage and viewpoints and terminology in the animation com-
munity.
2.1.1 Generic algorithms
Free-form deformation methods can be employed to deform computer
graphics characters. We term these “generic” algorithms, since they can
be applied to any sort of model and are not specifically targeted at charac-
ters. Examples of these methods include free-form deformation [211, 103],
Wires [221], cage-based deformers [109, 146, 128] and other multiresolu-
tion representations [89], swirling sweepers for constant-volume defor-
mation [6], and others. These algorithms permit arbitrary non-physical
deformations and so are most useful for cartoon characters. While in con-
cept they could be used for realistic character animation, the do not guar-
antee physical-looking deformation (e.g. quasi-rigidity of the limbs) and
thus the artist must make extra effort to obtain realistic results.
A productive recent research area in computer graphics focuses on
deformation algorithms that approximately preserve selected properties
(such as rigidity) of the pointwise transformations relating the original
and deformed models [2, 223]. These approaches are typically formulated
for two or three dimensions and assume that an underlying mesh struc-
ture is being deformed. This likely prevents their use in high dimensions,
at least without significant further research. For example, the as-rigid-as-
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possible (ARAP) family algorithms explicitly represent transformations of
neighboring vertices on the mesh.
2.1.2 Parametric approaches
In contrast to generic deformation approaches, parametric deformation
uses algorithms that target specific aspects of the character animation prob-
lem.1 Continuous deformation of a character skin was first addressed in
Parke’s pioneering facial animation work [181]. In this work, control ver-
tices were deformed by custom algorithmic implementation of carefully
selected high-level parameters (‘raise-upper-lip’, etc.). An example of the
parametric deformation category in body animation is [116], which de-
fined a simple custom algorithm to produce elbow deformation including
the skin crease on the acute side of the joint (the parameter here is the joint
angle).
On the basis of its definition, this “parametric” approach might be con-
sidered to subsume all other approaches. However, we will consider it to
refer to custom algorithms other than one of the common algorithms (lin-
ear blend skinning, blendshapes, etc.). The author believes that such cus-
tom deformers are frequently used in modern character animation, partic-
ularly for Disney/Pixar style cartoon animation.
2.1.3 Physically-based approaches
Physically-based deformation approaches produce the shape of a charac-
ter’s skin using physical simulation, typically involving the underlying
muscles. Research in this area spans several decades [187, 154, 56, 235, 168,
249, 207, 111]. Terzopoulos and Waters [231] pioneered physically-based
1Here we are following Parke’s usage of this (overloaded) term. “Rigging” is a mod-
ern term that encompasses a collection of special-purpose algorithmic deformations ap-
plied together with more general algorithms such as skinning [173].
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facial animation. This work also included a simple tracking component.
The recent state of the art in this area is probably [219].
In addition to physically based simulation approaches, there are also
approaches that draw on ideas and algorithms from physics without at-
tempting to simulate the full “stack” of bone, muscle, and skin at some
resolution. Examples of such “physically inspired” approaches include
[140], which computes skin stretching without simulating the underlying
muscles.
Physical simulation obviously requires knowledge of physics in addi-
tion to advanced numerical methods, and the author lacks the knowledge
to organize and comment on this literature. We leave this to surveys and
courses such as [167, 14]. Nevertheless, it is possible to contrast the general
approach with the the example-based approach explored in this thesis:
• Physical simulation has the promise of ultimate realism.
• Physical simulation can greatly reduce the human effort required
to produce a character model. For example, an example-based ap-
proach requires dozens of shapes to describe mouth movement, and
cannot reasonably accommodate collision and compression of the
lips – hundreds of shapes would be required to approximate all the
possible shapes resulting from pressing the lips together in various
ways
• On the other hand, physical simulation of high-resolution charac-
ter models may not be possible at interactive frame rates, whereas
movie-resolution example-based models can be played in real-time.
• Example-based models allow the artist to directly specify the desired
character deformation, whereas physical simulation is an indirect
process (specify muscle shapes and activations; run the simulation).
Achieving a particular desired deformation with physical simulation
might require many trial-and-error iterations.
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Figure 2.1: The skeleton subspace deformation algorithm. The deformed
position of a point p lies on the line p′p′′ defined by the images of that
point rigidly transformed by the neighboring skeletal coordinate frames,
resulting in the characteristic ‘collapsing elbow’ problem (solid line).
Many computer graphics characters are fantasy characters (aliens, drag-
ons, etc.), and one could argue that these are outside the scope of physical
simulation. On the other hand, there is an anthropomorphic principle that
most fantasy creatures are only slightly removed from human experience
– aliens are almost always humanoid, dragons are big lizards, etc. – and
thus physical simulation is applicable. Indeed, physical simulation has
been used on some of the characters in recent fantasy movies [66].
2.1.4 Skinning
Skinning typically refers to a process in which the character mesh is de-
formed as a function of the motion of an underlying abstract skeleton. The
first and most widely used skinning algorithm is called linear blend skin-
ning (LBS) in the research literature (it is also known as skeleton subspace
deformation (SSD) in some older papers). It is implemented in commercial
animation software under a variety of uninformative names such as skin-
ning, enveloping, boning, etc. The algorithm is unpublished but the idea
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Figure 2.2: The ‘collapsing elbow’ in action, c.f. Figure2.1.
Figure 2.3: The forearm in the ‘twist’ pose, as in turning a door handle,
computed by SSD. As the twist approaches 180◦ the arm collapses.
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is simple and it appears as a component of early research such as [153].
In LBS the position of a control vertex p on the deforming surface of an
articulated object is a weighted sum of the transformed positions of that
vertex, where the transforms are those of some number of surrounding
“bones” (Figure 2.1).
This may be notated
p¯ =
∑
wkLk p
(in more detail)
p¯ =
∑
wkL
δ
kL
0
k
−1
L0p p
where L0p is the transform from the surface containing p to the world co-
ordinate system, L0k is the transform from the stationary skeletal frame k
to the world system (L0k
−1
L0p together represent p in the coordinate sys-
tem of skeletal frame k), and Lδk expresses the moving skeletal frame k in
the world system. The deformation is controlled by the user through the
“skinning weights” wk.
LBS is simple and versatile. For example, secondary animation effects
such as muscle bulging and swelling of the chest can be achieved in the
LBS framework by weighting the surface to an abstract “bone” whose
translation or scale is manually animated.
The major shortcoming of LBS results directly from the fact that the
deformation is restricted to the “subspace” spanned by the transformed
vertices (Figures 2.1). In common situations such as shoulders and elbows
the desired deformation does not lie in this subspace, hence no amount
of adjusting the algorithm weights will produce good results. In fact, the
LBS algorithm can be easily identified in animations by its characteristic
‘collapsing joint’ defect (Figures 2.1,2.2).
This problem is extreme in the case of simulating the twist of a human
forearm (the pose taken in turning a door handle, Figure 2.3). In this case
the subspace basis consists of surface points rigidly transformed by the
forearm frame (no axis rotation) and the wrist frame (axis rotation). With a
rotation of 180 degrees this line crosses the axis of the arm, i.e., the forearm
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collapses entirely as the LBS weights transition at some point from the
forearm to wrist frames. In practice, these artifacts have been corrected
by layering other deformers and rigging expressions, or even by manual
re-sculpting.
A second shortcoming of LBS is that the parameterization presented
to the artist is somewhat indirect: rather than simply specifying the de-
sired shape, the artist must paint a number of weight maps, one for each
bone influencing a region. Reasonable default weights can be produced
by automatic algorithms [15], however if the resulting deformation is not
exactly as desired, the artist is still faced with adjusting weights. LBS
consequently has the reputation for being tedious and difficult to con-
trol. Artists with a poor understanding of the underlying algorithm have
difficulty distinguishing between results that can be further improved by
adjusting weights and results that cannot be improved since the desired
result lies outside the achievable subspace. This fact leads to considerable
frustration, since it is possible to believe that that some as yet undiscov-
ered combination of weights will produce better results.
Consideration of the limitations of LBS led to dual quaternion skinning
(DQS) [113]. DQS largely solves the collapsing elbow and twist artifacts
of LBS, and has superseded several other improved algorithms [244, 163,
158]. DQS has also contributed to study and awareness of the nature of
rotation (and transformations more generally) within the graphics com-
munity [10, 175].
Another approach to skinning is implicit skinning [35, 236, 237]. In
these algorithms the skin surface is defined as an implicit surface offset
from the underlying skeleton. As is the case with LBS and DQS, these may
produce somewhat generic “tube-like” deformations without anatomical
detail, but have the advantage that they can mimic collision effects and
the resulting bulging to mimic volume conservation [236, 237]. The re-
cent state of the art produces quite realistic deformations [236] and does
not need the weight editing required in other skinning methods. How-
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ever, detailed editing and adjustment is not provided within the implicit
skinning framework, so the results must be accepted “as is”.
To distinguish the skinning algorithms mentioned above from the exam-
ple-based skinning approach described later, we term the LBS and DQS
skinning algorithms as “formulaic” skinning approaches, in that they pro-
duce the deformation using closed-form mathematical formulas. Any of
these skinning algorithms (LBS, DQS, implicit) can be used as an under-
lying first approximation to reduce the number of examples needed in
example-based skinning (Chapter 7), and doing so addresses the editabil-
ity issue identified above.
2.2 Chapter Summary
This chapter briefly surveyed character skin deformation algorithms, fo-
cusing on existing approaches that are alternative to the example-based
approach explored in this thesis.
18 CHAPTER 2. BACKGROUND
Part I
Linear Models
Linear “blendshape” models are widely used in facial animation. This
first part of the thesis defines and surveys the blendshape model. We ana-
lyze the advantages of this approach relative to orthogonal principal com-
ponent models, as well as limitations of the blendshape approach. Two
new algorithms designed for accelerated editing of blendshape facial ani-
mations are introduced.
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Chapter 3
Survey and Analysis of Linear
Facial Models
‘Blendshapes”, a simple linear model of facial expression, is the prevalent
approach to realistic facial animation. It has driven animated characters
in Hollywood films, and is a standard feature of commercial animation
packages. The blendshape approach originated in industry, and became
a subject of academic research relatively recently. This chapter describes
the published state of the art in this area, covering both literature from the
graphics research community, and developments published in industry
forums. We show that, despite the simplicity of the blendshape approach,
there remain open problems associated with this fundamental technique.
This chapter is divided into survey and analysis. Sections 3.1-3.5 pro-
vide a comprehensive survey of blendshape facial modeling. In particular
we will:
• Survey the linear “blendshape” model
• Introduce the mathematical notation that will be used in the next
chapters
• Briefly introduce the topics of the following chapters, placing them
in context
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Sections 3.6 and 3.7 analyze the blendshape approach from the point of
view of interpolation and parameterization, suggesting new insights and
open questions.
Introduction
The face has always held a particular interest for the computer graphics
community: its complexity is a constant challenge to our increasing abil-
ity to model, render, and animate lifelike synthetic objects. A variety of
approaches to facial animation have been pursued, including:
• parametric models [179, 180], in which custom deformation algo-
rithms defined specifically for the face are implemented,
• approaches using proprietary deformers of commercial packages,
such as “cluster deformers” [232],
• physically-based models, which approximate the mechanical prop-
erties of the face such as skin layers, muscles, fatty tissues, bones,
etc. [231, 219],
• meshes driven by dense motion capture [84, 99, 38, 165, 43, 19],
• principal component analysis (PCA) models obtained from scans or
motion capture [33, 34],
• approaches based on spatial interpolation [28] or interpolation in an
abstract “pose” or expression space [139, 29, 127, 200],
• “blendshape” models, which are referred to with several other names
(refer to the Terminology section), and
• hybrid approaches [117].
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Figure 3.1: Blendshapes are an approximate semantic parameterization of
facial expression. From left to right, a half smile, a smile, and a (non-
smiling) open-mouth expression. While the smile and open-mouth ex-
pressions are most similar in terms of geometric distance, the smile is
closer to the half-smile in parameter distance (distance=0.36) than it is to
the open-mouth expression (distance=1.34).
See [173, 74, 182, 170] for further overview of facial animation approaches.
Among these choices, blendshapes remain popular due to the combi-
nation of simplicity, expressiveness, and interpretability. Blendshape fa-
cial animation is the predominant choice for realistic humanoid characters
in the movie industry. The approach has been used for lead characters in
movies such as The Curious Case of Benjamin Button [87], King Kong [204],
The Lord of the Rings [220], Final Fantasy: The Spirits Within, and Stuart Lit-
tle. Even when more sophisticated approaches to facial modeling are used,
blendshapes are sometimes employed as a base layer over which nonlin-
ear or physically based deformations are layered.
A blendshape model generates a facial pose as a linear combination of
a number of facial expressions, the blendshape “targets”. Each target can
be a complete facial expression, or a “delta” expression such as raising one
of the eyebrows. The Facial Action Coding System [81] has been used to
guide the construction of the target shapes [204, 101]. Many of the targets
24 CHAPTER 3. LINEAR FACIAL MODELS
in this system approximate the linearized effect of individual facial mus-
cles. By varying the weights of the linear combination, a range of facial
expressions can be expressed with little computation. The set of shapes
can be extended as desired to refine the range of expressions that the char-
acter can produce. In comparison with other representations, blendshapes
have several advantages that together explain the popularity of this tech-
nique:
• The desired shape of the face can be directly specified, by sculpting
the blendshape targets. Other approaches provide indirect control
over shape.
• Blendshapes are a semantic parameterization: the weights have intu-
itive meaning for the animator as the strength or influence of the
various facial expressions (Figure 3.1). Other linear models such as
PCA do not provide this (section 3.7.7).
• To some extent blendshapes force the animator to stay “on model”,
that is, arbitrary deformations are not possible (Figure 3.2). While
this could be seen as limiting the artist’s power, it helps ensure that
the facial character is consistent even if animated by different indi-
viduals. It also enforces a division of responsibility between the char-
acter modeler and animator.
Although the blendshape technique is conceptually simple, develop-
ing a blendshape face model is a large and labor intensive effort at present.
To express a complete range of realistic expressions, digital modellers of-
ten have to create large libraries of blendshape targets. For example the
character of Gollum in the Lord of the Rings had 675 targets [88, 220]. Gen-
erating a reasonably detailed model can be as much as a year of work for
a skilled modeler, involving many iterations of refinement.
The remainder of this chapter is organized as follows. The first three
sections define our subject, while subsequent sections describe particular
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Figure 3.2: Blendshapes prevent the artist from making “improper” edits
such as this.
topics and summarize associated research and open problems. Section 3.1
collects the industry terminology of blendshapes. Section 3.2 presents
a brief history, though most related literature will be discussed in rele-
vant later sections. Section 3.3 describes blendshapes from a linear alge-
bra point of view, including recent variants such as “combination” blend-
shapes. Section 3.4 surveys methods of constructing blendshape models,
including model transfer and refinement of models. Section 3.5 reviews
interaction and animation techniques including performance-driven and
direct manipulation approaches. Section 3.6 considers blendshapes as a
high-dimensional interpolation problem. Section 3.7 considers blendshapes
as a parameterization, and contrasts this approach with those based on
principal component analysis. Section 3.8 mentions several extensions of
the blendshape idea.
3.1 Terminology
The “blendshapes” term was introduced in the computer graphics indus-
try, and we follow that definition: blendshapes are linear facial models in
which the individual basis vectors represent individual facial expressions.
As a consequence the basis is not orthogonal in general. The individual
basis vectors have been referred to as blendshape targets and morph targets,
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Figure 3.3: Screenshot of a portion of the blendshape slider interface for a
professionally created model. The complete slider interface does not fit on
the computer display. This relatively simple model has 45 sliders.
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or (confusingly) as shapes or blendshapes. The corresponding weights are
often called sliders, since this is how they appear in the user interface (Fig-
ure 3.3). A morphable model [33] is also a linear facial model, though it
may focus on identity rather than expression, and its underlying basis is
orthogonal rather than semantic.
From an artist’s point of view, the interpretability of the blendshape
basis is a defining feature. To manage the scope of this survey we will not
attempt to fully survey techniques that make use of an orthogonal basis.
Since the distinction is less important from a mathematical and program-
ming point of view, however, relevant concepts that have to date only been
employed with orthogonal models will be mentioned.
3.2 History
The origin of the blendshape approach is not generally associated with an
academic publication, though it was well known in the computer graphics
industry by the 1980s. Although Fred Parke is known for his pioneering
work on the alternate parametric approach to facial modeling [178, 179],
he experimented with linear blending between whole face shapes [177].
By the late 1980s the “delta” or offset blendshape scheme became popular
[20] and appeared in commercial software [24, 83]. In this variant a neu-
tral face shape is designated and the remaining shapes are replaced by the
differences between those shapes and the neutral shape. This results in
localized control when the differences between the target shape and the
neutral face are restricted to a small region, although it relies on the mod-
eler to produce shapes with this property.
This idea was extended to a segmented face where separate regions are
blended independently [115], thus guaranteeing local control. A standard
example is the segmentation of a face into an upper region and a lower
region: the upper region is used for expressing emotions, while the lower
region expresses speech [72].
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Figure 3.4: Vector-matrix expression of a blendshape model. bk denotes
column k of the matrix, containing the components of each vertex in some
order that is consistent across columns.
While blendshape targets are most often considered as time-independent
facial expressions, it is also possible to view individual blendshapes as be-
ing situated at particular times in the animation, and to simply cross-fade
between them to produce the final animation. This time-dependent blend-
shape approach provides the most direct control possible by guaranteeing
that desired expressions appear at particular points in the animation, but
it requires the construction of many blendshapes that may not be reusable
at other points in the animation. Some animations have combined the
time-dependent and time-independent blendshape approaches [262].
Additional literature on blendshapes will be mentioned in appropriate
sections of the remainder of the chapter.
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3.3 Algebra and Algorithms
Some insight and ease of discussion can be had by viewing blendshapes
as a simple vector sum. To be concrete, consider a facial model composed
of n = 100 blendshapes, each having p = 10000 control vertices (“points”),
with each vertex having three components x,y,z. By “unrolling” the num-
bers composing each blendshape into a long vector bk in some order that
is arbitrary (such as xxxyyyzzz, or alternately xyzxyzxyz) but consistent
across the individual blendshapes (Figure 3.4), the blendshape model is
expressed as
f =
n∑
k=0
wkbk (3.1)
or using matrix notation
f = Bw (3.2)
where f is the resulting face, in the form of am = 30000×1 vector (m = 3p),
B is a 30000 × 100 matrix whose column vectors, bk, are the individual
blendshapes (30000 × 1 vectors), and w are the weights (a 100 × 1 vec-
tor). We take b0 to be the blendshape target representing the neutral face.
This linear algebra viewpoint will be used to describe various issues and
algorithms.
Equation (3.2) represents the global or “whole-face” blendshape ap-
proach. In this approach scaling all the weights by a multiplier causes
the whole head to scale. Overall scaling of the head is more conveniently
handled with a separate transformation, however. To eliminate undesired
scaling the weights in equation (3.2) may be constrained to sum to one.
Additionally the weights can be further constrained to the interval [0, 1],
as described in section 3.7.5.
3.3.1 Delta blendshape formulation
In the “delta” blend shape formulation, one face model b0 (typically the
resting face expression) is designated as the “neutral” face shape, and the
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Figure 3.5: The basic delta blendshape scheme can be visualized as situat-
ing targets at vertices of a hypercube that share an edge with the neutral
face at the origin.
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remaining targets bk, k = 1 . . . n are replaced with the difference bk −b0
between the kth face target and the neutral face:
f = b0 +
n∑
k=1
wk(bk − b0) (3.3)
(with b0 being the neutral shape). We denote this as
f = b0 + Bw (3.4)
(note that we are reusing variable names from equation (3.2)). In this
formulation the weights are conventionally limited to the range [0, 1], al-
though there are exceptions to this convention. For example the Maya
[232] blendshape interface allows the [0,1] limits to be overridden by the
artist if needed.
If the difference between a particular blend shape bk and the neutral
shape is confined to a small region, such as the left eyebrow, then the re-
sulting parameterization offers intuitive localized control.
The delta blendshape formulation is used in popular packages such as
Maya, and our discussion will assume this variant if not otherwise stated.
Many comments apply equally (or with straightforward conversion) to the
whole-face variant.
A blendshape model can be considered as placing targets at some of the
vertices of a n-dimensional hypercube, with the origin being the neutral
shape, and hypercube edges representing weights on the corresponding
targets (Figure 3.5). Note that this and following figure are schematic, with
a small face image representing the collection of vertex components of a
particular blendshape target.
3.3.2 Intermediate shapes
As an individual weight in Eq. (3.4) varies from zero to one, the moving
vertices on the face travel along a line. To allow more fidelity, production
blendshape implementations such as that in Maya [232] allow targets to
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w1
w2
Figure 3.6: Blendshape targets can be situated at intermediate locations,
resulting in piecewise linear interpolation to the full target.
3.3. ALGEBRA AND ALGORITHMS 33
w1
w2
w1w2
Figure 3.7: Schematic illustration of the “combination blendshape” idea
[174]. A correction shape (top right) is added with weight w1 · w2.
be situated at intermediate weight values, giving piecewise linear interpo-
lation. This is shown schematically in Figure 3.6.
3.3.3 Combination blendshapes
Another blendshape variant [174, 239, 266] adds additional “correction”
shapes that become active to the extent that particular pairs (or triples,
etc.) of weights are active. This scheme is variously called combination
blendshapes or corrective shapes [266].
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Figure 3.8: (Left) a third-order combination shape has weight wi ·wj ·wk for
some triple i, j, k, and so has little effect until the weights approach one.
(Right) When intermediate combination shapes are used, the resulting in-
terpolation is not smooth.
This approach might be notated as
f = f0 + w1b1 + w2b2 + w3b3 + · · ·
+ w1w5 b1,5 + w2w13 b2,13 + · · ·
+ w2w3w10 b2,3,10 + · · ·
Here the first line is equivalent to equation (3.4). A term w1w5 b1,5 is a bi-
linear “correction” shape that is fully added only when w1 and w5 are both
one, and is completely off if either is zero. The irregular numbering 1, 5 is
intended to indicate that these corrections are only needed for particular
pairs (or triples, quadruples) of shapes such as shape 1 and shape 5. For
example, the eyebrow and mouth corner are spatially well separated, so
it is unlikely that any correction shape would be needed for this pair of
shapes. A schematic visual representation of this approach is shown in
Figure 3.7. The combination targets are situated at (some of) the diagonals
of the blendshape hypercube.
The majority of the blendshape targets in modern professional models
with hundreds of targets are these combination shapes. As an example, the
primary targets (those situated at the hypercube vertices that are neigh-
bors of the neutral shape) may number 100 shapes, whereas the number
of combination shapes may be several hundred or more [197]. The com-
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bination blendshape idea should be distinguished from the on-line “cor-
rection” shapes that have been a subject of recent research (section 3.4.3).
Correction shapes modify or add to the linear blendshape basis, whereas
combination shapes can be seen as a second-order term in a Taylor series
in the blendshape weights (section 3.6.4).
The combination blendshape scheme is not ideal from an interpolation
point of view. When the facial expression travels along the (hyper)diagonal
toward a 2nd order correction, the correction appears quadratically as
wiwjbi,j,···. Subjectively, this means that the correction has little effect over
most of the range of the sliders and then appears relatively suddenly. The
problem is exacerbated with 3rd and higher order corrections. This prob-
lem can be partially addressed by placing intermediate shapes along the
diagonal.
3.3.4 Hybrid rigs
In a blendshape model the jaw and neck are sometimes handled by al-
ternate approaches. For example, since the motion of the jaw has a clear
rotational component, the jaw-open target is often augmented by linear
blend skinning [173]. The eyelids are another area that is sometimes han-
dled by alternate rigging approaches, again due to the rotational motion.
Refer to [173] for a recent survey of facial rigging techniques.
3.4 Constructing Blendshapes
There are several approaches for creating blendshapes. A skilled digital
artist can deform a base mesh into the different shapes needed to cover
the desired range of expressions. Alternatively, the blend shapes can be
directly scanned from a real actor or a sculpted model. A single template
model can be registered to each scan in order to obtain vertex-wise corre-
spondences across the blendshape targets. Methods to register scans (and
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register a generic template to scans) include [124, 4, 208, 252, 3, 7].
In concept, a dynamic mesh obtained from dense motion capture can
be decomposed into a linear model using principal component analysis
(PCA) or other approaches. (Refer to appendix A.6 for an introduction to
PCA.) However, the PCA models lack the interpretability of blendshapes.
This will be discussed further in sections 3.4.2 and 3.7.7.
In [188] blendshape targets are rapidly constructed with minimal man-
ual assistance from multiple pictures of an actor. [33] fits a morphable
model (PCA model of both the geometry and texture) to a single image,
resulting in an estimate of the geometry and texture of the person’s face.
Typically the geometry of a facial model is fairly coarse, with fine scale de-
tails such as wrinkles and freckles represented via textures, bump or nor-
mal maps, or recent techniques such as [149, 29, 25]. In the case of bump
or normal maps the decomposition makes good use of graphics hardware,
and the choice of relatively coarse geometry in facial model capture and
tracking applications can also be motivated from bias-variance considera-
tions in model fitting [100].
3.4.1 Model transfer
Blendshape models can also be constructed by transferring the expressions
from an existing source model to a target model with different propor-
tions. Section 3.5.3 describes “expression cloning” algorithms for transfer-
ring the motion from one model to another. This subsection describes the
related problem of constructing a target model that in some sense is equiv-
alent to a given source model, given only a limited sample of the target
expressions such as the neutral face. We term this problem model transfer.
Note that model transfer algorithms can be used for transferring motion
as well, simply by applying them to a moving source model. However not
all expression cloning algorithms are suitable for model transfer.
Deformation transfer [226] is the leading approach for constructing a
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target model by model transfer. It requires a fully constructed blendshape
model for the source, but only a neutral model for the target. This ap-
proach first finds the deformation gradient between each triangle of the
neutral pose source model b0 and the corresponding triangle in one of the
source blendshape expressions bk, k ≥ 1 (The “deformation gradient” is
the Jacobian of the function that deforms the source triangle from its neu-
tral position). Then, given a non-neutral expression on the source model,
deformation transfer finds triangles on a target expression so that the tar-
get deformation gradient matches the equivalent Jacobian on the source
model in a least squares sense. [40] points out that deformation transfer is
a form of Poisson equation.
Since the original deformation transfer does not consider collisions, it
may result in self-collisions particularly around the eyelids and lips. [205]
inserted virtual triangles into the eye and mouth openings of the mesh to
prevent this problem. They also add a new term to the optimization that
causes the Laplacian of target mesh to resemble that of the source in areas
that are most compressed or stretched, reducing a tendency to crumple in
these areas.
[141] is a technique designed specifically for the blendshape model
transfer problem. This approach allows the artist to guide the model trans-
fer process by specifying a small number of example expressions and cor-
responding approximate expected blendshape weights for these expres-
sions. Since only a small number of example expressions are provided,
construction of the full target basis is an underdetermined problem. This
is solved by using the deformation transfer of the source as a regulariza-
tion energy in their optimization.
3.4.2 Discovery of blendshapes
Creating a realistic blendshape model may require sculpting on the or-
der of 100 blendshape targets, and many more shapes if the combination
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shapes scheme is used (section 3.3.3). Each target must be designed to cap-
ture its intended role such as approximating the activation of a particular
muscle, while simultaneously minimizing undesirable interactions with
other shapes. This is a labor intensive and iterative effort.
It would be ideal if one could start with dense motion capture of a suffi-
ciently varied performance, and then automatically or semi-automatically
convert this into a blendshape model. In abstract this is a matrix factoriza-
tion problem
M ≈ BW
where for a motion capture performance with t frames and p = m/3 ver-
tices, the m × t performance matrix M is split into the m × n blendshape
basis B and the n×t animation weights matrix W. Typically the number of
frames t is larger than the number of basis vectors n, so this is a low-rank
factorization. Doing PCA on the dense motion capture might be a first
step toward this goal, however as pointed out elsewhere, the PCA basis
vectors are global and lack the necessary semantics. Given a PCA model
f = Uc+m with U being the eigenvectors and m the mean shape, the dis-
covery problem can be formulated as finding a “recombination” matrix R
such that the new basis UR in an equivalent model
f = (UR)(R−1c) + n
is more sparse [134].
[169] addresses this blendshape discovery problem by minimizing ‖M−
BW‖2 subject to a sparsity penalty on the basis B, where M is the se-
quence of scans or motion capture of the face, and W are the correspond-
ing (unknown) weights. Rather than minimizing ‖B‖1 to promote spar-
sity, they use an `1 norm over the length (`2 norm) of each vertex. In other
words, each vertex in the basis is encouraged to be zero, but if the ver-
tex is not zero then there is no further penalization of its components [13].
The results outperform PCA, ICA, and several other algorithms and allow
intuitive direct manipulation editing.
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While [169] is a significant advance, further developments may be pos-
sible on this important problem. It is likely that artists will prefer to guide
the blendshape construction rather than relying on a fully automatic pro-
cess, so an ideal solution must accelerate the artist’s process without taking
away control.
3.4.3 Blendshape refinement
Often a blendshape model will not exactly match the desired motion. One
variant of this problem is when the motion causes the model to take on an
expression that reveals undesirable interactions between the blendshape
targets. In this case artists can resculpt the model or add corrective combi-
nation shapes as discussed in section 3.3.3. A second form of the problem
is when the model matches the motion in a least squares sense but with a
large residual.
To handle this case [110] fit the residual with a radial basis function
scattered interpolation. [61] used a coordinate descent optimization to
solve for positions of the basis vertices corresponding to the markers. This
correction was then applied to the remaining vertices using radial basis
interpolation. [114] addresses the refinement problem by augmenting the
basis with new targets for frames with high residuals. The correction uses
(bi)harmonic interpolation [28] of the tracked displacements.
While some of the previous methods optimize over all frames in a se-
quence, a focus of recent research is methods that can accomplish on-line
refinement of the blendshape basis. Since the data in online methods is
often of low quality, a key issue is to distinguish geometry from noise,
and to decide when to stop adapting the basis. [142] address this problem
using a color-depth video stream. The initial blendshapes of the actor’s
face are created using deformation transfer. Then, additional corrective
PCA shapes refine the actor-specific expressions on the fly using incre-
mental PCA based learning. [27] presents a system to refine animation
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curves and produce additional correctives from a set of blendshapes along
with 2D features such as markers on the face and contours around eyelids
and lips. Every frame is optimized using 2D marker constraints, 3D bun-
dle constraints, and contour constraints. [41] combine a PCA model of
identity with a blendshape model of expressions obtained through defor-
mation transfer from a generic template model. Since a particular person’s
expressions are not exactly captured in this basis, they add a correction in
the form of the low-frequency eigenvectors of the graph Laplacian of the
face mesh. This correction basis can fit a smooth residual from the blend-
shape basis while rejecting the noise from the RGB-D camera used in their
system.
3.4.4 Detail enhancement
An existing prior database of high-resolution facial poses can be used
to enhance a low-resolution or noisy captured performance. The high-
resolution basis can be filtered to produce a corresponding low-resolution
basis, which is then used to represent the low-resolution performance. The
weights on this basis are then applied to the high-resolution basis, result-
ing in a face having the original performance but more detail. [25] devel-
ops and extends this idea, including temporal enhancement. Deformation
gradients are used as the basis, so strictly speaking this approach is more
general than blendshapes.
3.4.5 Generating new models by interpolating in an exist-
ing population
We informally refer to the set of mesh vertices and edges as a topology.
Given an existing set of blendshape models with common topology, it
is possible to create new faces as weighted combinations of the existing
models. This may be suitable for producing background or “crowd” char-
acters. This approach is somewhat limited however: consider the case of
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two models, one of which has big eyes and a small mouth, and a second
which has small eyes and a big mouth. Using a global linear combination
of these two models, it is not possible to produce a new face with small
eyes and a small mouth. A further issue is that (due to the central limit
theorem) blends of a number of faces will tend towards a Gaussian dis-
tribution and will have less distinct features than the original basis faces.
Allowing different linear combinations in different regions of the face is an
obvious approach to increasing the diversity of the generated faces. This
generates a new problem, however, in that the constructed regions will
have discontinuities at their boundaries. Blending between regions is a
poor solution, in that it is not obvious what the transition region should
be. More importantly, a feature that is simply copied and blended onto
another face is often not in the right location – for example, the mouth on
some people is lower or higher (or further forward or back) than on oth-
ers. [148] solved these issues by blending in the gradient domain (thereby
providing continuity) and solving a Poisson problem to generate the com-
posite face.
3.4.6 Compressing blendshapes
While the blendshape representation provides compression of an anima-
tion, further compression is desirable for animation editing, and is re-
quired for games. As an example for discussion, a blendshape model with
1000 targets, each with 10000 vertices represented with four-byte floats,
would require 120 megabytes of memory. In the delta blendshape form
most targets are localized and are zero at most vertices, so this size can be
reduced using a suitable sparse matrix data structure.
While these figures indicate that a reasonably detailed model is easily
accommodated in the memory of current processors, there are two reasons
for needing additional compression. First, it is desirable (and required in
games) that the scene includes the character body and background com-
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plete with textures. As well, many scenes have multiple characters. A
more important reason is that the matrix-vector multiply Bw in equation
(3.2) is memory-bound on both current CPUs and GPUs.
The obvious approach to compressing a blendshape model is to apply
principal component analysis, retaining only the eigenvectors correspond-
ing to the largest eigenvalues. As a rule of thumb, PCA can provide 10:1
or greater compression of many natural signals with little visible change
in the signal. PCA does not work as well for blendshape models, how-
ever, because blendshapes are already a compressed representation – an
animation of any length requires storage of only the n basis vectors, and n
weights per frame. In several tests on available models, [212] found that
the compression rates obtainable using PCA without introducing visible
degradation are as small as 3:1. Another issue that is frequently over-
looked is that the PCA coefficients are dense (Figure 3.15), which may
result in reduced performance relative to blendshapes!
While blendshape models are resistant to PCA compression, they nev-
ertheless have considerable structure and smoothness that can be exploited.
[212] observe that it is possible to re-order the blendshape matrix B to ex-
pose large low-rank blocks. Placing these in “off diagonal” positions al-
lows application of hierarchically semi-separable (HSS) algorithms [254].
These approaches produce a hierarchical compressed representation by
compressing off-diagonal blocks and then recursively processing the di-
agonal blocks, and they provide a fast and parallelizable matrix-vector
multiplication. Using a HSS representation [212] obtained on the order of
10:1 compression and similar speed increases.
3.4.7 Outlook
Approaches to constructing blendshapes have developed considerably in
the last decade, including custom algorithms for face capture [17], the
introduction of model transfer algorithms, algorithms for localized basis
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discovery, and tracking algorithms that provide on-line refinement of the
blendshape basis. The current state of the art should easily permit au-
tomated capture of a blendshape-like facial basis suitable for automated
tracking. There may be room for future methods that incorporate human
guidance in the construction process and provide a basis that is closer to
the muscle- or expression-based blendshape bases described in industry
forums [174, 90, 101].
3.5 Animation and Interaction Techniques
Animating with blendshape requires specifying weights for each frame in
the animation. For our discussion, animation techniques will be broadly
divided into performance-driven animation techniques, keyframe anima-
tion, and direct manipulation. Performance-driven animation is commonly
used to animate characters different from the actor, so expression cloning
techniques will also be surveyed here. The section will conclude with a
brief survey of alternative editing techniques.
3.5.1 Keyframe animation
Blendshape models have traditionally been animated using keyframe an-
imation of the weights (sliders). Commercial packages such as Maya pro-
vide spline interpolation of the weights and allow the tangents to be set at
keyframes. As an approximate figure, professional animation requires a
keyframe roughly every three frames. Many animators prefer that keyframes
include keys for all targets, rather than putting keys on each curve inde-
pendently.
3.5.2 Performance-driven animation
In performance-driven facial animation, the motion of a human actor is
used to drive the face model [250, 231, 64, 34, 190, 189, 247, 93]. Whereas
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keyframe animation is commonly used in animated films with stylized
characters, performance-driven animation is commonly used for visual-
effects movies in which the computer graphics characters interact with
filmed characters and backgrounds. Because blendshapes are the common
choice for realistic facial models, blendshapes and performance-driven an-
imation are frequently used together.
The general literature on face tracking in general spans several decades
and a complete survey is beyond the scope of this report. We will concen-
trate on performance capture methods that drive a blendshape rig. Tech-
niques that drive a low-level representation such as a mesh will not be
surveyed [250, 99, 253, 38, 43, 91, 19]. Methods that involve a nonlinear or
physical underlying model are also not considered [231, 71, 219].
Performance capture methods might be classified into those that use
3D motion capture information as input [61, 73] versus methods that do
model-based tracking of video [192, 34, 55, 200, 27, 49, 48]. Another dis-
tinction is whether a PCA basis [34] or blendshape basis [192, 60, 61, 64]
is used. [73] uses a PCA basis for the motion capture which is then re-
targeted to a blendshape basis through a nonlinear radial basis mapping.
[229] uses overlapping local PCA models.
Model-based tracking of blendshapes solves for the blendshape weights
at each frame so as to match a reference video. Recent research has achieved
high quality tracking from monocular video [93]. Typically the weights are
constrained to the range 0..1. When the source motion to match is avail-
able in the form of 3D motion capture, this is a constrained linear prob-
lem that can be solved with quadratic programming [60, 61, 110]. When
model-based tracking is used to match images from a video, the perspec-
tive nonlinearity requires the use of nonlinear optimization (unless weak
perspective is employed). [192] allowed soft constraints with a Levenberg-
Marquardt algorithm.
With the popularity and affordability of low-cost commercial depth
cameras (e.g., Microsoft’s Kinect), researchers have developed a number
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of techniques to utilize such cameras for performance driven facial an-
imation. One approach does real-time tracking and transfers the facial
movement to a user-specific blendshape face model that is manually con-
structed at the offline stage [246]. Recent advances include online mod-
eling of user-specific blendshape faces (without the offline step) and in-
troduction of adaptive corrective shapes at runtime for high-fidelity per-
formance driven facial animation applications [27, 142, 41]. These basis
refinement approaches are briefly surveyed in section 3.4.3.
3.5.3 Expression cloning
In expression cloning techniques [171, 226], the motion from one facial model
(the “source”) is retargeted to drive a face (the “target”) with significantly
different proportions. Expression cloning is frequently the goal of performance-
driven animation. For example, an adult actor may produce the motion for
a younger or older person (as in the movies The Polar Express and The Curi-
ous Case of Benjamin Button) or a non-human creature (as in Avatar and the
Gollum character in the Lord of the Rings movies). A very similar problem
is that of creating a full target face model, given the source face but only
limited samples of the target, usually only the neutral shape. This prob-
lem discussed in section 3.4.1. Algorithms such as [226] mentioned in that
section can also be used for expression cloning.
[171] introduced the expression cloning problem. Their approach re-
quires only a generic animated facial mesh for the source and makes no
assumption of a blendshape or other representation. It establishes a map-
ping by finding corresponding pairs of points on the source and target
models using face-specific heuristics. [240, 70] discover a tensor basis that
spans both expression and identity in different dimensions. Identity can
be flexibly manipulated in this approach, however it does not use a blend-
shape basis.
A common approach to expression cloning is what might be termed
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“corresponding parameterization” [62, 106, 190, 141]: source and target
blendshape models are constructed to have the same number of targets,
with the same semantic function (typically FACS inspired). The blend-
shape weights are then simply copied from source to target. This approach
is simple, and allows great flexibility in developing the cross-mapping.
For example, one could imagine a smile blendshape for a lizard character
in which the mouth corners move backward whereas in the correspond-
ing blendshape for the human the mouth corners are displaced upward.
Expression cloning using corresponding parameterization based on FACS
expressions [81] was introduced in the movie industry on projects such as
Monster House and King Kong [90].
The corresponding parameterization approach requires artists to con-
struct blendshape models for both the source and target faces. In the usual
case where the source is obtained by performance-driven animation, this
can be avoided by requiring the actor to produce the set of basis expres-
sions, for example by mimicking FACS expressions. Producing expres-
sions consisting of individual facial muscles is an unnatural and difficult
task for many people, however. In fact it is believed that some facial mus-
cles can only be activated indirectly, as a side effect of producing other
expressions, but not under voluntary control [80].
Alternately, the source basis can be obtained by taking expressions
from an actual performance. Chuang and Bregler [63] experimented with
several principles for choosing frames from the performance, finding that
the best approach selects expressions that have maximal projection on the
leading principal components of the source performance. Specifically, the
first two basis shapes are those that have the largest and smallest projec-
tion on the leading eigenvector, the second two have the maximum and
minimum coefficients on the second axis, and so on. The artist then poses
the target model to correspond to each of the chosen basis vectors. Note
that while this algorithm involves PCA, the actual basis shapes are expres-
sions from the performance rather than eigenvectors, so creating a corre-
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sponding pose on the target model is a natural task. [63] also found that
requiring the weights to be positive produced better cloning than allowing
negative weights, even though the resulting reconstruction of the source
animation has higher error. Intuitively, allowing negative weights allows
the basis to “explain” small details of the source motion using a variety of
unintended cancelling (positive and negative) combinations of the basis
shapes, which has poor results when the same weights are applied on the
target model. This intuition is related to the interpretation of non-negative
matrix factorization as a parts-based decomposition [125].
More generally, if the source and target models already exist, but do
not share a parameterization, it may be possible to learn a cloning func-
tion given sufficient examples of corresponding poses. In a linear version
of this idea, there need to be c ≥ n corresponding poses if the models
contain n blendshape targets. Let wk be the blendshape weights for the
source, and vk be the blendshape weights for the target, for each pair k of
corresponding poses. Gather wk and vk as the columns of matrices W,V
of dimension n × c. Then an expression cloning matrix E of dimension
n× n that maps w to v can be found,
W = EV
WVT = EVVT
E = WVT (VVT )−1
This simple linear expression cloning approach has its limitations – in par-
ticular in that the mapping is linear (as is the case with some other ap-
proaches including corresponding parameterization).
Still more generally, in what might be termed semantic correspondence
the source and target representations need only agree on a set of parame-
ters that control the expression, with each having some mapping or algo-
rithm to convert between these parameters and the internal representation
of the model. This general approach may have been first demonstrated by
SimGraphics in the 1990s [251].
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Most existing expression cloning algorithms do not consider adapting
the temporal dynamics of the motion to the target character, and instead
assume that if each individual frame can be transferred correctly, the re-
sulting motion will be correct. This will tend to be the case if the source
and target are of similar proportions.
There are several scenarios in which the temporal dynamics of face
movement should be considered however. One case is where the target
cannot reproduce the full range of movement of the source model. For
example, the target jaw may not open widely enough to reproduce the
source motion. These limits commonly occur when a blendshape model
is driven directly by motion capture. They also can occur even when the
source is a blendshape model. For example, the target model might allow
jaw-open to range up to 1, but it may be that the results look unnatural
if smile is simultaneously active with a value of more than 0.7. This situ-
ation can be crudely handled with an expression that sets the limit on the
jaw-open as jaw-open-limit = 1 - 0.3 * smile.
In this situation, [214] argue that reproducing the source on a per-frame
basis results in unnatural motion when the target motion limit is reached
and exceeded. They propose that it is better to preserve the overall shape
of the motion, rather than matching the position of each frame indepen-
dently. This objective is formulated by saying that the temporal deriva-
tives (rather than positions) should be matched in a least squares sense.
This leads to a space-time Poisson equation that is solved for the target
blendshape motion.
More generally, most current expression cloning techniques require
that the target expression for a particular frame be a function of the source
expression for that frame only. More powerful expression cloning tech-
niques may require looking at adjacent frames in order to allow anticipa-
tion and coarticulation-like effects to be produced.
An open problem is the case in which the target motion should differ
from that of the source is when the target has significantly different pro-
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timesource vertex movement
target movement, position domain transfer
target movement, gradient domain transfer
Figure 3.9: The “movement matching” principle in [214]. The target can-
not fully reproduce source movement (top) due to limitations of the target
geometry. Attempting to best reproduce the position of each frame results
in clipping when the pose is not achievable (dashed line in middle figure).
Instead, the movement matching principle attempts to match the tempo-
ral derivatives, thereby reproducing the shape of the motion (bottom). The
red shaded areas indicate the magnitude and distribution of the matching
error.
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portions or size from the source. The human mouth moves very quickly
during speech – for example the mouth can change from a fully open to a
fully closed position in two adjacent video frames. Transferring this rapid
motion to a large and non-humanoid character such as a whale would
likely give implausible looking results.
On the other hand, we recall the anthropomorphic principal that the
target character is usually humanoid if not human – if the character needs
to be perceived by human audiences, it needs to express facial emotion in
human-like ways. Thus, it is not clear if very significant deviations from
human-like (temporal) performance are likely to be useful.
3.5.4 Stabilization
Retargeting of motion capture requires determining the coordinate frame
of the skull. The motion of this frame is removed, and the remaining mo-
tion of the face determines the facial expression. The rigid coordinate
frame of the skull is not easily determined, however, and if it is poorly
estimated subsequent analysis may conflate head motion with expression
change. The issue is that people cannot naturally produce expressions
without simultaneously moving the head. One approach to this problem is
to attempt to find at least three relatively stationary points on the face, and
estimate the rigid transform from these – typical candidates are the corners
of the eyes and the nose tip. However, some people slightly move these
points (relative to the skull) while making extreme expressions. Another
solution is to identify the head motion using a rigid hat. However vig-
orous movement or particular expressions (such as raising the eyebrows
strongly) may cause the hat to move slightly. Facial expressions can be
very subtle (consider the geometric difference between a face expressing
the two emotions “calm” and “contempt”).
[18] introduced an approach to this important problem. It first deforms
a generic skull model (including a nose) to fit manually specified land-
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marks on a neutral pose of the actor. Then, the rigid position of the skull
relative to a new scan of the face surface is determined by optimizing a
cost involving the expected distance (thickness) between the skin and the
skull and a second cost involving the nose length. The results are validated
by comparison of the stabilized upper teeth to those in reference images.
An earlier approach [258, 55] treats the problem of separating rigid mo-
tion from deformation as a matrix factorization problem. That approach
requires that the face position is described by a set of 3D tracking mark-
ers, i.e. the correspondence problem is solved, and the tracked points are
a discrete set of markers rather than dense motion capture.
3.5.5 Partially-automated animation
In practice, performance-driven animation is rarely used without subse-
quent manual adjustment. One reason for this is lack of fidelity or errors
in the motion capture process. For example, marker-based systems typi-
cally place markers around the outside of the mouth are thus not able to
track the inner contour of the lips ([27] is a recent exception). Similarly,
most motion capture systems do not track the eyes or eyelids.
There is another important reason for editing performance-driven ani-
mation: changes in the acting may be required. This may be because a per-
formance that is automatically transferred to a different (e.g. non-human)
character may not convey the intended emotion. As well, a movie direc-
tor can request changes in the performance. For these reasons, a viable
performance-capture system must allow for subsequent manual editing
by artists. This is a major reason why existing performance capture ap-
proaches use a blendshape representation.
Subsequent editing of motion capture presents a further problem: mo-
tion capture produces weight curves with a key at every frame. This is too
“dense” for artists to easily edit. [215, 130] introduced an optimal curve
simplification technique using dynamic programming. With a GPU im-
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plementation, it can produce roughly an 80% reduction in sample density
with little or no visible difference in the resulting curve.
3.5.6 Direct manipulation
Blendshapes have traditionally been animated with keyframe animation
or by motion capture. Although inverse kinematics approaches to posing
human figures have been used in animation for several decades, analo-
gous inverse or direct manipulation approaches for posing faces and set-
ting keyframes have appeared only recently. In these approaches, rather
than editing the underlying parameters (as in forward kinematics, and
keyframe animation), the artist directly moves points on the face surface
and the software must solve for the underlying weights or parameters that
best reproduce that expression or motion.
The evident challenge for direct manipulation of faces is that it can be
a very under-constrained inverse problem – similar to inverse kinematics,
but more so. In moving the hand of the character using inverse kinematics,
for example, the animator specifies a goal point (3 degrees of freedom),
and animation system must solve for on the order of 10 degrees of free-
dom representing the joint angles from the hand through the shoulder.
In a professional blendshape model, the analogous number of unknown
weights can be 100 or more. Solving the inverse problem for direct ma-
nipulation blendshapes then means that we find a discrete function (i.e.,
a vector ∆w) that satisfies the constraint given by a pin-and-drag manip-
ulation [259] of a 3D face model. The resultant weights are then (usually
automatically) interpolated to make a whole animation. The central issue
here is the choice of a strong and appropriate prior for regularizing the
inverse problem.
It is important to note that professional animation requires providing
both direct manipulation and access to the underlying parameters (slid-
ers). Intuitively, this is because some edits are simply harder to accom-
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plish using direct manipulation. In fact it is easy to argue on mathematical
grounds that slider manipulation is necessarily more efficient for some ed-
its, whereas the converse is also true – direct manipulation is necessarily
more efficient for other edits. Briefly, this is because of the spreading effect
of a multiplication by a non-identity matrix [131]. In direct manipulation
the blendshape weights are in a pseudoinverse relationship to the manip-
ulated points, and columns of the pseudoinverse tend to have a number
of non-zero values.
Direct manipulation of PCA models
The underconstrained direct manipulation inverse problem was first solved
by several approaches that use an underlying PCA representation. [261]
develop a hierarchical segmented PCA model. User-directed movement
of a particular point on the face is propagated to the rest of the face by
projecting the altered point vector into the PCA subspace and iterating
this procedure over the remainder of the hierarchy. [159] learn a PCA sub-
space of facial poses. This is used to bypass computation of a majority of
face points, by “PCA imputation” wherein a subset of points is computed
and fit and the same linear combination is used to estimate the locations
of the remaining points. [144] use a local, hierarchical PCA face model; fa-
cial editing is performed with a constrained version of weight propagation
[261]. This provides local control while also allowing natural cross-region
correlations. [122] develop direct dragging and stroke-based expression
editing on a PCA model obtained from motion capture data, and include
a statistical prior on the space of poses.
These PCA approaches are good solutions if the model will be manip-
ulated exclusively with direct manipulation, and this is the most appro-
priate choice for novice users. Since professional animation also requires
access to the underlying sliders however, this in turn necessitates the use
of an underlying blendshape representation rather than PCA due to the
lack of interpretability of the PCA basis (section 3.7.7). While it is easy to
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Figure 3.10: Screenshot of a direct manipulation interface in operation.
(Left panel) selecting a point on the model surface creates a manipulator
object termed a pin. These can be dragged into desired positions, and the
system solves for the slider values (right panel) that cause the face to best
match the pinned positions.
interconvert between PCA and blendshape models (section 3.7.8), doing
so requires having a blendshape model.
Direct manipulation of blendshapes
[260] included a direct manipulation algorithm in their facial capture sys-
tem. It used a basis of selected frames from a captured performance, and
allows direct face editing using local and adaptive radial basis blends of
basis shapes. They introduced an interesting regularization for the direct
manipulation inverse problem, in which the basis meshes most similar to
the desired constraints are weighted more heavily. This is an effective ap-
proach to extending the span of a model with a limited number of shapes
(see Figure 6 (d),(e) in [260]), though with a more extensive model this
property might be considered undesirable.
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The inverse problem can be avoided by using a fully constrained ap-
proach, exactly as would be used for performance driven animation. In
this approach the artist interacts with manipulators that serve the same
role as motion capture markers. The manipulators cover the face and are
moved one at a time, with the others remaining stationary. The first pub-
lished approach to direct manipulation of blendshape models [110] used
this approach.
While constraining the face with a full set of manipulators avoids the
inverse problem, it can also increase the required number of edits since no
part of the face is free to move without intervention from the artist. Formu-
lating direct manipulation as an underconstrained inverse problem allows
many parts of the face to move during each edit, but requires a sensible
regularization to make this useful (the previous fully constrained version
of the problem can be recovered as a special case by adding sufficient con-
straints). [131] started with the principle that moving a particular part of
the face should cause the remainder of the face to change as little as possi-
ble – a principle of “least surprise”. To embody this in an algorithm, they
observe that the blendshape model itself is designed as a semantic param-
eterization, that is, the targets are sculpted so that facial expressions can be
described by the combination of n sliders, each with approximately equal
effect on the facial expression. This is in contrast to PCA, where the subse-
quent coefficients by definition have smaller influence. Thus the change in
facial expression is to a first approximation represented by the change in
weights, as demonstrated in Figure 3.1. In this figure Euclidean distance
on the control vertices indicates that the full smile and open-mouth expres-
sions are most similar, but the distance between the blendshape weight
vectors correctly indicates that the smile is semantically and perceptually
more similar to the half-smile.
[212] presents a direct manipulation system suitable for use in ani-
mation production, including treatment of combination blendshapes and
non-blendshape deformers. They add an improved regularization term
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that better handles the common case where the artist repeatedly moves
a single slider over the same range of values in order to understand its
effect. The nonlinear components of their production-quality rig are han-
dled with a combination of nonparametric regression (for the jaw) and a
derivative free nonlinear optimizer. [11] describes an extension of the di-
rect manipulation approach [131], which allows more efficient edits using
a simple prior learned from facial motion capture. This system also allows
the artist to select between three different modes at any time during edit-
ing: sliders, regular, and learned direct manipulation (see section 3.7.8).
[53] describe an approach in which the artist designs direct manipulation
manipulators by sketching. [169] show direct manipulation of an automat-
ically created local linear model. This work is discussed in section 3.4.2.
3.5.7 Further interaction techniques
[188] proposes a painterly interface for creating facial expressions. The in-
terface has three components: a canvas for designing a facial expression,
a brush interface that let the user selects the intensity and decay of the
strokes, and a palette where the colors have been replaced by facial ex-
pressions. When a stroke is applied to the facial canvas, weights from the
selected facial expression are transferred and blended. When completed
the facial canvas can be added to the facial palette and selected to design
more complex expressions.
While direct manipulation offers advantages over the traditional slider
editing, a more fluid or “sketch based” interface [161] might be preferable
for both novice users and for previsualization of professional animation.
Development of a sketch-based system that interoperates with an under-
lying blendshape basis is an open problem.
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3.5.8 Outlook
Methods for automated tracking, expression cloning, and interacting with
blendshape models are well developed. Open areas may include expres-
sion cloning methods that consider differing characteristics of the target
model, e.g. those resulting from considerable differences of anatomy or
size. Another open area may be the development of interfaces (e.g. sketch-
based interfaces) for faster and more fluid manual animation.
3.6 Facial Animation as an Interpolation Prob-
lem
Blendshapes are perhaps the simplest approach to facial animation imag-
inable, and limitations of the linear model are evident. In this section we
discuss blendshapes in abstract as a problem of interpolation, and con-
sider whether a better approach may be possible.
3.6.1 Blendshapes as a high dimensional interpolation prob-
lem
In abstract, facial animation is an interpolation problem of the form
f : Rn → R3p
that maps a set of n animation control parameters (such as n ≈ 100 for
blendshape sliders) to the 3p values, where p is the number of control ver-
tices of the 3D face model.
3.6.2 Linear interpolation
The linear nature of blendshapes affects the animation in some cases. In
the interpolation from one target to another, two weights change in a con-
vex combination, and the movement of each changing vertex is necessarily
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along a line. Animators are aware of this limitation [228] and have some-
times compensated for it by adding additional sculpted shapes that are
interpolated on the animation timeline. If the two weights are not in an
affine (sum-to-one) combination, the movement is constrained to a plane,
etc. More generally, the blendshape scheme constrains movement to a n
dimensional subspace of the 3m-dimensional ambient space.
3.6.3 Scattered interpolation
A scattered interpolation scheme might seem an ideal solution to the prob-
lem of interpolating a number of targets in a high dimensional space, since
the sculpted faces could be placed at arbitrary (scattered) desired locations
in the parameter space w (Figure 3.11). In a radial basis function (RBF) ap-
proach the kernel could be chosen as the Green’s function of a differential
operator, resulting in smooth interpolation of the data. This formulation
would also separate the number of targets from the dimensionality of the
space.
Unfortunately, high-dimensional interpolation is known to be intrinsi-
cally difficult [47, 92]. The Green’s function corresponding to the differen-
tial operator family∇2s is defined as [79, 137]
R(x) ∝
|x|2s−n log |x| if 2s− n is an even integer,|x|2s−n otherwise (3.5)
for smoothness order s and space dimension n.
This requires a condition 2s > n in order to avoid having a singular-
ity at the origin. A potentially more difficult problem is the curse of
dimensionality (appendix A.7; [100]), which suggests that the number of
data samples required for interpolation in n dimensions is exponential in
n, unless the interpolation scheme can identify that the data lives on a
lower-dimensional manifold or makes other simplifying assumptions.
Thus, we have the open problem of interpolating in a high (e.g. n =
100) dimensional space. One possibility would be to dramatically increase
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the order of smoothness s, to s > n/2 ≈ 50. While this has not been
explored, it can be noted that in other applications in computer graphics C2
smoothness has often proven sufficient, and at present we have no reason
to believe that the motion of the face between expressions is extremely
smooth.
3.6.4 Blendshapes as a tangent space
Equation 3.4 resembles a vector-valued Taylor series expansion about the
neutral face, i.e.,
f(w) = f(0) +
∂f
∂w
·w
with f(0) ≡ b0 and the Jacobian
[
∂fi
∂wj
]
≡ B. In abstract geometric terms,
we might consider blendshapes to be the tangent space (about the neutral
face) of the n-dimensional face “manifold” embedded in a m-dimensional
ambient space. As we move from one point to another along this (for
example) 100-dimensional tangent space, the location in the m = 30000
dimensional ambient space also changes.
This comparison to a Taylor series suggests limitations of the blend-
shape approach, and one wonders whether an alternative approach is pos-
sible. The blendshape approach requires the artist to sculpt n shapes at all
the locations in weight space wi = δi,k for k = 1 . . . n (the vertices of the
hypercube connected by an edge to the neutral shape, (Figure 3.5), i.e. the
“one-ring” of the neutral). It is not possible for the artist to specify shapes
at an arbitrary location such as w = 0.3, 0.7, 0.1, · · · (Figure 3.11). If the fa-
cial model is incorrect at an arbitrary location, current systems require the
artist to modify a number of targets so that their weighted sum reduces the
desired correction, while simultaneously not disturbing other face poses.
This is a time-consuming iterative refinement procedure.
[216] described a hybrid approach in which a basic blendshape model
is augmented with additional nonlinear corrections. The corrections are
interpolated by a radial basis function scheme inspired by weighted pose
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Figure 3.11: Blendshape schemes require that targets are placed at con-
strained locations, i.e. the vertices of a “weight hypercube” (Figures 3.5,
3.7). It would be preferable to allow targets to be placed anywhere in face
space, allowing the sculpting effort to be directed specifically where it is
needed.
space deformation [120], with the underlying blendshape weights defin-
ing the pose space. This approach allows shapes to be placed as needed
at any pose of the model (Figure 3.11) and the interpolation is smooth and
free of artifacts such as the quadratic ramp-up that occurs with combina-
tion shapes (section 3.3.3).
3.6.5 Outlook
Interpolation in high dimensions is an open problem and an active sub-
ject of research in machine learning. Current approaches include additive
models and (more generally) smoothing spline ANOVA models [241, 98],
and approaches that make use of the manifold assumption. Interestingly,
[120] can be seen as partially addressing the curse of dimensionality inher-
ent in high dimensional interpolation, by breaking the global interpolation
problem into a collection of softly coupled local problems.
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3.7 The Blendshape Parameterization
Despite the simplicity of the blendshape representation, there are a num-
ber of associated issues. The distinction between blendshapes and other
linear models such as PCA is at the heart of the definition of blendshapes
– indeed, otherwise there would be no need for a separate term. These
issues will be surveyed in this section.
3.7.1 Lack of orthogonality
Figure 3.12: Mutual coherence plot for the 46-target blendshape model
shown in Figure 3.10 and other figures. The i, j entry is the covariance
between the i-th and j-th blendshape targets, i.e. b
T
i bj
‖bi‖‖bj‖ .
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The major distinguishing characteristic of blendshapes relative to the
more common principal component representation is that the shapes are
not orthogonal (Figure 3.12). This has the advantage of interpretability
(section 3.7.6). It has the disadvantage that the parameters are correlated,
and so adjusting a parameter can degrade the effects obtained with pre-
vious edits. [136] addressed this problem with a user-interface technique
in which the artist can “pin” particular points representing desirable as-
pects of the current facial expression, and subsequent edits occur in the
approximate null-space of these constraints.
3.7.2 Blendshape models are not unique
Given a particular blendshape model, there are an infinite number of other
blendshape models that can produce the same range of animation. Intu-
itively, this is similar to the fact that an infinite number of vector pairs span
the plane, and given two such vectors (analogous to a particular “model”),
another pair can be constructed as weighted combinations of the original
vectors - for example the sum and difference of the original pair is one such
basis. Given a particular blendshape model B, an arbitrary non-singular
n × n matrix R and its inverse can be inserted between the B and the
weights without changing anything:
f = B
(
RR−1
)
w
Then BR is a new blendshape basis with corresponding weights R−1w
that produces the same range of motion as B.
3.7.3 Equivalence of whole-face and delta blendshape for-
mulations
Proponents of various blendshape approaches are outspoken in industry
forums regarding the proposed advantages of each particular approach.
While working in the entertainment industry, the author heard emphatic
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claims that the delta form is the most powerful form of blendshape, or al-
ternately that using targets modeled after the FACS poses [204, 81] is the
only approach that produces all and only the full set of valid face shapes.
In fact it is simple to show that, while these techniques have their respec-
tive advantages, they are equivalent in expressive power and the desired
range of expressions does not uniquely specify a blendshape model.
The delta formulation equation (3.4) and the whole-face form equa-
tion (3.2) can be seen to be equivalent (in the terms of the range of shapes
produced) by rewriting equation (3.1) as
f =
n∑
k=0
wkbk
= w0b0 +
n∑
k=1
wkbk
= w0b0 +
n∑
k=1
wkbk −
n∑
k=1
wkb0 +
n∑
k=1
wkb0
=
(
n∑
k=0
wk
)
b0 +
n∑
k=1
wk (bk − b0) (3.6)
If the whole-face weights are convex (as is generally the case) this exactly
recovers the delta-face formulation (3.3).
It is intuitive to think of local blendshapes as having more power for a
given number of targets. For example, if there are n1 shapes for the mouth
and lower face, n2 for the right eye and brow, and n3 for the left eye and
brow, then we may be tempted to consider that the resulting system would
require n1 · n2 · n3 whole-face shapes to have equivalent power. In fact this
is incorrect, as suggested by equation (3.6) above. As an analogy, consider
a pixel (sample) basis and a Fourier basis. The former is maximally local,
yet spans the same space as the latter.
As an example, consider a blendshape model that has these targets:
left-eye-closed, right-eye-closed (as well as the neutral shape). In the delta
scheme, creating a model with both eyes closed requires corresponding
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weights (1,1). In the whole-face scheme, setting the weights to (1,1) would
cause the head to scale, whereas setting them to (0.5,0.5) will give a the
result of two half-closed eyes. However if we notate the delta blendshapes
as b1, b2, and the corresponding whole-face targets asB1 = b1 +n,B2 = b2 +
n, simple algebra gives the result that the desired closed-eye expression in
delta form, b1 + b2 + n, is equivalent to B1 +B2 − n. Note that this is not a
convex weight combination.
3.7.4 Global versus local control
In general, both global and local specification of shape deformation may
be desirable. Global specification is desirable when the modeler is given
a picture or sculpted maquette of a complete head that they must match
with a computer model. Modeling a set of heads with various facial ex-
pressions is a more natural task than modeling the corresponding “delta”
shapes such as the displacements governing eyebrow movement. Global
specification is also used in some animation scenarios, such as the time-
dependent blendshape modeling approach mentioned in section 3.2.
On the other hand, many animation tasks are more easily approached if
local control is available. For example, increasing the width of the mouth
is more easily accomplished if only one or a few blend shapes affect the
mouth region than in the situation where every basis vector affects all re-
gions of the face including the mouth. While producing the desired effect
should be possible in an equivalent system of non-localized blendshapes
(equation (3.6)), the global effect of each blendshape combined with their
interaction with other shapes (see section 3.7.1) results in a tedious trial
and error process for the artist. Fortunately, equation (3.6) points out that
converting between whole-shape and delta formulations is a simple mat-
ter. Because of this equivalence and the simplicity of converting between
the whole-face and delta formulations, it is not necessary to restrict oneself
to the choice of one representation over the other – the user interface can
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allow the artist to select between the whole-face and delta forms according
to the particular task.
As noted above, local control can be obtained with the delta blend-
shape formulation if the changes in the target faces are restricted to small
areas. This may be difficult to obtain in some common modeling method-
ologies, however, as when the target faces are digitized from physical
models. We also noted that local control can be guaranteed by segment-
ing the face into separate regions each of which has an independent set of
blend shapes [115, 110]. Unfortunately the ideal segmentation may be dif-
ficult to choose in advance, particularly because designing blend shapes
is a trial-and-error process, with many iterations of modeling corrections
typically being required. [144] approaches the problem with a hierarchical
(PCA) basis, thereby providing both local control and cross-region corre-
lations. Automated creation of localized blendshapes is a goal of several
research efforts [110, 73, 169]; these approaches are discussed elsewhere in
this chapter.
3.7.5 Convex combination of shapes
Whole-face blendshape interpolation can be restricted to convex combina-
tions by enforcing the following constraints on the weights
∑n
k=1 wk = 1
wk ≥ 0, for all k.
(3.7)
These constraints guarantee that the blendshape model lies within the
convex hull of the blendshapes. This is a reasonable first assumption, but
it is desirable to relax it. By analogy with the convex hull containing a
two-dimensional face space (Figure 3.13), it is likely that targets sufficient
to span a broad range of facial expressions must themselves lie outside
the valid range of expressions. Because it is somewhat unnatural to ask
an artist to sculpt targets that are slightly beyond the range of plausible
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Figure 3.13: The space of valid face shapes, represented abstractly as the
curved shaded region, is approximated as a convex combination of a num-
ber of blendshapes lying on the boundary of the region (black circles).
Some regions of the space are not reachable with these blendshapes. This
can only be addressed by sculpting blendshapes that lie outside of the
valid face space. This is an unnatural task for the modeller.
expressions, it is often desirable to slightly relax the constraint in equation
(3.7).
Constraining the weights to sum-to-one results in an inconvenient pa-
rameterization in which the model has n user parameters for n−1 degrees
of freedom, and any weight can be expressed as a linear combination of
the other weights. In practice it means that the blending weights cannot
be modified independently (e.g. using sliders) without violating the con-
straint. One solution is to normalize the weights after each modification.
From the user interface point of view, this has the undesirable consequence
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Figure 3.14: Blendshapes appear to function as a sparse basis. This fig-
ure shows a professionally created model with 45 targets, all set to one.
Combinations of several (perhaps up to five or so) targets produce use-
ful expressions, but the combination of many targets produces unusable
shapes.
that changing a particular weight will cause other weights that were not
explicitly altered to change as well. Animators are not novice computer
users, however, and can learn to anticipate this behavior.
3.7.6 Semantic parameterization
The blendshape basis has meaning by construction: blendshape targets
have simple and definable functions such as raise-right-eyebrow.
This allows the effect of particular targets to be predicted and remem-
bered, thereby reducing trial-and-error exploration during animation.
Recent literature in several fields explores the idea that sparse, positive,
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Figure 3.15: Comparison of blendshape (top) and PCA coefficients encod-
ing (bottom) of the same 405-frame animation (X-axis) of a 45-dimensional
(Y-axis) professionally authored face model. The blendshape coefficients
are visibly sparser.
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non-orthogonal, and redundant bases are better able to encode aspects of
the meaning of a signal. Examples of this literature include non-negative
matrix factorization [125], sparse coding for image processing [82], and
modeling of biological information processing [172].
We note that blendshapes share the qualities of being a non-orthogonal
and sparse representation. The blendshape weights are (usually) posi-
tive, but the basis is not redundant. A well-constructed blendshape model
produces reasonable facial expressions when a few weights (up to five or
so) are non-zero, but the models fail when many weights are active (Fig-
ure 3.14). Figure 3.15 compares the sparsity of the blendshape encoding to
a PCA encoding. The blendshape weights are usually either large or zero,
and relatively few weights are active at any point. The PCA representa-
tion of the animation has a large number of very small weights. These
dense and small weights would be difficult (and laborious) to specify us-
ing keyframe animation.
3.7.7 PCA is not interpretable
While the first few basis vectors discovered by PCA are often interpretable
(for example, the first eigenvector typically reflects the jaw-opening mo-
tion), the remaining basis vectors are notoriously difficult to interpret. In
this section we explain this lack of interpretability in three ways:
• by intuitive argument: a target such as raise-right-mouth-corner
is obviously not orthogonal to jaw-open (the jaw-open motion pulls
the mouth corner down slightly).
• by demonstration: Figure 3.16 shows several eigenvectors from a
professionally created facial animation, (visualized with the mean
added as face meshes). The deformations are global and hard to un-
derstand and use.
• By mathematical arguments:
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Figure 3.16: PCA basis vectors are difficult to interpret and remember.
These are the 9th and 10th eigenvectors from a professionally produced
facial animation.
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Figure 3.17: PCA is a weak “model” of data. From left to right: a syn-
thetic data set, the PCA coefficients of this data, the rotated PCA coefficients,
and random points having the same covariance as the data. While the
two eigenvectors and corresponding eigenvalues capture the spread of the
data, all the structure ends up in the coefficients. In this two dimensional
example the coefficients c = UT f are simply a rotation of the original data
points f , since U is orthogonal.
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1. (An informal variant of the Courant nodal theorem for eigen-
functions of the Laplacian): The second constructed eigenvec-
tor is orthogonal to first eigenvector. Consider a hypothetical
case where the first eigenvector is everywhere non-negative. In
order to be orthogonal, the second eigenvector must have both
positive and negative regions over the support of the positive
part of the first eigenvector. Thus we see that each eigenvector
will tend to have more oscillations than the previous. Note that
this argument follows from the orthogonality of the basis, and
thus applies equally to PCA variants such as weighted PCA.
2. The eigenvectors are linear combinations of all the variables
(this is a motivation for sparse PCA schemes). PCA is the or-
thogonal basis that minimizes the squared reconstruction error.
By the “grouping effect” of least squares [264], if a group of cor-
related variables contributes to an eigenvector, their contribu-
tion tends to be distributed evenly across all variables.
PCA is also quite weak as a means of characterizing or modeling data
(Figure 3.17). The data covariance used in PCA uniquely specifies a Gaus-
sian distribution, but non-Gaussian data may also have the same covari-
ance. PCA is thus a viable “model” only if the data is jointly Gaussian,
which is not true for either facial proportions ([135]) or facial movement.
Figure 3.18) shows scatterplots of several coefficients of the PCA repre-
sentation of a professionally created animation. The clearly visible struc-
tures in this figure illustrate that facial movement is highly non-Gaussian:
since the PCA coefficients are a linear function of the data (after removing
the mean), and linear transforms preserve Gaussian distribution (indeed
transformed non-Gaussian data tends to be more Gaussian than the origi-
nal), these scatterplots would be Gaussian if the data were Gaussian.
PCA is a particular example of unsupervised learning. Other unsuper-
vised learning approaches have also been applied to facial animation. [50]
use Independent Component Analysis (ICA), which tries to extract linear
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components that are statistically independent, a stronger property than
the uncorrelated components used by PCA. They show that the extracted
components can be categorized in broad motion groups such as speech,
emotions, and eyelids. The components can then be used for coarse mo-
tion editing such as exaggeration.
3.7.8 Conversion between blendshape and PCA represen-
tations
A blendshape representation can be equated to a PCA model that spans
the same space:
Bw + f0 = Uc + e0 (3.8)
where U and c are the PCA eigenvectors and coefficients, and f0 and e0
are the neutral face and mean face respectively. The weights can be inter-
converted as
w = (BTB)−1BT (Uc + e0 − f0)
c = UT (Bw + f0 − e0)
Note that the matrices here (e.g. (BTB)−1BTU) can be precomputed and
are of size n × n. The vectors (BTB)−1BT (e0 − f0) can also be precom-
puted. Thus converting from weights to coefficients or vice versa is a
simple affine transform that can easily be performed at interactive rates
on current machines. A blendshape software system can thus internally
convert operations into a PCA representation if this is advantageous.
3.7.9 Probability of a blendshape expression
Various applications require or can benefit from knowing the “probabil-
ity” of a facial expression. The Gaussian density leads to simple MAP
(maximum a posteriori) computation, so this approach is widely used in
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Figure 3.18: Scatterplot of the 1st vs. 3rd PCA coefficients (top) and 2nd
vs. 3rd PCA coefficients (bottom) of the professionally-created 405-frame
facial animation used in Figure 3.15. The plots show clear non-Gaussian
structure. Note that many points are coincident and overlaid in the upper
figure.
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many applications. The probability and norm can be used to identify out-
liers in tracking, and particularly to regularize the inverse problem in di-
rect manipulation facial editing [11].
The correspondence of blendshapes and PCA representations (equa-
tion 3.8) gives a simple means to assign a probability to a blendshape ex-
pression. The expectation of the square of an individual PCA coefficient is
the corresponding eigenvalue:
E[c2i ] = E[u
T
i ff
Tui]
= uTi E[ff
T ]ui = u
T
i Cui
= uTi λiui
= λi because ‖ui‖ = 1
where f is a vector representing the face (or other data) with the data mean
removed, ui is a particular eigenvector and λi is the corresponding eigen-
value.
Since the eigenvalues are variances, the multivariate normal density
with these variances can be used to assign a probability to a facial expres-
sion:
P (c) = exp
(
−1
2
∑
i
c2i
λi
)
= exp
(
−1
2
cTΛ−1c
)
This also generates a “face norm” ‖f‖K:
cTΛ−1c = (fTU)(UTC−1U)(UT f) = fTC−1f = ‖f‖2K
The form fTC−1f is the multidimensional counterpart of the argument
f 2/2σ2 that appears in the one-dimensional Gaussian exp(−f 2/2σ2).
There is an important but rarely acknowledged issue with assigning a
Gaussian probability to face models however [135]: MAP seeks the mode
of the posterior Gaussian. In high dimensions the Gaussian is a heavy
tailed distribution, and the mode is a highly atypical point – the interior of
the density has almost no volume, and (contrary to some published state-
ments) typical faces drawn from this density will not lie near the mean
(Figure 6.4).
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3.7.10 Outlook
Although the blendshape idea is extremely simple, careful consideration
reveals fundamental issues including high dimensional interpolation (sec-
tion 3.6), semantic parameterization, and sparse coding. In fact blend-
shapes provide an interesting ”workshop” for discussing general issues
of representation and parameterization. The contrast between blendshape
representations and principal component analysis is particularly interest-
ing.
3.8 Generalizations and Future Directions
We conclude by briefly mentioning two techniques that accomplish non-
linear blending of target shapes. While these are outside of the industry
definition of blendshapes, they point the way toward more powerful tech-
niques.
Rather than forming a linear combination of the positions of various
target shapes, [227] blend deformation gradients. Specifically, they split
the Jacobian into rotation and symmetric factors using polar decomposi-
tion and then do linear interpolation in the rotation Lie algebra using the
exponential map. The symmetric factor is directly linearly interpolated
(symmetric matrices are not a group, but linear interpolation of symmet-
ric matrices preserves the property). This approach might be considered
as a nonlinear generalization of the blendshapes.
[150] interprets the original target meshes as a mass spring model and
linearly blends edge lengths rather than geometry. This simple approach
is able to produce reasonable rotational motion (Figure 3.19) as well as
contact and collision effects.
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Figure 3.19: From A Blendshape Model that Incorporates Physical Interaction
[150]. Top row, two meshes to interpolate. Bottom left, linear interpo-
lation. Bottom right, interpolation of edge lengths followed by a mass-
spring solve.
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3.8.1 Outlook
From the viewpoint of current graphics research, the blendshape approach
is primitive, and improvements or a successor would be welcome. A direct
successor to this approach would need to have several characteristics:
1. The ability to construct the model by directly sculpting or scanning
facial expressions,
2. Artists should be able to understand and edit the model’s underlying
parameters
3. The computation should be relatively lightweight, allowing real-time
playback of interactive edits
The algorithms [227, 150] satisfy at least the first two requirements and
suggest the way forward.
3.9 Chapter Summary
“Blendshapes” are at present the leading approach to realistic facial ani-
mation. While most algorithms in graphics industry software and practice
can be traced back to original research publications, blendshapes are un-
usual in that both the original idea and some recent developments such as
combination shapes [174] originated outside of academic forums. Despite
its simplicity and popularity, the technique has both unresolved limita-
tions and associated open problems. Facial blendshapes are also an attrac-
tive “workshop” for exploring issues of representation and parameteriza-
tion.
This chapter serves as a comprehensive literature survey for Part I of
the thesis as well as providing a mathematical analysis of this fundamental
technique. It introduces the blendshape approach that is used in chapters
4 and 5. It carefully explores the blendshape representation, including a
comparison with PCA, a view in terms of differential geometry concepts
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(manifold and tangent space), and other considerations. The difficulty of
high-dimensional smooth interpolation is also considered. As an example-
based method, the blendshape “basis” is interpretable by definition. While
this observation is obvious, we feel it deserves to be highlighted.
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Chapter 4
Accelerating Facial Editing with
Statistical Priors
Although direct manipulation is commonly employed in animating fig-
ures through the use of inverse kinematics (IK) (as well as in two-dimensional
animation), there has been no analogous “inverse kinematics for blend-
shape faces”. As is the case for body animation, direct manipulation is an
inverse problem – when a single facial point is moved, the system must
infer the movement of other points. This problem has been approached
with several schemes based on custom models using orthogonal (principal
component) bases, however a solution that works with the widely-used
blendshape representation is desirable.
One challenge in introducing an “inverse kinematics for blendshapes”
is the very high dimensionality of the inverse problem. While the facial
and body models may both have on the order of 100 degrees of freedom,
in the body case various degrees of freedom are isolated by skeleton. For
example, moving an arm with IK involves three known degrees of free-
dom and perhaps five unknown rotations (depending on the particular
model); rotations on the other arm, the spine, legs, etc. are not involved.
In a blendshape facial model there is no obvious segregation of degrees of
freedom, so moving the corner of a mouth may leave on the order of 100
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(a) (b) (c) (d) (e) (f)
Figure 4.1: (a-c): a blendshape model posed by direct manipulation rather
than traditional slider weight editing; (d) a blendshape model posed with
a statistical prior, (e) a similar pose from the training animation, (f) an
attempt to reproduce this expression without the prior requires more edits
and is less successful.
weights to be determined. However, the blendshape model construction
reflects the desired semantics of movement, in that a difference in expres-
sion roughly corresponds to the distance of slider movement (Figure 3.1).
This observation forms the basis for our approach to solving the inverse
problem.
In this chapter we first demonstrate that a classic differential manip-
ulation technique can be applied to facial blendshapes. In this approach
the inverse problem is implicitly regularized by the nature of the model.
We then show that a simple reinterpretation allows the inverse problem to
be guided by statistics of prior motion, obtained either from previous an-
imations of the character or from motion capture. The model is internally
reparameterized in terms of a principal component basis, and a mode find-
ing step is added to increase the modeling power when sufficient data is
available. The result is a sophisticated approach to direct manipulation of
blendshape face models that can learn from the statistics of previous mo-
tion examples while interoperating with existing animation techniques.
This chapter presents new, unpublished research that builds on the di-
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rect manipulation framework introduced in the author’s publication [131].
Chapter Notation
f vector of face model vertices
f0 neutral face shape
B blendshape basis (bk in columns)
n number of blendshape targets
m vector containing components of moved
and constrained vertices
R rows of B corresponding to m
w,w0 blendshape weights (slider values), current and previous
λk eigenvalue
Λ eigenvalue matrix (diagonal)
C covariance matrix
e0 mean face shape
U eigenvector basis (uk in columns)
c, c0 PCA coefficients, current and previous
λ Lagrange multiplier vector
α, µ regularization parameters
4.1 Introduction
As a general principle, it desirable to provide interoperable editing us-
ing both 1) direct manipulation, and 2) indirect parameter-level editing of
models. Most animation interfaces permit both of these approaches. For
example, 2D compositing packages such as Shake allow images to be posi-
tioned either by dragging or by adjusting translation values or animation
curves, and 3D packages such as Maya and Studio Max allow animated
figures to be controlled through either direct manipulation via inverse
kinematics or by specification of joint rotations. Yet although blendshapes
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have been common practice in computer facial animation for more than
two decades and have been used for lead characters in movies such as
Stuart Little, Lord of Rings, and King Kong, there is no existing approach for
direct manipulation of blendshapes.
Direct manipulation of a face model is an underconstrained or inverse
problem, as is the case with inverse kinematics for the articulated figures,
however the number of degrees of freedom to be inferred is usually larger.
A realistic blendshape parameterization has up to 100 degrees of freedom
or more, while a face model may have 10,000 vertices or more. When a
point on the model is moved, tens of parameters need to be inferred for
each known degree of freedom.
Several approaches to direct manipulation editing of faces have been
formulated for the case of principal component (PCA) models generated
from capture data. Unfortunately, it is well known that while the first
couple principal components can sometimes be interpreted, the remain-
ing components generally lack semantics [125]. As a result PCA models
can be edited by a human artist only through a direct manipulation ap-
proach. In current animation practice, however, facial models are manu-
ally constructed with semantically defined parameters often inspired by
muscles [101, 204]. Further, it is desirable that a facial model be control-
lable through both direct manipulation and traditional parameter control,
as is the case in figure animation where both inverse kinematics and ani-
mation curve controls are interchangeably used as needed.
We show that the effect of a single direct manipulation edit is equiva-
lent to a large number of parameter edits in some cases, but the converse
is simultaneously true – in some cases a parameter slider does exactly the
right thing and reproducing its effect would require multiple direct ma-
nipulations.
We approach our problem by first considering basic direct manipula-
tion, and show that a classic differential manipulation technique can be
successfully applied to blendshape models. While this simple direct edit-
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Figure 4.2: The 9th eigenvector from each of two animated models.
ing is well behaved, the underconstrained nature of facial editing leaves
room for more refined approaches to inferring the unknown degrees of
freedom. A probabilistic reinterpretation of the direct manipulation objec-
tive suggests an easy means of incorporating statistical prior information,
either from previous character animations or suitable motion capture. To
accomplish this, the facial parameters are internally translated to a statis-
tical basis, while preserving the original semantic parameters at the user
interface. The resulting approach is simple to implement, efficient (involv-
ing only linear system solves), provides direct manipulation editing of
standard existing blendshape models, and interoperates with traditional
parameter-based keyframe editing.
Figure 4.1 shows the system in operation. The artist simply selects con-
trol points or vertices and drags them to desired locations (Figure 4.1 (a-c)).
Point configurations that cannot be reached from the blendshape subspace
are approximated. Figure 4.1 (d-f) are from the video, illustrating direct
manipulation with added prior information from an example animation.
With this prior the manipulated model quickly takes on the characteristic
“plaintive” expression found in the particular training animation.
Unlike previous work, our approach targets manually sculpted and se-
mantically parameterized blendshape models as used in current anima-
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Figure 4.3: First 10 singular values of the blendshape basis of the model in
Figure 4.4. Although the basis has rank n, there are many directions that
“almost” define a null space.
tion practice. We do not assume a PCA basis, custom model creation,
or local segmentation, but rather work with any pre-existing blendshape
model. Our direct manipulation approach is in the domain of differential
manipulation [95] and starts from a similar mathematical formulation. We
adapt this to allow suitable constraints and incorporate statistical prior in-
formation. We adopt the pin & drag user interface approach [259], though
in the context of facial rather than body animation.
4.2 Method
4.2.1 Direct Manipulation of a Given Model
In a direct manipulation interface, the animator selects and drags a “tar-
get” point on the face model. The system needs to determine the positions
of other vertices of the model.
Our solution to this problem is guided by the belief that the blendshape
model is created by a skilled artist and thus inherently defines the desired
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range of movement of the character. This leads to two observations:
1. For a face model with m vertices, there are potentially 3m degrees of
freedom. However, if the face is a blendshape model with n targets,
the face movement is restricted to a subspace of dimension n. This is
the space of valid shapes as defined by the artist who created the model,
and the direct manipulation solution should remain in this space.
2. The space of valid shapes is adequately parameterized by the blend-
shape weights (sliders). In turn, this implies that Euclidean distance
in slider space is at least a first approximation of the semantic dis-
tance between face poses.
With these considerations in mind, possible solutions to the direct ma-
nipulation problem can be evaluated. One possible solution would be to
require all other points move as little as possible. While this has some ap-
peal, it is actually not the animators goal to manipulate the face as little as
possible – the animator would rather take large steps, provided they are
predictable and controllable.
Instead, we find the movement that causes the smallest change in slid-
ers, subject to interpolating the target point. This solution embodies con-
sideration (2) above, i.e., that the sliders are an appropriate approximate
parameterization of the model. This approach also leads directly to the
data-driven extension described in section 4.3.
A direct implementation of this approach is
1
2
min
w
‖w −w0‖2 + λT (m−Rw) (4.1)
where w0 are the previous weight values, m is the vector containing the
moved point(s), and R are the corresponding rows of the B matrix. Taking
the derivative with respect to w,
w −w0 = RTλ (4.2)
88 CHAPTER 4. FACIAL EDITINGWITH STATISTICAL PRIORS
By pre-multiplying by R and substituting m = Rw, λ is obtained as
λ = (RRT )−1(m−Rw0)
Substituting this into Eq (4.2) gives the solution for w,
w = RT (RRT )−1(m−Rw0) + w0 (4.3)
Mathematically, this technique is the same as the differential manipu-
lation pioneered by [95], although its expression is slightly more compli-
cation here because we will need to express both moving and stationary
constraints.
Although the approach in Equation (4.1) works well, we choose instead
to minimize the distance between the model and the moved point in a least
squares sense,
min
w
‖Rw −m‖2 + α||w −w0||2 (4.4)
(with α = 0.1 in our experiments). The motivations for this will become
more apparent in sections 4.2.2, 4.2.3 and 4.3.
4.2.2 Pinning
After the animator drags a point, it is desirable to “pin” that point, forc-
ing it to remain stationary as other points are dragged and subsequently
pinned [259]. This is easily accomplished in Equation (4.4) simply by ap-
pending the pinned points to the vector m, and corresponding rows to the
matrix R.
In a particularly simple model, it is possible (though unlikely) that
when a sufficient number of points are constrained the m−Rw constraint
will become full rank. In this case the right-hand term in Equation (4.1)
would fully specify the facial movement. More generally, (4.1) permits
movement only in the null space of the constrained points. However, in
practice there are additional directions that are “almost” in the null space,
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corresponding to singular values that are almost but not quite zero (Fig-
ure 4.3). Equation (4.4) allows movement these directions, providing ad-
ditional freedom with only a slight violation of the constraints.
4.2.3 Haphazard movements
The artist may drag points in directions and to extents that cannot be rea-
sonably accommodated by the model (Figure 4.4). Note that blendshapes
controlled by a standard slider interface have a similar problem, that the
sliders can be dragged too far. This problem is presumably not one that
plagues experienced artists, and it can be dealt with using an ‘undo’ mech-
anism. However, we also cope with the problem by constraining the slid-
ers to a range [0, t] with t = 1 typically. In addition we incorporate a very
mild weight decay regularization term µ‖w‖2 with µ = 0.001 to bias the
results away from extreme poses.
Putting these together, our objective is
min
w
‖Rw −m‖2 + α‖w −w0‖2 + µ‖w‖2 (4.5)
subject to w ∈ [0, t], giving the corresponding quadratic program:
min
w
1
2
wTSw + qTw
subject to Gw  h
with S = 2(RTR + (α + µ)I)
q = −2RTm + αw0
G = [I;−I]T
h = [t1n; 0n]
T
where 0n,1n denote zero- and one-vectors of length n. This is easily solved
at interactive frame rates on current machines. Figure 4.4 shows the results
of Equation (4.5) versus Equation (4.4) on an unreasonable movement.
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Figure 4.4: Left column: model behavior with unconstrained weights as
the target point is dragged to an unreasonable location. Right column:
corresponding constrained solutions to this haphazard drag. The green
point is the target point location desired by the user.
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4.2.4 Implementation
Our work is targeted to professional animators rather than novice users.
Current animation practice employs large software packages such as Maya
that have reusable components implementing most of the functionality we
need, including basic blendshapes, spline surfaces, constraining of points
to surfaces, and interaction in a perspective window. We further assume
that the animator is skilled in the use of this software. In particular, in
the case of spline models (such as those shown here) we currently provide
direct manipulation of the spline control vertices. This is standard prac-
tice in manipulating spline surfaces and does not present any challenge
for skilled artists.
4.2.5 Relative power of direct manipulation versus para-
metric control
A single direct manipulation vertex move is generally equivalent to a large
number of slider movements, but the converse is also true. This can be seen
from Equation (4.3), which is of the form
w = Xm + k (4.6)
with X = RT (RRT )−1. Consider the effect of m containing a single pinned
vertex. The X matrix is more dense than R due to the convolution ef-
fect of the matrix multiply and the bandwidth increase due to the ma-
trix inverse, so the single mouse move will result in many weight (slider)
movements, as illustrated experimentally in Figure 4.5. Conversely, solv-
ing Equation (4.6) for m in terms of w involves an inverse and thus a sin-
gle slider movement is the equivalent of multiple mouse movements. As
a consequence, both direct manipulation and slider control are advanta-
geous in different circumstances and both should be provided. The slider-
based interface generally assumes a highly skilled artist who is fully fa-
miliar with the characteristics of the model. We assume that this person
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Figure 4.5: With a single vertex pinned (top), direct movement of a sec-
ond vertex is the equivalent of many small slider movements (bottom).
However the converse is equally true: a single slider movement is in some
cases the equivalent of multiple direct manipulations. Both approaches
are desirable.
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will also learn when sliders are appropriate.
4.3 Incorporation of Prior Data
The previous solution assumes that the model’s parameterization is ap-
propriate for direct manipulation. Specifically, it assumes that changes in
facial expression are proportional to Euclidean distance in “slider space”.
This is approximately true due to the construction of the model. How-
ever, the model has conflicting goals, in that it must reproduce the full
range of movement (including unlikely movements) as well as provide a
parameterization reflecting typical movements. Also, typically each tar-
get is designed so that a slider range of [0, 1] is appropriate for most uses.
Thus, distance in slider space is only approximate.
If movement data is available, we can do better. This data may come
from an existing animated performance of the character, or from suitable
motion capture. The former possibility is particularly interesting, in that
our animation system then “learns” how to appropriately solve the inverse
problem from previous animation.
The formulation in Equation (4.4) can be seen as minimizing a sum of
data fidelity ‖Rw −m‖2 and prior terms, and thus suggests a loose Max-
imum A Posteriori (MAP) interpretation. MAP seeks the most likely pa-
rameter values given the data (in our case, constraints), arg maxw P (w|m),
By Bayes theorem (and ignoring the normalizing constant) this is propor-
tional to P (m|w)P (w). Taking the (negative) log yields two terms corre-
sponding to the data fidelity and prior.
To develop this data+prior approach to the inverse problem, a proba-
bility model is needed. We start with a principal component model, for
two reasons: 1) it provides a simple and efficient prior, 2) the data com-
pression properties of PCA complement an easy extension to incorporat-
ing higher order statistics, as described in section 4.3.1. While at first sight
PCA might seem an unusual choice, in fact PCA is commonly and suc-
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cessfully employed as a simple probabilistic model [69, 54, 105]. The PCA
model will be denoted
f = Uc + e0
where U contains eigenvectors of the data covariance matrix
C = E[(x− e0)(x− e0)T ]
in its columns, and e0 is the mean face shape (the mean is ignored in
the prior computations below since it does not vary with the shape co-
efficients). With the data thusly considered as being random, the PCA
eigenbasis is deterministic, but the model coefficients are again regarded
as random. A prior on an individual PCA coefficient can be defined as
follows:
E[c2i ] = E[u
T
i xx
Tui]
= uTi E[xx
T ]ui = u
T
i Cui
= uTi λiui
= λi because ‖ui‖ = 1
(with x now denoting the mean-removed data).
With this prior we can formulate the problem in the reproducing kernel
Hilbert space (RKHS) K derived from the data covariance [241], and make
use of the RKHS norm to regularize the solution,
min
f∈K
‖U¯c−m‖2 + α‖f‖2K
where ‖‖2 is the usual squared norm, the ‖ ‖K norm is
‖f‖2K = fTC−1f = (fTU)(UTC−1U)(UT f) = cTΛ−1c =
∑
i
c2i
λi
(4.7)
and U¯ contains the rows of U corresponding to the constrained points.
As a result, we can replace the ‖w‖22 norm in equations (4.4)-(4.5) with
the weighted norm ‖c‖2Λ = cTΛ−1c, and our objective is now in the data+prior
form
min
c
‖U¯c−m‖2 + α (c− c0)TΛ−1(c− c0) (4.8)
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Figure 4.6: Scatterplot of selected PCA coefficients of a professional ani-
mation with 405 frames. Top: c5 versus c6, bottom: c10 versus c11. (also see
Figure 3.18). In several animations such as this we found that the lower-
numbered coefficients are significantly non-Gaussian.
Figure 4.7: Examples of mode snapping. Left column: using Equa-
tion (4.8). Right column: applying mode snapping, Equation (4.9).
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This prior has the effect of preferring movements in face pose in directions
that had larger variance in the training data. Following standard practice
[69, 145] we limit the range of c to three standard deviations, |ck| ≤ ±3
√
λk.
Note that Equation (4.8) is directly parallel to Equation (4.4) and can be
implemented with a small modification of the same program code.
While the objective (4.8) is optimized by the system internally, it is nec-
essary to convert to and from the semantic blendshape slider representa-
tion presented to the animator. In general the coefficients for an existing
face pose can be obtained as c0 = UT f however more efficient solutions
are available. The vector c0 is only unknown when a new animation is
started, and in this case the default zero initial slider values imply zero
coefficients as well. At any other point, the animator has either performed
a direct manipulation, with a new c value is found through optimizing
Equation (4.8), or has adjusted the slider weights w directly, requiring the
corresponding c to be found. The vectors c and w are related through
Uc + e0 = Bw + f0
so they can be interconverted as
w = (BTB)−1BT (Uc + e0 − f0)
c = (UTU)−1UT (Bw + f0 − e0)
Note that the matrices here (e.g. (BTB)−1BTU) can be precomputed and
are of size n×n. The vectors (BTB)−1BT (e0−f0) can also be precomputed.
Thus converting from weights to coefficients or vice versa is a simple affine
transform requiring less than 1/1000 second on a current laptop machine.
4.3.1 An extension to higher order statistics
When used as a probabilistic model, PCA reproduces the mean and co-
variance of the data. Data that is jointly Gaussian is fully specified by its
mean and covariance. While Gaussian distributions are expected for phe-
nomena that are the sum of many independent causes, many other types
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of data do not have Gaussian statistics. In these cases there is higher order
structure in the data that is not captured by the mean and covariance. This
structure appears in the distribution of PCA coefficients (Figure 4.6).
Ideally, we would like a probabilistic model that scales to incorporate
these higher order statistics, provided sufficient data is available to sup-
port the additional parameters. PCA has been extended to capture such
higher order statistics by incorporating a nonlinearity either before or after
the PCA itself. Kernel PCA [209] places the nonlinearity first, nonlinearly
transforming the data into a “feature space” before performing PCA. The
choice of an appropriate nonlinearity that exposes relevant features is data
dependent. This is one drawback of KPCA: the effect of the nonlinearity is
usually not obvious, so the experimenter is faced with the task of blindly
exploring a function space, and the chosen function may not reveal all fea-
tures important to the problem.
We start from the idea of using a kernel density modeling of the PCA
coefficient distribution, thus placing the a non-Gaussian modeling step af-
ter the PCA. In the case of a highly non-Gaussian distribution (Figure 4.6)
we can start from the solution obtained in Equation (4.8) and “crawl up-
hill” to a local mode, obtaining a more probable solution that reflects the
non-Gaussian statistics. The combination of PCA and kernel density would
be advantageous in that the kernel density captures statistics that are aver-
aged over by the PCA, while the PCA offsets the curse of dimensionality
that prevents the application of kernel density methods in high dimen-
sions.
Unfortunately, the PCA is unlikely to reduce the dimensionality suffi-
ciently to directly allow this approach. For example, if we assume the PCA
can produce a 10:1 dimensionality reduction for the purposes of prior den-
sity modeling, a blendshape model with 100 targets will still result in a 10-
dimensional space to be modeled with the kernel density. In fact, on some
facial models PCA is only able to produce a 3:1 compression with accept-
able quality loss (section 3.4.6), which is not surprising since blendshapes
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are already a somewhat compact representation.
Our goal is not to fully and accurately modeling the coefficient den-
sity, however – we want simply to estimate the local mode, remembering
that in the interactive application a less-than-ideal estimate will continue
to be refined, or can be immediately removed with an undo. After experi-
menting with several kernel density schemes, we settled on a particularly
simple approach: the point c found in Equation (4.8) is moved toward
the mean c¯ of points within the local neighborhood while respecting the
imposed constraints,
min
c
‖U¯c−m‖2 + β (c¯− c)TΛ−1(c¯− c) (4.9)
where β is a regularization constant similar to α in Equation (4.8). We call
this approach “mode snapping”, meaning that the coefficients are snapped
toward the nearest peak of the training coefficient density function.
Mode snapping resembles one iteration of the mean-shift mode-finding
procedure [68] and has the advantage that the code from Equation (4.8)
can be directly reused. The intuition for applying Equation (4.8) followed
by (4.9) rather than immediately using (4.9) is analogous to removing the
mean and linear trend (or other parametric model fit) before performing
a non-parametric modeling step. In common with most kernel density-
related procedures the neighborhood width must be experimentally se-
lected. After looking at coefficient scatterplots we selected σi/3 as a width
in each dimension, and perform the nearest neighbor search in the three-
dimensional space i ≤ 3. In the case where no points are within the neigh-
borhood, the original estimate c is not changed.
4.4 Results
Figure 4.1 (a)-(c) show a blendshape model posed by our direct manipu-
lation at interactive rates, using three constraints (“moves”). Producing
an expression such as this using traditional slider (blendshape weight)
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editing would typically require several iterations of weight adjustment,
as well as some trial-and-error if one is not intimately familiar with the
model. Figure 4.1(d) shows a model posed by our method with four moves
and making use of a prior from a training animation. Figure 4.1(e) is an ex-
pression resembling Figure 4.1(d) that appears in the training animation.
Note that Figure4.1(d) is created from scratch; the only information taken
from the training animation is the covariance matrix. In Figure 4.1(f) we
attempt to mimic this same expression without using a prior; six moves
are not sufficient. Comparing (d) with (f) illustrates the capability of our
method to make use the statistics of example animation to help the ani-
mator stay “on character”. Figure 4.7 shows examples where face pose
is improved by adding the mode-snapping technique from section 4.3.1
(mode-snapping does not produce a clear difference in every case how-
ever).
Finding the right amount of the training data for Equation 4.8 is one
unknown factor. Our intuition is that a simple model such as PCA looses
its effectiveness when it is required to simultaneously represent too much
(non-Gaussian) variety of pose, for the same reason that a line may fit a
small portion of a curve but does a poor job in fitting the whole curve.
Thus the use of training data may be most effective when it is limited to
a small range of poses that also resemble those desired in the animation
being created. It is not critical to optimize this choice however: we target
professional animators, who have the skill to determine when and if it
is appropriate to use training, as well as what data should be used. The
introduction of direct manipulation is the major benefit of our system.
4.5 Chapter Summary
Blendshape facial models are used in leading animation and film projects,
involving thousands of hours of animator labor on each project. Skilled
and efficient use of a blendshape model requires the animator to effec-
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tively memorize the function of each of the 50–100 sliders typical of current
models. Furthermore, even locating the correct slider to move requires vi-
sual search (Figure 3.3). As a rough estimate, professional 3D animation
requires on the order of an hour of animator time to produce each second
of animation. As is the case with inverse kinematics for figure animation,
a direct manipulation interface can significantly accelerate this work in
some or perhaps most cases. Yet although direct manipulation for figure
animation has been available for many years, a direct manipulation solu-
tion for facial blendshape models has not been previously proposed.
Our solution to this problem is easy to implement, efficient (requiring
only linear system solves), and has several clear benefits:
• it uses standard blendshape models,
• it allows for the incorporation of “prior” data if desired, with very
little extra programming.
• it interoperates with standard slider-based blendshape animation.
In general the inverse solution provided by a direct manipulation drag
will be closer to the desired expression, but it will not be exactly as desired.
Our approach benefits from a “no loss” principle: if the result of dragging
a point does not give the desired results, the animator can position addi-
tional points, or simply undo the movement. Each moved point serves
as a “pin” to constrain subsequent drags [259], allowing rapid successive
refinement of the facial expression.
While the direct manipulation interface itself is clearly efficient in many
cases, the incorporation of prior data directs the free parameters toward
poses that were more common in the training data, thus “in expectation”
saving additional work. Note that some of these effects are subtle (some-
times extremely so), but this is the nature of facial animation – the differ-
ence in facial expressions between two expressions such as “afraid” and
“alarmed” can be quite small, yet it is the animator’s task to recreate these
fine differences.
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A further contribution of this chapter is the general idea of using ker-
nel density modeling of the PCA coefficient distribution. Kernel density
estimation can represent arbitrary data, but works poorly in high dimen-
sions [210]. On the other hand PCA is a useful dimensionality reduction
tool, but has very limited modeling power. The technique proposed in
section 4.3.1 combines these techniques in a way that each compensates
for the other’s weakness.
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Chapter 5
A Space-Time Approach to
Expression Cloning
Previous chapters have investigated the blendshape representation and al-
gorithms to pose the face at individual frames. The ability to pose a facial
model at individual frames is sufficient to produce keyframe animation.
We now turn to a core problem in producing facial animation using mo-
tion capture, expression cloning [171]. This chapter forms the basis for the
author’s contribution to the publication [214].
5.1 Introduction
Motion capture is most often used to drive a character different from the
actor producing the motion, for the simple reason that if the motion of the
actor was desired, it might be sufficient to use a camera! (There are clear
exceptions to this principle however: sometimes it is required to give the
actor dramatic movement that would not be achievable with a real camera,
as in the virtual actors scenes in The Matrix sequels [37].)
The motion capture actor will be referred to as the source, and the
source motion is used to drive a target character. The target might be an
older or younger version of the actual actor, as in the movie The Curious
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Case of Benjamin Button, or it may be a fantasy character, as in the movies
Polar Express, Avatar, and The Hobbit series [213].
The expression cloning problem was introduced into academic research
in [171]. Section 3.5.3 briefly surveys the literature on this topic. A com-
mon aspect of all previous approaches to the expression cloning problem
is that they consider each frame independently.
This chapter introduces a new approach to expression cloning, in which
the problem is solved by considering the entire motion at once. Because it
is motion that is being transferred from one character to another, it makes
sense in abstract to consider the entire motion rather than isolated frames.
However, a specific benefit and algorithm for doing so is needed.
We start from the obvious principle that “the movement should be sim-
ilar”. This is formalized by requiring that the velocity (temporal deriva-
tives) of the motion of each vertex should be similar between the source
and target in a least squares sense. If the target is able to exactly reproduce
the motion of the source, this would give an identical result to solving
each frame independently. However, in general the target is not able to
exactly reproduce the motion of the source, due to differing geometry and
resulting differences in the realistic range of movement. For example, if a
human actor drives the motion of a virtual duck character, it may be that
certain mouth shapes cannot be reproduced without violating the duck-
ness of the character.
5.2 Formulation as a Poisson Equation
The principle will be formalized as a “gradient domain” or boundary value
problem. Restating, the goal is to minimize the differences in the movement
of the source and target faces. The movement is d(position)/d(time), so
this requests that the time derivatives of the source and target be matched
– a gradient domain problem. The boundary constraint is known source-
target correspondence at the beginning and end of the animation – typi-
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cally at the beginning and end both source and target will be in a neutral
position. This setup, i.e. saying that the gradients are known, and the
value is known only on the boundary, resembles the Poisson equation.
For a single coordinate of a vertex this would be
min
T
∫
(T ′(t)− S ′(t))2dt subject to S, T = neutral at t = 0, t = end
where T ′(t) is the time derivative of the target position T (t) and likewise
for S(t). Now say that s, t are the source and (unknown) target positions,
encoded into vectors. D is the derivative operator encoded into a matrix,
i.e.
D =

−1 1
−1 1
−1 1
. . .

When applied to a vector of values over time, this subtracts the previous
value from the current one, i.e. it is a first finite difference.
The “movement should be similar” objective can then be expressed as
min
t
‖D(t− s)‖2 = (t− s)TDTD(t− s)
Noting that DTD = L is a second finite difference operate (discrete one-
dimensional Laplacian), we rewrite as
= tTLt− 2tTLs + sTLs
Taking the derivative with respect to t gives Lt = Ls, i.e. When applied to
a single vertex, the target movement will just reproduce the source move-
ment exactly. As discussed above, however, when applied to a whole
model it will not be possible to exactly transfer the velocities, due to the
differing source-target geometries.
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5.3 Formulation for Blendshapes
The preceding description is straightforward but abstract. We now refor-
mulate it for the specific case where the target is a blendshape model.
In order to help check our computations we introduce a notation for the
dimensions: M.a,.b, meaning matrix M has dimensions a × b. The needed
dimensions are: .v3 = number of vertices * 3, .m = number of blendshape
modes (targets), .f = number of frames (to be used below).
Notate the blendshape face as
f + n = Bw + n
where f.v3,1 is the resulting face mesh with the vertices “vectorized” into a
column vector in some order such as xxxxx...yyyyy....zzzzz. B.v3,.m is the
blendshape basis matrix; its columns contain the blendshape targets. w.m,1
is the weight or blendshape slider vector, with values typically between
0,1. n is the neutral face shape, so the entries in B are deltas from this. In
the following math we will ignore n and assume that it will be added back
in at the end.
A whole facial performance can then be notated
F.v3,.f = B.v3,.mW.m,.f
with F containing the a mesh for each frame in its columns, and W con-
taining the weights for each frame in its columns.
Denote the source performance as S and the target blendshape perfor-
mance as
T = BW
where columns of S,T contain the face meshes over time, B is the blend-
shape models for the target, and W are the blendshape weights for the
target.
The following derivation assumes that the source and target have the
same number of vertices, which is unrealistic. However, if an existing ex-
pression cloning algorithm can identify a subset of corresponding vertices,
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then this derivation applies, with S,T and B now containing the subset of
vertices rather than the whole face.
The overall statement “source and target should move similarly” is
now
DS ≈ DT
or
DS ≈ DBW
We want to solve for W. This is
min
W
tr(DT−DS)T (DT−DS)
where D is a derivative operator that works on all vertices at once (to be
worked out below). Note that the tr MTM pattern is equivalent to the sum
of the squared entries of the matrix M (i.e. is the Frobenius norm).
Inserting T = BW this is
min
W
tr(DBW −DS)T (DBW −DS)
5.4 Temporal Derivative of all Vertices as a Ma-
trix Expression
We wish to take the difference between the source and target faces and
return a matrix with rows containing the temporal derivative of a compo-
nent (x,y, or z) of a vertex at the frame indicated by the particular column.
To do this we can use the same D matrix as before, but it has to operate
on the transpose of the S and T matrices, so that each row expresses the
derivative of the whole face at a particular time, and each column has a
temporal history of a component (x,y, or z) of a vertex.
To simplify notation, we will rename S⇐ ST ,B⇐ BT ,W ⇐WT and
remember the altered meaning. The dimensions of the renamed variables
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are
D.f,.fW.f,.mB.m,.v − D.f,.fS.f,.v
Expanding the objective,
tr(DWB−DS)T (DWB−DS) = tr BTWTDTDWB−2STDTDWB+STDTDS
and DTD is a discrete second finite difference (one dimensional Laplacian)
matrix L, so
min
W
tr BTWTLWB− 2STLWB + STLS
Taking the derivative with respect to W, this gives
LWBBT = LSBT
of dimension
L.f,.f W.f,.m B.m,.v3 B
T
.v3,.m = L.f,.f S.f,.v3 B
T
.v3,.m
The dimension of BBT is (.m, .v3 × .v3, .m) and so will be invertible if
.m < .v3 which will generally be the case (e.g. a typical blendshape model
may have .m = 100 targets but .v3 = 30, 000 vertex components). So
LW = LSBT (BBT )−1
which is of the form
LW = R
with R known.
The Laplacian matrix always has rank .f−1 so it cannot be removed by
premultiplying with “L−1”. A solution is to require boundary conditions,
i.e. that W is known (and is probably zero, a neutral pose) at the first and
last frame, and then reorder LW = R so that the known elements of W
appear in the last two rows. This can be written as a block matrix system[
L Luc
Lcu C
][
W
E
]
=
[
R1
R2
]
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with (beware) some renaming: L is now the .g2 = (.f−2)2 upper left block
of the full Laplacian matrix; Luc are entries of the Laplacian that couple the
unknown and constrained variables, C are entries of the Laplacian that
couple the constrained variables, W now contains all but the two known
rows of the previous W, E contains the known (“edge”) rows of W, and
R1,R2 split the previous R into the all-but-last-two and last two rows. The
dimensions of this system are[
L.g,.g L
uc
.g,2
Lcu2,.g C2,2
][
W.g,.m
E2,.m
]
=
[
R1.g,.m
R22,.m
]
Moving the known parts to the right hand side, we have
LW = R1 − LucE
LcuW = R2 −CE
and stack L over Lcu and the similarly for the right hand side,[
L
Lcu
] [
W
]
=
[
R1 − LucE
R2 −CE
]
which is an overdetermined system that can be solved for W.
5.5 Handling Regularization
It is advisable to regularize the solution of any linear system. Rather than
add a simple weight decay, it is possible to train a regularizer to penalize
variations that are not present in some training data (this approach was
used previously in Equation 4.7). The regularizer penalizes each weight
in proportion to a corresponding standard deviation measured from the
training data:
(
wk
σk
)2
. Applying the regularizer to all frames and adding to
our objective, we have
min
W
tr(DWB−DS)T (DWB−DS) + λ
.f∑
k
∑
b
(
Wk,b
σb
)2
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We would like to re-express the regularization term in a form where it
can easily appear in a linear system solve. To do this, first express W as a
vector w = vec(W).
The prior term
∑.f
k
∑
b
(
Wk,b
σb
)2
can be expressed as
wTΣ−TΣ−1w
where Σ is a diagonal matrix having σb repeated along its diagonal.
The DWB term can be re-expressed as
DWB⇒ (BT ⊗D)w
where ⊗ is the Kronecker product.
Denote d = vec(DS), and J = (BT ⊗D). Then the overall objective is
min
w
‖Jw − d‖2 + λ‖Σ−1w‖2
The J matrix is huge; it is of size .v3 · .f, .m · .f , and contains .v3 × .m
copies of D, each scaled by BTij . However, J is sparse because D is sparse,
and in fact the retargeting problem for a typical movie shot (of 3-5 seconds)
can be solved at interactive rates on current machines [214].
5.6 Chapter Summary
This chapter motivated a “space-time” approach to the expression cloning
problem, in which the entire temporal history of a source actor’s motion is
used in transferring that motion to a geometrically dissimilar target char-
acter. The particular formulation resembles a Poisson problem, but spe-
cialized for the case where the target is a blendshape model.
For an expression cloning problem where the source and target models
are different but not “too different”, this approach has some advantages
over the popular expression cloning approach based on FACS (see section
3.5.3). For one, it does not require a FACS basis for the source performance.
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As mentioned in section 3.5.3, producing this basis can be an unnatural
task for an actor. A second benefit is that it brings the power of Poisson
editing (as introduced in [185] for image editing) to the problem.
On the other hand, the underlying principle that “the movement should
be similar” excludes scenarios where the movement of the source and tar-
get models is (by design) not similar. This might easily arise when the
target character is very different from a human. For example, perhaps
a duck character might “smile” by moving its mouth corners backward
rather than upward
The material in this chapter was the author’s contribution to the pub-
lication [214]. The general idea of a space-time approach to expression
cloning deserves to be explored further, since it is likely to be the only
approach that can produce temporal effects such as differing speech co-
articulation between the source and target. Our particular formulation
uses a least-squares matching between the source and target derivatives,
which minimizes the largest differences at the expense of ignoring smaller
changes. It may be interesting to consider using a 1-norm (sum of abso-
lute value of differences). In addition, minimizing a “Sobelev” blend of
position and gradient might have benefits.
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Chapter 6
Exploring the Character of Face
Space
While the goal of this thesis is to develop practical algorithms to be used
by artists, in any research it is worthwhile to briefly consider the problem
from a general and abstract viewpoint. This chapter analyzes the “space of
faces” from an abstract geometric point of view. While this investigation
has intrinsic interest, it also underlies the choice of priors for any algo-
rithms dealing with a full range of face shapes or expressions. The choice
of prior is particularly relevant for highly underconstrained inverse prob-
lems such as the direct-manipulation editing developed in Chapter 4.
Since “face space” has been variously estimated as having anywhere
from 40-100 dimensions we consider whether faces can be considered as
drawn from a high-dimensional Gaussian. This assumption underlies the
commonly utilized principal component models of faces, as well as algo-
rithmic operations such as maximum a posteriori (MAP) inference.
We conclude that while the Gaussian assumption may be questionable,
it is intuitions transferred from experience with low-dimensional Gaus-
sians that are in fact more problematic. For example, the interior of the
high-dimensional Gaussian density is virtually empty, so the mean face
is in a sense not representative. We present evidence that assuming other-
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wise produces visibly poor results. A useful alternative view is to consider
faces as lying near the surface of a (approximately) hyperellipsoidal shell.
While this chapter references linear models of the face for discussion
purposes, Gaussian priors and MAP have been used in computing body
motion as well [54].
6.1 Introduction
In computer vision and graphics research, facial expression and identity
are commonly modeled as a high-dimensional vector space, often with
a multidimensional Gaussian density. This choice of representation has
associated algorithmic approaches such as linear interpolation and maxi-
mum a posteriori (MAP) solution of inverse problems.
In this chapter we argue several things: 1) the linear and Gaussian
assumptions are not strictly correct. 2) existing research that starts from
these assumptions has implicitly assumed a low dimensional setting. In
high dimensions, common algorithmic approaches such as MAP may not
be justified. 3) the problems resulting from these assumptions are not just
hypothetical, but are visible in a practical computation, specifically inter-
polation of faces. Most importantly, we show that consideration of these
factors can result in an algorithm with visibly improved results.
6.2 Linear models
The faces of realistic computer characters in movies are most often gen-
erated using the “blendshape” representation [131, 11, 212, 142]. This
is a linear representation of the form f = Bw, where B is a linear but
non-orthogonal basis having semantic meaning. In computer vision, ap-
proaches such as active appearance models (AAM) [69] and morphable
models [33] use an orthogonal basis generated by principal component
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Figure 6.1: Face proportions are not strictly Gaussian. Kernel density plots
of (left) the distance between the eyes versus the width of the mouth,
(right) the width of the mouth versus the height of the mouth, measured
from a database of 359 faces.
analysis (PCA), and assume the multidimensional Gaussian prior. Bilin-
ear (tensor) face models have also been proposed [240]. Psychological re-
search has also employed such linear models with a multivariate Gaussian
prior [238].
PCA assumes that the data is jointly Gaussian, in that the PCA ba-
sis vectors are the eigenvectors of a covariance matrix that does not cap-
ture any non-Gaussian statistics. The Gaussian assumption leads to a fre-
quently employed prior or regularizer of the form cTΛ−1c where c is the
vector of PCA coefficients and Λ is the diagonal matrix of eigenvalues.
The eigenvalues are variances of the data in the directions of the eigenvec-
tors. The Gaussian assumption also naturally leads to the MAP approach
to regularising inverse problems. This approach selects model parame-
ters M as the mode of the posterior P (D|M)P (M) given data D. With a
Gaussian model the posterior also has a Gaussian form.
The appropriate number of dimensions for a linear facial model of ex-
pression or identity has been variously estimated to be in the range 40–100
[160, 184, 156]. High quality blendshape facial models used in movie vi-
sual effects sometimes have on the order of 100 dimensions [131]. The
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Figure 6.2: The closest distance to the mean among 1000 unit-variance
multidimensional Gaussian random variables (vertical axis) as a function
of the dimension (horizontal axis). In 100 dimensions every point in this
simulation is more than six standard deviations from the mean.
main character in the 3D animated movie Toy Story had 212 parameters
controlling the head [102].
In figure 6.1 we show that the common multidimensional Gaussian as-
sumption is not strictly accurate. This figure shows a kernel density plot
of several simple measurements of facial proportions measured from 359
selected photographs from the facial database [186]. It is also somewhat
obvious that a linear model is not entirely appropriate for facial expression.
For example, the motion of the jaw has a clear rotational component. On
the other hand, the widespread use of the blendshape representation in
movies (albeit sometimes with nonlinear correction terms [212]) is an ar-
gument that linear models suffice even if they are not strictly accurate. It
is less clear whether a vector space model of facial identity is appropriate,
or if a (nonlinear) manifold assumption would be more accurate. While
these comments call into question the linear and Gaussian assumptions,
existing research does not indicate whether these objections are important
in practical computations.
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Figure 6.3: Histogram of the angles between all pairs of 100 randomly cho-
sen isotropic Gaussian random variables in 100 dimensions. The angles
cluster around pi/2: in high dimensions, most data are nearly orthogonal.
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Figure 6.4: Probability that a sample from a unit variance Gaussian is out-
side the unit hypersphere for various dimensions.
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6.3 High-dimensional Phenomena
High dimensional data is generally subject to a collection of nonintuitive
phenomena collectively known as the “curse of dimensionality” [243]. Ex-
amples of such phenomena are that a) in high dimensions, “all data is far
away” with high probability (Figure 6.2), b) randomly chosen vectors are
nearly orthogonal (Figure 6.3), and c) the probability mass of the data is
overwhelmingly located near the surface of the hypervolume, with the in-
terior of the volume essentially empty (Figs. 6.5, 6.8).
Current face computation approaches generally overlook these phe-
nomena. A notable exception is [183], who described the following ap-
parent paradox: the squared Mahalanobis distance cTΛ−1c follows a χ2
distribution with n degrees of freedom, since it is the sum of independent,
identically distributed (i.i.d.) squared Gaussian variables of variance c
2
i
λi
.
The expectation of this distribution for d dimensions is d, thus we expect
the length of the standardized squared coefficient vector of a typical face
to be d. However under the multidimensional Gaussian model, the face
at the origin (the mean face) is the most probable, and the length of its
squared coefficient vector is zero.
[183] also state a hypothesis that faces should lie on the shell of a hy-
perellipsoid dictated by the squared coefficient length. The resolution to
the apparent paradox is simply that it is the difference between the vari-
ance and mean. A zero-mean random variable can (and typically does!)
have a nonzero variance. Randomly sampling from a multidimensional
Gaussian will generate a sequence of samples that have both the expected
mean and variance of course.
6.4 The High-Dimensional Gaussian Prior
Next we will verify the statement that high dimensional data is concen-
trated overwhelmingly near the surface of the hypervolume. In the case
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Figure 6.5: Bottom: schematic one dimensional Gaussian distribution,
with the area between one and two deviations indicated in red. This in-
terval is equal to that of the unit radius. Top: In two dimensions, the area
between one and two standard deviations (light blue) is relatively larger
than the area of the unit standard deviation disc (light orange). Figure is
best viewed in the electronic version of this document.
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Figure 6.6: The radially integrated Gaussian N(0, In) in various dimen-
sions. Each subfigure shows the radially integrated Gaussian profile
Sd−1(r)G(r) (vertical axis) plotted in units of
√
d (horizontal axis). From
left to right: 1, 2, 10, and 100 dimensions. In high dimensions the proba-
bility concentrates in a shell centered at radius
√
d.
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of a uniformly distributed random variable in a hypercube, this is easy to
see. Consider a unit hypercube in d dimensions, that encloses a smaller
hypercube of side 1− . As d→∞, the volume of the enclosed hypercube
is (1− )d → 0.
The fact that the multivariate Gaussian is a heavy tailed distribution
in high dimensions is less obvious. For example, [238] states, “even for a
face space of high dimensionality, the assumption of a multivariate normal
distribution means that... There will be many typical faces that will be
located relatively close to the center”. However this phenomenon is at
least intuitively suggested by comparing the one- and two-dimensional
Gaussian distributions (Figure 6.5). In one dimension, the “volume” of the
interval between one and two standard deviations is equal to the radius of
the unit interval. In two dimensions the area of the annulus between one
and two standard deviations is relatively larger than the area of the unit
disc. In higher dimensions the trend continues, with the available volume
overwhelmingly concentrated near the outside.
Discussion of the multivariate Gaussian is simplified by a “whitening”
transformation ci → ci/
√
λi from the original hyperellipsoidal density to
an isotropic density. We can also consider a unit-variance density without
loss of generality. In this case the probability that a point is within a
hypersphere of radius r is proportional to∫ r
0
Sd−1(r)G(r) =
2pid/2
Γ(d/2)
∫ r
0
rd−1G(r)dr
where d is the dimension, G(r) = 1√
(2pi)d
exp−r
2/2 is the isotropic unit vari-
ance Gaussian density function, Sd−1(r) = 2pi
d/2rd−1
Γ(d/2)
is the “surface area” of
the d-hypersphere, and Γ is the Gamma function. This can be used to plot
the tail probability that a point lies outside the unit hypersphere in vari-
ous dimensions (Figure 6.4). While in one dimension the majority of the
probability mass is within the unit interval, in 100 dimensions the proba-
bility that a point is outside the unit hypersphere is 1. to within machine
precision! It may be worth contrasting the mode of the high-dimensional
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Gaussian with the Dirac delta generalised function familiar in signal pro-
cessing [42]. The delta function has zero width but unit volume when
integrated over. In contrast, the high-dimensional Gaussian has nonzero
width near the origin, but negligible volume.
High dimensional data can also be tightly concentrated in a shell of rel-
atively narrow thickness. In the case of the multi-dimensional Gaussian,
the majority of its mass is concentrated within a shell centered at radius√
d. Figure 6.6 plots the radially integrated unit variance Gaussian pro-
file Sd−1(r)G(r) relative to the distance
√
d (i.e. with a change of variable
r → r√d). The data is concentrated increasingly around √d (relative to
the distance
√
d itself) in high dimensions.
The observations collected above lead to the remarkable conclusion
that algorithms such as MAP may be nonsensical in high dimensions! This
conclusion is not widely known in the computer vision and graphics com-
munity, where MAP is commonly used for face computations with mod-
els having 10-100 dimensions.1 However, our conclusion is supported in
[151], where Mackay states “probability density maxima often have very
little associated probability mass even though the value of the probability
density there may be immense, because they have so little associated vol-
ume... the locations of probability density maxima in many dimensions
are generally misleading and irrelevant. Probability densities should only
be maximized if there is good reason to believe that the location of the
maximum conveys useful information about the whole distribution.”
1In fact many results in statistics focus on the case where increasing amounts of data
are available, i.e. n/d → ∞ with n the number of data points. In our problem we may
have n/d finite and small, as in the case of a face model with several hundred training
examples, each with 100 degrees of freedom.
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Figure 6.7: Interpolating between a randomly chosen face (left column)
and a second face (right column) nearly on the opposite side of the hyper-
ellipse of coefficients. Top row of each image: linear interpolation of coeffi-
cients. The middle images lack distinctiveness. Bottom row of each image:
interpolating “around the hyperellipse”. Detail is preserved throughout
the interpolation.
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6.5 Example Computation: Interpolating in Face
Space
Figure 6.7 contrasts two approaches to interpolating facial identity. The
images are not photographs but are synthesized with an AAM [162]. The
face on the far left is generated from a coefficient vector cl sampled from a
multivariate Gaussian with the appropriate variances (eigenvalues). The
face on the far right is also randomly chosen, but its coefficient vector cr
is modified to constrain it to having a specified inner product 〈cl, cr〉Λ−1 =
−0.8 so as to place it on the opposite side of the coefficient volume. The
inner product uses the inverse eigenvalue-weighted norm 〈cl, cr〉Λ−1 =
cTl Λ
−1cr. The dimensionality of the space (length of the coefficient vector)
is 181.
The top rows in figure 6.7 shows linear interpolation through the Gaus-
sian coefficient space. The midpoint of this interpolation passes closer
to the center (mean) face than either end. This results in a somewhat
“ghostly” face that lacks detail. The linear interpolation also has the un-
desired result that (for example) interpolating from a person of age 40 to a
person of age 45 might pass through an intermediate face of apparent age
25, if that is the mean age of the database underlying the AAM.
In the lower panels of figure 6.7 we interpolate “around” a hyperellip-
soidal shell in the coefficient space rather than across the volume. Given
initial and final coefficient vectors cl, cr, at each step a coefficient vector is
generated that interpolates the norm of these vectors (although in fact the
difference in norm is expected to be small due to phenomena mentioned
above). This interpolation remains inside the high probability shell of the
hyperGaussian and generates distinctive faces throughout the interpola-
tion.
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Figure 6.8: In this schematic illustration the point along the constraint
(dark line) that has the highest probability is the red point. In high dimen-
sions however, the interior of the Gaussian is empty and the probability
mass is concentrated toward the outside.
6.6 Chapter Summary
This chapter describes known high-dimensional phenomena that call into
question common assumptions underlying much computer vision, graph-
ics, and psychological research on face computation. In particular, we
question approaches that assume that typical faces lie in the interior of a
high-dimensional Gaussian density (Figure 6.8). The issue is not due to a
bi- or multimodal distribution (as with a combined distribution containing
both women and men) but rather is a consequence of high dimensionality.
These objections are not merely hypothetical, but are visible in a simple
face computation. Our conclusion highlights the need to develop new al-
gorithms that address the intrinsically high-dimensional nature of facial
identity and expression.
Part II
Nonlinear Models
Linear facial models have been widely and successfully employed in
practice, despite being a simple approximation of reality. In contrast, a
linear model for body movement is not viable – the motion of the body
limbs is mostly rotational, and direct use of a linear basis would result in
serious artifacts such as limbs that change in length. In this second part
of the thesis we analyze the case of example-based deformation for body
motion, and describe how this can be successfully formulated as a high-
dimensional nonparametric regression problem.
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Chapter 7
The Example-Based Approach to
Creature Skinning
The previous chapters described linear models for faces and introduced
several advanced editing approaches for such models. While it is obvious
that the linear model is a simplification, it has been successfully used in
practice. In contrast, the body of an animal or human exhibits significant
rotational motion that cannot easily be described with a linear model.
This chapter surveys nonlinear example-based approaches that are suit-
able for describing the skin surface deformation of a moving articulated
character. One such approach, “pose space deformation” (PSD), was in-
troduced in the author’s publication [139]. It allows the desired shapes
of a creature’s body in various poses to be directly specified by the artist,
either by sculpting or scanning. These shapes are then interpolated as
a function of pose, resulting in animation that reproduces the specified
training poses.
The novelty of this approach is that:
1. Animation has traditionally been considered as “shape as a function
of time”. PSD instead views animation as “shape as a function of
pose” (Fig. 7.1). The advantage of this alternate view is evident even
before considering specific algorithms: the motion of an articulated
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figure often passes near the same poses multiple times (a walk cycle
being the prototypical example). By considering the space of poses
rather than motion over time, each pose can be handled just once,
rather than every time it arises.
2. It introduces an “example based” approach to the skinning problem,
in which the desired shape of the skin is directly specified either by
sculpting or digitizing examples.
The example-based approach is in contrast to traditional “rigging”
approaches in which the basic skin deformation is specified by a sim-
ple algorithm (such as linear blend skinning), and additional effects
are approximated by simple mathematical expressions [108, 157, 173].
As an example of these “shallow” algorithmic approaches, a muscle
bulge shape might be triggered as a Gaussian function of the elbow
rotation. These rigging approaches have clear disadvantages. Firstly,
the desired deformation is difficult to obtain with algorithms and
simple expressions. Secondly, the process of adjusting the parame-
ters is time consuming.
This chapter together with the following chapter 8 extend [139] in sev-
eral ways:
• We discuss the PSD algorithm in its proper context as a nonparamet-
ric regression technique. This leads to consideration of issues such
as regularization and the curse of dimensionality.
• We survey work that builds on and greatly improves [139], for ex-
ample by significantly reducing the number of training examples
that are required [120], and by formulating the domain of the defor-
mation in terms of geodesic distance on the surface of a mesh [200].
• We consider cases where the data has duplicate items, poor spacing,
or outliers.
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• We consider the choice of the radial basis kernel function.
• We describe the derivation of the radial basis kernel.
The chapter also collects experience with these example-based skinning
algorithms, describes a variety of applications, and informs the design
choices for new implementations.
7.1 Introduction
Example-based skinning approaches generate skinning and other effects
by interpolating a set of sculpted or scanned examples of the desired defor-
mation, where the interpolation happens in a “pose space” defined by the
joint angles and other degrees of freedom of the creature rig.
The example-based approaches are distinguished by two main ideas:
1. Skinning usually specifies the deformed position of a vertex using
a short algorithm, such as linear blend skinning or dual quaternion
skinning. In contrast, example based approaches interpolate a set of
examples of the desired deformation.
2. Traditionally animation has been abstractly considered as a function
of time, i.e.
shape = f(time)
In computer graphics we are also familiar with surface interpolation,
where
shape = f(space).
In contrast, example-based approaches consider
shape = f(pose)
where “pose” is the pose of the underlying skeleton (usually) or
other non-spatial parameters.
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Figure 7.1: Scattered interpolation of a creature’s skin as a function of
skeletal pose. Left, A point on the forearm (red in the electronic version)
moves as a function of two degrees of freedom (dofs): the elbow rotation
and the forearm twist. Example shapes describing the deformation of this
point are interpolated in an abstract 2-dof pose space (right).
The example-based skinning (EBS) approach has evident advantages
and disadvantages:
• The desired deformation is directly sculpted, so the artist gets ex-
actly what s/he wants. Algorithmic skinning approaches generally
require specifying parameters that only indirectly relate to the de-
sired shape, such as the weights on various transforms.
• The range of possible deformed shapes is much larger than is achiev-
able with current algorithmic skinning algorithms. For example, it is
possible to sculpt a shape that includes a bulging muscle and ex-
truding veins. The example-based approach permits a progressive
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refinement strategy, whereby additional shapes are added as needed
to obtain the desired quality.
• Among disadvantages of EBS, it requires considering higher-dimensional
pose spaces. For example, the number of rotations influencing the
shoulder region is probably more than three, and the number of
bones influencing the neck/trunk area of an animal such as an ele-
phant might be 10 or more. EBS requires computation proportional
to the number of examples. This is likely higher than the amount of
computation required for algorithmic skinning.
• Lastly, EBS can require some awareness of the numerical considera-
tions that arise in interpolation and data fitting. These include regu-
larization and the curse of dimensionality.
Comparing an example-based algorithm such as PSD to Blendshapes
is instructive, and a loose comparison with manifold learning ideas [202,
230] is possible. In blendshapes and many other geometric interpolation
schemes the “space” is defined by the geometric dimensionality of the
model, e.g. <3n for a model with n control vertices. In PSD, the space
is analogous to a manifold within the ambient geometric space, defined
by a small number parameters selected by the artist. The examples are
placed on this manifold at desired locations.
Example-based and algorithmic skinning approaches are not mutu-
ally exclusive. On the contrary, example-based skinning is usually im-
plemented as a correction on top of algorithmic skinning.
The deformed postion of a single vertex pˆ at a pose p will be inter-
polated from the corresponding positions specified at example poses pk.
Preferably, an EBS system should allow the artist to specify a desired shape
at any location in the pose space as desired (Figure 7.1). Since these loca-
tions have no regularity, this requires the use of a scattered interpolation
algorithm.
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This section of the thesis will first describe some of the example-based
algorithms, while leaving the underlying scattered interpolation method
as an unspecified “black box”. Next, several examples and applications
of EBS methods will be mentioned. Following that, we will review scat-
tered interpolation methods that have been used for EBS. Lastly, numer-
ical considerations will be mentioned. Skinning is a core component of
the broader subject of “rigging”. For recent surveys of character and facial
rigging, see [157, 173].
7.2 EBS Algorthms
7.2.1 Pose Space Deformation
Figure 7.2: Comparison of PSD and LBS on an animating shoulder. Top,
PSD using only two sculpted poses. Bottom, LBS. The shoulder area is
especially problematic for LBS due to the large range of rotational move-
ment.
In the pose-space deformation (PSD) algorithm ([139]; Figures 7.1, 7.2,
7.3) the artist moves the underlying skeleton to particular poses and sculpts
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Figure 7.3: Comparison of PSD (at left) and LBS on the extreme pose of an
elbow.
examples of the desired shape at those poses. The sculpts are saved and as-
sociated with the corresponding pose. The PSD system interpolates these
examples as a function of pose.
The pose space is a set of degrees of freedom of the rig that vary between
the example shapes, and a particular pose is a set of particular values of
these degrees of freedom (not to be confused with the shape that the model
has at that pose). Typically, the pose space is the set of joint angles of
the skeleton that vary across the given shapes. If the sculpted examples
are of the shoulder region, the “pose space” would consist of the joint
rotations of the bones that plausibly affect the shoulder. More generally,
however, the pose space can include other attributes. For example it might
include a degree of freedom describing “exertion”, so that muscles can
bulge appropriately when the body is carrying weight. [222] termed these
degrees of freedom “adjectives.”
The interpolation of the examples has the pose space as its domain,
and 3D space is the range of the interpolation. For example, a point near
the neck may be affected by three bones. A joint between two such bones
might be described by two relative angles. The three-bone configuration
has two internal joints, so the pose space in this case has four dimensions.
The interpolation is then from a 4-dimensional pose space to 3D (geome-
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try) space (<4 → <3).
Since the examples can be created at arbitrary locations, this is a scat-
tered interpolation problem (Figure 7.1). In machine learning terms it
can also be considered as an instance of non-parametric regression (“non-
parametric” refers to a model whose complexity increases with the avail-
able data, as opposed to a parametric model such as a Gaussian that has a
fixed number of parameters (e.g. mean, variance) regardless of the amount
of data). In the machine learning terminology the collected set of example
shapes may be termed “training” shapes.
The example based approach is extremely simple (although it can be
occasionally confusing to mentally switch between thinking about 3D space
and the higher-dimensional pose space!)
Particular EBS algorithms differ in the way they handle several issues:
Layering. Typically the PSD is sculpted as a correction or offset from ei-
ther the rigid transformation of the surface or an underlying skinning sys-
tem such as linear blend skinning (LBS) [139], spherical skinning [257], or
dual-quaternion skinning [166, 113]. Additional corrections can be layered
as desired, providing an iterative refinement workflow.
Inverting the skinning operation. It is preferable if example-based skin-
ning operates in the local coordinate frame, so that it can focus on learning
the required deformation and ignore learning the rigid transform. In the
case where PSD is layered on top of a skinning algorithm, this means that
the PSD correction should be “pushed through” the skinning operation.
That is, instead of deforming vertices as
pˆ = PSD(SKIN(p))
we want
pˆ = SKIN(PSD(p))
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This requires inverting the effect of the skinning operation [222, 119, 256],
in order to find a modified example that produces the same result when
skinning is applied, as the original sculpted result produced when applied
after skinning. This will be termed blending in the rest pose.
In the case of linear blend skinning this inverse can be calculated. How-
ever, when implementing a PSD system inside a larger package such as
Maya, the existing skinning and rigging operations may be more compli-
cated algorithms or proprietary “black box” deformers. In these produc-
tion situations [256] proposed the use of derivative-free optimization to
invert an arbitrary existing skinning rig.
The following three issues are distinct but related:
• Per-shape or per-vertex interpolation.
Shape-by-example [222] used cardinal interpolation1 of the exam-
ples, with the same weights applied to all vertices of the example
meshes (the blending is done in the rest pose space). Other methods
have used differing interpolation at each vertex – this is required in
the case of weighted pose space deformation.
• Local or global interpolation in the pose space.
All the degrees of freedom of the model can be concatenated to form
a single global pose space. This presents problems however: con-
sider a point on the fore-arm, as in Figure 7.1. If the pose space also
contains the dofs of the legs, then moving the legs will affect the
relative distance of the current pose from the poses that involve arm
motion. In concept this could be addressed by adding examples with
the legs in all possible shapes for every desired shape of the arm.
This is an instance of the “curse of dimensionality” (section A.7) –
the needed amount of training data rises exponentially with increas-
1In cardinal interpolation the jthe data point is added with a weight function bj hav-
ing the property bj(xi) = δij , i.e. the function is one at the location xj of the jth data point
and zero at all the other data locations.
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ing dimension. The original PSD algorithm avoided the problem by
using separate per-vertex interpolation, relying on spline interpola-
tion to avoid any discontinuities. The weighted pose space defor-
mation algorithm introduced a better approach, in which irrelevant
dofs are smoothly attenuated (according to the underlying skinning
weights) when calculating the distance in pose space. This results in
a collection of smoothly coupled local regression problems, thereby
addressing the curse of dimensionality without introducing discon-
tinuities.
• Interpolation algorithm.
Independent of whether the interpolation is per-vertex or per-shape,
or local or global in the pose space, different scattered interpolation
algorithms can be chosen. Approaches that have been employed in-
clude linear interpolation, natural neighbor interpolation, and radial
basis interpolation with several types of kernels. These possibilities
are reviewed in section 8.1.
7.2.2 Shape by Example
Shape-by-Example is a technique presented by Sloan, Rose, and Cohen at
the 2001 I3D conference [222]. Their technique has some broad similari-
ties to PSD. It differs in that the interpolation is formulated as a cardinal
interpolation of the examples in the pose space.
In this scheme, for n example shapes there are n separate interpolators,
with the kth interpolator using data that is 1 at the k training pose and 0
at all the other poses. These are then simply used as weights in a shape
interpolation, albeit one that happens in the rest pose as described above.
The use of cardinal interpolation has several advantages. It uses a sin-
gle global pose space for all examples, which is easier to think about. It
also provides considerable efficiency if separate per-vertex interpolation
effects are not required.
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Figure 7.4: Hand poses synthesized using weighted pose space defor-
mation (image from [120] c©Tsuneya Kurihara).
Another innovation in this work was the concept of pseudo-examples.
In this approach, the artist finds an acceptable interpolated shape situated
at the wrong location in the abstract pose space. Rather than sculpt new
examples, the interpolated shape is simply moved to a new location in the
pose space. The result is that the pose space itself is reshaped. This can be
desirable if, for example, a particular interpolation begins and ends with
the right shape, but interpolates too quickly or slowly.
7.2.3 Weighted Pose Space Deformation
Kurihara and Miyata [120] introduced the weighted pose-space deformation
(WPSD) algorithm. The WPSD algorithm solves the curse of dimension-
ality to some extent. It greatly reduces the number of training examples
required, particularly for complex regions such as the hand that may have
as many as 40 parameters or more. This is accomplished by formulating
the interpolation as a set of separate but softly-coupled interpolations, one
per vertex. The skinning weights are used to determine a per-vertex dis-
138 CHAPTER 7. EXAMPLE-BASED CREATURE SKINNING
tance between poses,
dj(pa,pb) =
√√√√ n∑
k
wj,k(pa,k − pb,k)2
where wj,k are the skinning weights for the kth degree of freedom for the
jth vertex, and pa,k denotes the kth component of location pa in the pose
space.
The example shapes in [120] were captured using a medical scan of
one of the authors’ hands, resulting in very plausible and detailed shapes
(Fig. 7.4). The video accompanying the paper shows that the interpolation
of these shapes as the fingers move is also very realistic.
Kurihara and Miyata used the cardinal interpolation scheme from [222],
in combination with normalized radial basis functions. The RBF matrix is
based on the distance between the poses (in pose space) and so has to be
formed and inverted only once.
7.2.4 Context-Aware Skeletal Shape Deformation
[245] might be summarized as being a combination of deformation trans-
fer [226] and weighted pose space deformation [120]. WPSD is used to
blend triangles of the examples in the rest space. These triangles are then
transformed by the skeleton’s rigid motion using a approach inspired by
deformation transfer. Specifically, the various bone transform affecting a
particular triangle are blended (with log-quaternion blending of the joint
rotations). The final position of each triangle is obtained by solving a Pois-
son problem involving the deformation gradient (Jacobian) of each trian-
gle [40]. In an initial step the skinning weights are computed automatically
using a harmonic cardinal interpolation of regions that are marked by the
artist as moving rigidly with particular joints.
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7.3 EBS Applications
7.3.1 Skeleton-Driven Deformation
An articulated model such as a human will typically have a number of
different deformation subspaces, each with one or several deformations;
the deformations in different subspaces may overlap spatially e.g. to sim-
ulate the influence of different muscles. The deformations needed for an
elbow, for example, will be interpolated in the one-dimensional subspace
defined by the elbow joint angle. Deformations in a shoulder area will
need to consider two or more degrees of freedom. The neck/chest/leg
blend area of many quadrupeds is a more complex case – the motion of
the skin surface in these regions may depend on the relative configuration
of several leg bones as well as the rib cage and possibly the neck region
of the spine. The example-based approach handles all these cases simply
and uniformly.
Figures 7.2 and 7.3 show PSD and LBS algorithms in action on human
elbow and shoulder regions.
7.3.2 Secondary Animation
Additional “dimensions” of deformation can be created by adding a new
parameter and associating additional poses with the movement of this pa-
rameter. For example, a limb can be modeled in a particular pose both in
an unloaded state and with muscles sculpted to express carrying a heavy
load. The ‘heavy’ pose can be associated with the ‘on’ state of an abstract
parameter; light and heavy loads can then be controlled by flipping this
switch.
7.3.3 Using PSD to “Reparameterize” an Existing Rig
PSD can also be used to control parameters of a lower level “rig”, rather
than directly controlling geometry. It has often been employed this way in
practice [127, 117].
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Figure 7.5: Schematic diagram of emotion space obtained by multi-
dimensional scaling from pairwise similarity ratings, simplified from
[203].
In this approach, the artist invents a new space for interpolation, with
associated parameters that serve as controls. The underlying interpolation
maps these visible parameters to the parameters of the underlying system,
which are typically lower level or less convenient. The desired control
scheme is specified simply by providing examples of the desired mapping.
7.3.4 Facial Animation
Disney introduced the use of PSD for facial animation [127, 117] (also
[126]).
Decoupling parameters from examples. An advantage of example-based
approaches for facial animation is that it decouples the control parameters
from the location of the examples. In blendshape animation, each blend-
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shape target defines a control parameter. Abstractly, the examples (tar-
gets) are situated at some of the vertices of a hypercube (Figure 3.5). In
an example-based approach, the artist defines a set of control parameters
as desired, and then can place the example shapes anywhere in the space
defined by these parameters (Figure 3.11). The number of example shapes
does not need to be the same as the number of parameters.
As a simple example, one could take an emotion space identified in
psychological research as the pose space. [203] performed multidimen-
sional scaling (MDS) on surveys of pairwise similarity ratings between
various facial expressions involving emotion, and identified two axes that
can be interpreted as happy-sad and low-high energy. In this space, for ex-
ample, “content” is low-energy but happy, whereas “bored” is low-energy
but less happy. An emotional face model could be constructed by sculpt-
ing any number of facial expressions representing various emotions, and
then placing them at the appropriate point in the space (Figure 7.5).
This simple example shows how using a pose space can greatly re-
duce the number of parameters that the artist needs to control. On the
other hand, expressive facial animation is a high-dimensional problem
even if the most economical parameterization is used. For this reason, an
example-based approach that directly controls the facial geometry should
make use of the coupled local models introduced by the WPSD scheme
[120].
A hybrid approach. Blendshapes are based on simple linear interpola-
tion, which leaves much to be desired, particularly when several shapes
are combined. One solution involves adding a number of correction shapes
[174, 212]. Each such shape is a correction to a pair (or triple, quadruple)
of primary shapes. While this improves the interpolation, it is an expen-
sive solution due to the number of possible combination shapes. Finding
the correct shapes also involves a labor-intensive trial and error process.
Typically a bad shape combination may be visible at some arbitrary set of
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Figure 7.6: Smoothly propagating an expression change to nearby expres-
sions using Weighted Pose Space Editing [216].
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weights such as (w10 = 0.3, w47 = 0.65). The blendshape correction scheme
does not allow a correction to be associated with this location, however, so
the artist must find corrections at locations (vertices of the weight hyper-
cube) such as (w10 = 1, w47 = .1), (w10 = 1, w47 = 0), (w10 = 0, w47 = 1)
that together add to produced the desired shape. This requires iterative
resculpting of the relevant shapes.
To solve this problem, Seol et al. [216] combine ideas from blendshapes
and weighted pose space deformation. Specifically, they use an elemen-
tary blendshape model (without corrections) as both a base model and a
pose space for interpolation. Then, the weighted PSD idea is used to in-
terpolate additional sculpted shapes. These shapes can be situated at any
location in the weight space, and they smoothly appear and fade away as
the location is approached (Figure 7.6). Because of the unconstrained loca-
tion of these targets and the improved interpolation, both the number of
shapes and the number of trial-and-error sculpting iterations are reduced.
7.3.5 Wrinkles and Clothing
[29] developed a multi-scale facial animation system in which the large
scale motion interpolates the motion capture or user-defined controls. WPSD
is used to drive medium-scale dynamic wrinkles. The “pose space” in
this case is the relative stretch of edges on the skin mesh. Example-based
methods have been employed to generate the deformation of clothing.
[265] used WPSD to add dynamic wrinkle detail to a low-resolution cloth
model.
7.3.6 Retargeting
[200] describes a system in which facial movement is tracked from a sin-
gle camera and transferred to an avatar. The retargeting component of
this system first deforms the avatar mesh to produce the basic facial ex-
pression. This step introduces geodesic radial basis function (GRBF) inter-
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polation: Rather than accomplishing the deformation using RBF regres-
sion evaluated over distances in Euclidean 3-D space as is done in [171],
geodesic distances on the surface of the face are used. This has the ad-
vantage that the distance has to “go around” the mouth and eyes, so that
moving the lower lip (for example) does not pull the upper lip along with
it.
The GRBF approach can be considered to be dual to deformation using
mesh Laplacian interpolation [28] and has some of the same advantages.
The GRBF approach has some computational advantages, however. For
example, the initial weight solve involves a linear system in the number
of control points rather than in the number of interpolated vertices (see
section 8.2.5).
Following this global mesh deformation, [200] uses PSD to apply in-
dividualized avatar-specific detail to the facial expressions. The vector of
tracked control points forms the pose space in this case.
7.4 Chapter Summary
PSD is a prototypical “example based” algorithm in computer graphics.
The idea is relatively well suited to the assumptions of the modern movie
and games industries, since skilled artists can directly sculpt examples of
the desired character shapes – a very intuitive task. The remaining work
of producing deformation under movement of the character is recast as
a relatively simple interpolation problem, albeit in a higher dimensional
“pose space”. The PSD algorithm has seen some industry adoption [127,
117, 46], and the general approach has inspired further academic research
as described in this chapter.
This chapter has reinterpreted PSD and related algorithms from the
machine-learning informed point of view adopted in this thesis. We ob-
served that PSD can be considered as defining a “manifold” of character
deformations upon which example shapes are manually situated, as op-
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posed to methods that interpolate in the geometric space defined by the
model.
The next chapter continues our discussion of example-based skinning,
covering the underlying scattered interpolation algorithms and some al-
gorithmic and numerical issues.
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Chapter 8
Scattered Interpolation
Algorithms and Considerations
Example-based scanning algorithms such as PSD have typically been posed
in terms of an underlying scattered interpolation or approximation al-
gorithm, most often using RBF. This chapter provides an implementer’s
guide to RBF, including the choice of kernel, and description of variants
such as normalized RBF and Laplacian splines implemented as RBF. (The
author’s SIGGRAPH courses [137, 9] have more detail on scattered inter-
polation methods other than RBF.)
We also describe practical issues of handling bad data and unintention-
ally duplicated data. The chapter concludes with a novel intuitive expla-
nation of the origins of the RBF kernel as a Green’s function, using only
linear algebra.
8.1 Deformation as Scattered Interpolation
In abstract, we wish to express the deformation of a surface as a function of
either the pose of an underlying skeleton, or equivalently as a function of
some other set of parameters such as the {smile, raise-eyebrow,...} controls
desirable in facial animation. We also wish to directly sculpt the desired
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Figure 8.1: Shepard’s interpolation with p = 2. Note the the derivative
of the function is zero at the data points, resulting in smooth but uneven
interpolation. This same set of points will be tested with the RBF interpo-
lation methods discussed below.
deformation at various points in the pose space, rather than working in
a more abstract space such as the coefficients on various transforms as
required by the LBS algorithm.
A scattered data interpolation method is required because deforma-
tions will be sculpted at arbitrary (rather than regularly spaced) poses.
Since this interpolation is central to our application (the results of the in-
terpolation will be directly visible as the animating deformation), we will
consider the available scattered interpolation approaches.
In theory an example-based skinning algorithm such as PSD can be
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Figure 8.2: Shepard’s interpolation with p = 1.
implemented using any scattered interpolation scheme. For example the
author is aware of one implementation based on natural neighbor interpo-
lation [218].
8.1.1 Linear Interpolation
Interpolation generally involves a trade-off between smoothness and over-
shoot: linear interpolation is not smooth, but the function takes on its ex-
treme values exactly at the datapoints; increasing smoothness typically
causes the interpolated function to “overshoot” or travel beyond the range
of the data. Because overshoot in high-dimensional functions is difficult to
visualize and control, [23] introduced a variant of pose space deformation
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that uses simple linear interpolation on the data simplices. ([126] may
have also used this idea, though it is difficult to say from the one-page
description). This approach sacrifices smoothness but prevents overshoot;
this was the recommendation in the evaluation [126].
Implementing linear interpolation requires first “triangulating” the do-
main of example poses into a set of simplices. A simplex is the n-dimensional
generalizations of a triangle: a triangle is 3 points in two dimensions,
a tetrahedron is 4 points in three dimensions, and a general simplex is
d + 1 points in d dimensions. Each “point” is a location in the pose space,
with an associated geometric pose of the creature. Computational geom-
etry libraries such as qdelaunay can be used for this purpose [23]. After
the simplices are obtained, interpolation can be performed using the d-
dimensional generalization of barycentric interpolation. Specifically, the
weights on the vertices of a simplex can be found by solving a block linear
system [
P
1
] [
w
]
=
[
p
1
]
Here P is a d × d + 1 matrix whose columns contain the locations of the
vertices of the simplex, so the upper equation Pw = p is expressing a
particular location p as a weighted sum of the vertices. 1 is a row vector of
ones, so the bottom row 1Tw = 1 requires that the sum of the weights be
one. If all the weights are non-negative the location p is inside the simplex.
Then, the geometry at this location can be obtained as a weighted sum of
the geometry associated with each vertex of the simplex, using w as the
weights. If any of the weights are below zero, then the particular point p
is outside of this simplex, and other simplices should be tested.
In addition to lack of smoothness, linear interpolation is impractical in
high dimensions because the number of simplices adjacent to a particular
vertex grows factorially with the dimension.
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8.1.2 Splines with Tension
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Figure 8.3: Spline with tension. Left, cubic spline interpolation. Right,
cubic spline interpolation of the same points, with tension. The boundary
conditions are set to have zero slope (Dirichlet).
The tradeoff between smoothness and overshoot is a fundamental is-
sue in interpolation. Using linear interpolation is not the only way to con-
trol overshoots. Splines with “tension” result from minimizing an objec-
tive that includes a weighted sum of the squared first and higher order
derivatives, integrated over the function (Equation (8.2)). The weights
provide a “knob” that allows the amount of smoothness to be controlled.
Splines with tension can in theory be implemented through radial basis
interpolation (section 8.1.4), although the RBF kernel function for this pur-
pose has not been worked out in higher dimensions. Shepard’s method
(Section 8.1.3) can produce an interpolated function whose derivative is
zero at the gradients. This may be considered as an artifact, or an advan-
tage, since it has the effect of reducing overshoot.
8.1.3 Shepard’s Method
Shepard’s method [16, 21] is a frequently employed scattered data interpo-
lation scheme in computer graphics. In this method the interpolated value
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is a weighted sum of the surrounding data points normalized by the sum
of the weights,
dˆ(p) =
∑
wk(p)dk∑
wk(p)
with weights set to an inverse power of the distance: wk(p) = ‖p− pk‖−p.
(This is singular at the data points pk and should computed as (||p−pk‖+
)−p). With p > 1 the interpolated function is once differentiable. Un-
fortunately this simple scheme has some potentially undesirable prop-
erties. Far from the data the weights will be approximately the same,
dˆ(∞) = w∞
∑
dk/w∞
∑
1 =
∑
dk/N , i.e. the interpolated surface con-
verges to the average of the data values. A serious drawback for some
applications is that the derivative of the surface is zero at the data points
(Figure 4).
This problem can be addressed by using moving least squares schemes
[58, 121]. These involve fitting a low-order polynomial over a sliding win-
dow of nearby points, using a weighted least squares scheme to reduce the
influence of points at the edge of the neighborhood. While moving least
squares could be used to implement pose space deformation, the train-
ing example poses may have very uneven distribution in the pose space,
thus making the notion of “neighborhood” fragile. Radial basis functions
(described below) are an alternate choice.
8.1.4 Radial Basis Functions
Radial basis functions [194, 195] have become a popular choice for scat-
tered interpolation. The interpolant is a linear combination of nonlinear
functions of distance from the data points (Figure 8.4):
dˆ(p) =
N∑
k
wkR(‖p− pk‖) (8.1)
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Figure 8.4: Schematic illustration of RBF interpolation in one dimension.
A fixed-width kernel is situated at each data point (solid curves). The
weighted sum of these interpolates the given data (dashed line). The
weights are obtained by solving a linear system.
If N values of d are available then the weights can be easily solved by a
linear system of the form

R1,1 R1,2 R1,3 · · ·
R2,1 R2,2 · · ·
R3,1 · · ·
...


w1
w2
w3
...
 =

d1
d2
d3
...

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(compactly, Rw = d) where Ri,j denotes R(‖pi − pk‖) and di are the data
points to interpolate, giving the solution1
w = R−1d
The distance ‖‖ can be generalized to Mahalanobis distance (effectively
rotating and stretching the basis function) [32].
Normalized RBF interpolation
Radial basis functions with polynomial terms are most often used for ker-
nels that generate “Laplacian splines” (section 8.2.2). An attractive feature
of these splines is that the kernel has no parameters to adjust.
Some commonly used RBF kernels, such as the Gaussian, have a width
parameter that must be set. If the width is too small, the reconstruction
function decays to zero between the data, whereas a larger width causes
the function to overshoot (Figures 8.5-8.7). An overly large width can
sometimes cause wild oscillations.
1The paper [139] described a geometric derivation, in which the available data points
are considered as a single point d in an N dimensional space. The best approximation to
d in the space spanned by R occurs (in direct analogy with the three-dimensional case)
when the weights are such that the error d−Rw is orthogonal to each column of R:
RT (Rw − d) = 0
giving the normal equation form
RTRw = RTd
that can be solved for
w = (RTR)−1RTd
The normal equations form generalizes to the case where there are fewer RBF kernels
than data points, as arises with some model simplification schemes. However in the
simple case where an RBF kernel is centered at each data point, the normal equations
form provides no advantage and on the contrary has a poorer condition number due to
the squaring of the R matrix.
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Figure 8.5: One-dimensional radial basis interpolation with a Gaussian
kernel. The curve extrapolates to zero.
The width parameter can be set by cross validation, or conceivably by
invoking the RBF-Gaussian process equivalence [8] and optimizing the
(log) marginal likelihood with respect to the hyperparameters [199, (2.30)].
Unfortunately, if the data has different densities in different areas, no sin-
gle parameter choice will be suitable everywhere.
The normalized RBF scheme [164] produces interpolation that is less
sensitive to the choice of the width parameter. In this scheme, the basis
functions are normalized to sum to one,
dˆ(p) =
∑N
k wkR(‖p− pk‖)∑N
k R(‖p− pk‖)
Even with a poorly chosen kernel width (Figure 8.8) the interpolation does
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Figure 8.6: Radial basis interpolation with a Gaussian kernel, varying the
kernel width relative to Fig. 8.5
not overshoot significantly or drop to zero between the data points.
What is the right RBF kernel?
Different choices of the RBF kernel function R are possible. Kernels cor-
responding to n-harmonic splines are discussed in Section 8.2. The choice
involves the definition of smoothness and the tradeoff between smooth-
ness and overshoot.
The Gaussian kernel involves a width parameter σ, as do some other
kernels. It is possible to choose this width parameter to locally adapt to the
data, so that kernels centered at different locations have different widths
[32], however the resulting problem is not convex, and a more expensive
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Figure 8.7: Radial basis interpolation with a Gaussian kernel, varying the
kernel width relative to Fig. 8.5,8.6. In this figure the kernel width is too
narrow to adequately interpolate the data.
nonlinear optimization would be required.
A practical recommendation is to use normalized radial basis functions
in combination with cardinal interpolation, as is done in WPSD. Normal-
ized radial basis functions are somewhat less sensitive to the choice of ker-
nel width. Cardinal interpolation has a data-adaptive effect by forcing the
interpolated function to zero at the locations of other training examples.
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Figure 8.8: Normalized RBF interpolation using a Gaussian kernel. The
normalized RBF scheme produces interpolation that is less sensitive to
poor choices of the width parameter.
8.2. NUMERICAL CONSIDERATIONS 159
8.1.5 Interpolation of 3D Data
The preceding description maps a k-dimensional input space (arbitrary
k) to a one dimensional range, i.e., it is the k-dimensional version of a
height field. Three-dimensional data can be interpolated by using three
separate one-dimensional interpolations, one each for x, y, z. In the case
of radial basis function interpolation, the R matrix is common to the three
dimensions and can be inverted just once.
8.2 Numerical Considerations
A variety of functions can be used as the radial basis kernel R(r). Some of
the most common choices in the literature are (c.f. [85, Appendix D]):
Gaussian R(r) = exp(−(r/c)2)
Hardy multiquadric R(r) =
√
r2 + c2
Inverse multiquadric R(r) = 1/
√
r2 + c2
Thin plate spline R(r) = r2 log r (in two dimensions)
Laplacian (or Polyharmonic) splines R(r) ∝
r2s−n log r 2s− n evenr2s−n otherwise
In fact there is not yet a general characterization of what functions are
suitable as RBF kernels [85]. Positive definite functions are among those
that will generate a non-singular R matrix for any choice of data locations.
There are several alternate characterizations of positive definiteness:
• A function is positive definite if∑
i
∑
k
wiwkR(‖xi − xj‖) > 0
for any choice of unique data locations xi.
• A positive definite function is a Fourier transform of a non-negative
function [138]. (Note that “positive definite” does not mean that the
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Figure 8.9: The one-dimensional equivalent of thin-plate spline interpola-
tion is the natural cubic spline, with radial kernel |r|3 in one dimension.
This spline minimizes the integrated square of the second derivative (an
approximate curvature) and so extrapolates to infinity away from the data.
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Figure 8.10: Comparison of the 3D biharmonic clamped plate spline (solid
line) with Gaussian RBF interpolation (dashed line) [201].
function itself is necessarily positive. The sinc function is a counter
example, since it is the transform of a box function.)
• The matrix R generated from a positive-definite kernel function has
all eigenvalues positive.
The third characterization indicates that for a positive definite function,
the matrix R will be invertable for any choice of data points. On the other
hand, there are useful kernels (such as the polyharmonic family) that are
not positive definite.
Several aspects of radial basis kernels are not intuitive at first expo-
sure. The polyharmonic and thin-plate kernels are zero at the data points
and increase in magnitude away from the origin. Also, kernels that are not
themselves smooth can combine to give smooth interpolation. An exam-
ple is the second-order polyharmonic spline in 3 dimensions, with kernel
R(r) = |r|.
Several of the common RBF kernels have an explicit width parameter
(e.g. the Gaussian σ). The use of a broad kernel can cause surprising ef-
fects. This is due to the near-singularity of the R matrix resulting from
rows that are similar. The problem (and a solution) is discussed in section
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8.2.1.
When thinking about the appropriate kernel choice for an application,
it is also worth keeping in mind that there is more than one concept of
smoothness. One criterion is that a function has a number of continuous
derivatives. By this criterion the Gaussian function is a very smooth func-
tion, having an infinite number of derivatives. A second criterion is that
the total curvature should be small. This can be approximated in prac-
tice by requiring that the solution should have a small integral of squared
second derivatives – the criterion used in the thin-plate and biharmonic
splines.
This second criterion may correspond better to our visual sense of smooth-
ness, see Figures 8.9, 8.10. Figure 8.9 shows a natural cubic spline on scat-
tered data points. The curve extrapolates beyond the data, rather than
falling back to zero, which may be an advantage or disadvantage de-
pending on the application. Figure 8.10 compares two approaches that
both fall to zero: Gaussian RBF interpolation (red) and the 3D biharmonic
clamped plate spline (black line). The plot is the density of a linear sec-
tion through an interpolated volume. Note that the control points are
distributed through the volume and cannot meaningfully be visualized
on this plot. Although the Gaussian function has an infinite number of
derivatives, Gaussian RBF interpolation is visually less smooth than the bi-
harmonic spline. The visual smoothness of the Gaussian can be increased
by using a broader kernel, but this also increases the overshoots.
For many applications the most important considerations will be the
smoothness of the interpolated function, whether it overshoots, and whether
the function decays to zero away from the data. For example, artists tend
to pick examples at the extrema of the desired function, so overshoot is
not desirable. As another example, in the case where a pose space defor-
mation algorithm is layered on top of an underlying skinning algorithm,
it is important that the interpolated function fall back to zero where there
is no data.
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Of course it is not possible to simultaneously obtain smoothness and
lack of overshoot, nor smoothness and decay to zero away from the data. It
is possible, however, to combine these criteria with desired strengths. The
approach is to find the Green’s function (see section 8.2.6) for an objective
such as
F (f) =
∑
(f(xi)− yi)2 + α
∫
‖∇2f‖2dx
+ β
∫
‖∇f‖2dx
+ γ
∫
‖f‖2dx
(8.2)
i.e. a weighted sum of the data fidelity and the integral of the squared
second derivative, the squared first derivative (i.e. “spline with tension”),
and the squared function itself (causing the function to decay to zero).
The kernel choice leads to numerical considerations. The Gaussian ker-
nel can be approximated with a function that falls exactly to zero resulting
in a sparser and numerically better conditioned matrix [248], while the
polyharmonic kernels are both dense and ill-conditioned.
8.2.1 Regularization
In creating training poses for example-based skinning, the artist may ac-
cidentally save several sculpted shapes at the same pose. This results in a
singular R matrix. This situation can be detected and resolved by search-
ing for identical poses in the training data.
A more difficult case arises when there are several (hopefully similar)
shapes at placed at nearly but not exactly the same location in the pose
space. (The case in which the shapes are not similar is treated in the next
subsection). In this case the R matrix is not singular, but is poorly condi-
tioned. The RBF result will probably pass through the given datapoints,
but it may do wild things elsewhere (Figure 8.13). Intuitively speaking, the
matrix is dividing by “nearly zero” in some directions, resulting in large
overshoots.
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Figure 8.11: Adding regularization to the plot in Fig. 8.9 causes the curve
to approximate rather than interpolate the data.
In this case an easy fix is to apply weight-decay regularization. Rather
than requiring Rw = d exactly, weight-decay regularization solves
arg min
w
‖Rw − d‖2 + λ‖w‖2 (8.3)
This adds a second term that tries to keep the sum-square of the weight
vector small. However, λ is chosen as a very small adjustable number
such as 0.00001. In “directions” where the fit is unambiguous, this small
number will have little effect. In directions where the result is nearly am-
biguous however, the λ‖w‖2 will choose a solution where the particular
weights are small.
To visualise this, consider a two-dimensional case where one basis vec-
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Figure 8.12: One-dimensional values interpolated with a Gaussian kernel
that is too broad for the data spacing, resulting in bad conditioning. Left,
no regularization. Right, regularization parameter 0.00001
tor is pointing nearly opposite to the other (say, at 179 degrees away). A
particular point that is one unit along the first vector can be described al-
most as accurately as being two units along that vector, less one unit along
the (nearly) opposite vector. Considering matrix inversion in terms of the
eigen decomposition R = UΛUT of the matrix is also helpful. The linear
system is then UΛUTw = d, and the solution is
w = UΛ−1UTd
Geometrically, this is analogous to rotating d by U−1, stretching by the
inverse of the eigenvalues, and rotating back. The problematic directions
are those corresponding to small eigenvalues.
Solving (8.3) for w,
‖Rw − d‖2 + λ‖w‖2
= tr(Rw − d)T (Rw − d) + λwTw
d
dw
= 0 = 2RT (Rw − d) + 2λw
RTRw + λw = RTd
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Figure 8.13: Illustration of ill-conditioning and regularization in a 3D ex-
ample. From left to right, the regularization parameter is 0, .01, and .1
respectively. Note the vertical scale on the plots is changing. Bottom: The
geometry of this 3D interpolation problem. The data are zero at the cor-
ners of a square, with a single non-zero value in the center. The plots show
a single section through the interoplated function.
giving the solution
w = (RTR + λI)−1RTd
In other words, weight decay regularization requires just adding a small
constant to the diagonal of the (squared) matrix RTR before inverting.
Fig. 8.13 shows a section through simple a two-dimensional interpola-
tion problem using a Gaussian RBF kernel. The data are zero at the corners
of a square, with a single non-zero value in the center. Noting the vertical
scale on the plots, the subfigure on the left show wild oscillation that is
not justified by the simple data. In the other subfigures we used weight-
decay regularization to achieve a more sensible solution. This also has the
effect of causing the reconstructed curve to approximate rather than in-
terpolate the data (Fig. 8.11). When used with an RBF kernel that has an
interpretation as a Green’s function, weight decay regularization has been
called shrinkage since it “shrinks” the interpolated function towards the
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null space of the corresponding differential operator.
Weight-decay regularization is not the only type of regularization. Reg-
ularization is an important and well studied topic in all areas involving
fitting a model to data. On a deeper level it is related to model complexity
and the bias-variance tradeoff in model fitting. The subject comes up in a
number of forms in statistical learning texts such as [100].
8.2.2 Laplacian Spline and Thin-Plate RBF models
The RBF kernels corresponding to Laplacian splines are augmented with
a low order polynomial,
f(x) =
n∑
k
ckR(‖x− xk‖) +
∑
djpj(x)
with p1(x) = 1 is a constant term. This subsection motivates this alternate
formulation.
The RBF and polynomial weights c,d can be solved with a block matrix
system [
R P
PT 0
][
c
d
]
=
[
f
0
]
(8.4)
where P is the polynomial basis evaluated at all the data points. For ex-
ample in the 2D thin-plate case a 2D linear polynomial is used, so P is a
3 × n matrix containing in its columns the constant function, the x loca-
tion of each control point, and the y location of each control point. Note
that this matrix is indefinite (has both positive and negative eigenvalues),
which rules out the use of Choleski and conjugate gradient solvers.
Intuitively, the need for a polynomial term arises because these poly-
nomials are in the null space of the differential operator. For example,
the thin-plate spline minimizes the squared second derivative of the un-
known function, integrated over the function. A constant or linear term
can be added to the function without affecting this functional. Thus, the
thin-plate criterion specifies the interpolation up to a linear polynomial,
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which must also be estimated. As another example, the criterion of min-
imizing the integrated squared gradient is invariant to a constant offset,
so the additional polynomial is simply this constant.2 However the aug-
mented system Equation (8.4) can also be used with kernels such as the
Gaussian.
The additional polynomial coefficients have to be determined some-
how. Since the degrees of freedom in the n points are already used in esti-
mating the RBF coefficients ck, an additional relation must be found. This
takes the form of requiring that the interpolation should exactly reproduce
polynomials: if the data f(x) to be interpolated is exactly a polynomial, the
polynomial contribution cn+1 · 1 + cn+2 ·x + cn+3 · y should be exactly that
polynomial, and the weights on the RBF kernel ck, k ≤ n should be zero.
Doing so results in the additional condition that the weights ck are in
the null space of the polynomial basis. In showing this we use the follow-
ing notation: R is the standard RBF system matrix with the RBF kernel
evaluated at the distance between pairs of training points, c are the RBF
weights (coefficients), and f are the desired values to interpolate, so Rc = f
would be the system to solve if the extra polynomial is not used. Also let
P be the polynomial basis, and d be the weights on the polynomial basis.
In the 2D case with a linear polynomial P is a n by 3 matrix with a column
of ones, a column of xk, and a column of yk, where (xk, yk) = pk are the
training locations. Then,
2This is related to the fact that the constant function is in the null space of a Laplacian
matrix.
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Rc + Pd = f the interpolation statement
Rc + Pd = Pm fit a polynomial Pm, for some unknown coeffs. m
cTRc + cTPd = cTPm premultiply by cT
cTRc = cTPm− cTPd
cTP(m− d) = cTRc
Then if we require that cTP = 0, then the left hand side is zero, and so c
must itself be zero since the right hand side is positive. So now going back
to the original Rc + Pd = Pm, we know that if cTP = 0, then c = 0, so
Rc = 0, so Pd = Pm.
Restating, this means that if the signal is polynomial and we have re-
quired cTP = 0, the coefficients c are zero, and then Pd = Pm, so d = m,
so the polynomial is exactly reproduced.
Another way of viewing these side conditions is that by imposing an
additional relation on c, they reduce the total number of degrees of free-
dom from n+ p (for a p-order polynomial basis) back to n
The additional relation cTP = 0 is enough to solve for the RBF and
polynomial coefficients using Equation 8.4.
Reproducing a polynomial is also a useful thing in some applications.
Thin-plate splines are commonly used for image registration (e.g. [133]),
and in that application it would be troubling if an affine transformation
could not be produced. Also, by regularizing the upper rows of the system
matrix, the image warp is forced to become more affine [77].
8.2.3 Detecting Bad Data
Signal models often include a treatment of noise in the data. In this section
we argue that the types of errors we find in data produced by artists is of a
different character than that usually considered. We explore an approach
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for dealing with this type of errors that is also naturally formulated in a
nonparametric model.
The standard assumption in signal modeling is that all data points are
corrupted with some noise, for example with a Gaussian distribution of
some assumed variance. In computer graphics models such as pose space
deformation and blendshapes, we generally assume that the artist sculpts
exactly the geometry that they desire. These shapes are to be exactly inter-
polated – there is no notion of “noise”.
On the other hand, artists do make errors. Thus, a better characteri-
zation of our problem is that the artist usually produces perfect data, but
in rare cases produces mistakes. A concrete example of this is in produc-
ing training data for the pose space deformation algorithm. The artist will
sculpt exactly the shapes that they want. However it is possible for an
artist to save a shape twice, or to save it at the wrong location in the pose
space. For example, they might accidentally displace the skeleton before
saving the pose, or some other error could occur.
The case where several poses are saved at the same location can be han-
dled with regularization (section 8.2.1). Data that are clearly at the wrong
location in the pose space can be treated with robust methods that deal
with outliers. To briefly review, least squares is the ideal linear method
when the outliers have an independent and identical Gaussian distribu-
tion. In this case, the probability of the data is proportional to product
of the individual Gaussian errors and taking the log gives least squares.
In the case where the errors have a more heavy-tailed distribution, least-
squares gives too much weight to the outliers, resulting in a bad fit. Robust
methods down-weight the outliers by using an error measure other than
the squared error. Common approaches are iteratively-reweighted least
squares, which can approach a 1-norm (sum of absolute values), and least
median of squares [191, 104].
The notion of “outlier” depends on the model that is used to fit the
data. As a non-parametric model, RBF is capable of exactly fitting the
8.2. NUMERICAL CONSIDERATIONS 171
Figure 8.14: Two examples of a function norm-based approach to automat-
ically identifying bad training data. The point marked with a red star is
identified as an outlier.
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data, and thus standard methods (that assume fewer parameters than data
points) are not applicable. How can outlying points be identified in this
case? One possibility is to use the “function norm” wTRw to identify the
most inconsistent training point. In the case of a thin-plate spline, this
norm corresponds to the thin-plate energy [77].
Specifically, we look for the point that, if removed, causes the largest
reduction in this expression. wTRw is a sum of terms wiRijwj . A par-
ticular point contributes to the sum of these over a particular column (or
row). Because of the symmetry of R we can consider the sum only over
the corresponding row (or column). Note that the total contribution from a
particular point involves both the corresponding row and the correspond-
ing column, so the diagonal point is counted twice. Thus if summing only
a column (or row) the diagonal point should be multiplied by 1/2.
Figure 8.14 shows the results of this approach on two 1-dimensional
test cases. While in these cases it finds what is evidently the most outlying
points, in cases where the R matrix is poorly condition the interpolation
is “wild” (Figure 8.13) and the chosen point is arguably not correct. Regu-
larizing the inverse fixes this problem.
But this experiment revealed a simpler idea, which is to regularize,
then pick the point that has the largest distance between itself and the reg-
ularized curve. The most outlying point seemed correct in all of a (small)
number of test cases. Finding additional outliers requires removing the
first-found point and re-solving with regularization again.
8.2.4 Whence the RBF Kernel?
The paper [139] did not describe the origin of the RBF kernel functions,
and functions such as r2 log(r) are mysterious.
This section will present an intuitive explanation of the origins of the
RBF kernel. The derivation involves only linear algebra, and the simplicity
results from using a one dimensional example and assuming that the data
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can be represented on an underlying sampling grid of some resolution.
For a slightly more formal derivation (involving variational calculus) see
Appendix B.
8.2.5 Green’s functions: motivation
Although Laplace and thin-plate interpolation is usually done by either
sparse linear solves or relaxation/multigrid, it can also be done by radial
basis interpolation, and this is faster if there are relatively few points to
interpolate.
In these cases the kernel R is the “Green’s function of the correspond-
ing squared differential operator”. This section will explain what this
means, and give an informal derivation for a simplified case. Specifically
we’re choosing a discrete one-dimensional setting with uniform sampling,
so the problem can be expressed in linear algebra terms rather than with
calculus.
The goal is find a function f that interpolates some scattered data points
dk while simultaneously minimizing the roughness of the curve. The rough-
ness is measured in concept as∫
|Df(x)|2dx
where D is a “differential operator” (D = d
2
dx2
) for example.
Whereas a function takes a single number and returns another number,
an operator is something that takes a whole function and returns another
whole function. The derivative is a prototypical operator, since the deriva-
tive of a function is another function. A differential operator is simply an
operator that involves some combination of derivatives.
We are working in a discrete setting, so D is a matrix (now denoted D)
that contains a finite-difference version of the operator. For example, for
the second derivative, the (second order centered) finite difference is
d2
dx2
≈ 1
h2
(ft+1 − 2ft + ft−1)
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This finite difference has the weight pattern 1,−2, 1, and for our purposes
we can ignore the data spacing h by considering it to be 1, or alternately
by folding it into the solved weights.
The finite difference version of the whole operator can be expressed as
a matrix as
D =
1
h2

−2 1
1 −2 1
1 −2 1
1 −2 1 · · ·
. . .

(and again the 1
h2
can be ignored for some purposes). The discrete equiva-
lent of the integral (8.2.5) is then ‖Df‖2 = fTDTDf .
Then our goal (of interpolating some scattered data while minimizing
the roughness of the resulting function) can be expressed as
min
f
‖Df‖2 + λTS(f − d).
= min
f
fTDTDf + λTS(f − d). (8.5)
S is a “selection matrix”, a wider-than-tall permutation matrix that selects
elements of f that correspond to the known values in d. So for example, if
f is a vector of length 100 representing a curve to be computed that passes
through 5 known values, S will be 5 × 100 in size, with all zeros in each
row except a 1 in the element corresponding to the location of the known
value. The known value itself is in d, a vector of length 100 with 5 non-zero
elements. λ is a Lagrange multiplier that enforces the constraint.
Now take the matrix/vector derivative of eq. (8.5) with respect to f ,
d
df
= 2DTDf + STλ
and we can ignore the 2 (and a minus sign in the next step as well) by
folding it into λ.
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If we know λ, the solution is then
f = (DTD)−1STλ (8.6)
• Although continuously speaking the differential operator is an “in-
stantaneous thing”, in discrete terms it is a convolution of the finite
difference mask with the signal. Its inverse also has interpretation as
a convolution.
• If D is the discrete version of d
dx
then DTD is the discrete Laplacian,
or the “square” of the original differential operator. Likewise if D is
the discrete Laplacian then DTD will be the discrete biharmonic, etc.
(DTD)−1 is a discrete analogue of the Green’s function of the squared
differential operator.
In more detail, DT is the discrete analogue of the adjoint of the deriva-
tive, and the latter is − d
dx
in the one-dimensional case [32]. The sign
flip is evident in the matrix version of the operator: The rows of the
original first derivative (forward or backward finite difference) ma-
trix have -1,1 near the diagonal (ignoring the 1
h
). The transposed ma-
trix thus has rows containing 1,-1, or the negative of the derivative.
• STλ is a vector of discrete deltas of various strengths (i.e. the discrete
equivalent of Dirac deltas times a scaling function). In the example
STλ has five non-zero values out of 100.
8.2.6 Green’s functions
Earlier we said that the kernel is the “Green’s function of the correspond-
ing squared differential operator”. A Green’s function is a term from differ-
ential equations. A linear differential equation can be abstractly expressed
as
Df = b
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where D is a differential operator as before, f is the function we want to
find (the solution), and b is some “forcing function”. In the Green’s func-
tion approach to solving a differential equation, the solution is assumed
to take the form of a convolution of the Green’s function with the right
hand side of the equation (the forcing function). (We are skipping a de-
tail involving boundary conditions). For linear differential equations the
solution can be expressed in this form.
The Green’s function G is the “convolutional inverse” of the squared
differential operator. It is the function such that the operator applied to it
gives the delta function,
DG = δ (8.7)
While the theory of Green’s functions is normally expressed with cal-
culus, we will continue to rely on linear algebra instead. In fact, the ap-
propriate theory has already been worked out in the previous subsection
and merely needs to be interpreted.
Specifically, in Eq. (8.6), (DTD)−1 plays the role of the (discrete) Green’s
function of the squared differential operator. In discrete terms Eq. 8.7 is
DTD(DTD)−1 = I
with the identity matrix rather than the δ function on the right hand side.
STλ is a sparse set of weighted impulses that is “convolved” (via matrix
multiplication) with the Green’s function. Thus we see that Eq. 8.6 is a
discrete analogue to a Green’s function solution to the original “roughness
penalty” goal.
For simplicity this presentation assumed that DTD is invertible. How-
ever, if D is in fact a derivative operator, a pseudoinverse (DTD)+ is re-
quired – the derivative is a prototypical example of an operation with a
nullspace (the nullspace is the constant of integration).
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8.2.7 Example derivation of a RBF kernel
The preceding section provides an intuitive explanation of the idea of a
Green’s function, using only linear algebra. However, this approach does
not give a closed form expression for the RBF kernel– it appears only as a
matrix.
In Appendix B we derive a RBF kernel for a one-dimensional problem
using variational calculus. The goal is to provide an example of what is
involved, rather than to derive a particular kernel.
8.3 Chapter Summary
This chapter concludes Part two of the thesis, exploring nonlinear example-
based algorithms suitable for character body motion. The chapter extends
published research by addressing the problem of bad data provided by the
artist. A further contribution of the chapter and the associated appendix
is a treatment of the origin and derivation of the RBF kernel. Most com-
puter graphics publications simply quote known choices for the kernel,
and even texts such as [45] do not describe how to derive a kernel (proba-
bly it is assumed to be straightforward for readers).
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Part III
Relationships
The highest level of Bloom’s taxonomy of learning [5] emphasizes the
discovery of relationships between previously learned subjects. This final
section of the thesis investigates relationships between several algorithms
used in the example-based character animation approaches in the previ-
ous chapters.
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Chapter 9
Relationships between various
models
Previous chapters have considered both linear and nonlinear approaches
for example-based character animation. This final chapter is more theoret-
ical, and investigates relationships between several techniques that have
been discussed. Theories of learning [5] and knowledge often highlight
the importance of discovering such relationships.
Several such relationships are also considered elsewhere in the thesis:
• Chapter 3 compares blendshape and PCA representations. These
representations can be trivially interconverted, and blendshapes pro-
vide interpretability. PCA provides a data-driven regularizer, though
we argue in Chapter 6 that it may be of limited use for face models.
• Chapter 8 describes the relationship between spline and Green’s func-
tion formulations of interpolation, and provides an intuitive expla-
nation of the Green’s function idea.
In this chapter we consider these further relationships:
• RBF versus Gaussian Processes. We show that in computational terms
these methods are very similar. They differ in their deterministic
181
182 CHAPTER 9. RELATIONSHIPS BETWEEN VARIOUS MODELS
and probabilistic viewpoints, and in the assumption of what data is
known in advance versus at runtime.
• RBF regression versus PCA. An Eigen-expansion of the RBF kernel
function results in an expression that can be interpreted as a data-
driven “superresolution” procedure for PCA.
• PCA versus Splines. For the purpose of representing faces, PCA and
splines have complementary advantages and disadvantages. Mo-
tivated by this graphics/vision problem, we explore whether PCA
and splines can be combined into a unified model.
9.1 PCA, RBF, and Gaussian Processes
To help describe the relationships between principal component analysis,
radial basis function interpolation, and Gaussian processes, we will first
briefly (re)introduce these techniques using a common notation. RBF in-
terpolation is discussed in more detail in chapter 8 and appendix B. PCA
is reviewed in section A.6.
Terminology. Vectors and matrices are indicated in bold font. M(d, n,R)
denotes the set of real matrices of size d× n. The number of data points is
denoted by n, d is the dimensionality of a single data point in the case of
PCA data, and m is the number of eigenvectors retained in a PCA model.
In order to suggest a relationship, related quantities are sometimes de-
noted with the same symbol. The usage is explained and is unique within
each subsection. We will informally equate a radial basis function R(∆) to
a covariance. In so doing we consider covariances C(x, y) = C(‖x− y‖) =
C(∆) corresponding to stationary processes. To simplify the presentation
the mean of the process or data is assumed to be zero without loss of gen-
erality. We further use the covariance as the kernel in an RKHS. The reader
should also distinguish continuous functions and the vectors and matrices
generated by evaluating the continuous function at discrete locations.
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Principal Component Analysis. PCA represents data in a linear sub-
space obtained from the eigenvectors of the covariance matrix, estimated
as C ≈ 1
n
FFT where F ∈ M(d, n,R) is a matrix containing the data points
fk ∈ Rd in its columns. We refer to a PCA “model” as
f = Uc + m (9.1)
where f is a vector representing the signal being modeled, U ∈M(d,m,R)
are eigenvectors of the covariance matrix C corresponding to them largest
eigenvalues (m ≤ d), m ∈ Rd is the mean of the data points, and c are PCA
“coefficients”. In this model the data covariance
C = E
[
(f −m)(f −m)T ] = E [UccTUT ]
is replaced with the low rank approximation
C ≈ UΛ1:mUT
where Λ1:m ∈ M(m,m,R) denotes the diagonal matrix formed from the
largest eigenvalues.
Strictly speaking PCA is a valid model only in the case where the data
is jointly Gaussian. Nevertheless, this approximate model is adequate in
some applications. For example, a jointly Gaussian model of face propor-
tions has been widely employed in computer vision [69] and even psycho-
logical theory [238]. While PCA is not considered a generative model, it is
easy to synthesize new data having the same covariance as the observed
data fk by picking random coefficients c according to c2k ∼ N(0, λk).
To simplify notation, in the remainder of the chapter Λ1:m will be de-
noted simply as Λ. Also, the covariance matrix C should be understood as
representing either the full rank covariance matrix or a low-rank approxi-
mation thereof. Most of the calculations are unchanged, although C−1 and
Λ−1 should be understood as pseudoinverses in the low-rank interpreta-
tion.
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RBF regression. RBF regression at a location p has the form
fˆ(p) =
n∑
k=1
akR(‖p− pk‖)
where R() is a radial function situated at the n training data locations pk.
Assembling the data values to be interpolated in a vector f , the weights
can be obtained from the linear system
Ra = f
where R is the n×nmatrix consisting of the radial basis function evaluated
at all pairs of data locations, Rr,c = R(‖pr−pc‖). This describes the case of
regression with a positive definite radial kernel R. Other RBF kernels are
conditionally positive definite and require solving a block matrix system
[9]. In matrix-vector notation the regression can be written
fˆ(p) = rTR−1f (9.2)
where r ≡ rp is the vector of the kernel evaluated at the distance between
the evaluation location p and all the training locations pk, i.e.,
r = [R(‖p− p1‖), R(‖p− p2‖), R(‖p− p3‖), · · · , R(‖p− pn‖)] .
Note that the position p is arbitrary.
Gaussian process regression. A discrete Wiener filter estimates the
signal fˆ(p) at a location p as a linear weighted sum of the data f at previ-
ous or surrounding locations,
fˆ(p) = wT f . (9.3)
The orthogonality principle [176] states that the error of the optimal esti-
mator is orthogonal in expectation to the data:
E
[(
f(p)−wT f) fT ] = 0
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or equivalently
E
[
f(p)fT
]
= wE
[
ffT
]
.
E
[
ffT
]
= C is the covariance of a zero-mean stationary process and E
[
f(p)fT
]
=
rT is the cross covariance between the signal at the location p and at the
data points f(pk) ≡ fk for k = 1, · · · , n. This gives a linear system Cw = r
that can be used to solve for the weight vector w. Substituting in Equa-
tion (9.3) gives the estimator
fˆ(p) = rTC−1f . (9.4)
The variance of the estimator is
E
[(
f −wT f)2] = σ2 + E [−2fwT f + wT f fTw]
= σ2 − 2 wTE [f f ] + wTCw
where σ2 is the variance of the (stationary) process, and f ≡ f(p) is written
for brevity. Substituting the cross-covariance r and the weights w = C−1r,
we have
= σ2 − 2wTE [f f ] + rTC−1 C C−1r
= σ2 − rTC−1r .
Equation (9.4) and this expression for the variance have the same form as
the mean and variance in Gaussian process (GP) regression [199, 2.19].
9.2 RBF versus Gaussian Processes
The RBF and Gaussian Process (GP) regression initially seem quite differ-
ent. The GP expression for the mean is a (linear) weighted sum of the
data, whereas RBF is a weighted sum of a (nonlinear) kernel indexed by
the distances between the data.
However, if we equate the kernel with the covariance, these models
actually do the same computation, as can be seen from equations (9.2)
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and (9.4). This correspondence requires simultaneous generalization of
the RBF kernel to non-radially-symmetric form and a restriction to valid
(i.e. positive-(semi)definite) covariances. The relationship is summarized
in table 9.1 at the end of the chapter.
9.2.1 Outlook
This partial equivalence between RBF and GP regression may allow par-
ticular computational techniques to be transferred from one method to the
other. On the other hand, despite their computational similarity, the two
methods have very different assumptions and usage.
One difference between these approaches is what data is assumed known
in advance. Denoting the precomputed part with parentheses, we have:
RBF: fˆ0 = (fTR−1)r
In other words, the RBF typically assumes that the data to be interpolated
is known in advance, but the locations at which it will be interpolated are
not known (at the time the weights are computed). The GP formulation
need not assume this.
Assuming the symmetry of the covariance (equivalently the RBF ker-
nel), in concept one could employ a Gaussian process code for RBF regres-
sion simply by flipping the r and f arguments provided to the code. In
practice this usually will not work, because the r vector is generally not
provided, but rather is computed through the covariance.
In the case of a vector-valued function, RBF interpolation simply stacks
a number of scalar RBF systems. These systems share the same R matrix,
but have different weight vectors. However, for vector valued data the
expectation E[fafb] is itself a matrix so the covariance is a tensor, whereas
R is always a matrix. The RBF kernel is isotropic by definition, not so for
the covariance in multi-dimensions.
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9.3 A Superresolution Extension of PCA
Principal component analysis (PCA) involves a signal that is sampled at
some arbitrary but fixed and finite set of locations. Radial Basis Function
(RBF) regression interpolates a-priori known data to arbitrary locations as
a weighted sum of a (radial) kernel function centered at the data points.
In the previous section we showed that if the RBF kernel is equated to
the covariance, RBF and Gaussian Process (GP) models perform a similar
computation.
Building on the RBF-GP equivalence, we next show that if the data co-
variance is known (or can be estimated), an RBF-inspired regression can
provide data-driven interpolation of given data. This procedure can alter-
nately be interpreted as a superresolution1 extension of eigenvector (prin-
cipal component) data models, as signal sampling (function evaluation)
in a discrete reproducing kernel Hilbert space (RKHS) generated by the
data covariance, or as an elementary Gaussian process model in which the
observations have a low-rank representation.
9.3.1 Superresolution
In the remainder of this section we first describe the superresolution pro-
cedure. We show that the procedure has the representer of evaluation and
reproducing kernel properties of an RKHS, albeit in discrete rather than
continuous form. Finally, we show a computational experiment using the
superresolution procedure.
We start from the matrix-vector representation of RBF regression, (9.2).
We will equate R to a covariance function C, which is a generalization
to non-radially symmetric kernels. “Oriented” flavors of RBF regression
have previously appeared in the literature [76, 52]. Since the matrix R
is symmetric, it has a low-rank approximation UΛUT . Substituting this
1 “Superresolution” denotes the ability to estimate the signal “in between” the data
samples, i.e. in our case at a finer scale than the spacing of the data used in the PCA.
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eigenexpansion, the regression takes the form
fˆ(p) = rTC−1f = rTUΛ−1UT f (9.5)
Denoting c ≡ Λ−1UT f , Equation (9.5) can be interpreted as incorporat-
ing the results of a PCA-like representation Uc involving the data covari-
ance eigenvectors U (we again assume the data mean is zero):
fˆ(p) = rTU
(
Λ−1UT f
)
= rTUc
(9.6)
The discrete principal component model Equation (9.1) involves data
that is sampled at some arbitrary but fixed and finite set of locations. Equa-
tion (9.6) extends this by premultiplying with r. Recall that r can be inter-
preted as a vector of cross-covariances between the location p at which the
the regression is evaluated and the locations of the data points pk,
r = C(p, ·) = [C(‖p− p1‖), C(‖p− p2‖), C(‖p− p3‖), · · · , C(‖p− pn‖)]
(9.7)
If the covariance function C(∆) is known for all offsets ∆ then the data
estimate (9.6) can be evaluated at arbitrary locations, effectively providing
a covariance-driven superresolution.
We next sketch an argument that function generated by the superreso-
lution estimate (9.6) in fact has covariance C. In this section let ri denote
the cross-covariance (9.7) evaluated at the location pi (rather than at an
arbitrary location). The covariance of the estimated signal is:
E [f(pi)f(pj)] = E
[
rTi C
−1f fTC−1rj
]
= rTi C
−1 C C−1rj
= rTi C
−1rj
= Ci,j
(For the last step note that ri is the ith row of C, hence multiplying by C−1
gives ei, the indicator vector with 1 in the ith location, otherwise zero).
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Figure 9.1: Left: Radial basis interpolation of six points using a Gaussian
kernel. Right: equivalent kernels for each of the data points, offset verti-
cally for visibility.
9.3.2 Equivalent kernel
Note that Equation (9.4) is more commonly interpreted in a different way.
In this interpretation
fˆ(p) =
(
rTC−1
)
f
= b(x)T f .
Here b(x) = C−1r is the vector of equivalent kernels [96] evaluated at loca-
tion x. The individual kernels bk(x) are one at the location xk of the kth
data point, and zero at the locations of the other data points (Figure 9.1).
9.3.3 Interpretation as evaluation in an RKHS
In this section we show that Equation (9.5) resembles function evaluation
in an RKHS corresponding to the covariance C.
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Representer of evaluation
The kernel in an RKHS acts similarly to a delta function, providing func-
tion evaluation at a particular location under the inner product:
〈f,K(·, x)〉C = f(x) (9.8)
In our discrete case we propose that
fTC−1rx = f(j) (9.9)
with rx defined as the vector of K(·, x) evaluated at the data points. In the
case of where x is one of the data locations pj ,
rx = Cej
(em is the indicator vector). Then, substituting rx, we have
fTC−1Cej = f(j) .
Reproducing property
Similarly,
〈K(·, x), K(·, y)〉 = K(x, y)
≈ 〈eTxC,Cey〉C = eTxC C−1 Cey = eTxCey = Cx,y .
Inner Product
The analogy between (9.8) and (9.9) requires an inner product of the form
〈v1,v2〉C = vT1 C−1v2 .
This can be motivated as follows: in the continuous case, the reproducing
kernel has the (Mercer) expansion:
C(x, y) =
∞∑
k=1
λkuk(x)uk(y)
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A signal is also representable in terms of the eigenvectors of the kernel:
f(x) =
∞∑
k=1
ckuk(x) .
The inner product is defined to be〈 ∞∑
k=1
ckuk(x),
∞∑
k=1
dkuk(x)
〉
C
=
∞∑
k=1
ckdk
λk
giving the norm
√∑∞
k=1
c2k
λk
.
In practice in the discrete case the summation is finite. The squared
norm can be written in matrix-vector form
m∑
k=1
c2k
λk
= cTΛ−1c
and re-expressed in terms of the kernel as
m∑
k=1
c2k
λk
= fTUΛ−1UT f = fTC−1f .
We will take the kernel as the covariance matrix, and for simplicity
consider only the case of positive definite covariances. In this case all the
eigenvalues are positive real and the norm is valid.
9.3.4 Computational Experiment
The superresolution estimate (9.6) requires supplying or estimating a co-
variance matrix. In some cases the form of the covariance matrix is known
or assumed. For example, the use of the Discrete Cosine Transform (DCT)
in image compression is motivated by the choice of Cr,c = ρ|r−c|, ρ ≈ 0.9
as a generic covariance for images [198]. Estimating a nonparametric co-
variance matrix from data requires care if the number of data points is not
sufficient to reliably estimate the n(n + 1)/2 parameters of the covariance
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matrix, and is a subject of continuing research [193]. Although the covari-
ance must be estimated, even an approximate covariance might result in
better interpolation than would be obtained using generic spline interpo-
lation.
There are known algorithms for generating multivariate normal ran-
dom vectors with a specified covariance [94]. One simple algorithm is
obtained by considering the covariance of a linearly transformed random
vector x = Tn where n is an uncorrelated normal random vector (i.e. hav-
ing an identity covariance matrix):
Cx = E
[
TnnTTT
]
= TTT .
Thus, if the transform T is a “square root” of a desired covariance ma-
trix C = TTT , then x will have covariance C (the decomposition is not
unique). T can be obtained using the Cholesky decomposition if the co-
variance is non singular. This algorithm is limited to generating vectors
x with a fixed number of samples at offsets corresponding to those that
generated the covariance matrix, whereas our procedure can generate the
signal at arbitrary locations.
In Figures 9.2-9.4 we simply select a covariance for the purpose of il-
lustration, whereas Figure 9.5 uses a covariance estimated from real data.
Figure 9.2 shows an experiment using the covarianceC(∆) = exp(−(15∆)2).
The low-resolution points are interpolated exactly.
Figure 9.3 uses the oscillatory kernel C(∆) = exp(−∆2) cos(18∆) to in-
terpolate randomly sampled data points. This figure illustrates an impor-
tant difference between this form of superresolution and spline interpola-
tion: while spline interpolation is generic (data agnostic) and minimizes a
form of curvature, the superresolution is based on the covariance and can
potentially emphasize curvature. In this case the chosen kernel forces wild
oscillation.
Figure 9.4 shows hole filling or “inpainting”, in which a contiguous
range of data are missing and filled in.
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Figure 9.5 shows inpainting of an approximately periodic signal ob-
tained from motion capture of a joint angle (x-rotation of left tibia) from a
walking motion. The data for this example was obtained from Subject #2
in [67].
9.3.5 Outlook
Radial basis functions, principal component analysis, and Gaussian pro-
cesses are widely used in computer graphics and computer vision. Par-
ticular applications include reconstruction of scanned data [51], motion
capture from single-cameras [206], character animation [216], and many
others. As each technique is founded on pairwise relationships expressed
through a two-argument kernel or covariance function, it is not surprising
that relationships between these techniques can be discovered. We illus-
trate the value of exploring these relationships through the derivation of a
data-driven superresolution procedure.
9.4 Exploring the relation between PCA and Lapla-
cian Splines
Principal component analysis (PCA) and Laplacian splines (LS) are pop-
ular approaches to modeling shapes in medical image analysis, computer
vision, computer graphics, and other fields. PCA and LS are frequently
employed as prior models to regularize inverse problems. In the context
of face fitting, for example, both PCA [208] and LS approaches [65] have
been employed. These distinct approaches have complementary advan-
tages and weaknesses. Here we show that PCA and LS can be represented
in (nearly) a common form, thereby revealing a relationship between these
models.
We denote by “Laplacian splines” the family of interpolation schemes
that minimize the integral of a squared derivative operator on the func-
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Figure 9.2: Left column: example signals synthesized with covariance
exp(−(15∆)2). Right column: corresponding superresolution signals. The
indicated points are interpolated exactly.
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Figure 9.3: Left column: signals synthesized with kernel
cos(18∆) exp(−∆2). Right column: corresponding superresolution
signals. The indicated points are interpolated exactly. This kernel
illustrates that the superresolution procedure is different from spline
interpolation. In this case it is adding detail in the form of oscillation.
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Figure 9.4: Inpainting of signals synthesized from the covariance
exp(−(15∆)2). The top plot in each subfigure is the original signal; the
bottom plot is signal with an omitted section estimated.
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Figure 9.5: Inpainting of a joint angle signal from motion capture of a
walking motion [67]. Each subplot shows one third of the signal omit-
ted and estimated. The covariance is estimated from the original signal
(Figure 9.6).
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Figure 9.6: Covariance function estimated from the data used in Figure 9.5.
tion, e.g. membrane (Laplace) interpolation, biharmonic interpolation and
thin-plate splines. These methods can interpolate arbitrary data, however
they do not embody any statistics of the particular data, preferring only
that the interpolation be as smooth (in the sense of minimising the inte-
grated squared derivative) as possible. These splines are commonly used
for shape registration in medical imaging and computer vision [77, 133,
36]. In computer graphics they have been used for surface deformation,
implicit surface modeling, and other purposes [39, 234].
PCA has the advantage that it captures the Gaussian statistics of a class
of shapes and thus has some “knowledge” of what is (and is not) a reason-
able shape from that class. On the other hand, PCA is usually employed as
a low rank model, and thus it cannot exactly represent all possible shapes.
This is appropriate in cases where there is measurement noise in the shape
data acquisition. However in some applications (for example in movie
visual effects and computer graphics) we assume that the data is high-
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quality and has little or no noise. A particular example is facial motion
capture for movie applications [189, 190]. The difference in facial posi-
tion between two mental states (perhaps “calm” and “contempt”) may be
quite small, 1 mm or less. Thus the facial motion capture process requires
that very accurate data be obtained. A PCA model obtained during an ini-
tial motion capture will not exactly span the data captured in subsequent
capture sessions, due to differing placement of motion capture markers
or other reasons, but accurate tracking of the face position is nevertheless
required.
The complementary strengths and limitations of the PCA and LS ap-
proaches are illustrated in Fig. 9.7 and summarized in this table:
low rank PCA Laplacian spline
“knowledge” of the data yes no
can fit data exactly no yes
9.4.1 PCA
A PCA model is of the form
f = Uc + m
where U is a matrix whose columns are the eigenvectors of the data co-
variance matrix, c are coefficients, and m is the mean shape (mean data
vector). In our discussion we take f as a discrete, uniformly sampled, and
one-dimensional signal for simplicity. PCA is usually applied to multidi-
mensional data by “vectorizing” the data into one-dimensional form by
scanning the multiple dimensions in some arbitrary but consistent order,
though intrinsically multidimensional variants of PCA have also been pro-
posed [75]. We also take the mean to be zero without loss of generality.
Most commonly, the PCA model discards all eigenvectors correspond-
ing to small eigenvalues, with the assumption that these variances are
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noise, or alternately that a simpler model that captures most but not all
of the variation is preferable.
A form that will expose the relationship to LS is
min
c
‖c‖2Λ + λTS(Uc− d)
i.e. minimize a norm on the coefficients subject to interpolating some (sparse)
data using the PCA model. Here d is a vector of data points, with zero (or
any other value) where no data is available, and S is selects only the rows
of Uc − d corresponding to the available data (i.e. Sr,c = 1 selects the cth
row, zeros elsewhere). λ is a Lagrange multiplier vector (distinguish from
Λ, the diagonal matrix of eigenvectors λk).
Because the expectation E[ccT ] = UTE[ffT ]U = UTCU = Λ with C
the covariance, the expectation squared of an individual coefficient is c2k ∼
λk. Thus the standard choice for the prior ‖‖Λ is
∑
c2k/λk. This prior is
commonly used in applications, e.g. [214, 11] and many others. We rewrite
the PCA fitting problem as
min
c
cTΛ−1c + λTS(Uc− d) (9.10)
9.4.2 Laplacian Splines
Laplacian splines minimize an energy
∫
Ω
‖Lf‖2 dx (where L is a derivative
operator such as the gradient or Laplacian) subject to interpolating speci-
fied constraints. Thin plate splines are related, minimizing an energy∫∫ (
f 2xx + 2f
2
xy + f
2
yy
)
dxdy
that includes additional cross terms.
The constraint of interpolating the available data can be expressed as
min
f
‖Lf‖2 + λTS(f − d) (9.11)
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Figure 9.7: Left: A reduced-rank PCA model does not exactly fit the data.
In this figure the model points are connected with lines for visualization.
Right: a spline (in this case a linear spline) fits the data exactly, but does
not exclude unreasonable data such as the displaced point in this figure.
where L is a discrete approximation to a derivative operator. Again we
choose a one-dimensional and uniformly sampled version of the problem
to simplify the discussion. In this case the Laplacian has the form
const ·

2−1 0 0. . .
−1 2−1 0. . .
0−1 2−1. . .
. . .
 (9.12)
9.4.3 Relating PCA and Laplacian Splines
The desired signal f can be represented with a PCA or other orthogonal
basis as f = Vc. Substituting this into (9.11) gives
min
c
cTVTL2Vc + λTS(Vc− d) (9.13)
If V are the eigenvectors of L, then VTL2V is diagonal and (9.10), (9.13)
are in the same form. This might initially suggest that L2 plays the role
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of the covariance matrix in PCA. This interpretation is not entirely satis-
factory in that, while the second difference (Laplacian) matrix is positive
semidefinite, it reflects a covariance that decays very quickly. However,
the eigenvalues of a matrix are also the eigenvalues of its inverse. This
suggest that L2 may play the role of the inverse covariance, i.e. the preci-
sion matrix.
Can L2 be interpreted as a (pseudo) inverse covariance? Several au-
thors have noted a relationship of this form [86, 199] but without elabora-
tion. To motivate this interpretation we note the following:
1. The matrix [Cr,c] = ρ|r−c| is known as the Kac-Murdock-Szego matrix,
and for ρ 6= 1 has the inverse [78]
1
1− ρ2

1 −ρ 0 0 . . .
−ρ 1 + ρ2 −ρ 0 . . .
0 −ρ 1 + ρ2 −ρ . . .
. . .

For ρ near 1 this is an approximate Laplacian. Cr,c = ρ|r−c| also ap-
pears in the literature on the Discrete Cosine Transform (DCT), as a
generic covariance matrix for images [198].
2. It is also known in the DCT literature that cosines are the eigenvec-
tors of both [Cr,c] = ρ|r−c| [198] and of the discrete Laplacian approx-
imation (9.12) [225].
9.4.4 Outlook
PCA and spline models have complementary advantages and drawbacks.
This observation raises the question of whether it is possible to create a
unified model that incorporates the relative advantages of each. Such a
unified model would be particularly suitable for computer vision track-
ing applications in which high accuracy is required. In these applications
an exact fit to the data is needed (thus necessitating use of a spline), but
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a reasonable shape prior is also beneficial, for example as a robust low-
dimensional parameterization of the search space.
We have shown that the data fitting problem for both PCA and LS
can be put in the form cTΛ−1c + λTS(Uc − d) with Λ,U obtained from
the eigen-decomposition of the covariance and Laplacian operator respec-
tively. The proposed common formulation of PCA and LS suggests a uni-
fied model that “inserts” a LS to account for dimensions discarded by the
reduced rank PCA, for example by orthogonalizing the LS eigenvectors
with respect to the retained PCA basis. The eigenvalues of the combined
basis then provide a prior ‖‖Λ =
∑
c2k/λk on the data. Our proposal re-
sembles Probabilistic PCA [233], which inserts an isotropic covariance in
the discarded dimensions. It differs in that the LS has a decaying rather
than constant spectrum, and prefers smooth deformation.
9.5 Chapter Summary
This chapter explored relationships between several techniques that have
become commonly used in computer graphics and vision research.
The relationship between RBF and GP regression has been mentioned
in passing in several publications, though it does not appear to have been
stated in detail, and not all authors are aware of it. For example, the most
recent edition of Press et al., Numerical Recipes [196] has adjacent sec-
tions on RBF and Gaussian processes, but does not mention a connection.
Wahba [241, p. 16 before section 1.5] states an equivalence between GP
and Laplacian splines, which implies the RBF equivalence by transitivity
(through the fact that the RBF kernel can be seen as the Green’s function
of the Laplacian spline). Mackay [152] p. 548 says briefly “Generalized ra-
dial basis functions ... are closely related to Gaussian processes”. Bishop
[31] mentions (p. 309) “Thus, if the kernel function ... depends only on the
distance ..., then we obtain an expansion in radial basis functions”. The
second edition of Marsland [155] (2015) added a discussion of Gaussian
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processes and has the clearest statement of this relationship. The presen-
tation in this chapter is based on the author’s 2014 conference presentation
[132] and slightly predates [155].
The problem of representing faces motivated our exploration of the re-
lationship between splines and PCA. Working in a one-dimensional and
regularly sampled setting for simplicity, we conclude that the Laplacian
matrix plays a role similar to the inverse of the covariance matrix. Future
research (probably by people more talented than this author) may iden-
tify a principled way to “insert” the spline in the space discarded by PCA,
thereby opening the door to a unified model providing the best of both
approaches. The PPCA technique provides a partial precedent for this di-
rection [233].
The most constructive exploration in this chapter considers the effect
of taking an eigen-expansion of the RBF kernel and regrouping. This leads
to an interesting procedure that can interpolate the results of a PCA repre-
sentation to arbitrary resolution and in a data-driven way.
The results were demonstrated with examples of data-driven interpo-
lation of motion capture. It is interesting to note that this result is some-
what parallel to the PCA-spline exploration: in both cases the space dis-
carded by PCA is filled with an alternate model.
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RBF GP
Synthesis expression
RBF regression is a weighted sum of
kernel, indexed by difference in loca-
tion:
GP regression a linear weighted sum of
the data values:
fˆ(x0) =
∑
wkR(‖x0 − xk‖)
fˆ(x0) = w
T r
with r = [R(0, 1), R(0, 2), · · · ]
fˆ(x0) =
∑
wkfk
fˆ(x0) = w
T f
Weight solve
E
[
(f0 −
∑
wkfk)fm
]
= 0

R1,1 R1,2 R1,3 · · ·
R2,1 R2,2 · · ·
R3,1 · · ·
...


w1
w2
w3
...
 =

f1
f2
f3
...


R1,1 R1,2 · · ·
R2,1 R2,2 · · ·
R3,1 · · ·
...


w1
w2
w3
...
 =

R01
R02
R03
...

Note the definition of covariance:
Ra,b = C(xa, xb) = E[f(xa), f(xb)]
i.e. covariance is indexed by location but
refers to the function.
Weights can be computed in advance:
w = R−1f
Weights change at every point:
w = R−1r with r = [R01, R02, ...]
Synthesis (with solved weights substituted):
fˆ0 = w
T r = fTR−1r fˆ0 = fTw = fTR−1r
Table 9.1: RBF-GP equivalence.
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Chapter 10
Conclusions
Graphics has always borrowed heavily from other fields. The early theory
of rendering adopted ideas from projective geometry and signal process-
ing. Quaternions and inverse kinematics came into graphics by way of
robotics. Contemporary graphics research applies ideas from increasingly
diverse fields.
In general terms, this thesis explores the application of statistical learn-
ing ideas to character animation. The outcome has included both new
algorithms, and new perspectives on existing methods. I feel the applica-
tion is obvious, and am certain that the ideas here could have been arrived
at sooner by an outsider who is not constrained by a graphics mindset.
Nevertheless, this work has had some impact in terms of both academic
citations and industry interest. As a single general conclusion, it is safe to
say that problems in character animation can sometimes be successfully
solved with tools from machine learning, and that such tools are probably
more suited to the problem than some other alternatives.
10.1 Achieved Objectives
A number of specific research objectives were stated in the introduction.
Here we restate these objectives and relate them to the achievements in the
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thesis:
1. To survey statistical learning concepts that are likely to be applicable
to the character animation problem. This is done in chapter 2.
2. To consider facial and body models from a high-dimensional view-
point. This is done in chapters 6 (for the face case) and 7 (for body
deformation).
3. To survey facial animation and body deformation from our example-
based perspective, and show the applicability of associated statistical
learning concepts. This is done in chapters 3 and 8.
4. To illustrate the potential of our new approach by developing several
new algorithms for animation. This is done in chapters 4 and 5.
5. Lastly, to solidify what we have learned by surveying the relation-
ships between several particular techniques. This is done in chap-
ter 9.
10.2 Limitations
From a traditional computer science perspective, the fact that our methods
require artistic input could be seen as a limitation. The artists no doubt see
things differently. Visual effects and games involve a lot of hand crafted
objects, and that is part of their appeal.
A fundamental problem (and one that the author did not appreciate
until recently) is the curse of dimensionality and its impact on interpola-
tion and regression. This subject is briefly surveyed in section A.7, and
particular instances of the issue are described in Section 3.6.5 and Chapter
6. As a consequence, we can expect example based methods to work in 10
dimensions, but attempting a 50-dimensional problem will require major
compromises.
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10.3 Future Work
I believe that we have only scratched the surface of what is possible by
applying machine learning to animation problems. For example, I fore-
see a “directable” data-driven character model, that one can command to
walk, run, look older, gain weight, and so on. Strong precedents for such
a model already exist, e.g. [147, 118, 12]. This model will appear first in
games, where characters must move autonomously.
Perhaps the next frontier will be algorithms for “acting” – enabling
characters that can simply be instructed to act drunk, move suspiciously,
or act like a cartoon character. There are already precedents in recent re-
search, e.g. [217, 255]. With the recent, dramatic success of deep learning,
it is almost possible to imagine a machine that watches every movie and
learns to synthesize arbitrary characters.
A core challenge will be to parameterize the resulting capabilities in a
human-understandable way. In any case, the general trend will be toward
higher-level parameterization and control. Rather than animating individ-
ual joint angles, artists will be able to specify what the movement should
look like in higher-level terms.
The existing craft of character animation will be increasingly trans-
formed if these developments come into being. On the other hand, oth-
ers will benefit, since the creation of an animated movie will no longer be
something that requires a large budget and team of people.
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Appendix A
Mathematical Concepts
This chapter gives a short tutorial overview of some concepts from ma-
chine learning that may be less familiar in graphics, also indicating places
where they appear in the thesis. The descriptions are in terms of math-
ematical language (in particular, linear algebra) that may be familiar to
experts in computer graphics.
A.1 Interpolation, Approximation, and Regres-
sion
Many problems can be formulated as interpolation, approximation, or re-
gression. Intuitively speaking, these appear to be variations of the same
underlying problem.
• Interpolation is a core technique in computer graphics. Spline in-
terpolation is particularly familiar, as it is frequently used for both
keyframe animation and for modeling 3D surfaces. In these applica-
tions the domain of interpolation is time and space respectively. In
contrast, this thesis will consider applications where the domain is
both more abstract and quite high-dimensional, such as the space of
facial expressions or of body poses.
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• Regression is less familiar in computer graphics. In contrast to in-
terpolation, regression often assumes that the data is corrupted by
noise, and regression methods may provide an estimation of vari-
ance as well as the predicted value.
Some interpolation algorithms such as the radial basis function (RBF)
approaches surveyed in chapter 8 have variants that do approximation, in
which the constructed curve or function trades exact interpolation for an
increase in smoothness. Approximation is justified when the data includes
noise, and somewhat blurs the distinction between regression and interpo-
lation.
Interpolation and regression are also closely related to machine learn-
ing [44]. For example, nearest-neighbor (1-NN) look-up, the simplest learn-
ing technique, can be viewed as piecewise constant interpolation. The RBF
approaches in chapter 8 were first popularized in the machine learning
community [44, 32]. Classification can sometimes be formulated as inter-
polation of labels, by relaxing the requirement that the labels are binary or
discrete [263].
In computer graphics, interpolation also increasingly refers to defor-
mation approaches that approximately locally preserve properties (such
as rigidity) of the transformation that maps an undeformed surface or vol-
ume to its deformed state [2, 223]. The actual interpolation at an arbitrary
point is then accomplished by the polygons or simplices defined by these
vertices.
A.2 Parametric versus Non-Parametric
In statistical terminology a parametric model is one that can be expressed
in closed form with a fixed and typically small number of parameters.
The Gaussian density, with its mean and variance parameters, is the pro-
totypical example. A non-parametric model is one in which the number of
“parameters” potentially grows with the available data. A kernel density
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estimate [242] is a standard example. In the statistical literature splines are
also considered as nonparametric.
Adopting this terminology, many early and classic graphics algorithms
can justifiably be termed parametric. As mentioned earlier, Parke’s pio-
neering early work on facial animation involved designing a face model
with a small number of algorithmically interpreted parameters such as
ones that caused a smile or frown to occur. In fact he called his model
“parametric” [179]. As another example, the parameters in the linear blend
skinning algorithm are the joint transforms and skinning weights.
RBF regression (used in chapters 7-9) is a nonparametric approach,
since providing an estimate at a particular point involves all the data. The
linear blendshape approaches covered in chapter 3 might not be consid-
ered nonparametric, since the examples are used as a basis. Nevertheless,
both blendshapes and our use of RBF involve interpolating examples cre-
ated by the artist, and in both cases the artist can add additional examples
to improve the quality of movement. The “example-based” label is appro-
priate.
A.3 Smoothness, Prior, and Model Complexity
The related concepts of smoothness, prior, and model complexity have
arisen (sometimes independently) in several fields. Given finite data, pos-
sibly corrupted with noise, it is usually necessary to assume something
about the “true” signal.
In many fields a generic assumption that “signals are smooth” is made.
Smoothing splines in statistics reflect this assumption. The smoothness
assumption is well suited to animation, where motion tends to be smooth
because of physics and because animals have evolved or learned to move
in an energy-efficient way [224, 123, Chapter 4: Movement Economy].
A prior is an assumption of the distribution of the data. This is a stronger
and more sophisticated assumption. We discuss and use a Gaussian prior
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in chapters 6, 4, and 5.
These assumptions are related to model complexity and the bias/vari-
ance trade-off. The textbook example of the latter is the problem of fit-
ting a polynomial to data. A high-order polynomial has low bias but high
variance. It can fit the data exactly. however, if the data is corrupted by
noise, the high-order polynomial will fit the noise, and will vary as the
noise changes. Conversely, a line fit has high bias but low variance. In this
case a preference for similar models has a similar effect to the smoothness
assumption. Model complexity also interacts with dimensionality: for a
fixed level of smoothness, a model’s complexity must grow exponentially
with dimensionality [59].
In several regression and fitting methods, regularization provides a
method to control the bias-variance trade-off. Here is an example for the
simple case of the least squares fit minw ‖y−Bw‖2 where y is some data to
be approximated, B is a basis, and w are weights. Solving for the weights,
w = (BTB)−1BTy
and substituting into the prediction equation yˆ = Bw, gives
yˆ = Bw = B(BTB)−1BTy
Looking at the dimensions of y ≈ Bw, assume y is of length n, w is of
size m < n, and B is of size n×m. In this case y has n degrees of freedom.
However, the matrix H = B(BTB)−1BT is of size n × n, but is of rank
m. Thus, since yˆ = Hy, yˆ can only have m degrees of freedom, while the
error y − yˆ has n−m degrees of freedom.
The trace of H is m, the number of degrees of freedom:
tr B(BTB)−1BT
= tr BTB(BTB)−1
= tr Im = m
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Now consider the fit with weight-decay regularization:
min
w
‖y −Bw‖2 + λwTw
Solving for the weights and substituting,
yˆ = B(BTB + λI)−1BTy
A very large λ causes BTB + λI ≈ λI. The inverse of this is λ−1I,
which gives a small trace. Thus λ affects the trace, and thereby adjusts the
effective degrees of freedom or complexity of the model [100].
Perhaps the deepest viewpoint on these issues is provided by algorith-
mic (Kolmogorov) complexity [143]. Suppose you flip a coin about one
million times, and then discover that the resulting sequence is exactly the
binary encoding of one of the works of Shakespeare. You would think
that something is very fishy! However, this particular sequence of bits is
no more or less likely than any other. From a probability viewpoint, there
is no reason to think the particular outcome is suspicious.
The resolution of this paradox is the notion of Kolmogorov universal
probability. The universal probability of a bitstring x is
PU(x) =
∑
p:U(p)=x
2−|p|
where U(p) denotes the result of running the program p. In other words, it
is the probability that a randomly generated program will generate the
string x. This is a formalization of Occam’s razor, the belief that one
should explain phenomena with simple rather than complex causes (or
programs). The probability of generating Shakespeare with a short pro-
gram (or simple cause) is vastly higher than the probability of doing so by
chance.
We apply simple weight-decay regularization in chapter 8. Section 5.5
applies a regularization that penalizes shapes that are not present in the
training data. Section 8.2.3 explores whether a function regularization pro-
cedure can help detect outliers in artist-provided training data. The kernel
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in RBF interpolation serves as a form of smoothness assumption or prior.
In chapter 9 we show that the kernel serves the same role as the covariance
in Gaussian process when estimating the process mean.
.
A.4 Radial basis functions
Radial basis functions (RBF) are most often understood to refer to the ra-
dial kernel used in support vector machines and other kernel methods. In
this thesis the term refers to an interpolation, approximation, or regres-
sion method in which the predicted quantity is a weighted sum of radial
kernels situated at each data point:
f(p) =
∑
wkR(‖p− pk‖)
This RBF regression became briefly popular in the machine learning com-
munity in the early 1990s [32]. It was seen as a learning approach with
predictable architecture and learning times, since it requires only solving
a linear system in the number of training examples. RBF regression is also
attractive in that the same algorithm can be trivially adapted to data of
any dimensionality. It also allows interpolation of scattered data [137, 9],
whereas the interpolation algorithms appearing in graphics textbooks re-
quire that data be situated on a regular grid in parameter space.
The character of the interpolation can be controlled to some extent
through the choice of the RBF kernel R. Some choices of kernels have
interpretation as the inverse (Green’s function) of a derivative operator,
as discussed in chapter 8. In these cases the result of RBF interpolation is
equivalent to a particular type of spline.
RBF is the foundation for the example-based skinning method consid-
ered in chapter 7. In chapter 9 we show that RBF regression and discrete
Gaussian processes are computationally related.
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A.5 Laplacian splines
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Figure A.1: Laplace interpolation in one dimension is piecewise linear in-
terpolation. Note that this figure was obtained by solving the appropriate
linear system (rather than by simply plotting the expected result).
The previous subsection on radial basis methods mentioned choices
of kernels for using RBFs to produce thin-plate interpolation. There is
an equivalent formulation that does not use RBFs. This formulation mini-
mizes a roughness, expressed as squared derivatives, subject to constraints
(boundary conditions). In practice, this results in a single linear system
solve for the unknowns via discretization of the Laplacian operator on a
mesh. In this mesh-based approach the problem domain is often on a regu-
lar grid, so initially this may not seem like scattered interpolation. How-
ever, the unknowns can be scattered at arbitrary sites in this grid, so it is
effectively a form of scattered interpolation in which the locations are sim-
ply quantized to a fine grid. In addition, forms of the Laplacian (Laplace
Beltrami) operator have been devised for irregular meshes [97], allowing
scattered interpolation on irregular geometry.
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The Laplace equation is obtained by minimizing the integral of the
squared first derivative over the domain, with the solution (via the cal-
culus of variations ) that the second derivative is zero:
min
f
∫
‖∇f‖2dΩ ⇒ ∇2f = 0
Similarly, the biharmonic equation is obtained by minimizing the integral
of the squared second derivative over the domain, with the solution that
the fourth derivative is zero:
min
f
∫ (∣∣∣∣∂2f∂x2
∣∣∣∣2 + 2 ∣∣∣∣ ∂2f∂x ∂y
∣∣∣∣2 + ∣∣∣∣∂2f∂y2
∣∣∣∣2
)
dx dy ⇒ ∆2f = 0
The Laplace equation can be solved with a constrained linear system.
Some intuition can be gained by considering the Laplace equation in one
dimension with regularly spaced samples. A finite-difference approxima-
tion for the second derivative is:
d2f
dx2
≈ 1
h2
(1 · f(x+ 1)− 2 · f(x) + 1 · f(x− 1))
The weight stencil (1,−2, 1) is important. If f(x) is digitized into a vector
f = [f [1], f [2], · · · , f [m]] then the second derivative can be approximated
with a matrix expression
Lf ∝

−1 1
1 −2 1
1 −2 1
1 −2 1 · · ·
. . .


f [1]
f [2]
f [3]
...

In two dimensions the corresponding finite difference is the familiar
Laplacian stencil  11 −4 1
1
 (A.1)
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These weights are applied to the pixel sample f(x, y) and its four neigh-
bors f(x, y−1), f(x−1, y), f(x+1, y), f(x, y+1). A two-dimensional array
of pixels is in fact regarded as being “vectorized” into a single column
vector f(x, y) ≡ fk with k = y × xres + x.
Regardless of dimension the result is a linear system of the form Lf = 0,
with some additional constraints that specify the value of f(xk) at specific
positions. When the constraints are applied this becomes an Lx = b sys-
tem rather than a Lx = 0 nullspace problem.
A Poisson problem is similar, differing only in that the right hand side
of the equation is non-zero. The problem arises by requiring that the gra-
dients of the solution are similar to those of a guide function, where simi-
lar is defined as mininimizing the sum (or integrated) squared error. The
Laplace equation is just a special case in which the “guide function” is 0,
meaning that the desired gradients should be as small as possible, result-
ing in a function that is smooth in this sense. In fact, functions derived in
this way are sometimes called (Laplacian) splines [57].
In matrix terms, the corresponding thin-plate problem is of the form
L2f = b
where (again) some entries of f are known (i.e. constrained) and are pulled
to the right hand side.
In both cases the linear system can be huge, with a matrix size equal to
the number of vertices (in the case of manipulating a 3D model) or pix-
els (in a tone mapping or image inpainting application). On the other
hand, the matrix is sparse, so a sparse solver can (and must) be used.
The Laplace/Poisson equations are also suitable for solution via multigrid
techniques, which have time linear in the number of variables.
Laplacian or Poisson interpolation on regular grids was introduced for
image editing in [129, 185], and is now available in commercial tools. [28]
used Laplacian and biharmonic interpolation on a mesh to drive a face
mask with moving motion capture markers.
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A Poisson problem forms the basis for the spacetime editing approach
introduced in chapter 5. RBF kernels can sometimes be considered as a
dual approach to Laplacian splines, as described in chapter 8. Splines and
principal component analysis have complementary advantages and dis-
advantages. Chapter 9 describes this and identifies a relation between the
two techniques.
A.6 Manifold Learning and PCA
From a computer graphics perspective, a manifold can be considered as the
generalization of a surface. In the case of a closed two-dimensional surface
in a 3D scene, each point on the surface has a small neighborhood that re-
sembles a small portion of the 2D plane. Similarly an n-dimensional man-
ifold is an object where each point has a neighborhood that resembles an
n-dimensional Euclidean space. The 2D surface exists in a 3D scene, while
the n-dimensional manifold may exist in an “ambient” space of higher
than n dimensions.
In machine learning the manifold assumption asserts that, in many data
sets, the data is situated on a “manifold” of lower dimensionality than
the (ambient) dimensionality of the data. Manifold learning is the classic
machine learning problem of identifying a set of n “latent” variables that
parameterize the manifold, starting with only the data. A typical demon-
stration example involves a set of images of a person’s head as they look
left to right and up/down. Here the ambient space is the dimensionality
of the images (such as 100 × 100 = 10000), and the latent space is two di-
mensions (left-right and up-down). In this case the relationship between
the head rotation angles and the image pixels is not linear, and nonlinear
manifold learning is required [230, 202].
Principal component analysis (PCA) can be considered as form of man-
ifold learning in which there is a linear relation between the observed data
and its lower-dimensional representation. PCA provides a set of orthogo-
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Figure A.2: Motivating illustration for PCA: given a collection of 2D data
points that are mostly along a line, PCA finds new axes U and V . The axis
U is the vector that captures the most variance in the data. The data can
be summarized or compressed by retaining only the single number that
describes the position of each point along U , rather than the two numbers
that represent the position of each point in X and Y .
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nal axes that describe the data, together with the corresponding variance
of the data in the direction of each axis. Figure A.2 shows a standard mo-
tivating illustration for PCA. The data in this figure is situated “mostly
along a line”. The variance along this line (U ) is high, whereas the vari-
ance along a second axis (V ) perpendicular to this line is low. The vari-
ation in this second direction can often be ignored. The data can then be
compressed by retaining only the single coefficient of each data point with
respect to this primary (principal) axis, resulting in a two-to-one data com-
pression.
PCA is widely used. It is also a primary metaphor for thinking about
various problems, even when it is not literally employed. In this thesis
chapters 3, 4 and 9 make use of PCA.
The “axes” in PCA are the eigenvectors of the covariance matrix of the
data. The principal axis identified in PCA is the leading eigenvector of the
covariance matrix, i.e. the eigenvector corresponding to the largest eigen-
value. This result is obtained from the goal of finding the axis that captures
the direction of most variance in the data. To express this mathematically,
recall that variance is the expectation of the squared deviation from the
mean, E [(x− µ)2]. PCA seeks an axis u such that the variance of the pro-
jected data is largest. The projection of a data point x on a unit-length
vector u is (uTx)u, and the position of the data point along the vector is
just uTx. Combining these, the variance of the projected data is
E
[
(uT (x− µ))2]
We want to find the vector u that maximizes this,
max
u
E
[
(uT (x− µ))2]
= max
u
uTE[(x− µ)(x− µ)T ]u
= max
u
uTCu
A.6. MANIFOLD LEARNING AND PCA 255
where C is the covariance of the data, estimated as
C ≈ 1
N
∑
k
(xk − µ)(xk − µ)T
The expression uTCu can be made as large as desired by making u big-
ger, which tells us nothing. Instead, the expression should be maximized
subject to u being fixed length, such as ‖u‖ = 1. In this case, it is intuitive
that u is an eigenvector of C, since the inner product of Cu with u will be
largest when Cu is parallel to u (for example if Cu is perpendicular to u,
the inner product will be zero).
Because u is an eigenvector of C, Cu = λu, so
uTCu = λuTu = λ
because uTu = 1. Recall that the variance of the data along the axis u is
E
[
(uT (x− µ))2] = uTCu. Thus λ is the variance of the data when pro-
jected along direction u.
In addition to the mathematical derivation of PCA, there is an intuition
that I find helpful. Write the empirical covariance estimate 1
N
∑
k(xk −
µ)(xk − µ)T as 1NDDT where D is a matrix whose columns contain the
(vectorized) data points. PCA maximizes the expression
uTDDTu
subject to the length constraint on u. Looking at this, a vector u will max-
imize this expression if its inner product with each row of DT is high.
Thus, the first PCA vector is the one which is “most similar to all the data
points”, in the sense of having the highest inner product.
The remaining axes in PCA are found by the same objective of find-
ing directions that describe maximum variance in the data, but with the
constraint that these directions are orthogonal to all previously found di-
rections. The corresponding eigenvalues are variances of the data along
these directions. PCA can also be derived by finding a set of axes that suc-
cessively minimize the squared error between the original data and the
data projected on those axes.
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In many graphics and some vision problems the dimensionality of each
data “point” is higher than the number of data points, as might be the case
with a collection of 100 blendshape models, each with thousands of ver-
tices, or a collection of 200 face images, each having thousands of pixels.
In these cases there is a useful trick that makes the computation (cubically)
proportional to the number of data items rather than their dimension.
Suppose we have 200 face images, each of resolution 1000 × 1000. Find-
ing the “eigenfaces” would require getting the eigenvectors of a million2
matrix, which impractical.
This trick instead allows working with a small 200× 200 matrix. Stack
the data as columns of a million×200 matrix D. First find eigenvectors of
DTD:
DTDu = λu
Premultiply by D and regroup:
(DDT )(Du) = λ(Du)
In other words, if u is an eigenvector of DTD, then Du is an eigenvector
of DDT .
A.7 The curse of dimensionality
The curse of dimensionality [210][22, p.95] is a collection of phenomena
that, taken together, indicate that our geometric intuitions derived from
three-dimensional space can be wrong when applied in high-dimensional
spaces. In this thesis we will see that character animation can benefit from
being formulated as a high-dimensional problem, so the curse of dimen-
sionality is relevant. Specifically, body animation can be viewed as exist-
ing in a space whose dimensionality is the number of joint angles or other
parameters describing the body pose (chapter 7), while facial animation
can be viewed as a point moving in a space of perhaps 100 dimensions
(chapter 3).
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Figure A.3: Histogram of the distances of 1000 100-dimensional pseudo-
random variables from the first-generated variable. The pseudorandom
variables are uniformly distributed in 0..1 in each dimension. In high di-
mensions “everything is far away.”
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Figure A.4: High-dimensional effect on pairwise distances. Left, kernel
density plot of the pairwise Euclidean distances between 30 N(0, 1) points
in 25 dimensions. Middle, histogram of a scaled exponential RBF kernel
applied to these distances, exp(−‖pi−pj‖/10000). Right, a scaled Gaussian
RBF kernel applied to these distances, exp(−‖pi − pj‖2/10000). In high
dimensions, feature maps and kernels discriminate poorly.
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Figure A.5: Points in high dimensions are situated near a randomly ro-
tated lattice. This figure plots 100 triples of randomly chosen points in a
1000 dimensional space. The plane defined by each triple is transformed
to align with the 2D plot with the following procedure: 1) the triple is
moved so that the first point is at the origin, 2) the direction from the first
point to the second is aligned to the x = (1, 0, 0, 0, 0, · · · ) direction using a
Householder transformation, 3) lastly, the vector from the first point to the
third point is rotated about the x direction to like in the x, y plane.
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The “Curse of dimensionality” takes several forms, including [100, 59]:
1. In d dimensions interpolation and learning methods may need nd
times the amount of data.
2. As the number of dimensions increase, every point is approximately
equally far away (Figure A.3).
3. In high dimensions, directions to data points are nearly orthogonal
(Figure 6.3).
Phenomenon #1 can be seen intuitively by extrapolating from a set of
points on the unit interval in 1D and in the unit square in 2D. Let the
points be uniformly distributed on the [0, 1] interval in 1D. Picking any
sub-interval of length 1/2, we expect that roughly half of the points will
be contained in this interval. Now consider the similar situation on a unit
square. The proportion of points contained in a sub-interval of size 1/2 ×
1/2 will be approximately 1/4 of the total. Similarly, in n dimensions a box
of side 1/2 will cover 1/2n of the points.
This has impact on kernel density computations: in high dimensions,
the width of the kernel necessary to cover a specified fraction of points
grows to an unusable fraction of the total interval.
This also has an effect on K-nearest-neighbor computations [26, 1]. The
percentage of points covered by a kernel of a particular radius is related
to the expected distance to the your neighbors. In high dimensions, this
expected distance continues to increase even if the total radius is confined
to a n-cube or ball. Thus the distance between nearest and furthest points,
divided by the total distance (to the furthest point) goes to zero. Spatial
data structures that put points or distances into bins become increasingly
ineffective as the dimension increases.
Another effect is that the distribution of distances between randomly
chosen points becomes concentrated in high dimensions. This can be seen
as an effect of the the law of large numbers: the distance between two
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points is the square-root of the the sum of squares of the marginal dis-
tances. This is the sum of a number of independent random variables,
which is concentrated about their expected value. The concentration of
distances may affect the kernel-based computations used in the second
half of this thesis. Common kernel choices may further compress and ho-
mogenize the distribution of distances (Figure A.4).
Perhaps the most remarkable demonstration that our intuitions do not
generalize to high dimensions is this: by combining the statements that
high-dimensional points are approximately at fixed distances and fixed
relative directions, it would seem that these points must lie near a lattice!
In fact this is true up to a random rigid transform (Figure A.5).
Another effect of the curse of dimensionality on nonparametric regres-
sion can be understood in terms of the bias/variance trade-off. A strategy
for reducing bias is to consider local models. However the curse of dimen-
sionality forces all models towards having either global support, or high
variance.
The curse of dimensionality arises in chapter 6 when considering the
probability of a facial model, and chapter 7 when we consider the high-
dimensional “pose space” describing the deformation of a human hand.
In regression the curse of dimensionality has led to the use of additive
models that have the structure
f(x1, · · · , xn) ≈ f1(x1) + · · ·+ fn(xn)
i.e. a sum of “marginal” regressors on each independent variable that ig-
nores cross variable interactions [100]. More generally, as an intuitive
statement, there are exponentially (in the dimension) more ways that a
function can “wiggle” in high dimensions, and strong limitations on the
admissible class of functions are needed if exponential quantities of data
are to be avoided.
A promising recent direction for improving high-dimensional regres-
sion starts with the manifold assumption (section A.6), i.e. the observation
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that even if the data is high dimensional, it often is situated on a lower-
dimensional manifold [243]). If that manifold can be identified (or pos-
sibly, even if not [30]) the regression can have the intrinsic manifold di-
mensionality rather than the larger ambient dimensionality. In chapter 7
we argue that the success of the weighted PSD algorithm introduced by
Kurihara and Miyata [120] can be understood in these terms.
A.8 Reproducing Kernel Hilbert Space
The Reproducing Kernel Hilbert Space (RKHS) idea is an appropriate frame-
work for discussing regression, and is briefly used in several chapters. The
RKHS definition requires a number of concepts from functional analysis
that are not familiar in graphics. Furthermore, some of this machinery is
either not relevant or trivial in a finite computational setting. Neverthe-
less, some useful aspects of the RKHS idea do apply equally when dealing
with discrete, finite data.
Useful aspects of RKHSs are intuitively summarized here:
• A RKHS is a space of well behaved or ”smooth” functions that (in-
formally) are generated with a “convolution” of a kernel function k
with scattered data,
f(x) =
n∑
1
αik(x, xi) (A.2)
The smoothness is intuitively evident from the “convolution” in equa-
tion (A.2), but can also be understood by a required decay of the
spectrum of the kernel, see the discussion of Equation (A.5) below.
• A RKHS provides an alternate formulation of sampling from a func-
tion, in which the value of the function is evaluated as a type of inner
product with the same kernel that generates the space,
〈f(x), k(x, y)〉k = f(y) (A.3)
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Informally, we would like that sampling of function at a location x
should provide information about the function in the neighborhood
of x. This is not true in the “sifting” formulation of sampling [42]
that is familiar in signal processing however. Furthermore, sifting
involves the Dirac delta function, which is itself an unusual object
that lies outside the space of functions that it is used to sample!
• Putting the previous two properties together,
〈k(x, y), k(x, z)〉k = k(y, z) (A.4)
i.e. the kernel “reproduces”.
• The inner product in Equation (A.3) is specific to the RKHS rather
than being the usual inner product. It has the form
〈f , g〉k =
∑∑
αiβjk(xi, xj)
Since a norm must be non-negative, it can be seen that the kernel
function must be at least positive semidefinite. A second expression
for the inner product is〈 ∞∑
i
ciui(x),
∞∑
i
diui(x)
〉
k
=
∑ cidi
λi
(A.5)
where ci, di are coefficients of the expansion of each function in terms
of the eigenvectors ui of the kernel, i.e. f(x) =
∑∞
1 ciui(x). Since this
corresponds to a squared norm,
‖f‖2k =
∞∑
i
c2i
λi
we can see that the coefficients must go to zero sufficiently quickly
in order that the norm be finite.
• The representer theorem says that when a problem of fitting a function
to data is formulated in an RKHS, in many cases the solution can
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be represented as weighted sum of the kernel centered at each data
point, i.e. Equation (A.2). More specifically, for a fitting problem
min
f
c(xi, yi, f(xi)) + λR(‖f‖k) (A.6)
where c() is an arbitrary function measuring the fit of the function
f(xi) to the data yi and R is an arbitrary monotonic function of the
RKHS norm of the function f , the solution can always be written in
the form (A.2) [209].
• RKHSs are connected to the kernel trick in machine learning, in which
a linear algorithm can be converted into an algorithm with nonlinear
power by nonlinearly mapping the data into a feature space before
applying the linear algorithm (sometimes in a dual form). The ker-
nel can also be viewed as mapping a point x to a function, and the
kernel specifies the similarity between functions since it specifies an
inner product.
RKHS formulations are used in chapters 4 and 9 of this thesis, and in
the author’s publications [132, 214, 11].
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Appendix B
Example derivation of a RBF
kernel
Computer graphics and vision literature present RBF kernels without deriva-
tion, and the author had wondered where expressions such as r2 log r “come
from”.
There are several answers to this. Many radial functions can be used
as RBF kernels to exactly interpolate data (conditions are given in [85]),
however this gives no guidance on choosing a particular kernel. In fact
some commonly used RBF kernels are the Green’s functions of differen-
tial operators that are used in formulating spline-like interpolation. This
interpretation is used in a number of places in this thesis.
In this appendix we derive a RBF kernel for a one-dimensional problem
using variational calculus. The goal is to provide an example of what is
involved.
The general strategy is to use calculus of variations to setup a mini-
mum for the energy, then use integration by parts to remove the deriva-
tives from the variation test function h(x), express as
∫
h(x)(· · · )dx and
note that the · · · part must be zero. This converts the energy integral into
a differential equation. Then we use a Green’s function method: take the
Fourier transform, solve for the function using simple algebra, take the
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inverse Fourier transform.
The following “energy” defines a thin plate with “tension”:
F (f) =
∑
(f(xi)− yi)2 + α
∫
‖∇f‖2dx + γ
∫
‖∇2f‖2dx
The summation covers the available data points, and the integration is
over the domain of the spline.
An analogous one-dimensional problem is
F (f) =
∑
(f(xi)− yi)2 + α
∫
‖ df
dx
‖2dx + γ
∫
‖d
2f
dx2
‖2dx
Renotate this as
F (f) =
∑
(f(xi)− yi)2 + α
∫
‖fx‖2dx + γ
∫
‖fxx‖2dx
The minimum of F (f) can be found with variational calculus. In this
approach, each occurrence of fx in F (f) is replaced with the variation fx +
hx. At a minimum, the variation
F (f + h)− F (f)

will be zero. To reduce notation we will temporarily call f(xi), h(xi), yi as
f, h, y.
For the terms in the data-fit sum
∑
(f(xi)− yi)2,
(f + h− y)2
= f 2 + e2h2 + y2 + 2fh− 2fy − 2hy
= f 2 − 2fy + y2 + 2fh− 2hy + 2h2
= (f − y)2 + 2h(f − y) + 2h2
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The first derivative term α
∫ ‖fx‖2 expands to
α
∫
‖(f + h)x‖2dx
= α
∫
(f + h)x (f + h)xdx
= α
∫
(fx + hx) (fx + hx) dx
= α
∫
‖fx‖2 + 2fxhx + 2‖hx‖2dx
The second derivative term γ
∫ ‖fxx‖2dx similarly expands to
γ
∫
‖(f + h)xx‖2dx
= γ
∫
(f + h)xx (f + h)xxdx
= γ
∫
(fxx + hxx) (fxx + hxx) dx
= γ
∫
‖fxx‖2 + 2fxxhxx + 2‖hxx‖2dx
Now take the limit of
F (f + h)− F (f)

as → 0. In dividing by , the single  factors drop, whereas the 2 factors
become . Then taking  → 0 the  becomes zero, effectively removing
the 2 terms. In the following we will simply remove these terms as they
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appear.
F (f + h)− F (f) \ {2 terms} =∑
(f(xi)− yi)2 + 2h(xi)(f(xi)− yi)
+ α
∫
‖fx‖2 + 2fxhx dx
+ γ
∫
‖fxx‖2 + 2fxxhxx dx
−
∑
(f(xi)− yi)2 − α
∫
‖fx‖2dx − γ
∫
‖fxx‖2dx
= 2
∑
h(xi)(f(xi)− yi) + 2α
∫
fxhxdx + 2γ
∫
fxxhxxdx
Pull the sum under an integral by expressing it with a Dirac:
= 2
∫

∑
h(x)(f(xi)−yi)δ(x−xi)dx + 2α
∫
fxhxdx + 2γ
∫
fxxhxxdx
Now do two integration by parts (IBP) on the second derivative term,
thereby removing the derivative from h and increasing it on f . Likewise
do one IBP on the first derivative term. Recall the integration by parts
pattern: ∫
ABxdx = AB|eb −
∫
BAxdx
where Ax is the derivative of some function A(x), and b, e denote the be-
ginning and end of the domain of integration.
The result of applying IBP to the first derivative term is:
2α
∫
fxhxdx = −2α
∫
h(x)fxx(x)dx
The AB term in the IBP is zero because the test function h(x) is zero at the
boundaries.
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Second derivative IBP
2
∫
fxxhxxdx
first application of IBP: = −2γ
∫
fxxxhxdx
second application of IBP: = 2γ
∫
fxxxxhdx
Substituting these IBP expressions, the new F (f + h)− F (f) is
2
∫ ∑
h(x)(f(xi)−yi)δ(x−xi)dx − 2α
∫
h(x)fxx(x)dx + 2γ
∫
fxxxxhdx
= 2
∫
h(x)
(∑
(f(xi)− yi)δ(x− xi)dx − αfxx(x) + γfxxxx
)
dx
and finally taking F (f+h)−F (f)

eliminates the . This expression is zero
at the minimum because it is the variation. Then, because h(x) can be
arbitrary, we know that the quantity in parenthesis is zero everywhere:
γfxxxx(x) − αfxx(x) +
∑
(f(xi)− yi)δ(x− xi) = 0 (B.1)
(Note that the minus sign came from the IBP).
This differential equation can be solved with the Green’s function ap-
proach. For a Green’s function setup,
γgxxxx(x)− αgxx(x) = δ(x) (B.2)
and the function is expressed as a weighted convolution of the Green’s
function with the data:
f(x) =
∑
k
wkg(x− xk) (B.3)
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Substitute this definition into Equation (B.1) (repeated here):
γfxxxx(x)− αfxx(x) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
=γ
d4
dx4
(
∑
k
wkg(x− xk))− α d
2
dx2
(
∑
k
wkg(x− xk)) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
=γ
∑
wk
d4
dx4
g(x− xk)− α
∑
wk
d2
dx2
g(x− xk) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
(Changing notation)
=γ
∑
wkgxxxx(x− xk)− α
∑
wkgxx(x− xk) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
=
∑
wkγgxxxx(x− xk)−
∑
wkαgxx(x− xk) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
=
∑
wk (γgxxxx(x− xk)− αgxx(x− xk)) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
=
∑
wkδ(x− xk) +
∑
i
(f(xi)− yi)δ(x− xi) = 0
Where the last step comes from applying Equation (B.2).
Now substitute the expression Equation (B.3) for f(x) in terms of the
Green’s function on the right hand side, giving∑
wiδ(x− xi) +
∑
i
((
∑
k
wkg(xi − xk))− yi)δ(x− xi) = 0
Note the switch from k to i in the leftmost term. This is ok – the xk on the
left indexes the same data points as xi on the right.
The δ(x− xi) are independent, that is,∑
akδ(x− xk) = 0 ⇒ ak = 0
so this means
wi + ((
∑
k
wkg(xi − xk))− yi) = 0 ∀i
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or ∑
k
wkg(xi − xk) + wi − yi = 0 ∀i
which resembles is a linear system for the approximation problem... but
the function g is still unknown! What happened to α, γ? They are “baked”
into the Greens function.
To solve for the Greens function g: Go back to the Greens function
relation (B.2) and take the Fourier transform,
γj4ω4G(ω)− αj2ω2G(ω) = 1
G(ω) =
1
γj4ω4 − αj2ω2
Since j2 = −1 and j4 = 1,
G(ω) =
1
γω4 + αω2
To simplify, we will take γ = 1. Then this is equal to
1
ω2
1
α + ω2
The 1
α+ω2
is the transform of the Laplace kernel, so the desired kernel is
(any) second antiderivative of the Laplace kernel.
Note that since the original roughness penalty does not “see” con-
stants, a polynomial correction of order 0 (i.e. a constant) is necessary.
