Abstract: This paper deals with higher-order optimality conditions of set-valued optimization problems. By virtue of the higher-order derivatives introduced in Ref. 1, higher-order necessary and sufficient optimality conditions are obtained for a set-valued optimization problem whose constraint condition is determined by a fixed set. Higherorder Fritz John type necessary and sufficient optimality conditions are also obtained for a set-valued optimization problem whose constraint condition is determined by a set-valued map.
Introduction
The study of vector optimization problems is very important since many optimization problems encountered in economics, engineering and other fields involve vector-valued maps (or set-valued maps) as constraints and objectives (see Refs in general, are not cones and convex sets, there are some difficulties in studying higherorder optimality conditions for general set-valued optimization problems by virtue of the higher-order derivatives introduced by the higher-order tangent sets. Until now, there are no study yet for higher-order optimality conditions for set-valued optimization problems in terms of the higher-order derivatives. Motivated by the work reported in Refs. 1, 12 and 17, we investigate higher-order optimality conditions for general set-valued optimization problems. We discuss some properties of higher-order derivatives for S-concave set-valued maps. Then, we obtain the higher-order Fritz John type necessary and sufficient optimality conditions of set-valued optimization problems whose objective map and constraint map are S-concave.
The rest of the paper is organized as follows. In Section 2, we introduce two kinds of set-valued optimization models. In Section 3, we recall the m th -order contingent set and the m th -order adjacent set. Then, we discuss their properties and equivalent relations.
In Section 4, we recall the m th -order contingent derivative and the m th -order adjacent derivative of a set-valued map introduced in Ref. 1 . Then, we discuss their properties when the set-valued map is S-concave. In Section 5, we investigate a m th -order necessary and sufficient optimality condition for a set-valued optimization problem whose constraint condition is determined by a fixed set. In Section 6, we obtain a m th -order Fritz John type necessary and sufficient optimality conditions of a set-valued optimization problem whose constraint condition is determined by a set-valued map.
Set-Valued Optimization Problems and Preliminaries
Throughout this paper, let X, Y and Z be three real normed spaces, let S ⊆ Y and D ⊆ Z be pointed and convex cones with intS = ∅ and intD = ∅, and let A and E be subsets in
be a set-valued map. F (·) is said to be S-concave on X if, for any x 1 , x 2 ∈ X and λ ∈ (0, 1),
be a set-valued map. F (·) is said to be locally Lipschitz at x 0 ∈ X, if there exist M > 0 and a neighborhood W of x 0 such that
where B denotes the unit ball of the origin in Y. Now we introduce the (weak) maximal points of a set in real normed space Y and two set-valued optimization problems to be studied in this paper. By max S B we denote the set of all maximal points of B.
(ii) y 0 ∈ B is said to be a weak maximal point of B if
By max intS B we denote the set of all weak maximal points of B.
In this paper, consider the following optimization problem:
i.e., to find all x 0 ∈ A for which there exists a y 0 ∈ F (x 0 ) such that y 0 ∈ max S F (A) (or y 0 ∈ max intS F (A) if weak maximal solutions are desired). We also consider a special case of (1):
i.e., to find all
Any x 0 solving (1) or (2) is called a (weak) maximal solution for the problem at y 0 .
Higher-Order Tangent Sets
In this section, we shall recall the definitions of the m th -order contingent set and the m th -order adjacent set in Ref.
1. Then, we shall discuss their properties. Let X be a normed space supplied with a distance d and K be a subset of X. We denote by
the distance from x to K, where we set d(x, ∅) = +∞. be elements of X. We say that the subset
is the m th -order contingent set of
be elements of X. We say that the subset
is the m th -order adjacent set of
Proof. We note that
So we only need to prove that for any u 0 ∈ cl h>0
Let > 0 be fixed. Then, there exist y ∈ K and β > 0 such that
where B is the unit ball of the origin. Let h ∈ (0, µ), where 0 < µ ≤ β and µ + µ
Then,
From h ∈ (0, µ) and the definition of µ, we have 
From the convexity of K, we have
) and the proof is complete. 2
By Propositions 3.1 and 3.2, we have that the following corollary holds: 
Higher-Order Derivatives for Set-Valued Maps
In this section, we shall recall the definitions of the m th -order contingent derivative and the m th -order adjacent derivative for set-valued maps in Ref. 
where Graph(H) denotes the graph of the set-valued map H, i.e., Graph( 
is not empty, then necessaryly,
For some basic calculus for the m th -order derivative, see Section 5.6 in Ref.
1.
Remark 4.1. If F is a single-valued map which is 3 th -order continuously differentiable around a point x 0 ∈ X, then we have
and
where 
and the second-order contingent derivative:
It follows from Proposition 3.3 and the definition of the 2 th -order contingent set that
Then, we have
So, the 2 th -order contingent derivative introduced in this paper is different from the second-order contingent derivative introduced in Ref. 17 . However, they have that the equivalent relation (4) 
to be the m thorder contingent derivative of the set-valued map
. By Proposition 3.1, we have the following result.
Theorem 4.1. Let F be S-concave on convex set A ⊂ Dom(F ). Then, for all
x , x ∈ A and any y ∈ F (x ),
we have
So, we have the following result:
Thus,
It follows readily that
Hence, from Proposition 3.3, we obtain
The proof of the result is complete.
2 From Proposition 4.1 and Theorem 4.1, we have the following corollary.
Corollary 4.1. Let F be S-concave on convex set A ⊂ Dom(F ). Then, for all
where
Optimality Conditions for Problem (1)
In this section, higher-order necessary and sufficient optimality conditions for problem (1) are investigated. The notation F A is used to denote the restriction of F to A.
Theorem 5.1. If x 0 is a weak maximal solution for (1) at y 0 , then, for any (
and so
Proof. Naturally, we only need to prove the first conclusion. Assume that the result does not hold. Then, there exist somex ∈ A andŷ ∈ D (m)
Hence, there exist h n → 0
So, it follows from (5) that when n is large enough, we have
and then
Since S is a convex cone and
Hence, y n − y 0 ∈ intS, which contradicts that x 0 is a weak maximal solution.
2 Theorem 5.2. Let F be S-concave on the convex set A ⊂ Dom(F ) and let u 1 , · · · ,
then x 0 is a weak maximal solution for (1) at y 0 .
Proof. It follows from Theorem 4.1 that for all x ∈ A,
Thus, x 0 is a maximal solution for (1) at y 0 . Using the cone intS instead of S in (6), we similarly prove that the other conclusion holds. 2
Now we give an example, which is similar to Example 3 in Ref. 18 , to show a minimizer of the problem (1) which fails to satisfy the first-order assumption in Theorem 5.2, but satisfies the second-order one. Assume that x 0 = (0, 0) and
So,
i.e., the first-order assumption in Theorem 5.2 is not satisfied. However, if we take u = (0, 1) and v = F (u) = −1, then, for any x = (x 1 , x 2 ) ∈ A, we have
Since
Hence, the second-order assumption in Theorem 5.2 is satisfied and, from Theorem 5.2,
x 0 is a maximal solution of F on A. 
Optimality Conditions for Problem (2)
for all
It follows from the convexity of Graph(F E − S, G E − D) and Proposition 3.2 that
is a convex set. Therefore, by similar proof method for the convexity of B in Theorem 5.1 in Ref. 12 , we have that B is a convex set.
Now we prove that
Assume that the result does not hold. Then, there exist (x,ŷ,ẑ) andx ∈ Ω such that
It follows from (10) and the definition of the m th -order adjacent derivative that for any sequence {h n } with h n → 0 + , there exists {(x n , y n , z n )} with
From (11) and (12), there exists N > 0 such that h n < 1 and
for n ≥ N. Thus, we have
Thus, z n ∈ intD and y n − y 0 ∈ intS. Since z n ∈ G(x n ) − D and y n ∈ F (x n ) − S, there y 0 , z 0 , u 1 , v 1 , w 1 , · · · , u m−1 , v m−1 , w m−1 ) ].
Thus, the proof is complete.
2
Now we give an example to illustrate the necessary optimality conditions for m th -order adjacent derivative, where we only take m = 1.2.
be a set-valued map with
and G : E → Z be a real-valued function with
Naturally, F and G are two R + -concave functions on the convex set [−1, 1], respectively.
Consider the following constrained set-valued optimization problem (CSVOP):
We have
a weak efficient maximal solution of (CSVOP). So, the conditions of Theorem 6.1 are satisfied at (x 0 , y 0 ). It follow from the definitions of F and G that
and v 1 , w 1 ) . Naturally, we have
Simultaneously, take λ > 0 and µ = 0. We have that the 2 th -order necessary optimality condition of Theorem 6.1 holds. 
convex set, then we have
Thus, if F and G are S-concave and D-concave on X, respectively, then
Note that the following equation may not hold:
Indeed, when F and G are S-concave and D-concave, respectively, (13) may also not hold.
The following example explains the case.
(−∞, +∞) and
Then, F and G are R + -concave on E. We have
However,
It follows from (14) and (15)) that
Now we give the following proposition for explaining that (13) holds when F or G is locally Lipschitz.
Proposition 6.1. If either F or G is locally Lipschitz at x 0 , then,
Proof. Naturally, we only need to prove
Without loss of generality, suppose that G is locally Lipschitz at x 0 and
Then, for any h n → 0 + , there exist (x n , y n ) → (x, y) and x n ∈ E such that
Similarly, for any h n → 0
It follows from locally Lipschitz continuity of G that there exist a constant M > 0 and a neighborhood W of x 0 such that
Naturally, there exists N > 0 satisfying
It follows from (20) that
From (19) and (21), there exists z n → z such that for any n ≥ N ,
It follows from (18) and (22) that
and (16) 
Suppose that x 0 is a (weak) maximal solution for (2) at y 0 . Then, for any
, but not both zero functionals, such that 
and x ∈ A. Then, x 0 is a (weak) maximal solution for (2) at y 0 . 
Proof. Suppose that
It follows from (24) that there existz ∈ G A (βx 1 + (1 − β)x 2 ) andd ∈ D such that
By (25) and (26) 
